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Abstract

In this thesis, I investigate corundum-structured transition metal oxides, specifically

Cr2O3, α-Fe2O3, and their heterostructures. By examining their similarities and differ-

ences, I explore the influence of local symmetry and magnetic ordering on their prop-

erties. Using the presence of hidden magnetic multipoles as a guide, we find as of yet

unknown (anti-)magnetoelectric effects in both Cr2O3 and α-Fe2O3 and provide a route

for manipulating the non-relativistic spin splitting in α-Fe2O3, showing that the pres-

ence of higher-order magnetic multipoles gives rise to several magnetic effects. We also

resolve a long-standing debate regarding the correlation between the sign of the mag-

netoelectric effect in Cr2O3 and its antiferromagnetic domains and discover complex

magnetic ground states in heterostructures of the two materials. This research eluci-

dates the relationship between symmetry, magnetic multipoles, and phenomena such

as magnetoelectric effects, non-relativistic spin splitting, and interface-dependent mag-

netic ordering. The distinct behaviors of Cr2O3 and α-Fe2O3 result from a difference

in global symmetries, caused by their different antiferromagnetic orderings. I investi-

gate these compounds and their properties with a combination of symmetry analysis,

density functional theory (DFT) simulations and spin dynamics techniques, using ef-

fective Hamiltonian models with parameters determined by DFT for the latter. The

magnetic multipoles, which form a hidden order, are extracted from DFT calculations

of the charge density, and we associate them with different magnetoelectric effects and

spin splitting of the electronic bands. First, employing symmetry arguments and DFT

calculations, I investigate different magnetoelectric behaviors of the prototypical mag-

netoelectric Cr2O3 and centrosymmetric α-Fe2O3, and the connection with a hidden

order of magnetic multipoles. We discuss the relation between a ferroic ordering of mag-

netic quadrupoles and the net linear magnetoelectric effect. Subsequently, we determine

the symmetry allowed quadrupoles on the ionic sites in these compounds, and calculate

them using DFT. We show the presence of antiferroically ordered magnetic quadrupoles

in both Cr2O3 and α-Fe2O3. As a consequence, we predict antimagnetoelectric effects, in

which local magnetic dipole moments are induced in opposite directions under the appli-

cation of a uniform external electric field, thus creating an additional antiferromagnetic

ordering. We confirm the predicted induced moments using first-principles calculations

and show that there are second-order magnetoelectric effects as well, which we associate

with the ordering of magnetic octupoles in both materials. Our results demonstrate the

presence of hidden magnetic multipoles leads to local linear magnetoelectric responses,

even in centrosymmetric magnetic materials, where a net bulk linear magnetoelectric

effect is forbidden by symmetry. We outline the symmetry requirements for such local

magnetoelectric responses, demonstrating the applicability to other materials. This ex-

pansion broadens the class of materials exhibiting magnetoelectric-type couplings and



highlights the utility of magnetic multipoles in predicting various magnetoelectric re-

sponses. Additionally, in a collaborative work on Cr2O3, we perform DFT calculations

of the net magnetoelectric effect and a comprehensive reevaluation of experimental and

computational literature to resolve the longstanding debate regarding the sign of the

linear magnetoelectric effect and its relation to the antiferromagnetic domains. We find

agreement between computations performed across a range of DFT codes and parame-

ters, as well as with four earlier experimental investigations, and provide the community

with a reference work. Further exploration of the magnetic multipoles establishes a con-

nection with non-relativistic spin splitting in α-Fe2O3. We show that, below its Morin

transition, there is a ferroic ordering of rank-5 magnetic triakontadipoles on the Fe ions

in α-Fe2O3. This is the lowest-order magnetic multipole to be ordered ferroically in the

absence of spin-orbit coupling. By altering the sign, arrangement, and magnitude of

these magnetic triakontadipoles, we demonstrate that their ferroic ordering is the origin

of the g-wave non-relativistic spin splitting in α-Fe2O3. Additionally, we discover that

the ferroically ordered magnetic triakontadipoles arise from the concurrent antiferroic

ordering of charge hexadecapoles and magnetic dipoles, offering a method to control

the magnitude and sign of the magnetic triakontadipoles and the spin splitting. Fur-

thermore, we find that both the ferroic ordering of the magnetic triakontadipoles and

many spin-split features continue to exist in the weak ferromagnetic phase above the

Morin transition temperature. Thus, we enhance the theoretical understanding of spin

splitting, contribute to the efforts aimed at harnessing the g-wave spin splitting, and

demonstrate that the relevance of the hidden order of the magnetic multipoles goes

beyond the magnetoelectric effect. Finally, I calculate magnetism as a function of tem-

perature in heterostructures of Cr2O3 and α-Fe2O3, using a combination of DFT and

spin dynamics techniques. We explore magnetic models of different complexity, both for

the individual compounds and the heterostructures. We demonstrate the importance

of the dipole-dipole interactions for lowering the effective anisotropy and enabling the

Morin transition in α-Fe2O3. For the heterostructures, our results reveal ground states

that are strongly interface chemistry dependent. In summary, this research advances the

understanding of corundum transition-metal magnetism in oxides Cr2O3 and α-Fe2O3

and their heterostructures, explores the utility of higher-order magnetic multipoles in

describing magnetoelectric effects and non-relativistic spin splitting, and paves the way

for future investigations into these phenomena.



Zusammenfassung

In dieser Arbeit untersuche ich Übergangsmetalloxide mit Korund-Struktur, insbeson-

dere Cr2O3, α-Fe2O3 und ihre Heterostrukturen. Indem ich ihre Ähnlichkeiten und Un-

terschiede untersuche, erforsche ich den Einfluss der lokalen Symmetrie und der ma-

gnetischen Ordnung auf ihre Eigenschaften. Dank verborgener magnetischer Multipole

finden wir bisher unbekannte (anti-)magnetoelektrische Effekte sowohl in Cr2O3 als auch

in α-Fe2O3 und bieten einen Weg zur Manipulation der nichtrelativistischen Spinaufspal-

tung in α-Fe2O3. So zeigen wir dass das Vorhandensein von magnetischen Multipolen

höherer Ordnung zu verschiedenen magnetischen Effekten führt. Wir lösen auch eine

seit langem bestehende Debatte über die Korrelation zwischen dem Vorzeichen des ma-

gnetoelektrischen Effekten in Cr2O3 und seinen antiferromagnetischen Domänen und

entdecken komplexe magnetische Grundzustände in Heterostrukturen der beiden Mate-

rialien. Diese Forschungsarbeiten erhellen die Beziehung zwischen Symmetrie, magne-

tischen Multipolen und Phänomenen wie magnetoelektrischen Effekten, nichtrelativi-

stischer Spinaufspaltung und grenzflächenabhängiger magnetischer Ordnung. Die un-

terschiedlichen antiferromagnetischen Ordnungen in Cr2O3 und α-Fe2O3 führen zu un-

terschiedlichen globalen Symmetrien und damit auch zum unterschiedlichen Verhalten

der beiden Kristalle. Ich untersuche diese Verbindungen und ihre Eigenschaften mit ei-

ner Kombination aus Symmetrieanalyse, Dichtefunktionaltheorie (DFT)-Simulationen

und Spindynamik-Techniken, wobei ich für letztere effektive Hamilton-Modelle mit Pa-

rametern aus DFT-Berechnungen verwende. Die magnetischen Multipole, welche eine

versteckte Ordnung bilden, werden aus DFT-Berechnungen der Ladungsdichte extra-

hiert, und mit verschiedenen magnetoelektrische Effekten und der Spin-Aufspaltung der

elektronischen Bänder assoziiert. Zunächst untersuche ich mit Hilfe von Symmetriear-

gumenten und DFT-Berechnungen das unterschiedliche magnetoelektrische Verhalten

des prototypischen magnetoelektrischen Cr2O3 und des zentrosymmetrischen α-Fe2O3

sowie dessen Zusammenhang mit einer verborgenen Ordnung magnetischer Multipo-

le. Wir erörtern den Zusammenhang zwischen einer ferroischen Ordnung magnetischer

Quadrupole und dem linearen gesamten magnetoelektrischen Effekt. Anschließend be-

stimmen wir die symmetrisch zulässigen Quadrupole auf der Ionen in diesen Verbin-

dungen und berechnen sie mit DFT. Wir zeigen dass antiferroisch geordneten magneti-

schen Quadrupolen sowohl in Cr2O3 als auch in α-Fe2O3 vorhanden sind. Somit sagen

wir antimagnetoelektrische Effekte voraus, bei denen lokale magnetische Dipolmomente

beim Anlegen eines gleichmäßigen, von außen angelegten elektrischen Feldes in einander

entgegengesetzten Richtungen induziert werden und die somit eine zusätzliche antiferro-

magnetische Ordnung kreieren. Wir bestätigen die vorhergesagten induzierten Momente

durch ab initio Berechnungen und zeigen, dass es auch magnetoelektrische Effekte zwei-

ter Ordnung gibt, die wir mit der Anordnung der magnetischen Oktupole in beiden
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Materialien in Verbindung bringen. Unsere Ergebnisse zeigen, dass das Vorhandensein

versteckter magnetischer Multipole zu lokalen linearen magnetoelektrischen Reaktionen

führt. Diese linearen magnetoelektrischen Reaktionen sind sogar in zentrosymmetrischen

magnetischen Materialien, in denen ein linearer gesamter magnetoelektrischer Effekt

durch Symmetrie verboten ist, vorhanden. Wir beschreiben die Symmetrieanforderun-

gen für solche lokalen magnetoelektrischen Reaktionen und zeigen die Anwendbarkeit

auf andere Materialien. Dadurch erweitern wir die Klasse der Materialien, die magneto-

elektrische Kopplungen aufweisen und unterstreichen zusätzlich den Nutzen von magne-

tischen Multipolen bei der Vorhersage verschiedener magnetoelektrischer Reaktionen.

Darüber hinaus führen wir in einer kollaborativen Arbeit an Cr2O3 DFT-Berechnungen

des gesamtes magnetoelektrisches Effekts und eine umfassende Neubewertung der expe-

rimentellen und rechnergestützten Literatur durch, um die langjährige Debatte über das

Vorzeichen des linearen magnetoelektrische Effekts und seine Beziehung zu den antifer-

romagnetischen Domänen zu klären. Wir finden eine Übereinstimmung zwischen den Be-

rechnungen, die mit einer Reihe von DFT-Codes und Parametern durchgeführt wurden,

sowie mit vier früheren experimentellen Untersuchungen und stellen der Gemeinschaft

ein Referenzwerk zur Verfügung. Eine weitere Untersuchung der magnetischen Multipole

stellt einen Zusammenhang mit der nichtrelativistischen Spin-Spaltung in α-Fe2O3 her.

Wir zeigen, dass es unterhalb des Morin-Übergangs eine ferroische Ordnung der magne-

tischen Triakontadipole fünfter Stufe bei den Fe-Ionen in α-Fe2O3 gibt. Dies ist der ma-

gnetische Multipol niedrigster Ordnung, der in Abwesenheit von Spin-Bahn-Kopplung

ferroisch geordnet ist. Indem wir das Vorzeichen, die Anordnung und die Größe die-

ser magnetischen Triakontadipole verändern, zeigen wir, dass ihre ferroische Ordnung

zu der nichtrelativistischen g-Wellen-Spinaufspaltung in α-Fe2O3 führt. Darüber hin-

aus entdecken wir, dass die ferroisch geordneten magnetischen Triakontadipole aus der

gleichzeitigen antiferroischen Ordnung der Ladungshexadekapole und der magnetischen

Dipole entstehen, und so eine Methode zur Kontrolle der Größe und des Vorzeichens der

magnetischen Triakontadipole und der Spin-Aufspaltung bietet. Darüber hinaus stellen

wir fest, dass sowohl die ferroische Ordnung der magnetischen Triakontadipole als auch

viele Spinaufspaltungsmerkmale in der schwachen ferromagnetischen Phase oberhalb der

Morin-Übergangstemperatur fortbestehen. Auf diese Weise verbessern wir das theore-

tische Verständnis der Spinaufspaltung, tragen zu den Bemühungen bei, die g-Wellen-

Spinaufspaltung nutzbar zu machen, und zeigen, dass die Bedeutung der verborgenen

Ordnung der magnetischen Multipole über den magnetoelektrischen Effekt hinausgeht.

Schließlich berechne ich den Magnetismus in Abhängigkeit von der Temperatur in Hete-

rostrukturen aus Cr2O3 und α-Fe2O3 unter Verwendung einer Kombination aus DFT-

und Spindynamik-Methoden. Wir untersuchen magnetische Modelle unterschiedlicher

Komplexität, sowohl für die einzelnen Verbindungen als auch für die Heterostrukturen.

Wir zeigen die Bedeutung der Dipol-Dipol-Wechselwirkungen für die Verringerung der



effektiven Anisotropie und die Ermöglichung des Morin-Übergangs in α-Fe2O3. Für die

Heterostrukturen zeigen unsere Ergebnisse eine starke Abhängigkeit der magnetischen

Grundzustandsordnung von der Grenzflächenchemie. Zusammenfassend lässt sich sagen,

dass diese Forschungsarbeit das Verständnis des Korund-Übergangsmetall-Magnetismus

in den Oxiden Cr2O3 und α-Fe2O3 und ihren Heterostrukturen verbessert, den Nutzen

von magnetischen Multipolen höherer Ordnung bei der Beschreibung von ME-Effekten

und nichtrelativistischer Spin-Aufspaltung untersucht und den Weg für künftige Unter-

suchungen dieser Phänomene ebnet.
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Chapter 1

Introduction

Owing to their rich chemistry and wide range of properties, transition metal oxides

are among the most studied compounds. The intricate interplay between the localized

d orbitals of transition metal ions and oxygen ligands gives rise to complex electronic

behaviors. Specifically, the arrangement of oxygen ligands surrounding a transition metal

ion induces a symmetry reduction, thereby disrupting the degeneracy of the d orbitals—a

phenomenon known as crystal field splitting, the nature of which depends on the oxygen

coordination. Moreover, the presence of d orbitals contributes to the manifestation of

magnetism, introducing an additional layer of complexity. Although the combinations

of complex interactions are often not completely understood, they yield a plethora of

intriguing phenomena such as magnetoelectricity, phase transitions, and intricate forms

of order.

1.1 Motivation

In materials research, simulations play a vital role in unraveling the properties of ma-

terials and furthering our understanding of them. Simulations help to decipher the

underlying physics behind observed phenomena, forecast novel properties, and indicate

methods to manipulate said properties. Unlike in experimental settings, simulations of-

fer the advantage of easily adjusting or disabling interactions or contributions, allowing

for a detailed exploration of their impact on a phenomenon. Moreover, simulations can

direct experimental endeavors by identifying promising materials for synthesis, based on

predicted properties. Conversely, experimental data serve as valuable guides for sim-

ulations. The synergy between experimentation and simulation is indispensable for a

comprehensive understanding of materials. They complement each other, forming a

symbiotic relationship essential for advancing our knowledge of materials.

1



1.1: Motivation 2

In this thesis, I employ density functional theory (DFT) simulations to model insulating

antiferromagnetic (AFM) transition-metal oxides, namely Cr2O3 and α-Fe2O3. DFT,

falling under the category of ab initio or first-principles methods, is directly derived

from quantum mechanics, making it theoretically parameter-free. However, practically

handling these materials computationally involves some complexity, particularly due

to the treatment of d orbitals of the transition metal ions, which necessitates careful

consideration of local electron-electron interactions. To address this, I use the DFT+U

extension [1]. Furthermore, controlling the convergence of the computational results

requires additional convergence parameters.

Moreover, DFT operates under zero-temperature conditions and is limited in its abil-

ity to describe large systems and temperature effects. To explore larger systems and

temperature-dependent phenomena, I supplement my DFT calculations by incorporat-

ing Monte Carlo simulations and atomistic spin dynamics simulations. Here I make use

of effective magnetic Hamiltonians, with the parameters extracted from DFT.

The materials under study, Cr2O3 and α-Fe2O3, are well-established transition-metal

oxides, whose properties have been explored both computationally and experimentally.

These materials (and their heterostructures) hold promise for various applications, such

as catalysts and detectors, owing to their magnetic, catalytic and/or insulating prop-

erties [2–4]. Furthermore, both materials exhibit AFM properties and have garnered

interest for spintronics [5, 6]. The thesis aims to explore the properties of Cr2O3 and α-

Fe2O3 further, both by searching for novel properties, and by enhancing understanding

of known properties.

Despite their similarities, such as sharing the hexagonal corundum crystal structure,

consisting of only two elements, with the same conformal charges on the ions (Cr3+, Fe3+

and O2−), and having comparable band gaps (∼ 3 and ∼2 eV) [7–11], the transition-

metal ions in Cr2O3 and α-Fe2O3 differ in orbital fillings (d3 versus d5), resulting in

distinct AFM orderings [12]. The symmetry of the crystal structure is important, as it

places relatively few restrictions on the local environment of the transition-metal ions.

The difference in the AFM ordering is also important, as it results in distinct global

symmetries in the two compounds. This difference in global symmetry and similarity in

local symmetries influence various aspects, including magnetoelectric (ME) responses,

magnetic band structures, and magnetism at interfaces.

Specifically, the inversion symmetry breaking magnetic ordering in Cr2O3 permits a net

linear ME effect [13, 14], which is associated with ME multipoles and which is indicative

of local coupling between electric and magnetic degrees of freedom [15]. Conversely,

the preserved inversion symmetry in α-Fe2O3 results in non-relativistic spin splitting

(NRSS), a phenomenon that was recently termed altermagnetism [16, 17].
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In this work, we aim to clarify the interplay between magnetism and electric charge

in both materials, understand the role of local and global symmetry and explore the

presence of ME multipoles and associated (local) ME effects. We also seek to understand

the NRSS in α-Fe2O3, both from a symmetry perspective, as well as by associating it with

a ferroic ordering of higher-order multipoles. Finally, we seek to understand the effects

of the difference in AFM ordering when we combine the materials. Oxide interfaces have

attracted attention due to the occurrence of new phenomena, which are absent in the

bulk compounds [18]. As our materials have different AFM ordering, we may expect

interesting effects to occur when we make interfaces of the two.

1.2 Overview of the thesis

The results of this thesis can be divided into four topics; the ME multipoles and the

local ME effects in Cr2O3 and α-Fe2O3 [19], the sign of the linear ME effect in Cr2O3

[20], the NRSS in α-Fe2O3, and the magnetism of the Cr2O3/α-Fe2O3 interface.

The thesis is structured as follows. First, in the remainder of this chapter, I discuss

the background of the ME effect and higher-order magnetic multipoles. This includes a

historical overview, the phenomenology of the ME effect, its relationship with symmetry,

and the underlying microscopic mechanisms. Additionally, I explore how these higher-

order magnetic multipoles are derived and explain their connection to different orders

of the ME effect.

Moving on to Chapter 2, I provide a detailed introduction to the two materials, Cr2O3

and α-Fe2O3, along with a discussion on the computational methods employed. In

Section 2.1, I cover some fundamental properties of both compounds, their unit cells,

and their symmetries. Next, I give a conceptual overview of DFT and the DFT+U

method. I also outline our approach to calculating electric and magnetic multipoles

using DFT. Finally, I discuss effective Hamiltonian modeling as well as the use of Monte

Carlo and atomistic spin dynamics.

I begin Chapter 3 by explaining our description of Cr2O3 and α-Fe2O3 within DFT,

detailing our choices for various DFT parameters. I then analyze the symmetry of both

materials and demonstrate how it restricts the shape of (local) ME tensor, and local

ME multipole tensor. Subsequently, I present our calculations of these ME multipole

components and corresponding responses with DFT, including magnetic octupoles and

second-order ME effects. Additionally, I discuss our extensive convergence calculations

and give additional details on the method for calculating the ME response, specifically

the extension to include the second-order effect. I expand upon this work in Section 3.4,
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by providing a complete overview of the ordering of the non-zero magnetic multipoles

up to fifth order and discussing the calculation of a net third-order ME effect in Cr2O3.

Finally, I address several open questions and consider some future research directions.

Chapter 4 focuses on determining the sign of the ME effect in Cr2O3. Starting from the

multipole calculations, I introduce the connection between the sign of the net linear ME

response in Cr2O3 and the AFM domain state. I also shortly discuss spherical neutron

polarimetry as an experimental technique for distinguishing AFM domains. Afterward,

I present our attempt at clarifying this relationship between the sign of the net linear

ME effect in Cr2O3 and its AFM domains. We review previous DFT studies, present our

calculations, and reanalyze spherical neutron polarimetry experiments to seek consensus

between theoretical and experimental results. Finally, I address the spread in magnitude

of the calculated linear ME tensor.

In the subsequent chapter, I shift the focus to α-Fe2O3 in the absence of spin-orbit

coupling (SOC). Beginning with an overview of NRSS and altermagnetism, I discuss

symmetry considerations, why α-Fe2O3 is expected to show g-wave altermagnetism,

and how spin splitting can be related to ferroic ordering of magnetic multipoles. I

subsequently present our investigation of ferroically ordered magnetic triakontadipoles

and their relation to spin splitting in α-Fe2O3. Additionally, I expand on the method

used to manipulate the magnetic triakontadipoles, and the relation with the charge

hexadecapole. I end Chapter 5 by addressing some open questions regarding g-wave

symmetry and altermagnetism in α-Fe2O3.

Chapter 6 delves into the magnetism of the Cr2O3/α-Fe2O3 interface. I begin by moti-

vating the study of interfaces and explain how we constructed the interfaces we exam-

ined. Next, I discuss the extraction of DFT parameters and compare them to literature

values, from both computational and experimental sources. I present a simple Hamil-

tonian model, with only Heisenberg exchange and single-ion anisotropy, and a more

complicated model, which includes tensorial exchange and dipole-dipole interactions. I

evaluate the models’ description of the individual compounds, looking at temperature

evolution, the Néel temperature, the Morin transition, and the ground state magnetic

ordering and orientation. Next, I present the results for the Cr2O3/α-Fe2O3 interface,

while comparing the two models. Finally, I discuss the convergence parameters and

present some future research directions.

In the concluding chapter, Chapter 7, I summarize the key findings and emphasize some

of the previously outlined opportunities for future research.
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1.3 The magnetoelectric effect

The ME effect, in its most general definition, indicates any coupling between the mag-

netic and electric properties of a material. The first reported discovery of such a coupling

was the measurement of an induced magnetization in a dielectric material that was mov-

ing through an externally applied electric field. This was shown by W. C. Röntgen in

1888 for both glass and rubber disks between two capacitor plates [21]. Subsequently,

P. Curie proposed in 1894 that there must be materials that show a magnetization

upon the application of an electric field without the necessity to move them, they show

this effect intrinsically [22]. The term ‘magnetoelectric’ was consequently proposed by

P. Debye in 1926 [23]. In this thesis, I will use the general term ‘magnetoelectric ef-

fect’ specifically to mean an intrinsic ME effect. Thirty-three years after the term was

coined, I. Dzyaloshinkii proposed the first material candidate for the intrinsic linear ME

effect, based on symmetry arguments: Cr2O3 [13]. A year later, in 1960, D. N. Astrov

confirmed this prediction by measuring the linear ME coefficient in this material [14].

In recent times, ME materials have garnered considerable attention, due to the coupling

of electric and magnetic degrees of freedom mentioned above. This connection between

electricity and magnetism is interesting both from a fundamental physics perspective

as well as for practical uses [24, 25]. Various applications have been suggested, such

as low-energy memory devices, sensors, and transistors [26, 27]. However, the broader

implementation of these applications has been hampered by the relatively small mag-

nitude of the observed effects [28]. To make better use of these materials, we need a

clearer understanding of how ME phenomena work and their associated effects. In this

Section, I will introduce the ME effect, its phenomenology, the role symmetry plays, and

the microscopic mechanisms from which it originates.

1.3.1 Phenomenological picture

A material shows an ME effect, when upon the application of an electric field, a (change

in) magnetization is induced, or vice-versa, the application of a magnetic field induces

a (change in) polarization [13] (Figure 1.1).

Using Landau theory, we can understand some of the requirements for such an ME

effect. Starting with the free energy (F ) for a material with arbitrary symmetry, we can

expand simultaneously in terms of both an electric (E) and a magnetic (H) field [29]:
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Figure 1.1: Visualization of the magnetoelectric effect, where an electric field induces
a magnetization (M) and a magnetic field induces a polarization (P).

F (E,H) = F0 − P 0
i Ei −M0

i Hi −
1

2
χe
ijEiEj −

1

2
χm
ijHiHj − αijEiHj −

1

2
βijkEiHjHk

− 1

2
γijkHiEjEk −

1

2
χ
e(2)
ijk EiEjEk −

1

2
χ
m(2)
ijk HiHjHk + ... , (1.1)

with P 0
i and M0

i the spontaneous polarization and magnetization, χe
ij = ϵ0ϵij the electric

susceptibility and χm
ij = µ0µij the magnetic susceptibility, where ϵ0 and µ0 are the

vacuum permittivity and magnetic permeability, respectively, and ϵij and µij are the

relative permittivity and permeability. αij represents the linear ME tensor, βijk and γijk

the second-order ME tensors, and χ
e(2)
ijk and χ

m(2)
ijk the quadratic electric and magnetic

susceptibilities. Finally, the i, j, k indices each loop over the Cartesian directions, and

repeated indices indicate summation.

We can differentiate this expression for the free energy to obtain the polarization and

magnetization [26]:

Pi(E,H) =− ∂F

∂Ei
= P 0

i +
1

2
χe
ijEj + αijHj︸ ︷︷ ︸

linear ME

+
1

2
βijkHjHk +

1

2
γkjiHkEj︸ ︷︷ ︸

second-order ME

+
1

2
χ
e(2)
ijk EjEk + ... ,

(1.2)

Mi(E,H) =− ∂F

∂Hi

= M0
i +

1

2
χm
ijHj + αjiEj︸ ︷︷ ︸

linear ME

+
1

2
βkjiEkHj +

1

2
γijkEjEk︸ ︷︷ ︸

second-order ME

+
1

2
χ
m(2)
ijk HjHk + ... ,

(1.3)



1.3.2: Microscopic origin 7

where we have indicated the contributions that come from the linear and second-order

ME effects.

Most research has focused on the linear ME effect, which tends to be larger than the

second-order one, but has strict symmetry requirements. Going back to Eq. 1.1, looking

at the term containing α we see that only materials with broken time-reversal and

broken space-inversion symmetry can support a non-zero α. If time-reversal symmetry

is preserved that means that F (E,H) = F (E,−H) and when space-inversion symmetry

is preserved F (E,H) = F (−E,H). Both of these requirements lead to α = −α = 0.

Only if both symmetries are broken, can α be non-zero. Using the same arguments, we

see that for each of the two components of the second-order effect, only one of these

symmetries has to be broken. To be specific, space-inversion symmetry needs to be

broken to have a non-zero β, and time-reversal symmetry needs to be broken to have a

non-zero γ.

When the materials in question have no spontaneous polarization or magnetization

(P 0
i = M0

i = 0), as is the case for the materials discussed in this thesis, we can simply

Eqs. 1.2 and 1.3. Furthermore, when only an external electric field E is applied and a

magnetic field is absent, these equations reduce to:

Pi(E) =
1

2
χe
ijEj +

1

2
χ
e(2)
ijk EjEk +O(E3), (1.4)

Mi(E) = αjiEj +
1

2
γijkEjEk +O(E3). (1.5)

The effect under an applied electric field is what we will mostly focus on in this the-

sis when discussing the ME effect; we will determine the induced magnetization as a

response to an electric field, to determine the type of ME response.1

1.3.2 Microscopic origin

Although the phenomenological picture is useful for determining the simple symmetry

requirements for each order of the ME effect, it does not tell us about the microscopic

materials physics from which the observed macroscopic effects originate. These mi-

croscopic origins give us insight into the physics of each material and help determine

properties like temperature dependence [30].

1rather than the reverse: determining an electric polarization as a response to an applied magnetic
field.
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Several different microscopic origins can give rise to ME effects. As we focus on the

E-field induced ME effect, i.e., the induced magnetization under the application of an

electric field, we discuss here the microscopic changes in a material that can be E induced

and can lead to a change in the magnetization [29].

When an electric field is applied, the positions of the ions shift with respect to one

another, as the positively and negatively charged ions are pulled in different directions.

Furthermore, the shape of the electronic wavefunctions is modified, as the electrons are

pulled in the opposite direction of the positively charged atomic core. Both of these

changes have consequences for the local magnetic environment [30].

To begin with, the single-ion anisotropy is sensitive to changes in the relative positions

of the metal ions and their ligands, and the symmetry of the arrangement. Changes to

the anisotropy cause changes to the magnetic easy axis and can lead to canting of the

magnetic moments. Secondly, both the change in atomic positions and the modification

of the shape of the electronic wavefunctions can alter the orbital overlap. Both the

symmetric and antisymmetric parts of the exchange and the superexchange are sensitive

to the orbital overlap, and can thus be changed, leading to reoriention of the magnetic

moments. Furthermore, the Zeeman energy can be adjusted, either due to changes

in the crystal field (symmetry) caused by the change in atomic positions, or due to

changes in the electronic wavefunctions, both of which can change the g tensor. These

changes can in turn result in changes in both the magnitude and the direction of the

magnetic moment. Finally, the dipole-dipole interactions can be modified if the electric

field induces a piezoelectric distortion, which gives is non-uniform displacements of the

magnetic ions. As the dipole-dipole interactions influence the effective anisotropy, this

can lead to canting of the magnetic moments as well.

Each component of the ME effect can originate from different (combinations of) induced

microscopic changes. For example, in Cr2O3, one of the materials studied in this thesis,

there are two independent components to the linear ME effect. The first component is the

diagonal in-plane component, i.e., αxx = αyy. This component is also called α⊥, because

the effect occurs perpendicular to the magnetic easy axis. α⊥ is believed to be caused

mostly by a change in the single-ion anisotropy [31]. The second component is the out-of-

plane component, αzz. This component is also called α∥ because the effect occurs parallel

to the magnetic easy axis, and has different causes depending on the temperature. At

low temperatures, the change in the g factor is believed to be responsible, while at high

temperatures the change in the exchange energy dominates [31, 32]. The important role

of the exchange energy mechanism was further highlighted in a computational study by

Mostovoy et al. [33], where the temperature dependence of α∥ in Cr2O3 was calculated

based on the Heisenberg exchange mechanism. They find quantitative agreement with
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the experimental measurements, confirming that the exchange mechanism plays a vital

role in mediating this component of the ME response. They furthermore stress that α∥

peaks at higher temperatures because the spin fluctuations are largest there. Because

they have different microscopic origins, the temperature dependence of α⊥ and α∥ is

quite different [14]. We will discuss this in more detail in Chapter 4.

It is important to note that some of the microscopic origins mentioned above depend

on SOC while others do not. For example, without SOC, the magnetic and spatial

directions are not coupled, and there is no single-ion anisotropy or antisymmetric ex-

change. Components originating from these microscopic mechanisms will therefore be

absent. However, the Heisenberg exchange is not SOC-dependent, so components medi-

ated through this mechanism will be independent of SOC as well.

1.4 Multipoles and hidden order

In this thesis, we will relate hidden orders to two distinct measurable effects. In this

section, I will explain what I mean by hidden order and go into detail about the specific

orders that will be relevant: higher-order magnetic multipoles.

1.4.1 Hidden order

One of the most well-known examples of hidden order is antiferromagnetism. Coined by

Néel in 1936, it describes the antiparallel alignment of magnetic moments, as opposed

to the parallel alignment that occurs with ferromagnetism. Antiferromagnetism was

proposed as an explanation for the peaks in the temperature dependence of the magnetic

susceptibility and the specific heat in MnO [34]. Such peaks were known to coincide with

paramagnetic to ferromagnetic transitions, yet the characteristic signs of a ferromagnetic

phase, like a net magnetic moment, were absent in this compound. At the time, there

was no way to experimentally confirm the proposed AFM ordering, which made it a

hidden order.

Another instance of hidden order occurs when an order emerges from the coupling of

lower orders, though those lower orders are absent or arranged antiferroically. This

phenomenon is evident in Cr2O3. Examining the unit cell depicted in Figure 2.1a and

b, no net polarization or magnetization is apparent. There is no polarization due to the

crystal structure’s inversion symmetry, and no net magnetization due to AFM ordering.

However, the inner product of position and magnetic moment, ⟨
∑

i ri · mi⟩, remains

nonzero, representing a ferroic order concealed behind the absence of a net electric or

magnetic dipole moment.
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Various other forms of hidden orders exist, including those based on electric or mag-

netic multipoles. For instance, the 17.5K phase transition in URu2Si is not yet under-

stood and has been associated with proposed hidden orders encompassing higher-order

charge multipoles, from second order (charge quadrupoles) to fifth order (charge triakon-

tadipoles), along with different spin-based orders like distinct spin density waves and

a nematic spin state [35]. While recent experimental findings lean towards an electric

rather than magnetic explanation for this transition, the puzzle remains unsolved [36].

On the other hand, in Mn3Sn, the anomalous Hall effect suggests the presence of hidden

order linked to magnetic octupoles. These octupoles have recently been observed using

X-ray magnetic circular dichroism [37].

As mentioned, our focus here will be on exploring various orders of magnetic multipoles

as hidden order phenomena.

1.4.2 Multipoles

Multipoles as a concept are applied in many different fields of physics, but perhaps most

famously in electrodynamics. It is understood that a general charge distribution can be

described by a sum over the multipolar contributions: 0th-order behavior is described

by the monopolar contribution (total charge), up to linear order by including the dipolar

contribution, etc. A similar expansion can be done for magnetization density (e.g., a

distribution of magnetic dipoles), where there is, of course, no monopolar contribution.

It was shown that the linear ME effect can be linked to an ordering of ’so-called’ ME

multipoles [15, 38–41]. These multipoles are, in fact, magnetic quadrupoles with odd

parity and the same symmetry as the ME effect, as they consist of terms that combine

position r and magnetization µ. We can see them arise most easily from the interaction

of an applied magnetic field (H) with a spatially varying magnetization density µ(r).

In this case, the interaction energy Eint takes the following form [15]:

Eint =−
∫

µ(r) ·H(r)d3r (1.6)

=−
∫

µ(r) ·H(0)d3r︸ ︷︷ ︸
dipole contribution

−
∫

riµj(r)∂iHj(0)d
3r︸ ︷︷ ︸

quadrupole contribution

−
∫

rirjµk(r)∂i∂jHk(0)d
3r︸ ︷︷ ︸

octupole contribution

−... .

(1.7)
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Here we see the regular magnetic dipole contribution (∼ µ), plus additional quadrupole

(∼ µr) and octupole terms (∼ µr2). Although not written here, there are even higher-

order contributions, such as the magnetic hexadecapole (∼ µr3) and the magnetic

triakontadipole (∼ µr4), etc. Each multipole term describes the interaction of these

multipoles with the appropriate derivatives of the field. Focusing on the magnetic

quadrupoles, we can now define the magnetic quadrupole tensor or ME multipole tensor

as [15] :

Mij =

∫
riµj(r)d

3r. (1.8)

Each multipole term describes the interaction of these multipoles with the appropriate

derivatives of the field. Focusing on the magnetic quadrupoles, we can now define the

magnetic quadrupole tensor or ME multipole tensor as [15] : This ME multipole tensor

M is a Cartesian tensor and can be directly related to the linear ME tensor α. We can

identify which element of the multipole tensor corresponds to which component of the

linear ME effect by where it appears in the tensor. We can also split the tensor into

its spherically irreducible parts. This is useful for visualization and for understanding

the behavior under rotation operations, as the different irreducible component span

different irreducible invariant subspaces of SO(3). We will also use this decomposition

when calculating the components using DFT. Following the usual decomposition of a

3× 3 matrix, i.e., 3⊗ 3 = 1⊕ 3⊕ 5) [42], the three irreducible components of the ME

multipole tensor are [15] :

a =
1

3
Mii =

1

3

∫
r · µ(r)d3r, (1.9)

ti =
1

2
ϵijkMji =

1

2

∫
[r × µ(r)]i d

3r, (1.10)

qij =
1

2

(
Mij +Mji −

2

3
δijMii

)
(1.11)

=
1

2

∫ [
riµj(r) + rjµi(r)−

2

3
δijr · µ(r)

]
d3r, (1.12)

where a represents the trace of M and is a scalar. It has also been called the ME

monopole. Yet, it is not a magnetic monopole, which would appear in the 0th-order

contribution to the multipole expansion of Eq. 1.7, whereas the ME monopole comes

from the second-order quadrupole term. t is called the toroidal moment, is a vector

quantity, and constitutes the completely antisymmetric part of the tensor. Finally, q

is the symmetric traceless part, and a tensor. This component is simply called the
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Figure 1.2: Visualization of several magnetoelectric multipoles. From left, to right:
a positive monopole (a), a negative monopole (a), the z component of the toroidal
moment (tz) and the z2 component of the quadrupole moment (qz2). The blue color
corresponds to outward-pointing spins and the orange color to inward-pointing spins.

White indicates spins parallel to the pictured surface.

quadrupoles (Figure 1.2). I will refer to this component as q, to not confuse it with the

full set of magnetoelectric multipoles, as they are all technically magnetic quadrupoles.

a, t and q are spherically irreducible tensors of rank 0, 1 and 2 respectively. Separat-

ing the Cartesian tensors that describe the multipoles into their spherically irreducible

parts will become important in Section 2.3.2, where we discuss the calculation of these

multipoles and specifically these spherically irreducible components in our material sim-

ulations.

We can also rewrite the tensor in its irreducible parts. As the monopoles a come from the

trace of the ME multipole tensorM, they appear on the diagonal only and are associated

with a diagonal linear ME effect. The toroidal moments t form the antisymmetric part

and thus appear only away from the diagonal. They are linked to off-diagonal linear

ME effects [43, 44]. Finally, the quadrupoles are a traceless symmetric tensor with five

independent components. qxy, qxz, qyz appear away from the diagonal and contribute to

the off-diagonal symmetric components of the linear ME effect. qz2 and qx2−y2 appear

on the diagonal and contribute to the diagonal component of the ME effect. As the

tensor is traceless, they have different contributions to each entry on the diagonal, such

that the total contribution is traceless. These terms are thus associated with diagonal

linear ME effects that are not equal in all directions.

We can further extend the concept of magnetic multipoles by considering the magnetic

octupoles. Analogously to the quadrupole case, the magnetic octupole tensor can be

defined as follows:

M(2)
ijk =

∫
rirjµk(r)d

3r. (1.13)
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The components of this tensor can be related to different components of the second-

order ME effect, specifically the components described by γijk in Eqs. 1.1, 1.2 and 1.3.

This follows from a similar argument as before; the magnetic octupole tensor and the

second-order ME effect described by γijk have the same symmetry [45].

We note here that some of the discussed hidden orders have been observed and some

have not, only the effects that they give rise to. The observation of toroidal moments

has been reported [46], but no such experimental evidence exists for the ME monopoles,

for example. As mentioned above, a ferroic ordering of magnetic octupoles has been

observed [37], although not in the context of a second-order ME effect.





Chapter 2

Materials and methods

In this chapter, I will discuss the two materials of interest, Cr2O3 and α-Fe2O3, describe

some general properties and examine their units cells, and symmetries. I will also out-

line the main computational methods used for the work in this thesis, starting with a

short overview of density functional theory (DFT), DFT+U, and the different ways one

can use DFT to calculate magnetoelectric (ME) responses. Next, I will discuss the way

we determine the values of different charge and magnetic multipoles from the densities

obtained from DFT. Finally, I examine extensions to DFT in the form of effective mag-

netic Hamiltonians, for which we can extract the parameters. We can then use these

to model magnetic systems using atomistic spin-dynamics or Monte Carlo, which I also

explain.

2.1 Cr2O3 and α-Fe2O3

This thesis focuses on the study of different aspects of two transition metal oxides, Cr2O3

and α-Fe2O3. In this section, we will introduce the two compounds.

2.1.1 General properties

Cr2O3 and α-Fe2O3 are both members of the corundum family. Cr2O3 is a chemically

simple, binary compound, which crystallizes as a green solid. Despite its chemical sim-

plicity, the physics of this material is quite rich, showing effects such as magnetoelectric-

ity [14, 47] and voltage controllable spin currents [48]. It is an easy axis antiferromagnet

below its Néel temperature of 307K [49], with opposite spin orientation for every nearest

neighbor along the magnetization axis [50, 51] (Figure 2.1a).

15
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α-Fe2O3 is a similarly simple binary compound, although it is black in appearance.

Unlike Cr2O3, Fe2O3 shows a wide range of crystal structures and magnetic orderings.

We will focus on the alpha polymorph α-Fe2O3, which has the same crystal structure

as Cr2O3 [52], and thus we will in the remainder of the text refer to α-Fe2O3 simply as

Fe2O3. Fe2O3 is antiferromagnetic (AFM) below its Néel temperature of 960K, and it

has magnetic transition, called the Morin transition around 263K. Between 263-960K

it is in a canted AFM or weakly ferromagnetic phase, where the spins lie in the plane

perpendicular to the low-temperature easy axis. Below 263K, Fe2O3 is in an easy axis

AFM phase, with the spins oriented along this magnetic easy axis in a up-down-down-

up pattern [53, 54] (Figure 2.1b). In the low-temperature phase, the similarities with

Cr2O3 are the greatest, but some differences remain. Of course, the magnetic moments

on the Fe in Fe2O3 are larger than those on the Cr in Cr2O3, due to the different filling

of the d shell. Also, the unit cell of Fe2O3 is slightly larger, giving slightly different

bond angles and different inter-atomic distances. Most importantly the AFM ordering

is different in both compounds (Figure 2.1a and b). This has important consequences

for the symmetry of the materials.

2.1.2 Unit cells

As stated before, both Cr2O3 and Fe2O3 adopt the corundum crystal structure. There

are two common choices of unit cell for this crystal structure, the small 10-atom rhom-

bohedral unit cell (Figure 2.1a and b), the primitive unit cell for this crystal structure,

and the larger 30-atom hexagonal unit cell (Figure 2.1c), the conventional unit cell. The

hexagonal unit cell is parameterized by the lengths a and c of lattice vectors a and c, as

the other lattice parameters are fixed by symmetry: a = |a| = |b|, c ⊥ a (and b), and

the angle between a and b is 120◦. The Cartesian axes are conventionally chosen such

that z ∥ c and x ∥ a.

The rhombohedral unit cell is parameterized by the length of the lattice vector a′ and

the angle between the lattice vectors α′, with the symmetry fixing the other parameters

as follows: |a′| = |b′| = |c′| and α′ = β′ = γ′. The unit cells are related in the following

way:

a′ =


−a

2
a

2
√
3

c
3

 , b′ =


0

− a√
3

c
3

 , and c′ =


a
2
a

2
√
3

c
3

 , (2.1)
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Figure 2.1: Unit cells of the corundum structure, with the magnetic order indicated
in the primitive cells for Cr2O3 (a) and Fe2O3 (b) and the primitive cell shape indicated
in the conventional cell (c). The chromium (Cr) ions are colored blue (a), the iron (Fe)
ions gold (b), a general transition metal (TM) ion silver (c), and the oxygen (O) ions
red (a,b,c). Magnetic moments on the Cr and Fe ions are indicated using arrows of
the same color as the ion. Cr and Fe ions are numbered in black, and O atoms in gray
(a,b). Rhombohedral lattice vectors a′, b′, and c′ are indicated on the top between
a) and b), hexagonal vectors a, b, and c on the top between b) and c) and Cartesian
directions on the bottom between a) and b) and b) and c). All magnetic moments are

aligned with the magnetic easy axis, which is ∥ ẑ.

in Cartesian coordinates, with a = |a| and |c|. These relations ensure a consistent choice

of the Cartesian axes, for example, in both unit cells the z axis is parallel with the AFM

easy axis of Cr2O3 and Fe2O3. This means that in the rhombohedral cell, the Cartesian

axes are chosen such that z ∥ rhombohedral [111] and −y ∥ to the projection of b′ in

the xy plane. We will stick to this choice of Cartesian coordinates throughout.

2.1.3 Magnetic structure and domains

As stated above, at low temperatures both Cr2O3 and Fe2O3 are easy axis antiferromag-

nets, albeit with a different pattern in the AFM ordering. Although they are different,

both orderings break time-reversal symmetry. This means that both compounds have

two distinct AFM domains, which can be transformed into each other by a time-reversal

operation (Figure 2.2). These domains are also sometimes called 180◦ domains, as the

magnetic moments in the two domains are equal and opposite, as if all the moments are

rotated by 180◦ about an axis perpendicular to the z axis. We note that these domains
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Figure 2.2: The two AFM domains for Cr2O3 (a) and Fe2O3 (b).

are different from ’so-called’ configuration domains, where the magnetic ordering breaks

a translation symmetry rather than the time-reversal symmetry.

In the bulk, without the application of external fields, these two domains are energy

equivalent, although they do give rise to the formation of AFM domains and domain

walls. When fields are applied, or when an interface is formed these domains can have

different energies. We will see the lifting of this energy equivalence play a role with the

sign of the linear ME effect in Cr2O3, as well as in the magnetic ordering of heterostruc-

tures of Cr2O3 and Fe2O3.

2.2 Density functional theory

The main method that will be used in this PhD work is density functional theory (DFT).

This is a numerical technique used for finding the approximate electronic ground state

in solids and molecules, where solving the Schrödinger equation exactly is not an option.

There are many great reviews of DFT available, for example [55–60], so our goal here

is to discuss the basic concepts which will be relevant for the research discussed in this

thesis.

2.2.1 Principles of DFT

DFT is a well-established numerical technique for finding the ground state density of

solids and molecules. It was developed in the 1960s as a way to reach an approximate
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solution to said ground state when it became clear that finding an exact solution is not

possible. It has become one of the most popular first-principles or ab initio methods,

meaning that it allows the prediction of material properties without input parameters

obtained from experiment (in principle).

Let us start with a Hamiltonian, which should, in principle, capture all the physics in a

solid or molecule. For a set of Nn nuclei at positions R = {R1,R2, . . . ,RNn}, and Ne

electrons at positions r = {r1, r2, . . . , rNe}, the Hamiltonian takes the following form:1

Ĥ =

T̂n(R)︷ ︸︸ ︷
−
∑
α

ℏ2

2Mα
∇2

α

T̂e(r)︷ ︸︸ ︷
−
∑
i

ℏ2

2me
∇2

i +

V̂nn(R)︷ ︸︸ ︷
e2

2

∑
α ̸=β

ZαZβ

|Rα −Rβ|

+
e2

2

∑
i ̸=j

1

|ri − rj |︸ ︷︷ ︸
V̂ee(r)

− e2
∑
i,α

Zα

|Rα − ri|︸ ︷︷ ︸
V̂ne(R,r)

, (2.2)

where α and β label the nuclei and i and j label the electrons, me and e are the electron

mass and charge, M is the mass of the nucleus and Z is the atomic number. The first

two terms represent the kinetic energy of the nuclei (T̂n(R)) and the electrons (T̂e(r)),

while the latter terms are the potential energy due to the Coulomb interaction between

the nuclei (V̂nn(R)), the electrons (V̂ee(r)), and between the nuclei and the electrons

(V̂ne(R, r)). With this Hamiltonian, we may attempt to solve the Schrödinger equation:

ĤΨ(R, r) = EΨ(R, r), (2.3)

with the E the energy corresponding to the wave function Ψ(R, r). In principle, there

should exist a many-body wave function Ψ(R, r) such that this Schrödinger equation is

solved. Yet, finding this solution becomes exponentially complicated with the number of

particles, as the position (and hence its derivatives) of each nucleus and electron depends

on the position of every other particle (Eq. 2.2). For a general piece of solid we would

be dealing with a very large number of particles ( ∼ 1023), making the exact solution

completely inaccessible. Now, several steps can be taken to simplify the problem. First,

we may apply the adiabatic or Born-Oppenheimer approximation [61]. Here, we decouple

the motion of the much heavier, and hence slower, nuclei, from the much lighter, faster

1Here we have included only non-relativistic effects, i.e., the nuclei and electrons interact through the
Coulomb interaction.
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electrons. This leaves us with only the electrons, their interactions, and the potential

they experience from the nuclei (i.e., we would lose the T̂n(R) and V̂nn(R) terms in Eq.

2.2, while keeping the others). For the amount of electrons in a general piece of solid,

this remains an unsolvable problem.

The basis of DFT was lain with the realization by Hohenberg and Kohn, captured in their

theorems [62], that the grounds state properties of an electronic system are determined

completely by the electronic density ρ(r) and that there is a one-to-one correspondence

between this election density and the external potential Vext(r), i.e., the potential due

to the nuclei (and any external fields). The ground state density of the system may be

found by minimizing the total energy:

Etot[ρ(r)] =

∫
Vext(r)ρ(r)d

3r + F [ρ(r)], (2.4)

where F [ρ(r)] is some universal (meaning system-independent) functional of the density,

and square brackets denote some complicated functional dependence. In this way, we

have written our problem as a functional of the density, which is the origin of the name

‘density functional theory’. Now, given an external potential Vext(r), we no longer

need to find the complex many-electron wave function, which depends on the three

dimensional position of each of the Ne electrons. Instead, we only have the much simpler

electronic density, which only depends on the three-dimensional position.2 Although the

Hohennberg-Kohn theorems tell us this functional F [ρ(r)] must exist, they do not tell

us which shape it should take, or how to find it.

A way to tackle this issue was brought forward by Kohn and Sham [63], who showed

that we can map the interacting many-body system to a hypothetical system of non-

interacting electrons, with the same electronic density. The advantage of a non-interacting

system is that the equations decouple, and we have, effectively, a set of single-particle

problems. For the non-interacting system to have the same electronic density as the in-

teracting system, of course the external potential of the non-interacting system must be

different. The functional for the non-interacting Kohn-Sham system can now be written

as:

F [ρ(r)] = T̂KS [ρ(r)] + EH [ρ(r)] + EXC [ρ(r)], (2.5)

2In Eq. 2.4 we take r to mean a single position in space, rather than the positions of all the electrons
as in Eqs. 2.2 and 2.3.
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where the first term (T̂KS [ρ(r)]) describes the kinetic energy of the non-interacting

Kohn-Sham system, the second term is the Hartree energy (classical Coulomb repulsion

EH = 1
2

∫ ρ(r)ρ(r′)
|r−r′| d3rd3r′), and the last term is the exchange-correlation (XC) energy,

which contains all the many-body effects of the real system.

We may now combine Eqs. 2.4 and 2.5 to rewrite the total energy as:

Etot[ρ(r)] = T̂KS [ρ(r)] +

∫
Vext(r)ρ(r)d

3r + EH [ρ(r)] + EXC [ρ(r)] (2.6)

= T̂KS [ρ(r)] +

∫ (
Vext(r) + VH [ρ(r)] + Vxc[ρ(r)]

)︸ ︷︷ ︸
VKS [r,ρ(r)]

ρ(r)d3r, (2.7)

where we see that the first term (T̂KS [ρ(r)]) captures the kinetic energy of our auxil-

iary system, while the other terms together form the augmented Kohn-Sham potential,

i.e., the potential that ensures our hypothetical non-interacting system has the same

electronic density as the many-body system we started out with. This mapping is in

principle exact if we would know the shape of the XC functional. The power of this

approach lies in that all the unknown is hiding in this single term Exc, which represents

only a small (though important) contribution to the total energy, while all other terms

may be computed. In practice, we make approximations for the shape of the XC func-

tional. Several of such approximations have been made, and are available as options in

most DFT codes. The most simple approximation is the local density approximation

(LDA) [63, 64]. Here it is assumed that EXC depends on ρ(r) as it does in a uniform

electron gas of the same density and that it depends on this density alone, and not

any of its derivatives. In forms of the generalized gradient approximation (GGA), de-

pendency on ρ(r) and its gradient are taken into account. There are different forms of

GGA available, including the Perdew-Burke-Ernzerhof (PBE) functional [65] and PBE

optimized for solids (PBEsol) [66]. There are also hybrid functionals, which usually mix

a GGA with exchange obtained from Hartree-Fock, and can give great improvement of

the description of specific properties, but tend to increase the computational cost, as

well as adding a parameter in the form or the degree of mixing. We explain our choice

of XC functional for our description of Cr2O3 and Fe2O3 in the next chapter, in Section

3.1.1.

2.2.2 Numerical process

Using Eq. 2.7 and an approximation for the XC functional, we can find the ground state

of our Kohn-Sham system using an iterative numerical process (Figure 2.3 ). Starting
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from a guess of the electronic density, usually based on the atomic orbitals of the relevant

elements and the structure of the crystal or molecule, we can construct the potential

VKS [r, ρ(r)] (see Eq. 2.5). From there we can solve the Kohn-Sham equations

[
− ℏ2

2me
∇2

i + VKS [r, ρ(r)]
]
ϕi(r) = ϵiϕi(r), (2.8)

which constitute the Schrödinger equations for the single-particle wavefunctions ϕi of our

Kohn-Sham system. From the found wave functions a new density ρ(r) =
∑occ

i |ϕi(r)|2

can be constructed, where the sum runs over all occupied states. Subsequently, we

can determine the new energy EKS . Here we can restart the loop and calculate the

new Kohn-Sham potential VKS . This self-consistent process repeats itself until the

desired degree of convergence is reached, usually when the energy difference between

two iterations is less than a pre-set amount. We note that, although this process is

iterative, and thus should give us an energy that is larger or equal to the ground state

energy of our Kohn-Sham system, by the variational principle. However, due to the

approximation of the XC functional, that does not mean that it cannot be lower than

the ground state of the original many-body system. In general, EKS is not considered

to have any physical meaning, but we can track it to determine the convergence.

The Kohn-Sham energy of Eq. 2.7 can be expanded to include, for example spin, which

we did not write explicitly as a variable, or spin-orbit coupling, which can be introduced

as a correction to the kinetic energy. Also, to determine the minimal energy positions of

the atoms, we may add a term that includes the ion-ion interactions at fixed positions.

In general, DFT output will include the ground energy, the position of the atoms, the

ground state electronic density and, when applicable, the magnetic moments.

In practice, the scheme is a bit more complicated that the sketch in Figure 2.3. First of

all, solving the KS equations is usually bot done in real space, but in momentum space,

where a set of points is chosen and then interpolated between [67]. Here, the degree of

convergence is determined by the density of this grid of points. the ‘so-called’ k-point

grid or mesh. This k-point grid is defined with respect to reciprocal lattice vectors,

which depend on the chosen real space unit cell. This can be the primitive unit cell

of the crystal structure or a larger repeating unit. So, if we want to simulate a solid,

we choose a unit cell, which determines the amount of bands we have the include (i.e.,

the number of electrons). Also, periodic boundary conditions are applied, so that we

simulate an infinite repetition of this unit.
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Figure 2.3: The typical iterative, self-consistent process performed in a DFT calcu-
lation.

Furthermore, as mentioned, our Kohn-Sham system is non-interacting which means

we have a set of single-particle wavefunctions. We need to choose a basis to write

said wavefunctions in. Plane waves are a common choice, although this basis, like any

complete basis for writing all wavefunctions in three-dimensional space, is infinitely large,

which is not practical. Instead, we must truncate or ’cut off’ our basis somewhere, which

limits our accuracy but makes the computation manageable. A plane-wave basis has the

advantage that we can control the number of included plane waves and the degree of

convergence of the calculation from the energy cutoff. Another possible choice of basis

is the atomic orbitals, and different basis sets can even be used for different regions in

the solids, e.g., close to the atoms or the spaces in between. Both the k-point grid and

basis set cutoff are parameters we will set for our calculation of Cr2O3 and Fe2O3.

Most DFT calculations described in this thesis were performed in the Vienna ab initio

simulation package (vasp) [68, 69] or in elk [70]. vasp uses a plane-wave basis and

the projector-augmented wave (PAW) method [71, 72]. Here PAW potentials are used

to describe the core electrons, to save computational cost. As the core electrons are

relatively localized, it would take a linear combination of a large number of plane waves
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to describe them, which is computationally expensive. Furthermore, the core electrons

do not contribute much to the physics of the system, other than shielding the charge of

the nucleus. However, which atoms to include in the core and which to describe explicitly,

is another parameter we must set. elk [70] describes both the core and valence electrons

explicitly, but uses different basis sets in different regions of space, where setting the

border between the regions is another choice. So we see that, although in principle DFT

is parameter-free, in practice there are quite a few choices that one must make when

performing a calculation in practice.

2.2.3 DFT+U

Standard DFT works well to describe materials where the electron density varies slowly

but fails when the electrons are more localized, for example in d or f orbitals. This can

be traced back to a failure of the approximation to the XC functional, like LDA and

GGA, to capture the local electron-electron interactions [73]. Instead, the electrons are

more delocalized than they should be, and DFT predicts a large set of materials to be

metallic, even when they are known to be semi-conducting or insulating. This is called

the delocalization error, and one way to address it is by the so-called ’DFT+U’ method

[1, 74].

In this method, the XC functional is corrected by an additional term describing the

local interactions. The shape of this correcting term is based on the physics of the

Hubbard model. Late us take as an example a simple, single band, Hubbard model [75–

80], which describes N particles occupying a lattice of sites and interacting with their

nearest neighbors.3 The Hamiltonian for such a system will look as follows:

ĤHubbard = −t
∑
⟨i,j⟩,σ

(ĉ†i,σ ĉj,σ + c.c.) + U
∑
i

n̂i,↑n̂i,↓, (2.9)

with ⟨i, j⟩ the nearest neighbor lattice sites, σ the spin of the particles and ĉ†i,σ ĉj,σ

and n̂i,σ the usual creation, annihilation and particle number operators. The first term

describes the hopping of a particle between neighboring sites, i.e., annihilation on one

site and creation on the other. Here t is the hopping parameter, which sets the energy

gain (or cost if t is negative) from this hopping process. The second term in Eq. 2.9

captures the describes the Coulomb repulsion between two particles occupying the same

site, where U determines the energy cost of having the two particles on the same site.

3’Single band’ means, in this case, that there is only one orbital or band, i.e., there are only two
states to fill on each site: ↑ and ↓.
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Let us consider two limits for the ratio of U and t. In the limit where t ≪ U , the

energy a particle gains by hopping is negligible compared to the energy cost of two

particles occupying the same site, so hopping is strongly suppressed and the particles

are effectively localized. On the other hand, in the limit where t ≫ U , the Hamiltonian

of Eq. 2.9 is dominated by the hopping term, and it is energy favorable to delocalize

the particles as much as possible. The DFT+U uses a Hubbard-like term for describing

the localization in certain bands, in our case the d bands of Cr and Fe, while using

regular DFT to describe the other bands, where such a correction is not necessary [74].

For Cr2O3 and Fe2O3, several orbitals need a Hubbard U correction, as more than one

d orbital is occupied. This means that we have the physics of a multiband Hubbard

model, and we also need to consider the interactions of two electrons on the same site,

but in different orbitals. Here we will use Hund’s coupling J , which sets the energy gain

for aligning the spins of two electrons in different orbitals on the same site.

2.3 DFT extensions

In this thesis, we will be computing several properties of materials, which are not stan-

dard outputs of DFT calculations, such as the ME response and the presence of higher-

order magnetic multipoles. Here I discuss some of the methods we used to make these

calculations.

2.3.1 Magnetoelectric response

In experiment, the ME effect is usually measured by applying a magnetic field and

observing the resulting polarization, or by applying an electric field and determining

the resulting magnetization. In DFT we usually use periodic boundary conditions, and

applying a field would result in these conditions not being met, e.g., an applied electric

field would result in a potential difference at the boundary. Several methods have been

employed to study magnetoelctric responses in DFT [33, 81–83]. We will mostly focus

on the method of Ref. [81] where the application of an electric field is simulated by the

displacement of the ions such a field would cause. This only captures the change in the

external potential Vext caused by this displacement of the ions, and not the part caused

by the field itself (and the fact that the electrons are of course charged). We expand this

method to not just study the net linear response, but to also qualitatively determine

local linear and second-order responses, as we explain in Section 3.3.5.2. Another method

for calculating the ME effect is, for example, the application of a Zeeman-field, which is

applied by adding a term to the Kohn-Sham Hamiltonian that favors one spin orientation
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[20]. In Chapter 4 we will compare the results of different methods for calculating the

net ME effect in Cr2O3.

2.3.2 Multipole calculations

As discussed in Chapter 1, we are interested in studying higher order multipoles. Thus

we need to evaluate the values of the corresponding multipole tensors around each atom,

for example, the ME multipole tensor:

Mij =

∫
riµj(r)d

3r. (2.10)

We should be able to perform this integration explicitly, as our DFT calculations output

both the charge density and the magnetization. Writing the integration in spherical

coordinates we obtain:

Mij =

∫ [
riµj(r)r

2 sinϕ
]
dr dθ dϕ. (2.11)

The integration over θ and ϕ can in principle be executed, but the integration over r

requires us to set a boundary, which is difficult to define, i.e., what area do we mark

as belonging to a specific atom? To circumvent this integration boundary problem, we

make use of an alternative method, where we only access the spherical components of

the multipole tensor [84–86]. This method is based on a similar multipole decomposition

that is used in X-ray physics [87].

The key idea is to decompose the integral into radial and angular parts and to project

the angular component of the local charge density around an atom onto the spherical

harmonics. The formalism for this projection is complicated, and we will discuss first

how it works for the charge multipoles, which are slightly simpler. We can see these

charge multipoles arise when we consider the interaction energy of spatially varying

applied electric potential Φ(r) with a charge density ρ(r), a similar expression as the
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interaction energy of an applied magnetic field and a magnetisation density of Eq. 1.7:

Eint,el =−
∫

ρ(r)Φ(r) d3r (2.12)

−
(∫

ρ(r) d3r
)

︸ ︷︷ ︸
charge monopole

Φ(0)−
(∫

ρ(r)ri dr
)

︸ ︷︷ ︸
charge dipole

∂iΦ(0)

−
(∫

ρ(r)rirj dr
)

︸ ︷︷ ︸
charge quadrupole

∂i∂jΦ(0)−
(∫

ρ(r)rirjrk dr
)

︸ ︷︷ ︸
charge octupole

∂i∂j∂kΦ(0)− . . . . (2.13)

Taking the charge quadrupole as an example:

Cij =
∫

ρ(r)rirj dr =

∫ [
ρ(r, θ, ϕ)rirjr

2 sinϕ
]
dr dθ dϕ. (2.14)

Again, the integral over r requires us to set an integration boundary. We can instead

express the charge density ρ(r, θ, ϕ) in terms of a density matrix ρα,β, the latter being

written in a complete basis of atomic-like orbitals |Ψα⟩ :

ρ(r, θ, ϕ) = ⟨r, θ, ϕ|ρ|r, θ, ϕ⟩ =
∑
α,β

⟨r, θ, ϕ|Ψβ⟩⟨Ψβ|ρ|Ψα⟩⟨Ψα|r, θ, ϕ⟩ (2.15)

=
∑
α,β

Ψβ(r, θ, ϕ)ρβ,αΨ
∗
α(r, θ, ϕ). (2.16)

Furthermore, we can use that Ψα(r, θ, ϕ) = Rnl(r)Ylm(θ, ϕ), with n the principle quan-

tum number, l and m the quantum number labelling the angular momentum, and Ylm

the spherical harmonics, to write:

ρ(r, θ, ϕ) =
∑

n,n′,l,l′,m,m′

⟨r, θ, ϕ|n′l′m′⟩⟨n′l′m′|ρ|nlm⟩⟨nlm|r, θ, ϕ⟩. (2.17)

Because Ψα(r, θ, ϕ) = Rnl(r)Ylm(θ, ϕ) also means the atomic-like orbitals decompose

in a radial and spherical component, we can decompose the expression of Eq. 2.17 as

well. Using that ⟨lm|θ, ϕ⟩ = Ylm(θ, ϕ), we see that the spherically dependent part of the

charge density can be expressed as:

ρ(θ, ϕ) ∼
∑

ll′mm′

Yl′m′(θ, ϕ)⟨l′m′|ρ|lm⟩Y ∗
lm(θ, ϕ) (2.18)

∼
∑

ll′mm′

Yl′m′(θ, ϕ)ρl′m′lmY ∗
lm(θ, ϕ). (2.19)

Now we have an expression for the charge density, but in the expression of each multipole

there is also a product of spatial components. For example, in the charge quadrupole of
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Eq. 2.14, there is the product rirj . Using the definition of the spherical coordinates

r0 = x = r cos θ cosϕ, r1 = y = r sin θ cosϕ, r2 = z = r sinϕ, (2.20)

we see that the angular dependence of rirj can be expressed as a product of cosines and

sines of θ and ϕ, which means that it can be expressed in terms of spherical harmonics

as well. For example, r0r1 = r2 cos θ sin θ cos2 ϕ ∼ r2Y2,−2. As discussed in Section 1.4.2,

the Cartesian multipole tensors can be decomposed into spherically irreducible parts.

Here it becomes useful to consider these spherically irreducible tensors, rather than

the Cartesian tensors themselves. In general, the spherical dependence of the spatial

coordinates in the integral of a spherically irreducible charge multipole component of

order k, can be written as a single spherical harmonic, Ykt(θ, ϕ). Here k labels the

degree of r dependence, e.g., k = 0 for the charge monopole, k = 1 for the charge dipole,

etc. Furthermore, t labels the different independent components of the multipole, with

t ∈ {−k,−k + 1, ..., k}.

We can now write the angular parts of our spherically irreducible charge multipoles wk
t :

wk
t ∼

∫
Ykt(θ, ϕ)ρ(θ, ϕ) sinϕdθ dϕ (2.21)

∼
∫ ∑

ll′mm′

Ykt(θ, ϕ)Yl′m′(θ, ϕ)ρl′m′lmY ∗
lm(θ, ϕ) sinϕdθ dϕ (2.22)

∼
∑

ll′mm′

ρl′m′lm

∫
Ykt(θ, ϕ)Yl′m′(θ, ϕ)Y ∗

lm(θ, ϕ) sinϕdθ dϕ (2.23)

∼
∑

ll′mm′

ρl′m′lm

∫
Ykt(θ, ϕ)Yl′m′(θ, ϕ)(−1)mYl,−m(θ, ϕ) sinϕdθ dϕ (2.24)

∼
∑

ll′mm′

(−1)m
√

(2k + 1)(2l + 1)(2l′ + 1)

4π
ρl′m′lm

(
k l′ l

0 0 0

)(
k l′ l

t m′ −m

)
(2.25)

∼
∑

ll′mm′

(−1)m
√

(2l + 1)(2k + 1)(2l′ + 1)

4π
ρl′m′lm

(
l k l′

0 0 0

)(
l k l′

−m t m′

)
(2.26)

∼
∑

ll′mm′

(−1)m
√

(2l + 1)(2k + 1)(2l′ + 1)

4π
⟨l′m′|ρ|lm⟩

(
l k l′

0 0 0

)(
l k l′

−m t m′

)
(2.27)

Where we used that Ylm = (−1)mYl,−m, the definition of the Wigner 3j-symbols in terms

of an integral over the spherical harmonics [88]:∫
Yl1,m1(θ, ϕ)Yl2,m2(θ, ϕ)Yl3,m3(θ, ϕ) sinϕdθ dϕ = (2.28)√
(2l1 + 1)(2l2 + 1)(2l3 + 1)

4π

(
l1 l2 l3

0 0 0

)(
l1 l2 l3

m1 m2 m3

)
, (2.29)
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and that the Wigner 3j-symbols are equivalent under the cycling of the columns.

It is worth noting that the Wigner 3j-symbols are zero unless the following conditions

are met [89]:

mi ∈ {−ji,−ji + 1, . . . , ji} with i ∈ {1, 2, 3}, (2.30)

m1 +m2 +m3 = 0, (2.31)

|j1 − j2| ≤ j3 ≤ j1 + j2 (2.32)

j1 + j2 + j3 ∈ Z, (2.33)

if m1 +m2 +m3 = 0, j1 + j2 + j3 ∈ 2Z. (2.34)

Now, to find the exact expression for the spherically irreducible multipole components

wk
t we need to determine the normalization, where we use the explicit expression for

the Wigner 3j-symbols and follow Ref. [84]. Assuming l = l′, the charge multipole

component for each l can be written as:

wk
t,l =

∑
m∈{−l,−l+1,...,l}
m′∈{−l,−l+1,...,l}

(−1)l−m

√
(2l − k)!(2l + k + 1)!

(2l)!

(
l k l′

−m t m′

)
⟨m′|ρ|m⟩ (2.35)

=
∑

m∈{−l,−l+1,...,l}
m′∈{−l,−l+1,...,l}

⟨m|vkt |m′⟩⟨m′|ρ|m⟩, (2.36)

such that:

⟨m|vkt |m′⟩ = (−1)l−m

nlk

(
l k l

−m t m′

)
, with nlk =

(2l)!√
(2l − k)!(2l + k + 1)!

(2.37)

This decomposition can be expanded to include the magnetic multipoles as well, but

this is more complicated. First of all, to gain access to the magnetization, we need to

consider the spin-dependent part of the density matrix as well: ⟨lmms|ρ|l′m′m′
s⟩, where

ms ∈ {−s, s} and s = 1/2, with s,ms the spin quantum numbers. Now, still using the

normalization of Ref. [84], we can define the irreducible spherical tensors describing a

specific multipole moment wkpr
t , where k labels the spatial index (k = 0, 1, 2, etc), p the

spin index (p = 0 for charge and p = 1 for magnetic multipoles) and r the rank of the

tensor (r ∈ {|k − p|, |k − p| + 1, . . . , k + p}). Finally, t denotes the components of the

tensor (t ∈ {−r,−r + 1, . . . , r}). Again taking l = l′, the wkpr
t for each l can be defined

from the density matrix ρ as follows [84] (dropping the subscript l):
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wkpr
t =

∑
x∈{−k,−k+1,...,k}
y∈{−p,−p+1,...,p}

ξkprxyt

∑
ms∈{−s,s}
m′

s∈{−s,s}

⟨ms|tpy|m′
s⟩

∑
m∈{−l,−l+1...,l}
m′∈{−l,−l+1...,l}

⟨m|vkx|m′⟩⟨m′m′
s|ρ|mms⟩,

(2.38)

where using the Wigner 3j-symbols,

ξkprxyt =
(−1)k−x+p−y

nkpr

(
k r p

−x t −y

)
, (2.39)

⟨ms|tpy|m′
s⟩ =

(−1)s−ms

nsp

(
s p s

−ms y m′
s

)
, (2.40)

vkx and nlk defined as before (Eq. 2.37), and

nabc = ia+b+c
[(−a+ b+ c)!(a− b+ c)!(a+ b− c)!

(a+ b+ c+ 1)!

]1/2
×

(a+ b+ c)!!

(−a+ b+ c)!!(a− b+ c)!!(a+ b− c)!!
. (2.41)

As we see from Eq. 2.38, the tensor wkpr
t can be computed directly from the electronic

density ρ, and its components correspond to different multipoles. For example w011
−1,0,1

correspond to the spin (i.e., the spin contribution to the magnetic dipoles) in the y, z,

and x directions, and w11r
t corresponds to the ME multipoles (for r = 0 we have the ME

monopole, for r = 1 the toroidal moments and for r = 2 the quadrupoles). It is these

wkpr
t (for different l) that are output from the decomposition of the DFT charge density.

Because of the Wigner 3j-selection rules, specifically Eq. 2.32, |l− l′| ≤ k ≤ l+ l′, which

means that we need higher l spherical harmonics to see multipoles of higher rank.

Not only is the expression Eq. 2.38 more complicated than when only the charge multi-

poles were included (Eq. 2.36), but due to the way angular momenta are summed, the

rank r of the spherically irreducible parts can be smaller than k + p. We opt for the

nomenclature where we call each multipole for the place where it arises in the expansion

of Eq. 1.7, rather than after the ’spherical’ rank r. For example, with our naming con-

vention the magnetic quadrupole includes components w110
0 (rank = 0), w111

−1,0,1 (rank =

1), and w112
−2,−1,0,1,2 (rank = 2).
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This decomposition method was originally developed for the elk code [84, 85]. It

was later implemented in the vasp code by Thöle [90], and in a Python pre-and post-

processing code called multipyles by Merkel [91, 92]. We have used all three methods,

and have confirmed that they are consistent.

2.4 Effective Hamiltonian modeling

As discussed in the sections above, DFT is a powerful way to model materials and their

properties. However, there are limitations to DFT. For instance, when using plane-

wave basis sets, the number of plane waves needed to describe a system at a given

level of accuracy scales cubically with the system size [93]. This scalability issue is

particularly pronounced for materials that already have heavy computational demands,

such as magnetic materials.4 Thus we are limited to relatively small unit cells, and

cannot model long-range magnetic patterns. Furthermore, DFT describes the physics of

systems at T=0 and lacks the capability to model temperature effects. Thus, to describe

the physics of large magnetic systems at different temperatures, we must rely on another

method.

Instead of trying to describe the electrons and the ways they interact with each other

and the nuclei, we can instead focus on the effective physics of the magnetic moments.

We know from atomic physics that the electrons in a less than half-filled d shell usually

arrange with parallel spins, forming a ‘high-spin’ configuration. We can view this as a

net magnetic moment localized on the atomic site. In materials like Cr2O3 and Fe2O3,

where electrons tend to be localized, we can capture the effective behavior of the electrons

by the interactions between these magnetic moments, localized on the Cr and Fe sites.

An effective Hamiltonian describing the physics of these moments can take different

shapes depending on the interactions we include. For example, we can make a simple

Hamiltonian where we only include the symmetric exchanges (J) and the quadratic

anisotropy (K):5

H =−
∑
i ̸=j

Jij êi · êj −Ki

∑
i

e2i,z, (2.42)

4The inclusion of spin adds complexity: without spin, we only have orbital degrees of freedom, i.e.,
each band contains two electrons and so the number of unique bands is half the number of electrons.
When we include spin, the number of bands in equal to the number of electrons.

5Here we formulated the Hamiltonian in terms of the directions of magnitudes of the moments, and
we absorbed the magnitudes of the moments into the interaction parameters. Even though spins and
magnetic moments have opposite signs, the magnetic moments enter into this Hamiltonians only in even
powers, such that a formulation in terms of the spins would be equivalent.
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where i and j label the lattice sites and êi is the unit vector indicating the direction of

the magnetic moment on-site i. If Jij > 0 there is an energy gain when the moments

on sites i and j align and an energy loss when they are anti-aligned. Instead, if Jij < 0,

there is an energy gain when the magnetic moments on sites i and j are anti-aligned,

and a cost if they are aligned. The single ion anisotropy gives an energy gain (or cost

when K < 0) when the magnetic moments are parallel to a specific axis, in this case the

z axis. We will discuss other magnetic interactions and several different shapes these

magnetic Hamiltonians can take in Chapter 6.

From Eq. 2.42, we see that the Hilbert space of this Hamiltonian is spanned by states

which label the direction of the magnetic moment on each site, where we only take the

magnetic ions into account, as there is no magnetic moments on the other sites in the

crystal. This is much simpler than the set of single-electron wavefunctions that span

the Hilbert space of our Kohn-Sham Hamiltonian, indicating that with this effective

Hamiltonian, we could model much larger systems. Furthermore, one can model many

different magnetic behaviors, e.g., paramagnetic, (anti-)ferromagnetic, et cetera [94].

Yet, as these are classical spin models, we cannot simulate quantum effects.

We can use DFT to determine the values of the parameters (e.g., J and K) in these

Hamiltonians [95, 96]. We will describe how we perform these calculations in Chapter 6.

In principle, we should be able to determine the ground state, once we have established

a Hamiltonian and calculated the values of its parameters. Nevertheless, finding this

ground state is not trivial, as we would have to test every possible state in the system.

Instead, we can use different techniques to numerically solve this problem, while simul-

taneously also simulating temperature effects. We will make use of both Monte Carlo

simulations and atomistic spin dynamics, as implemented in the UppASD code [97]. We

will use both methods and compare the results.

2.4.1 Monte Carlo

Monte Carlo (MC) methods are well-established computational methods that use ran-

dom sampling to solve deterministic problems and can be used to numerically find the

minimal energy state at thermal equilibrium [98]. The basic idea for the modeling of a

magnetic system is as follows [94]. Starting from some initial configuration of magnetic

moments, a change in this configuration is randomly chosen. What this proposed change

looks like depends on the algorithm, but let’s take the reorientation of a single magnetic

moment as an example. Using the provided classical magnetic moment Hamiltonian, it

is determined if the proposed change would lower the energy. If it does, the change is

accepted. If the change increases the energy, it is accepted with a chance that depends
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on the change in energy and the given temperature, p = e
− ∆E

KBT . The smaller the energy

change and the higher the temperature, the larger the chance the change gets accepted.

In this way the randomness of thermal fluctuations is incorporated. Many different algo-

rithms exist to perform such simulations [98], and UppaSD makes use of the Metropolis

and Heat bath algorithms [99].

2.4.2 Atomistic spin dynamics

We can take an alternative route by considering the stochastic equation of motion for a

classical spin coupled to a heat bath, the Landau-Lifshitz-Gilbert equation [100–103]:

∂mi

∂t
= − γ

1 + α2
mi ×Bi −

γ

|mi|
α

1 + α2
[mi × [mi ×Bi]], (2.43)

where mi is the magnetic moment on site i, γ = 1.76 ∗ 1011 (Ts)−1 is the gyromagnetic

ratio. Thermal effects are included through bi(t), a stochastic magnetic field with a

Gaussian distribution, the size of which is connected to the temperature and α, the

damping parameter. This is a microscopic damping parameter, which is not necessarily

the same as the macroscopic damping parameter (citation), and in practice will chose a

value for α to ensure proper convergence. Finally, Bi is the effective field experienced by

the moment on site i (mi) and can be expressed as a partial derivative of the Hamiltonian

with respect to mi:

Bi = − ∂H

∂mi
. (2.44)

Starting from some initial configuration, the stochastic differential equations of Eq. 2.43

can be solved numerically using Langevin dynamics [104]. We note that, at equilibrium,

MC and spin dynamics should give the same results for a range of properties [97].

Specifically, we expect to find the same low-temperature ground state through both

methods.





Chapter 3

Magnetic multipoles and

(anti-)magnetoelectric effects

In this chapter, I discuss my work on calculating magnetic multipoles and associating

these to local magnetoelectric (ME) effects in Cr2O3 and Fe2O3. On the one hand,

this work was driven by the observed difference in ME response in Cr2O3 and Fe2O3,

despite their similarities, and on the other by the association of these magnetic multi-

poles, specifically the ‘so-called’ ME multipoles, with the net linear ME effect [15]. The

similarities between the compounds suggest that the ME effect’s microscopic origin in

Cr2O3 may also be present in Fe2O3, despite the lack of net effect, and the ME multi-

poles constitute an elegant way of probing that hypothesis. This chapter is structured

as follows. First, I discuss how we described both Cr2O3 and Fe2O3 within our density

functional theory (DFT) framework. Next, I explain how to use symmetry arguments to

determine which multipole components are allowed to be non-zero, and which ordering

they assume in each of the compounds. Subsequently, I will discuss how we calculated

these multipole components and the associated local ME effects using DFT. To this

end, I have incorporated the paper and its Supplemental Material which I co-wrote with

Andrea Urru and Nicola Spaldin on this subject [19]. Here we discuss our findings of

both linear and second-order local ME effects in Cr2O3 and Fe2O3, their relation to

the specific multipole components, and the ubiquity of the local ME effect compared to

the net one. Furthermore, I discuss some additional work regarding even higher-order

multipoles, providing a full overview (up to fifth order) and discussing net third-order

ME effects in Cr2O3. Finally, I give an overview of some of the open questions.

35
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3.1 Cr2O3 and Fe2O3 in DFT

As mentioned in Chapter 2, the accuracy with which our DFT calculation can capture

the physics of a specific compound depends on our choice of specific DFT parameters.

In this section, I will discuss how we made these choices for Cr2O3 and Fe2O3.

3.1.1 Exchange-correlation functional and Hubbard U

The first important choice concerns the choice of exchange-correlation (XC) functional,

as well as Hubbard U. Both Cr2O3 and Fe2O3 have been studied with DFT before, which

gives us a starting point for our parameter search.

To begin with Cr2O3, a common choice in the literature for this compound is to use the

local spin density approximation (LSDA), with a moderate U in the range 2-4 eV [105–

107], although studies with the generalized gradient approximations (GGA), specifically

using the Perdew-Burke-Ernzerhof (PBE) functional, have also been performed [83, 108].

We choose here to use the LSDA+U option, with a Hubbard U of 4.0 eV and a Hund’s

coupling J= 0.5 eV. We decided on these specific values by comparing the simulated

band gap and the magnitude of the magnetic moments on the Cr atoms for different

values for U and J. The band gap has experimentally been determined to be 3.1-3.31 eV

[7–9], and the magnitude of the magnetic moment was measured to be 2.48-2.65µB [51,

109]. With our chosen DFT parameters we find a band gap of 3.13 eV and a magnetic

moment on the Cr of 2.60µB.

For Fe2O3, it has been suggested that the best description of the structure would be

given by hybrid functionals [110, 111]. However, the use of these functionals is computa-

tionally costly, and they are known to not always accurately capture magnetic properties

correctly. Furthermore, we decided to stay with the same XC functional as we used for

Cr2O3, to make a better comparison between the two compounds. We made a small

exploration of the U to determine a good value, again by comparing with experimental

values of the band gap, which is 2.14-2.2 eV [10, 11], and the magnitude of the magnetic

moment on the Fe atoms, which is 4.1-4.2µB [112, 113], although there is a completing

value of 4.7-4.8µB [114]. In Figure 3.1 we show the magnitude of the electronic band

gap and the magnetic moment of the Fe atom as a function of U and J. We subsequently
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Figure 3.1: Band gap in eV (a) and magnetic moment in µB (b) for our DFT simu-
lations of Fe2O3 at different values of U (4.0-6.5éV) and J (0.0-1.5éV).

chose a value of U = 5.5 eV and J = 0.5 eV.1 With our chosen DFT parameters we find

a band gap of 2.16 eV and a magnetic moment on the Fe of 4.01µB.
2

3.1.2 Convergence parameters

Next, we needed to determine what a valid choice was of k-point grid and energy cutoff.

As explained before, these parameters determine the degree of convergence of the calcu-

lation. A finer k-point mesh and a higher energy cutoff will give a more converged result

but will be more costly in terms of computational resources. Thus we must find a value

for both where we can reach the desired accuracy, without wasting computational power.

Below we show an exploration for Cr2O3 for different k-point grids and energy cutoff

(Figure 3.2). We also compare the choice of projector-augmented wave (PAW) potential

for the Cr atoms. As discussed in Section 2.2.2, the Vienna ab initio simulation pack-

age (vasp) uses an augmented potential to represent both the electric charge from the

atomic core and the charge from the core electrons. The question is which electrons to

include in the core. Here we compare on the one hand the Cr sv dataset (Figure 3.2a,c,

and e), which means that we take both the 3s and 3p electrons as valence electrons (Cr

3s23p63d54s1, 14 valence electrons), and on the other hand the Cr pv dataset (Figure

3.2b,d, and f), where we take the 3s electrons as part of the semi-core (Cr 3p63d54s1, 12

valence electrons).

1We also performed some calculations with GGA and found no qualitative difference between using
LDSA+U and using GGA+U with the PBEsol parameterization, although for PBEsol the optimal U
was lower than for LSDA. Using PBE however, even for a high value of J = 1.0 eV we find a low spin
configuration for the Fe3+ ions in Fe2O3, giving a moment of 0.9µB.

2This value for the magnetic moment is slightly larger than the one found in Figure 3.1 for U =
5.5 eV and J = 0.5 eV because of the final choice of convergence parameters, which we discuss in the
next section.
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Figure 3.2: DFT energy per unit cell volume (a,b), band gap in eV (c,d) and magnetic
moment in µB (e,f) as a function of the cutoff energy for the plane-wave basis (400-800
eV) for our DFT simulations of Cr2O3. Different colors and markers indicate different
values for the k-point grid (4-14 points along each reciprocal lattice vector). Both the
vasp PAW potential sets Cr sv(a,c,e) and Cr pv (b,d,f) were used. U = 4.0 eV and J

= 0.5 eV for all these calculations.

Even though the DFT energy per unit cell does not tell us anything physical, we can use

it to look at the convergence. Comparing Figures 3.2a and b we see that for the Cr sv

dataset, the trend is that the found energy decreases with increased energy cutoff for

the plane-wave basis, as one would expect. Including more plane waves should lead to

a more converged result. On the other hand, for the Cr pv the trend is opposite. This

indicated that this is not a good PAW potential set to use for this material, and we opt

to use the Cr sv dataset for all our vasp calculations. Similarly, for the Fe atoms we use

the Fe sv dataset (Fe 3s23p63d74s1, 16 electrons). Furthermore, we see that for both

datasets the magnitude of the magnetic moments depends mostly on the energy cutoff,

and less on the density of the k-point grid. Finally, the band gap seems better converged

for denser k-point grids. We choose to use 7× 7× 7 k-point grid to relax the structure

and an 11× 11× 11 k-point grid for electronic relaxations in vasp. We furthermore use

an energy cutoff of 800 eV.

With our found parameters, we then relaxed first the crystal structure. We found the

following parameters for Cr2O3: a′ = |a′| = 5.31 Å, α′ = 54.87◦, with α the angle

between any two of the three rhombohedral lattice vectors. We can compare these with

the values found at 2K in neutron diffraction experiments: a′ = 5.35 Å, α′ = 55.01◦ [109],

and see that the values we found are 0.78% and 0.26% smaller respectively. We note

that the values measured were actually for the larger hexagonal unit cell, but they were
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Figure 3.3: DFT density of states (DOS) for Cr2O3 (a) and Fe2O3 (b), with U = 4.0
(5.5) eV, J = 0.5 (0.5) eV for Cr2O3 (Fe2O3). The found band gaps are 3.13 eV and

2.16 eV for Cr2O3 and Fe2O3, respectively.

translated to values for the rhombohedral cell using the relations explained in Section

2.1.2.3 For Fe2O3, we found a′ = 5.35 Å, α′ = 55.25◦, which are 1.44% smaller and

0.03% larger, respectively, than the values found in experimentally at 2K with neutron

diffraction [113]. These values were a′ = 5.43 Å, α′ = 55.22◦, which were again translated

from the lattice parameters of the hexagonal unit cell.4

We note that all the calculations shown above were performed with the antiferromagnetic

(AFM) collinear ordering we know each of the compounds to have, as determined in

experiment (Figure 2.1). We tested for both compounds that these are indeed the lowest

energy configurations. To be specific we tested the collinear magnetic configurations

++++ (FM), +−+−, ++−− and −++− (AFM) and +++−, ++−+ (ferrimagnetic),

where + indicates a magnetic moment pointing upwards and − a magnetic moment

pointing downwards. As expected, we find the lowest energy configuration to be +−+−
(or equivalently −+−+) for Cr2O3, and −++− (or equivalently +−−+) for Fe2O3.

We furthermore test that for non-collinear calculations, when we initialize the magnetic

moments in these patterns there is no canting away from the collinear axis, when we

relax the electronic structure.

Finally, with the DFT parameters as described above and the collinear AFM ordering,

our relaxed electronic structure gives, for both compounds, a density of states (DOS)

consistent with experimental results on these materials, including the AFM collinear

nature and the size of the band gaps (Figure 3.3) [7–11].

Finally, we also perform some calculations in elk. Here we used the same U and J values,

but as elk uses another way to describe the core electrons, we had to perform separate

3The hexagonal lattice parameters were a = 4.94535(5) Å and c = 13.58836(3) Å.
4The hexagonal lattice parameters were a =5.035476(16) Å and c = 13.7676(4) Å.
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convergence tests, which we describe later in this chapter in Sections 3.3.5.4 and 3.3.5.6.

Let us just note here that we used a less dense k-point grid in elk, both to reduce

computational costs, which are in general higher due to the full-electron description and

because we were able to achieve the desired accuracy with the less dense mesh in this

code.

Now, having described Cr2O3 and Fe2O3 using DFT, we want to calculate additional

properties regarding the magnetism, ME response, and magnetic multipoles, while com-

paring the two materials. Before we do that, we can determine what to expect from

symmetry.

3.2 Symmetry analysis of Cr2O3 and Fe2O3

As mentioned in the introduction, symmetries give restrictions to what effects are allowed

and in what form. It also restricts what components of different multipoles are allowed.

In this section, I outline the steps necessary to determine the allowed ordering of the

magnetic quadrupoles, also called ME multipoles, in Cr2O3 and Fe2O3.

3.2.1 Crystal symmetry group

As mentioned before, both Cr2O3 and Fe2O3 adopt the corundum crystal structure.

This crystal structure corresponds to the space group R3̄c. This is a non-symmorphic

space group, with 12 operations that do not contain integer lattice translations. As

integer lattice translations just change the choice of origin, we are not concerned with

them here. The 12 operations without integer lattice translations can be split into two

groups, the basic 6 operations and 6 operations that are multiplied with either just

inversion I (Fe2O3) or with both inversion I and time reversal Θ (Cr2O3). The basic 6

operations are (with [abc] denoting the hexagonal unit cell directions):

the identity operation: E =


1 0 0

0 1 0

0 0 1

 , (3.1)

a counterclockwise rotation of
2π

3
around the z axis: C3z1 =


−1

2 −
√
3
2 0

√
3
2 −1

2 0

0 0 1

 , (3.2)
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a counterclockwise rotation of
4π

3
around the z axis: C3z2 =


−1

2

√
3
2 0

−
√
3
2 −1

2 0

0 0 1

 , (3.3)

a rotation of
π

2
around the x axis (plus a translation):

C2x(+f) =


1 0 0

0 −1 0

0 0 −1

 (+f), (3.4)

a rotation of
π

2
around the [010] axis (plus a translation):

C2[010](+f) =


−1

2 −
√
3
2 0

−
√
3
2

1
2 0

0 0 −1

 (+f), (3.5)

a rotation of
π

2
around the [110] axis (plus a translation):

C2[110](+f) =


−1

2

√
3
2 0

√
3
2

1
2 0

0 0 −1

 (+f), (3.6)

where f =


0

0
1
2

 , (3.7)

and the 1
2 in the definition of f indicates a translation of half the unit cell length along the

hexagonal c axis (Cartesian z axis). These symmetry operations are sketched in Figure

3.4a. We will apply these operations both in real and momentum space. Rotations act

the same in real space and momentum space, translations do not alter momentum space,

and inversion and time reversal take the following forms:
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the inversion operation: I =


−1 0 0

0 −1 0

0 0 −1

 (in real space), (3.8)

the timer-reversal operation: Θ =


−1 0 0

0 −1 0

0 0 −1

 (in momentum space). (3.9)

Figure 3.4: The symmetry operations in the primitive corundum unit cell, shown in
a top view of the rhombohedral unit cell, with the actions of the symmetry operations
(without inversion) sketched. Curved arrows indicate the rotations about the z axis
and dashed lines indicate the axes for the π

2 rotations. Rhombohedral and Cartesian
axes are indicated at the right of the figure.

3.2.2 Wyckoff positions

Next, we will consider the atoms’ positions, making use of crystallographic symmetry

positions called Wyckoff positions [115]. To understand what these positions are, we

start with an ideal crystal, i.e., no defects and no surfaces. If we pick a position in this

ideal crystal, we can consider how it transforms under the operations of the crystallo-

graphic space group, and see that each position has an infinite number of equivalent



3.2.2: Wyckoff positions 43

positions. This whole set of equivalent positions is called a crystallographic orbit. Such

a crystallographic orbit has eigensymmetries. These are the symmetries that leave the

orbit invariant, i.e., symmetry operations that exchange the positions in the orbit. The

group of eigensymmetries of an orbit is either the crystallographic space group itself,

and such an orbit is called a characteristic orbit, or a supergroup containing the crystal-

lographic space group, in which case the orbit is called a non-characteristic orbit. There

are also symmetry operations that do not change one position in the orbit, for example,

because this position lies on the axis of a rotation. The symmetries that leave a specific

position unaltered together form the site symmetry group of that position. For a general

position, the site symmetry group only contains the identity operation, but there are

special points which have higher symmetry, i.e., their site symmetry group S is larger

than the identity. The Wyckoff positions are those points whose site symmetry groups

are conjugate subgroups of the space group [116]. Here conjugate means that we can

write that relation between site symmetry groups S1 and S2 of two different positions

as S1 = gS2g
−1, with g an operation of the space group. For example, S1 and S2 can

both contain the identity and two rotations and g can be a translation, such that the

rotations in S1 and S2 are about different axes. From this conjugation relation follows

that the Wyckoff positions are classes of crystallographic orbits. The Wyckoff positions

are labelled as follows; first comes a number, which indicated the number of positions

in each orbit within one unit cell, meaning that this is the orbit without any integer

translations. This is followed by a letter indicating the grade of symmetry, where ‘a’

labels points with the highest site symmetry, ‘b’ the points with the second highest

symmetry, etc [117]. Extensive tables exist which list the Wyckoff positions for each

crystallographic space group. In an ordered crystal, the atomic positions must trans-

form into each other under the operations of the crystal space group, such that if we

have an atom of type 1 in one unit cell, this atom must also exist in every other unit

cell. This means that the atoms will sit on Wyckoff positions.

The Wyckoff positions are given in the coordinates of the conventional unit cell of the

crystal structure. As discussed above, the conventional cell of the corundum structure,

is the hexagonal, 30-atom unit cell. For the transition metal (TM) ions, i.e., Cr and Fe,

the Wyckoff positions are (12c, local site symmetry 3.):

(
0, 0, z

)
,
(
0, 0, −z + 1

2

)
,
(
0, 0, z + 1

2

)
, and

(
0, 0, −z

)
. (3.10)

We call these TM1-TM4, where the numbering is the same as that in Figures 2.1a and

2.1b. As these only have non-zero z-coordinates and the Cartesian z axis lies along the

hexagonal c axis, these coordinates directly translate to Cartesian coordinates, with 1
2
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Figure 3.5: The conventional hexagonal 30-atom corundum unit cell of the corundum
structure, with a) only the transition metal (TM) ions, and the Wyckoff positions
(12c) where the 12 TM ions sit indicated, and b) with the TM ions, the oxygen (O)
ions and the bonds, including ions beyond the boundary of the unit cell. The outline
of the primitive, rhombohedral unit cell is indicated in blue, and the oxygens in the
rhombohedral unit cell indicated with dashed black ellipses and a letter R, and the
Wyckoff position oxygens indicated with solid yellow boxes and a W, indicating the
relation between the O atoms in the primitive and conventional unit cells. Hexagonal

and Cartesian axes are indicated in the center of the figure.

meaning 1
2 of the unit cell length along the z axis. We note that the Wyckoff positions

are 12c, indicating that there should be 12 atoms in the orbit of the unit cell. We can get

the additional 8 TM position by performing the fractional translations ν1 =
(
2
3 ,

1
3 ,

1
3

)
and ν2 =

(
1
3 ,

2
3 ,

2
3

)
, again in terms of the hexagonal unit cell vectors. We visualize

all 12 TM sites in Figure 3.5a. We only need the first four positions for the symmetry

analysis, as the other eight positions will obey the same symmetry relations, and none

of the point group operations will exchange the first four positions with the other eight.

We note that Eq. 3.10 shows how the Wyckoff positions are a class of crystallographic

orbits. For these Wyckoff positions, there is one free variable, z. For every value of z

the orbit is different, but it still belongs to Wyckoff position 12c. For the symmetry

considerations, the specific value of z is not important, highlighting the power of the

Wyckoff position classification. In our case for the corundum structure, the TM ions sit

in positions with 0 < z < 1
4 , but with a different z for Cr2O3 and Fe2O3.

For the oxygen (O) ions, the Wyckoff positions are (18e, local site symmetry .2):
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(
x, 0, 1

4

)
,
(
0, x, 1

4

)
,
(
−x, −x, 1

4

)
,(

−x, 0, 3
4

)
,
(
0, −x, 3

4

)
, and

(
x, x, 3

4

)
. (3.11)

We call these O1-O6, where the numbering is the same as that in Figures 2.1a and 2.1b.5

Note that these coordinates are in hexagonal coordinates. As we chose the Cartesian

coordinates such that z ∥ c and x ∥ a, we have b ∥ −1
2x +

√
3
2 y. This means that in

Cartesian coordinates the O ions are at:

(
x, 0, 1

4

)
,
(
−1

2x,
√
3
2 x, 1

4

)
,
(
−1

2x, −
√
3
2 x, 1

4

)
, (3.12)(

−x, 0, 3
4

)
,
(
1
2x, −

√
3
2 x, 3

4

)
, and

(
1
2x,

√
3
2 x, 3

4

)
.

with 1
4 and 3

4 , meaning 1
4 and 3

4 of the unit cell length along the z axis.

Finally, although we will be using the Wyckoff positions to analyze the symmetry restric-

tions on the TM and O ions, it is important to note that, for the O ions, the Wyckoff

positions indicate oxygens that are different from the rhombohedral unit cell (Figure

3.5b). These two sets of O ions are of course related by translations, which is how the

numbering in Figures 2.1a and 2.1b was obtained.

3.2.3 Symmetry operations on the positions

We can now perform the symmetry operations on the general coordinates (x, y, z) (Table

3.1). Note that, as the time-reversal operator leaves the real space coordinates invariant,

the operations are the same in Cr2O3 and Fe2O3, and we denote them simply by inversion

only. From the transformations of coordinates and the Wyckoff positions of the atoms,

we can observe which atoms transform into each other under which symmetry operations

(Table 3.2). We see that for each TM ion, 3 operations send the ion onto itself. For

the O ions, there are two such operations.6 We will use specifically these operations

to constrain the allowed moments on these atoms. If operations send a specific atom

to itself, then these operations must also leave the moment on this atom invariant. In

general, this will restrict the shape this moment can take. Similarly, if an operation

5Similar as with the TM atoms, these are not all the positions in this orbit in the unit cell. The
Wyckoff positions are 18e, indicating that there should be 18 atoms in the orbit of the unit cell. We can
get the additional 12 O positions by performing the fractional translations ν1 and ν2, again in terms of
the hexagonal unit cell vectors.

6These reflect the local site symmetry groups, 3. for the TM positions and .2 for the O positions.
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sends atom 1 to atom 2, then the moment of atom 2 must take the shape of the moment

on atom 1, transformed under this operation. In this manner, we can find the allowed

ordering of the moments.

E C3z1 C3z2 C2x + f C2[010] + f C2[110] + f

x a −1
2(a+

√
3b) 1

2(−a+
√
3b) a −1

2(a+
√
3b) 1

2(−a+
√
3b)

y b 1
2(
√
3a− b) −1

2(
√
3a+ b) −b 1

2(−
√
3a+ b) 1

2(
√
3a+ b)

z c c c −c+ 1
2 −c+ 1

2 −c+ 1
2

I IC3z1 IC3z2 IC2x + f IC2[010] + f IC2[110] + f

x −a 1
2(a+

√
3b) 1

2(a−
√
3b) −a 1

2(a+
√
3b) 1

2(a−
√
3b)

y −b 1
2(−

√
3a+ b) 1

2(
√
3a+ b) b 1

2(
√
3a− b) −1

2(
√
3a+ b)

z −c −c −c c+ 1
2 c+ 1

2 c+ 1
2

Table 3.1: The transformation of the coordinates (a, b, c) under the 12 symmetry
operations of the crystal symmetry point group.

E C3z1 C3z2 C2x + f C2[010] + f C2[110] + f

Cri Cr1 Cr1 Cr1 Cr2 Cr2 Cr2

Fei Fe1 Fe1 Fe1 Fe2 Fe2 Fe2

Oi O1 O2 O3 O1 O3 O2

I IC3z1 IC3z2 IC2x + f IC2[010] + f IC2[110] + f

Cri Cr4 Cr4 Cr4 Cr3 Cr3 Cr3

Fei Fe4 Fe4 Fe4 Fe3 Fe3 Fe3

Oi O4 O5 O6 O4 O6 O5

Table 3.2: The transformation of the different atoms into each other under the 12
symmetry operations of the crystal symmetry point group. The labeling and ordering of
the atoms are based on the Wyckoff positions (Section 3.2.2), and follow the numbering

in Figures 2.1a and 2.1b.

3.2.4 Symmetry operations on the magnetic dipole moments

We can now perform the same analysis for the transformation of a general magnetic

dipole moment, but we should consider the symmetry carefully. As mentioned above, a

real space translation leaves moment space, and thus the magnetic moments invariant,

so we can remove the fractional translation indicated by f . Furthermore, we should be

mindful of the difference in symmetry between Cr2O3 and Fe2O3.

In Cr2O3 inversion symmetry is broken by the magnetic ordering and is replaced by

the product of time reversal Θ and inversion I. This product ΘI is preserved. As

time reversal leaves the real space positions invariant, it was sufficient to just write

inversion in the section above, even though for Cr2O3 this meant time reversal and
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inversion. However, for the magnetic moments, the situation is reversed: inversion leaves

the magnetic moments invariant, but time reversal causes a sign flip. Table 3.3 shows

the transformation of a general magnetic moment (mα,mβ,mγ) under the symmetry

operations, relevant for Cr2O3 and Fe2O3.

E C3z1 C3z2 C2x C2[010] C2[110]

mx mα

−1
2(mα

+
√
3mβ)

1
2(−mα

+
√
3mβ)

mα

−1
2(mα

+
√
3mβ)

1
2(−mα

+
√
3mβ)

my mβ

1
2(
√
3mα

−mβ)

−1
2(
√
3mα

+mβ)
−mβ

1
2(−

√
3mα

+mβ)

1
2(
√
3mα

+mβ)

mz mγ mγ mγ −mγ −mγ −mγ

(Fe2O3) I IC3z1 IC3z2 IC2x IC2[010] IC2[110]

mx mα

−1
2(mα

+
√
3mβ)

1
2(−mα

+
√
3mβ)

mα

−1
2(mα

+
√
3mβ)

1
2(−mα

+
√
3mβ)

my mβ

1
2(
√
3mα

−mβ)

−1
2(
√
3mα

+mβ)
−mβ

1
2(−

√
3mα

+mβ)

1
2(
√
3mα

+mβ)

mz mγ mγ mγ −mγ −mγ −mγ

(Cr2O3) ΘI ΘIC3z1 ΘIC3z2 ΘIC2x ΘIC2[010] ΘIC2[110]

mx −mα

1
2(mα

+
√
3mβ)

1
2(mα

−
√
3mβ)

−mα

1
2(mα

+
√
3mβ)

1
2(mα

−
√
3mβ)

my −mβ

1
2(−

√
3mα

+mβ)

1
2(
√
3mα

+mβ)
mβ

1
2(
√
3mα

−mβ)

−1
2(
√
3mα

+mβ)

mz −mγ −mγ −mγ mγ mγ mγ

Table 3.3: The transformation of a general magnetic moment (mα,mβ ,mγ) under
the 12 symmetry operations of the crystal symmetry point group.

By combining the information from Tables 3.2 and 3.3 we can conclude which moments

are allowed on which atoms. We see in Table 3.2 that there are three operations that

transform Cr1 to itself: The identity operator, E, the counterclockwise rotation of 2π
3

around the z- xis, C3z1 , and the counterclockwise rotation of 4π
3 around the z axis, C3z2 .

This means that the moment that is allowed on Cr1 must also be preserved by these

operations. Now from Table 3.3 we see that under E, C3z1 and C3z2 , the x-component of

the momentmα transforms intomα, −1
2(mα+

√
3mβ) and

1
2(−mα+

√
3mβ), respectively.

On our Cr atom, these must be the same, which means that both mα and mβ (x- and y-

components) must be zero. Only the z-component is allowed on Cr1, as that one remains

invariant under E, C3z1 and C3z2 . We can furthermore deduce the ordering of the allowed

moments. For example, the three operations C2x, C2[010] and C2[110] all transform Cr1

into Cr2. Furthermore, they transform a moment (0, 0,mγ) into (0, ,−mγ). This means



3.2.5: Symmetry operations on components of the magnetoelectric multipole tensor 48

that the moment on Cr2 must be opposite to the one on Cr1. The allowed moments and

their ordering are summarized in Table 3.4.

(Cr2O3) Cr1 Cr2 Cr3 Cr4

mz +mγ −mγ +mγ −mγ

O1 O2 O3 O4 O5 O6

mx mα −1
2mα −1

2mα −mα
1
2mα

1
2mα

my 0
√
3
2 mα -

√
3
2 mα 0 -

√
3
2 mα

√
3
2 mα

(Fe2O3) Fe1 Fe2 Fe3 Fe4

mz +mγ −mγ - mγ + mγ

O1 O2 O3 O4 O5 O6

mx mα −1
2mα −1

2mα mα −1
2mα −1

2mα

my 0
√
3
2 mα -

√
3
2 mα 0

√
3
2 mα −

√
3
2 mα

Table 3.4: The symmetry-allowed ordering of the magnetic dipole moments on the
Cr, Fe, and O atoms in Cr2O3 and Fe2O3 transformation of the different atoms into
each other under the 12 symmetry operations of the crystal symmetry point group. The
labeling and ordering of the atoms are based on the Wyckoff positions (Section 3.2.2),

and follow the numbering in Figures 2.1a and 2.1b.

We can see (Table 3.4) that the difference in symmetry leads to different allowed patterns

for not just the magnetic moments on the Cr and Fe atoms, but also those on the O

atoms. These patterns are displayed in Figure 3.6.

Figure 3.6: The allowed order of the magnetic moments in Cr2O3 (a,c) and Fe2O3

(b,d). Side views of the rhombohedral unit cells show the moments on the transition
metal (TM) ions (a,b), with the Wyckoff position oxygens circled in green and black,
and top views of the 6 Wyckoff position oxygens show the moment on the O ions
(c,d). Cr atoms are indicated in blue, Fe atoms in gold, and O atoms in red. Moments
on the oxygens are indicated with green and black, with the colors of the moments

corresponding to the colors of the circled positions in panels a and b.
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3.2.5 Symmetry operations on components of the magnetoelectric mul-

tipole tensor

Using the symmetry operations on the positions and the magnetic dipole moments, we

can determine the symmetry-allowed magnetic dipole structure. Similarly, we can use

the way the symmetry operations act on the different components of the ME multipole

tensor (Eq. 1.8) to discover the symmetry constraints on the local components of this

tensor.

E C3z1 C3z2

M11 ∼ xmx amα
1
4(a+

√
3b)(mα +

√
3mβ)

1
4(−a+

√
3b)(−mα +

√
3mβ)

M12 ∼ xmy amβ −1
4(a+

√
3b)(

√
3mα −mβ) −1

4(−a+
√
3b)(

√
3mα +mβ)

M13 ∼ xmz amγ −1
2(a+

√
3b)mγ

1
2(−a+

√
3b)mγ

M21 ∼ ymx bmα −1
4(
√
3a− b)(mα +

√
3mβ) −1

4(
√
3a+ b)(−mα +

√
3mβ)

M22 ∼ ymy bmβ
1
4(
√
3a− b)(

√
3mα −mβ)

1
4(
√
3a+ b)(

√
3mα +mβ)

M23 ∼ ymz bmγ
1
2(
√
3a− b)mγ −1

2(
√
3a+ b)mγ

M31 ∼ zmx cmα −1
2c(mα +

√
3mβ)

1
2c(−mα +

√
3mβ)

M32 ∼ zmy cmβ
1
2c(

√
3mα −mβ) −1

2c(
√
3mα +mβ)

M33 ∼ zmz cmγ cmγ cmγ

C2x(+f) C2[010](+f) C2[110](+f)

M11 ∼ xmx amα
1
4(a+

√
3b)(mα +

√
3mβ)

1
4(−a+

√
3b)(−mα +

√
3mβ)

M12 ∼ xmy −amβ
1
4(a+

√
3b)(

√
3mα −mβ)

1
4(−a+

√
3b)(

√
3mα +mβ)

M13 ∼ xmz −amγ
1
2(a+

√
3b)mγ

1
2(a−

√
3b)mγ

M21 ∼ ymx −bmα
1
4(
√
3a− b)(mα +

√
3mβ)

1
4(
√
3a+ b)(−mα +

√
3mβ)

M22 ∼ ymy bmβ
1
4(−

√
3a+ b)(−

√
3mα +mβ)

1
4(
√
3a+ b)(

√
3mα +mβ)

M23 ∼ ymz bmγ
1
2(
√
3a− b)mγ −1

2(
√
3a+ b)mγ

M31 ∼ zmx −cmα
1
2c(mα +

√
3mβ)

1
2c(mα −

√
3mβ)

M32 ∼ zmy cmβ
1
2c(

√
3mα −mβ) −1

2c(
√
3mα +mβ)

M33 ∼ zmz cmγ cmγ cmγ

Table 3.5: The transformation of the nine components of the magnetoelectric multi-
pole tensor Mij ∼ riMj under the first 6 of the 12 symmetry operations of the crystal

symmetry point group.

As the volume is invariant under all rotations and under both inversion and time reversal,

for the symmetry, it is sufficient to consider the integrand: rimj . The transformations

of rimj under the first six symmetry operations are displayed in Table 3.5, under the

second six operations, including time reversal in Table 3.6, and under the second six

operation without time reversal in Table 3.7.
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ΘI ΘIC3z1 ΘIC3z2

M11 ∼ xmx amα
1
4(a+

√
3b)(mα +

√
3mβ)

1
4(a−

√
3b)(mα −

√
3mβ)

M12 ∼ xmy amβ
1
4(a+

√
3b)(−

√
3mα +mβ)

1
4(a−

√
3b)(

√
3mα +mβ)

M13 ∼ xmz amγ −1
2(a+

√
3b)mγ −1

2(a−
√
3b)mγ

M21 ∼ ymx bmα
1
4(−

√
3a+ b)(mα +

√
3mβ)

1
4(
√
3a+ b)(mα −

√
3mβ)

M22 ∼ ymy bmβ
1
4(−

√
3a+ b)(−

√
3mα +mβ)

1
4(
√
3a+ b)(

√
3mα +mβ)

M23 ∼ ymz bmγ −1
2(−

√
3a+ b)mγ −1

2(
√
3a+ b)mγ

M31 ∼ zmx cmα −1
2c(mα +

√
3mβ) −1

2c(mα −
√
3mβ)

M32 ∼ zmy cmβ
1
2c(

√
3mα −mβ)

1
2c(

√
3mα +mβ)

M33 ∼ zmz cmγ cmγ cmγ

ΘIC2x(+f) ΘIC2[010](+f) ΘIC2[110](+f)

M11 ∼ xmx amα
1
4(a+

√
3b)(mα +

√
3mβ)

1
4(a−

√
3b)(mα −

√
3mβ)

M12 ∼ xmy −amβ
1
4(a+

√
3b)(

√
3mα −mβ) −1

4(a−
√
3b)(

√
3mα +mβ)

M13 ∼ xmz −amγ
1
2(a+

√
3b)mγ

1
2(a−

√
3b)mγ

M21 ∼ ymx −bmα
1
4(
√
3a− b)(mα +

√
3mβ) −1

4(
√
3a+ b)(mα −

√
3mβ)

M22 ∼ ymy bmβ
1
4(
√
3a− b)(

√
3mα −mβ)

1
4(
√
3a+ b)(

√
3mα +mβ)

M23 ∼ ymz bmγ
1
2(
√
3a− b)mγ −1

2(
√
3a+ b)mγ

M31 ∼ zmx −cmα
1
2c(mα +

√
3mβ)

1
2c(mα −

√
3mβ)

M32 ∼ zmy cmβ
1
2c(

√
3mα −mβ) −1

2c(
√
3mα +mβ)

M33 ∼ zmz cmγ cmγ cmγ

Table 3.6: The transformation of the nine components of the magnetoelectric mul-
tipole tensor Mij ∼ rimj under the second 6 of the 12 symmetry operations of the

crystal symmetry point group, including time-reversal symmetry, as in Cr2O3.

We can use the knowledge from Table 3.2, telling us how the atoms transform, to con-

struct the symmetry restrictions on the components of the ME multipole tensor Mij .
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I IC3z1 IC3z2

M11 ∼ xmx −amα −1
4(a+

√
3b)(mα +

√
3mβ)

1
4(a−

√
3b)(−mα +

√
3mβ)

M12 ∼ xmy −amβ
1
4(a+

√
3b)(

√
3mα −mβ)

1
4(−a+

√
3b)(

√
3mα +mβ)

M13 ∼ xmz −amγ
1
2(a+

√
3b)mγ

1
2(a−

√
3b)mγ

M21 ∼ ymx −bmα
1
4(
√
3a− b)(mα +

√
3mβ)

1
4(
√
3a+ b)(−mα +

√
3mβ)

M22 ∼ ymy −bmβ
1
4(−

√
3a+ b)(

√
3mα −mβ) −1

4(
√
3a+ b)(

√
3mα +mβ)

M23 ∼ ymz −bmγ
1
2(−

√
3a+ b)mγ

1
2(
√
3a+ b)mγ

M31 ∼ zmx −cmα
1
2c(mα +

√
3mβ)

1
2c(mα −

√
3mβ)

M32 ∼ zmy −cmβ
1
2c(−

√
3mα +mβ)

1
2c(

√
3mα +mβ)

M33 ∼ zmz −cmγ −cmγ −cmγ

IC2x(+f) IC2[010](+f) IC2[110](+f)

M11 ∼ xmx −amα −1
4(a+

√
3b)(mα +

√
3mβ)

1
4(a−

√
3b)(−mα +

√
3mβ)

M12 ∼ xmy amβ
1
4(a+

√
3b)(−

√
3mα +mβ)

1
4(a−

√
3b)(

√
3mα +mβ)

M13 ∼ xmz amγ −1
2(a+

√
3b)mγ

1
2(−a+

√
3b)mγ

M21 ∼ ymx bmα
1
4(−

√
3a+ b)(mα +

√
3mβ)

1
4(
√
3a+ b)(mα −

√
3mβ)

M22 ∼ ymy −bmβ
1
4(
√
3a− b)(−

√
3mα +mβ) −1

4(
√
3a+ b)(

√
3mα +mβ)

M23 ∼ ymz −bmγ
1
2(−

√
3a+ b)mγ

1
2(
√
3a+ b)mγ

M31 ∼ zmx cmα −1
2c(mα +

√
3mβ)

1
2c(−mα +

√
3mβ)

M32 ∼ zmy −cmβ
1
2c(−

√
3mα +mβ)

1
2c(

√
3mα +mβ)

M33 ∼ zmz −cmγ −cmγ −cmγ

Table 3.7: The transformation of the nine components of the magnetoelectric mul-
tipole tensor Mij ∼ rimj under the second 6 of the 12 symmetry operations of the

crystal symmetry point group, excluding time-reversal symmetry, as in Fe2O3.

3.2.5.1 Cr2O3

Let’s take Cr1 as an example again. We know from Table 3.2 that E,C3z1 and C3z2

transform this atoms onto itself. Simultaneously we see in Table 3.5 how these operations

act on the nine components of the ME tensor. When we look at the first component

M11, on Cr1 it needs to stay the same under E,C3z1 and C3z2 , we see that this leads to

the following relations:

amα =
1

4
(a+

√
3b)(mα +

√
3mβ) =

1

4
(−a+

√
3b)(−mα +

√
3mβ), (3.13)
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which we can expand to read

amα =
1

4
amα +

√
3

4
bmα +

√
3

4
amβ +

3

4
bmβ =

1

4
amα −

√
3

4
bmα −

√
3

4
amβ +

3

4
bmβ,

(3.14)

which means, in terms of Mij :

Mαα =
1

4
Mαα +

√
3

4
Mβα +

√
3

4
Mαβ +

3

4
Mββ =

1

4
Mαα −

√
3

4
Mβα −

√
3

4
Mαβ +

3

4
Mββ ,

(3.15)

from which we see that first of all:

√
3

4
Mβα +

√
3

4
Mαβ = −

√
3

4
Mβα +−

√
3

4
Mαβ = 0 → Mβα = −Mαβ, (3.16)

and secondly:

Mαα =
1

4
Mαα +

3

4
Mββ → Mαα = Mββ . (3.17)

Similarly, we can explore how the operations work on the other components and extract

relations from that. This will lead us to the following form for the local ME multipole

tensor on Cr1 in Cr2O3:

MCr1 =


Mαα Mαβ 0

−Mαβ Mαα 0

0 0 Mγγ

 , (3.18)

which is consistent with the local site symmetry of the Cr Wyckoff sites (3). For the

other Cr atoms we can look at the restrictions placed on the symmetry operations by

them (for example for Cr2, the operations C2x, C2[010] and C2[110] all transform Cr1 to

Cr2, so their result should be the same), or we can transform the symmetry-allowed

tensor of Cr1 (Eq. 3.18) by one of the symmetries that send Cr1 to another Cr.

We can do the same for the oxygen atoms. For O1 this will give us:

MO1 =


Mαα 0 0

0 Mββ Mβγ

0 Mγβ Mγγ

 , (3.19)
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which has fewer symmetry restrictions than the tensor on the Cr atoms. Again the

found tensor is consistent with the local site symmetry of the oxygen Wyckoff sites (2).

Also, because of the 120-degree rotations, the allowed tensor on the other oxygen atoms

becomes more complex, as the terms are mixed by these operations.

The results for the ME multipole tensor for the Cr and O atoms in Cr2O3 can be found

in Table 3.8 and Table 3.9, respectively.

Cr1 Cr2 Cr3 Cr4

M11 Mαα Mαα Mαα Mαα

M12 Mαβ −Mαβ −Mαβ Mαβ

M21 −Mαβ Mαβ Mαβ −Mαβ

M22 Mαα Mαα Mαα Mαα

M33 Mγγ Mγγ Mγγ Mγγ

Table 3.8: The symmetry-allowed ordering of the magnetoelectric tensor on the Cr
atoms in Cr2O3. The not-displayed elements are all zero.

O1 O2 O3 O4 O5 O6

M11 Mαα

1
4Mαα

+3
4Mββ

1
4Mαα

+3
4Mββ

Mαα

1
4Mαα

+3
4Mββ

1
4Mαα

+3
4Mββ

M12 0
−

√
3
4 Mαα

+
√
3
4 Mββ

√
3
4 Mαα

−
√
3
4 Mββ

0
−

√
3
4 Mαα

+
√
3
4 Mββ

√
3
4 Mαα

−
√
3
4 Mββ

M13 0 −
√
3
2 Mβγ

√
3
2 Mβγ 0 −

√
3
2 Mβγ

√
3
2 Mβγ

M21 0
−

√
3
4 Mαα

+
√
3
4 Mββ

√
3
4 Mαα

−
√
3
4 Mββ

0
−

√
3
4 Mαα

+
√
3
4 Mββ

√
3
4 Mαα

−
√
3
4 Mββ

M22 Mββ

3
4Mαα

+1
4Mββ

3
4Mαα

+1
4Mββ

Mββ

3
4Mαα

+1
4Mββ

3
4Mαα

+1
4Mββ

M23 Mβγ −1
2Mβγ −1

2Mβγ Mβγ −1
2Mβγ −1

2Mβγ

M31 0 −
√
3
2 Mγβ

√
3
2 Mγβ 0 −

√
3
2 Mγβ

√
3
2 Mγβ

M32 Mγβ −1
2Mγβ −1

2Mγβ Mγβ −1
2Mγβ −1

2Mγβ

M33 Mγγ Mγγ Mγγ Mγγ Mγγ Mγγ

Table 3.9: The symmetry-allowed ordering of the magnetoelectric tensor on the O
atoms in Cr2O3.

We see that for the Cr atoms, the ME multipole tensor keeps its shape, and only the

sign of the off-diagonal elements changes. When we sum the contributions of the four

different atoms, the off-diagonal contributions cancel. When we look at the O atoms,

we see that the elements of the ME multipole tensor get mixed, due to the 120◦ (2π3 )

rotation.
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However, when we add up the contributions of all the oxygens, all the off-diagonal

elements cancel out as well. Moreover, it turns out that Mtotal
11 = Mtotal

22 . Thus, we find

that, adding the contributions of all the atoms, the total ME multipole tensor has the

following shape:

MCr2O3 =


M11 0 0

0 M11 0

0 0 M33

 . (3.20)

This is exactly the shape we know the ME tensor for Cr2O3 to have, i.e., α11 = α22 ̸= 0

and α33 ̸= 0 indicating that our results for the local and global ME multipole tensor

Mij are consistent with the known results for the global ME tensor αij .

3.2.5.2 Fe2O3

Now we can do the same thing for Fe2O3, keeping in mind that for Fe2O3 we do not have

broken inversion symmetry, and we do not need to replace the inversion operation with

the product of time reversal and inversion. Thus, the effect of the second 6 operations is

different, see Table 3.7. As the first 6 operations are the same, we find the same shapes

for the ME tensor on Fe1 and O1 in Fe2O3 as we did for Cr1 and O1 in Cr2O3, i.e.:

MFe1 =


Mαα Mαβ 0

−Mαβ Mαα 0

0 0 Mγγ

 , (3.21)

and

MO1 =


Mαα 0 0

0 Mββ Mβγ

0 Mγβ Mγγ

 . (3.22)
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Fe1 Fe2 Fe3 Fe4

M11 Mαα Mαα −Mαα −Mαα

M12 Mαβ −Mαβ Mαβ −Mαβ

M21 −Mαβ Mαβ −Mαβ Mαβ

M22 Mαα Mαα −Mαα −Mαα

M33 Mγγ Mγγ −Mγγ −Mγγ

Table 3.10: The symmetry-allowed ordering of the magnetoelectric tensor on the Fe
atoms in Fe2O3. The not-displayed elements are all zero.

O1 O2 O3 O4 O5 O6

M11 Mαα

1
4Mαα

+3
4Mββ

1
4Mαα

+3
4Mββ

−Mαα

−1
4Mαα

−3
4Mββ

−1
4Mαα

−3
4Mββ

M12 0
−

√
3
4 Mαα

+
√
3
4 Mββ

√
3
4 Mαα

−
√
3
4 Mββ

0

√
3
4 Mαα

−
√
3
4 Mββ

−
√
3
4 Mαα

+
√
3
4 Mββ

M13 0 −
√
3
2 Mβγ

√
3
2 Mβγ 0

√
3
2 Mβγ −

√
3
2 Mβγ

M21 0
−

√
3
4 Mαα

+
√
3
4 Mββ

√
3
4 Mαα

−
√
3
4 Mββ

0

√
3
4 Mαα

−
√
3
4 Mββ

−
√
3
4 Mαα

+
√
3
4 Mββ

M22 Mββ

3
4Mαα

+1
4Mββ

3
4Mαα

+1
4Mββ

−Mββ

−3
4Mαα

−1
4Mββ

−3
4Mαα

−1
4Mββ

M23 Mβγ −1
2Mβγ −1

2Mβγ −Mβγ
1
2Mβγ

1
2Mβγ

M31 0 −
√
3
2 Mγβ

√
3
2 Mγβ 0

√
3
2 Mγβ −

√
3
2 Mγβ

M32 Mγβ −1
2Mγβ −1

2Mγβ −Mγβ
1
2Mγβ

1
2Mγβ

M33 Mγγ Mγγ Mγγ −Mγγ −Mγγ −Mγγ

Table 3.11: The symmetry-allowed ordering of the magnetoelectric multipole tensor
on the O atoms in Fe2O3.

Now using the symmetry operations again, we can find the ordering of the different

components of the ME multipole tensor on the different atoms. This ordering for the Fe

atoms is displayed in Table 3.10 and for the oxygen atoms in Table 3.11.

Also here we can add up the contributions of the different atoms. In contrast to Cr2O3

however, here the different contributions add up to a completely zero tensor, i.e.,
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MFe2O3 =


0 0 0

0 0 0

0 0 0

 . (3.23)

This is also in accordance with what is known about Fe2O3. As inversion symmetry

is not broken in this material, it does not have to correct symmetry to support a ME

effect. So here as well, our results for the local tensor are consistent with the known

results for the global tensor.

3.2.6 Allowed magnetoelectric multipoles

Now we are ready to move on to the ME multipoles themselves, which can be extracted

from the ME multipole tensor Mij (Eq. 1.8). As discussed in Section 1.4, we can

separate the tensor into its irreducible components (Eq. 1.12), where a represents the

ME monopoles, t the toroidal moments and q the quadrupoles. We can write Eq. 1.12

explicitly as:

a =
1

3
Mii =

1

3

(
M11 +M22 +M33

)
, (3.24)

tx =
1

2
ϵij1Mji =

1

2

(
M32 −M23

)
, (3.25)

ty =
1

2
ϵij2Mji =

1

2

(
M13 −M31

)
, (3.26)

tz =
1

2
ϵij3Mji =

1

2

(
M21 −M12

)
, (3.27)

qxy =
1

2

(
M12 +M21

)
, (3.28)

qxz =
1

2

(
M13 +M31

)
, (3.29)

qyz =
1

2

(
M23 +M32

)
, (3.30)

qx2−y2 =
1

2
(qxx − qyy) =

1

2

(
M11 −M22

)
, (3.31)

qz2 =
1

2
(qxx + qyy) = −1

2
qzz =

1

6

(
M11 +M22

)
− 1

3
M33. (3.32)
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Using these relations, we can determine how the multipoles transform from the trans-

formation of the local ME multipole tensor (Tables 3.8, 3.9, 3.10 and 3.11). The allowed

ME multipoles on the TM ions in both compounds are displayed in Table 3.12, and on

the O ions in Table 3.13 (Cr2O3) and Table 3.14 (Fe2O3).

Cr2O3 Fe2O3

Cr1 Cr2 Cr3 Cr4 Fe1 Fe2 Fe3 Fe4

a a a a a −a −a a a

tz −tγ tγ tγ −tγ −tγ tγ −tγ tγ

qz2 qγ2 qγ2 qγ2 qγ2 qγ2 qγ2 −qγ2 −qγ2

Table 3.12: The symmetry-allowed magnetoelectric multipoles on the transition metal
ions in Cr2O3 and Fe2O3.

O1 O2 O3 O4 O5 O6

a a a a a a a

tx tα −1
2 tα −1

2 tα tα −1
2 tα −1

2 tα

ty 0
√
3
2 tα −

√
3
2 tα 0

√
3
2 tα −

√
3
2 tα

qxy 0 −
√
3
2 qα2−β2

√
3
2 qα2−β2 0 −

√
3
2 qα2−β2

√
3
2 qα2−β2

qxz 0 −
√
3
2 qβγ

√
3
2 qβγ 0 −

√
3
2 qβγ

√
3
2 qβγ

qyz qβγ −1
2qβγ −1

2qβγ qβγ −1
2qβγ −1

2qβγ

qx2−y2 qα2−β2 −1
2qα2−β2 −1

2qα2−β2 qα2−β2 −1
2qα2−β2 −1

2qα2−β2

qz2 qγ2 qγ2 qγ2 qγ2 qγ2 qγ2

Table 3.13: The symmetry-allowed ordering of the magnetoelectric multipoles on the
O atoms in Cr2O3. The not-displayed elements are zero.

O1 O2 O3 O4 O5 O6

a a a a -a -a -a

tx tα −1
2 tα −1

2 tα −tα
1
2 tα

1
2 tα

ty 0
√
3
2 tα −

√
3
2 tα 0 −

√
3
2 tα

√
3
2 tα

qxy 0 −
√
3
2 qα2−β2

√
3
2 qα2−β2 0

√
3
2 qα2−β2 −

√
3
2 qα2−β2

qxz 0 −
√
3
2 qβγ

√
3
2 qβγ 0

√
3
2 qβγ −

√
3
2 qβγ

qyz qβγ −1
2qβγ −1

2qβγ −qβγ
1
2qβγ

1
2qβγ

qx2−y2 qα2−β2 −1
2qα2−β2 −1

2qα2−β2 −qα2−β2
1
2qα2−β2

1
2qα2−β2

qz2 qγ2 qγ2 qγ2 −qγ2 −qγ2 −qγ2

Table 3.14: The symmetry-allowed ordering of the magnetoelectric multipoles on the
O atoms in Fe2O3. The not-displayed elements are zero.

We see that, as expected, in Fe2O3 we always have an equal amount of positive and

negative multipoles of the same type, consistent with its lack of net ME effect. In Cr2O3
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we have ME monopoles a and qz2 ME quadrupoles with the same sign on each atom.

This is consistent with its diagonal ME effect.

3.2.7 Conclusion from the symmetry analysis

We performed symmetry analysis to figure out the allowed forms for the magnetic dipole

moment, the local ME multipole tensor, and ME multipoles on each of the atoms in the

corundum structure materials Cr2O3 and Fe2O3. We discovered local results consistent

with the known global results. Moreover, locally more terms are allowed for the ME

multipole tensor and ME multipoles, which allude to richer local effects. Furthermore,

note that the symmetry analysis did not reveal to us the ratios or even relative signs, let

alone size or signs, of the independent components of the dipole moments, ME multipole

tensor, ME multipoles, or ME tensor and effect. We will now discuss how those things

can be determined using DFT.

3.3 Hidden orders and (anti-)magnetoelectric effects in Cr2O3

and α-Fe2O3

3.3.1 Preface

In this publication I investigate how we can use hidden order to predict local effects,

specifically looking at local magnetic multipoles, the way they are ordered and to which

(local) ME effects they can be related. We focus on both magnetic quadrupoles, which

are also called ME multipoles, and magnetic octupoles, and associate them to linear and

second order local ME effects. As mentioned in Section 1.4.2, the relation between the

net linear ME effect and the ME multipoles was pointed out previously [15, 38–41], but

we expand it here to include also local effects. As mentioned in Section 1.3.1, Cr2O3

has both broken inversion and broken time-reversal symmetry, which allows for a net

linear magnetoelectric effect. In contrast, the inversion symmetry is preserved in Fe2O3.

However, locally the environment of each TM ion in both compounds looks very similar.

Inspired by these similarities, we investigate if some of the special physics of Cr2O3 is

preserved locally in Fe2O3, using the magnetic multipoles as a predictor.
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The first goal of this work is to show that despite the global symmetry restrictions,

there is still hidden order in Fe2O3. We use the symmetry tools explained in detail in

the previous section to determine which components of the multipoles are allowed on

each atomic site. We subsequently use DFT to calculate which multipole components

are non-zero. The purpose of this is twofold. First, the presence of the same multipoles

would indicate that the intuition that the local environments of Cr2O3 and Fe2O3 are

very similar is grounded, after all these multipoles are present in Cr2O3. Second, by

looking at where these multipoles occur in the multipole tensor, we can distinguish which

part of the ME effect they are associated with and thus predict the type of effects we

expect.

The second goal is to determine whether the predicted local effects are in fact present in

the two materials. We choose to look at the response of the dipole moments under the

application of an electric field.7 To simulate the effect of such an electric field, we use a

relatively simple lattice displacement technique [81], which we extend to capture part of

the second-order effects as well. This technique, by definition, only captures the lattice-

mediated response to an electric field, and misses the purely electronic contribution.

Nevertheless, as we are interested in establishing the presence of these effects, but not

their exact magnitude, this method should be sufficient. Moreover, the local effects will

be quite small, and hence difficult to converge. We expect this to be an even larger

issue with more complicated methods where one may capture both the lattice-mediated

and purely electronic contributions [83]. By determining these local ME effects, we will

show that they can be present despite global symmetry restrictions, thus expanding the

definition of the term ’magnetoelectric’. We will furthermore extend the knowledge of

ME responses in both Cr2O3 and Fe2O3. Finally, we show the predictive power of the

magnetic multipoles, by showing how each multipole component is related to a specific

part of the ME response.

The third goal is to establish symmetry principles for the occurrence of the local ME

effect so that the concept can be extended to other materials. We find a basic set of

rules based on the magnetic space group symmetry and the Wyckoff positions of the

magnetic ions. We identify a large class of materials that has local linear ME effects,

showing that these are much more ubiquitous than net linear ME effects.

The last goal is to inspire experimental investigation of these local effects and multipoles.

Explanatory remarks

Section 3.3.2 to 3.3.5 contain the publication:

7rather than the reverse: looking at local displacements (corresponding to local changes in electric
dipole moment) as a function of applied magnetic field.
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3.3.2 Abstract

We present ab initio calculations of hidden magnetoelectric multipolar order in Cr2O3

and its iron-based analog, α-Fe2O3. First, we discuss the connection between the or-

der of such hidden multipoles and the linear magnetoelectric effect. Next, we show the

presence of hidden antiferroically ordered magnetoelectric multipoles in both the proto-

typical magnetoelectric material Cr2O3, and centrosymmetric α-Fe2O3, which has the

same crystal structure as Cr2O3, but a different magnetic dipolar ordering. In turn,

we predict antimagnetoelectric effects, in which local magnetic dipole moments are in-

duced in opposite directions under the application of an uniform external electric field,

to create an additional antiferromagnetic ordering. We confirm the predicted induced

moments using first-principles calculations. Our results demonstrate the existence of

hidden magnetoelectric multipoles leading to local linear magnetoelectric responses even

in centrosymmetric magnetic materials, where a net bulk linear magnetoelectric effect

is forbidden by symmetry, and broaden the definition of magnetoelectric materials by

including those showing such local magnetoelectric responses.

3.3.3 Paper body

In 1936, Néel proposed a hidden order of antiparallel magnetic moments to explain

the anomalous spike in the specific heat and magnetic susceptibility as a function of

temperature in MnO [34]. Since then, many more hidden orders have been proposed,

although they are usually either electric or magnetic in nature, among which we men-

tion the antiferroic order of electric quadrupoles in UPd3 [118] and the ferroic order of

magnetic octupoles linked to the anomalous Hall effect in Mn3Sn [37]. In this work, we

show how magnetoelectric (ME) materials provide a platform for investigating a coupled

magnetic-electric hidden order.

By definition, ME materials show a net change in magnetization M when an external

electric field E is applied or, vice-versa, change their electric polarization P in the pres-

ence of a magnetic field H [13]. These materials have been a subject of active research

[24, 28, 119] as the coupling of magnetic and electric degrees of freedom is potentially

useful for applications including low-energy-consumption memory devices, sensors, and

transistors [29, 120]. The lowest-order, linear, contribution to the ME response [121],

which requires the simultaneous breaking of space- and time-inversion symmetries, is

linked to the presence of ME multipoles [15, 38–41], which are odd-parity, second-order

multipoles of the magnetization density µ(r). In their irreducible spherical form, the

ME multipoles are the scalar ME monopole (a), the ME toroidal moment vector (t),
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and the ME quadrupole tensor (q),

a =
1

3

∫
r · µ(r)d3r, (3.33)

ti =
1

2

∫
[r × µ(r)]i d

3r, (3.34)

qij =
1

2

∫ [
riµj(r) + rjµi(r)−

2

3
δijr · µ(r)

]
d3r, (3.35)

which correspond respectively to the trace, the antisymmetric part, and the symmet-

ric traceless part of the ME multipole tensor Mij =
∫
riµj(r)d

3r [15]. ME multi-

poles provide a handle for understanding and predicting the linear ME effect starting

from the microscopic environment since they have a one-to-one link to the linear ME

tensor αij , defined as αij = µ0∂Mj/∂Ei|H, with µ0 the vacuum permeability. Specifi-

cally, monopoles a and qx2−y2 , qz2 quadrupoles account for the diagonal isotropic and

anisotropic linear ME effect, whereas the toroidal moments ti and the qxy, qxz, and

qyz quadrupoles are linked to the off-diagonal antisymmetric and symmetric linear ME

effect, respectively. Analogously, the second-order ME effect can be captured by the

next-higher order magnetic multipoles, the magnetic octupoles [45].

Mij can be decomposed into a sum over products of the atomic positions and their

magnetic dipole moments, capturing the asymmetry in the unit-cell magnetization due

to the arrangement of the magnetic dipoles [15], and local atomic-site contributions,

which describe asymmetries in the local spin densities around each ion [15]. Here we

focus on the local atomic-site multipoles, which occur in both ME and non-ME materials

whenever the local Wyckoff site symmetry lacks both time reversal and space inversion.

In centrosymmetric magnetic materials, where a net ME effect is forbidden by global in-

version symmetry, these local multipoles are antiferroically ordered, but can in principle

provide a local ME response. Indeed, such local symmetries have recently been shown to

be important in explaining hidden Rashba and Dresselhaus effects in centrosymmetric

materials [122, 123].

In this work, we analyze the link between the local multipolar order and the local,

atomic ME response in the isostructural materials Cr2O3 and α-Fe2O3 (from now on

Fe2O3). Both materials adopt the corundum structure, with the centrosymmetric point

group 3̄m (space group R3̄c), and are easy-axis antiferromagnets, below 307K [49, 124]

and 263K [125, 126],8 respectively. Importantly, however, they have different magnetic

orderings, as shown in Figure 3.7. Specifically, the magnetic order in Cr2O3 breaks both

inversion and time-reversal symmetries (magnetic space group (MSG) R3̄′c′), whereas

in Fe2O3 it breaks time-reversal symmetry only (MSG R3̄c). As a result, Cr2O3 is a

8At 263 K Fe2O3 undergoes the Morin transition to the weakly ferromagnetic phase (until the Néel
temperature of 960 K), with the moments lying in the plane perpendicular to the easy axis of the
low-temperature phase.
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Figure 3.7: Crystal structure and magnetic order of a) Cr2O3, b) Fe2O3. Magnetic
moments are indicated by arrows. The atoms are numbered following the conventional

order of the Wyckoff positions. The magnetic easy axis is parallel to z.

well-known ME material [31, 32, 47, 108, 127], in which the linear ME effect was first

identified [13, 14], whereas Fe2O3 does not show a net linear ME effect, and instead its

symmetry allows a non-relativistic, altermagnetic spin splitting [17, 128]. Despite the

difference in global symmetry, the local site symmetries are similar in Cr2O3 and Fe2O3.

Local atomic ME multipoles and, in turn, a local ME response, are allowed in both

compounds, since the local inversion symmetry is broken at the Cr, Fe, and O Wyckoff

sites in both materials. Thus, we expect that locally some of the special physics seen in

Cr2O3 may be preserved in Fe2O3. Indeed, our main finding is that Fe2O3 has a hidden

antiferromultipolar order that leads to a local anti-ME response, with a strength that is

comparable to that in ME Cr2O3.

We demonstrate the existence of the hidden ME multipoles and quantify the size of

the ME responses using density-functional calculations.9 We compute the spin contri-

butions to the local diagonal and off-diagonal lattice-mediated ME response in the xy

plane using the method described in Ref. [81], modified to extract the local atomic

magnetic response. This approach does not require the application of an electric field.

Instead, the local ME response is computed by freezing in the atomic displacement corre-

sponding to the electric field strength, computed from a superposition of infrared-active

phonon modes as explained in Ref. [81]. For details, see the Supplemental material

[130]. Our density-functional calculations are performed within the non-collinear local

spin density approximation (LSDA) [64], with spin-orbit interaction and Hubbard U

correction [1] included, as implemented in the plane-wave code vasp [68, 69] and in the

augmented-plane-wave (APW) code elk [70]. We use vasp to compute the equilibrium

structure and forces, and we interface it with phonopy [131, 132] to obtain the phonon

9The relevant input files and data of our ab initio calculations are openly available on the Materials
Cloud Archive at [129].
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Cr2O3 Fe2O3

Cr1 Cr2 Cr3 Cr4 Fe1 Fe2 Fe3 Fe4

mz −mCr mCr −mCr mCr −mFe mFe mFe −mFe

a −aCr −aCr −aCr −aCr aFe aFe −aFe −aFe

tz tCr −tCr −tCr tCr tFe −tFe tFe −tFe

qz2 −qCr −qCr −qCr −qCr qFe qFe −qFe −qFe

Table 3.15: Symmetry-allowed magnetic moments and ME multipoles, and their
ordering on the TM ions in Cr2O3 and Fe2O3. Atoms are labeled as in Figure 3.7.

eigenvectors and frequencies. We use elk to calculate the angular parts of the local

magnetic multipoles, by decomposing the density matrix into its irreducible spherical

tensors and extracting the relevant components [84], and to compute the ME responses.

Since the resulting changes in the local magnetic moments are small at relevant phonon

amplitudes, extensive convergence tests are performed (see Supplemental Material [130]

).

As described above, the linear ME effect requires time-reversal and inversion symmetries

to be broken. This is the case in Cr2O3, but in Fe2O3 the global inversion symmetry is

preserved. We determine which multipoles are allowed and their subsequent arrangement

by studying both how each multipole transforms and how the atoms permute under the

12 symmetry operations of the R3̄c space group (for more details see the Supplemental

Material [130]). We find that on the transition metal (TM) ions in Cr2O3 and Fe2O3,

which have the same Wyckoff site symmetry (3), ME monopoles a, tz toroidal moments

and qz2 quadrupoles are allowed, but with different ordering. We support the results of

our symmetry analysis with first-principles calculations of the multipole components in

Cr2O3 and Fe2O3 at their respective equilibrium structures. These calculations confirm

the multipolar ordering obtained from the symmetry analysis and provide the magnitude

and absolute sign of each multipole (Table 3.15; the signs correspond to the antiferro-

magnetic domains shown in Figure 3.7.), whereas the symmetry analysis yields only the

relative sign on the different sites. The sizes of our calculated angular parts of a, tz,

and qz2 (3 × 10−3, 2 × 10−5, and 2 × 10−3 µB in Cr2O3 and 4 × 10−3, 7 × 10−5, and

4× 10−3 µB in Fe2O3, respectively) are similar in both materials, approximately scaling

with the size of the calculated dipole moments (2.6µB and 4.1µB for Cr and Fe, respec-

tively). The ferroic ordering of a and qz2 (−−−− in both cases) in Cr2O3 is consistent

with its established anisotropic linear diagonal ME effect. On the other hand, in Fe2O3

the antiferroic ordering of a and qz2 (+ + −− in both cases) suggests an antiferroic

linear diagonal ME response, in which an external electric field induces magnetic mo-

ments parallel to the field, but in opposite directions on Fe1 and Fe2 relative to Fe3 and

Fe4, such that an antiferromagnetic order with no net magnetic moment is established
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O1 O2 O3 O4 O5 O6

mx m −1
2m −1

2m ∓m ±1
2m ±1

2m

my 0
√
3
2 m −

√
3
2 m 0 ∓

√
3
2 m ±

√
3
2 m

a ∓a ∓a ∓a −a −a −a

tx +t −1
2 t −1

2 t ±t ∓1
2 t ∓1

2 t

ty 0 +
√
3
2 t −

√
3
2 t 0 ±

√
3
2 t ∓

√
3
2 t

qxy 0 ∓
√
3
2 q2 ±

√
3
2 q2 0 −

√
3
2 q2 +

√
3
2 q2

qxz 0 +
√
3
2 q1 −

√
3
2 q1 0 ±

√
3
2 q1 ∓

√
3
2 q1

qyz −q1 +1
2q1 +1

2q1 ∓q1 ±1
2q1 ±1

2q1

qx2−y2 ±q2 ∓1
2q2 ∓1

2q2 +q2 −1
2q2 −1

2q2

qz2 ∓q3 ∓q3 ∓q3 −q3 −q3 −q3

Table 3.16: Symmetry-allowed magnetic moments and ME multipoles, and their
ordering on the O atoms in Cr2O3 and Fe2O3. When the sign is different in the two
materials, two signs are given, with the top (bottom) sign corresponding to Cr2O3

(Fe2O3). The magnitudes (in µB) of m and the angular parts of a, t, q1, q2, q3 are
7 × 10−5, 1 × 10−2, 1 × 10−2, 2 × 10−2, 4 × 10−5, 1 × 10−2 in Cr2O3 and 2 × 10−3,
3 × 10−2, 2 × 10−2, 2 × 10−2, 3 × 10−4, 4 × 10−2 in Fe2O3 respectively. Atoms are

labeled as in Figure 3.7.

along the field direction. We refer to this response as an anti -ME effect. Furthermore,

the antiferroically ordered tz in both materials, two orders of magnitude smaller than a

and qz2 , indicate an additional off-diagonal anti-ME effect, with the induced magnetic

moments ordered differently in Cr2O3 (Cr1 and Cr4 having opposite sign relative to Cr2

and Cr3) and Fe2O3 (Fe1 and Fe3 having opposite sign relative to Fe2 and Fe4).

We note that in both materials local ME multipoles are allowed on the oxygen sites

as well (Table 3.16), where the absolute signs are obtained from our first-principles

calculations. The Wyckoff site symmetry (2) of the O atoms does not include the three-

fold axis, thus allows multipoles with non-zero in-plane components (tx, ty, qxz, qyz, qxy,

and qx2−y2), in addition to the a and qz2 also found on the TM ions, while it prohibits tz.

Out of all the multipole components on the O atoms, the only ones ordered ferroically

are a and qz2 in Cr2O3, indicating that the O atoms also contribute to the net ME effect

in this material. All the other components sum up to zero, as dictated by the global

symmetry, hence they do not contribute to a net ME effect, but rather to additional

anti-ME responses.

In addition to the ME multipoles associated with the linear ME effect, magnetic oc-

tupoles are also symmetry-allowed. The relevant non-zero components on the TM ions

are O−3 and O3, following the naming convention of Ref. [45] and, for an applied electric

field along y, are associated with a local quadratic response in my and mx, respectively
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[45].10 O3 and O−3 are ordered antiferroically (− − ++ and − + −+, respectively)

in Cr2O3, and correspond to a second-order diagonal and off-diagonal anti-ME effect

[45]. In Fe2O3, O−3 orders antiferroically (− + +−) as well, but O3 orders ferroically

(+ + ++), which suggests that the lowest order net ME response is the second-order

off-diagonal ME effect.

Now we use ab initio density-functional theory to calculate the anti-ME effects in Cr2O3

and Fe2O3 predicted by the symmetry arguments discussed above. Figure 3.8, which

summarizes our results, shows the calculated lattice-mediated changes in the magnetic

moments induced by an electric field pointing along the +y direction, for both Cr2O3

(panels a and c) and Fe2O3 (panels b and d), for the antiferromagnetic domains shown

in Figure 3.7. We separately consider the induced moments along y (panels a and b),

associated with a diagonal ME response, and along x (panels c and d), associated with

an in-plane off-diagonal response.11 In Figure 3.8a, we see that the moments on all

the four Cr atoms in Cr2O3 show an identical linear dependence on the strength of

the applied electric field. This indicates an identical local diagonal linear ME response,

adding up to a net diagonal linear ME effect over the unit cell. This is consistent with

the ferroic ordering of a and qz2 on the Cr ions. Furthermore, the sum of the induced

local Cr magnetic moments (cyan circles) is close to the total induced magnetic moment

per unit cell (black diagonal crosses), which includes contributions from the O atoms

and the interstitial spaces, showing that the response is dominated by the Cr atoms.

We remark that the sign of the response matches that found in previous first-principles

calculations [81, 83]. Although not visible in the plot, there is an additional small

quadratic component to the induced magnetic moments as a function of electric field

strength, but summed over the atoms this cancels out. This diagonal second-order anti-

ME effect is consistent with the antiferroic ordering of the O−3 octupoles mentioned

above.

The local induced magnetic moments parallel to the applied electric field on the four

Fe atoms in Fe2O3 (Figure 3.8b) show linear dependence for small field strengths, with

identical magnitude, but order pairwise, with opposite sign for the two pairs of Fe ions,

resulting in no net induced magnetic moment in the unit cell. This linear anti-ME

effect, consistent with the antiferroic ordering of a and qz2 discussed before, is the lowest

order ME response in Fe2O3 and, to the best of our knowledge, has not been previously

discussed. In addition to the linear contribution, at high fields we note the presence of

a non-negligible local quadratic response, consistent with the antiferroic ordering of the

O−3 octupoles.

10Note the different choice of Cartesian axis with respect to Ref. [45].
11The linear out-of-plane response to an in-plane applied electric field is zero, so we do not consider

it here.
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Figure 3.8: Local change in the in-plane magnetic moments (∆mi) on the TM ions as a
function of the applied electric field strength, with ∆mi parallel (a,b) and perpendicular
(c,d) to the applied electric field direction, in Cr2O3 (a,c) and Fe2O3 (b,d). Blue
squares, green diamonds, red triangles, and purple crosses represent ∆mi on TM ions
1-4, respectively. Cyan circles (a, b and d) depict the sum of ∆mi on the four TM ions,
and black diagonal crosses (a,d) show the total induced magnetic moments in the unit
cell. Insets in a and b sketch qualitatively the linear response parallel to the applied E ,
by showing the induced magnetic moments on top of the equilibrium magnetic order.

Next, we consider the induced in-plane magnetic moments perpendicular to the applied

electric field, corresponding to the off-diagonal in-plane ME response. In Cr2O3 (Figure

3.8c), these moments show a linear as well as a quadratic dependence on the strength

of the applied electric field, but both contributions cancel out to make the net response

zero. This indicates both a linear and quadratic off-diagonal anti-ME effect, which is

expected from the antiferroic order of tz (+−−+) and the O3 octupoles (−−++).

Finally, in Fe2O3 (Figure 3.8d), the induced in-plane magnetic moments perpendicular

to the applied electric field have a large linear dependence, with opposite sign on different

pairs of Fe atoms. The linear part of the induced moments sums to zero, leading to no
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Diagonal Off-diagonal

L Q L Q

Cr2O3 F AF AF AF

Fe2O3 AF AF AF F

Table 3.17: Summary of the in-plane linear (L) and quadratic (Q) ME effects found
in Cr2O3 and Fe2O3, classified as ferroic (F) and antiferroic (AF) responses.

net induced moment in the unit cell. This corresponds to an off-diagonal anti-ME effect,

following from the antiferroic ordering of tz, similarly to Cr2O3. Interestingly, there is

also a substantial quadratic dependence. As the summed (cyan circles) and total (black

diagonal crosses) induced moments reveal, this contribution is ferroic and does not sum

to zero, instead indicating a net bulk second-order ME response. This is thus the lowest

order ferroic ME response in Fe2O3, and follows from the ferroic ordering (+ + ++) of

the O3 octupoles.

Table 3.17 summarizes the ME responses discussed above. We note that the proposed

anti-ME effect is more ubiquitous than the ferroic ME effect since it follows from less

restrictive symmetry requirements. As a consequence, a substantial fraction of magnetic

materials is expected to show a local antiferroically ordered ME response.

In this work, we studied the connection between the local ME multipolar order and the

local atomic ME response. We discussed as case studies the prototypical ME material

Cr2O3 and the centrosymmetric material Fe2O3. Beyond the well-established linear

diagonal ME in Cr2O3, we predicted via symmetry and multipole analysis an off-diagonal

anti-ME in Cr2O3 as well as both diagonal and off-diagonal anti-ME effects in Fe2O3,

and confirmed our predictions using ab initio calculations. Additionally, we found in

both materials a non-negligible local second-order ME response, which sums to a net

response in Fe2O3, and which we rationalized with the presence of magnetic octupoles.

In this way, we showed the strong connection between the orderings of the different ME

effects and the underlying ME multipoles and magnetic octupoles. In particular, we

identified an antiferroic order of ME multipoles that constitutes a new type of hidden

order, adding another example to the growing list of hidden orders in condensed matter

physics and highlighting their importance in determining material responses.

Furthermore, our findings allow us to broaden the concept of ME response in ordered

materials: to have a local ME response, no global symmetry breaking is required, hence

even materials that preserve both inversion and time reversal (the latter composed with

a fractional translation), e.g., NiO, allow for a non-zero local ME tensor. The only strict

requirement to have any local ME effect is the lack of time reversal among the Wyckoff

site symmetries. This means that materials belonging to MSGs of type I (colorless),

III or IV (black-white) allow local ME response; ordered materials of MSG II (grey),
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instead, do not show any local ME response. If, besides local time-reversal breaking,

at least one atomic species sits in a Wyckoff site that is not an inversion center, e.g.,

Mn3O4 [128], a local linear ME response is allowed, otherwise the lowest order response

is quadratic.

Our calculations show that the local linear anti-ME response is of the same order of mag-

nitude as the local ferro-ME response in similar non-centrosymmetric materials. Thus,

the main challenge in measuring an anti-ME response is not the size of the response,

but rather the anti-alignment of the induced magnetic moments, producing a vanishing

net ME response.

In order to measure and possibly exploit such an anti-ME response, an external electric

field varying at the length scale of the unit cell, would be desirable as it would induce a

net magnetization. Such electric fields have recently been achieved with twisted bi-layer

hexagonal boron nitride [133]. A net magnetization could alternatively be achieved by

exciting a coherent phonon with the appropriate pattern of polar atomic displacements.

Alternatively, the reversed effect, with a uniform magnetic field inducing an alternating

polarization in the unit cell, could be detected using second harmonic generation. We

hope that our findings motivate further experimental investigations to measure such anti-

ME effects, as well as theoretical studies to identify promising candidates with effects of

larger size.
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3.3.5 Supplemental material

3.3.5.1 Symmetry analysis

In order to find the allowed components of the multipoles on each atom, we (i) identify

the symmetry operations that send a given atom in the unit cell into itself, (ii) apply

these operations to each component of the multipole moments. Since a multipole must

not change if we apply a symmetry that sends the atom into itself, the symmetry-allowed

components are those that are invariant under such symmetries.
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To discuss Cr2O3 and Fe2O3, we start from the 12 symmetry operations of the R3̄c space

group. The six basic operations are:

1. E : the identity,

2. C1
3z : a counterclockwise rotation of 2π

3 around the z axis,

3. C2
3z : a counterclockwise rotation of 4π

3 around the z axis,

4. C2x(+f) : a rotation of π
2 about the [100] axis, plus a fractional translation,

5. C2[010](+f) : a rotation of π
2 about the [010] axis, plus a fractional translation,

6. C2[110](+f) : a rotation of π
2 about the [110] axis, plus a fractional translation,

where the fractional translation f = (0, 0, 1/2). The other six operations are obtained by

combining these basic six with inversion for Fe2O3, and with the product of inversion and

time reversal for Cr2O3. As an example, we discuss how to determine the constraints on

the components of the magnetic moments on the Cr atoms, sitting in the Wyckoff posi-

tion (0, 0, z). Among the symmetry operations listed above, E, C1
3z and C2

3z send each

Cr atom into itself. Next, we take a general magnetic moment m = (mα,mβ,mγ), and

apply these operations; as a consequence, m transforms into (mα,mβ,mγ), (−1
2(mα +

√
3mβ),

1
2(
√
3mα−mβ),mγ), and (12(mα+

√
3mβ),−1

2(
√
3mα+mβ),mγ) under E, C1

3z,

and C2
3z, respectively. The invariant component of m is mγ , hence the allowed magnetic

moment on the first Cr atom is (0, 0,mz). Following the same procedure, we can con-

struct the allowed components of all the magnetic moments and multipole moments, on

both Cr, Fe, and O ions.

3.3.5.2 Details of the method to calculate the magnetoelectric response

A: Theoretical considerations

We consider the free energy of a general ME material and expand it in terms of the

applied fields E and H, with the sum over repeated indices implied:

F (E,H) = F0 − P 0
i Ei −M0

i Hi −
1

2
χe
ijEiEj −

1

2
χm
ijHiHj − αijEiHj −

1

2
βijkEiHjHk

− 1

2
γijkHiEjEk −

1

2
χ
e(2)
ijk EiEjEk −

1

2
χ
m(2)
ijk HiHjHk + ... , (3.36)
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where P 0
i and M0

i are the spontaneous polarization and magnetization that exist in the

absence of any applied field. χe and χm are the linear electric and magnetic susceptibil-

ities and χe(2) and χm(2) are the quadratic electric and magnetic susceptibilities. αij is

the ME tensor, and βijk and γijk are the second-order ME tensors. We can now compute

the polarization and magnetization of the material in the following way:

Pi(E,H) =− ∂F

∂Ei
= P 0

i +
1

2
χe
ijEj + αijHj +

1

2
βijkHjHk

+
1

2
γkjiHkEj +

1

2
χ
e(2)
ijk EjEk + ... , (3.37)

Mi(E,H) =− ∂F

∂Hi

= M0
i +

1

2
χm
ijHj + αjiEj +

1

2
βkjiEkHj

+
1

2
γijkEjEk +

1

2
χ
m(2)
ijk HjHk + ... . (3.38)

The materials we study in this work have no spontaneous polarization or magnetization,

i.e., P 0
i = M0

i = 0. Thus, under the application of an external electric field E and the

absence of an applied magnetic field, the polarization and magnetization as a function

of E are:

Pi(E) =
1

2
χe
ijEj +

1

2
χ
e(2)
ijk EjEk +O(E3), (3.39)

Mi(E) = αjiEj +
1

2
γijkEjEk +O(E3). (3.40)

In order to compute the full magnetization of Eq. (3.40) with ab initio techniques, a

calculation under an applied electric field is necessary in principle. However, as shown in

Ref. [81], such a delicate calculation can be avoided by splitting Eqs. (3.39) and (3.40)

into ‘lattice-mediated’ and ‘electronic’ contributions. The lattice-mediated contribution,

defined as the part of the response due to the lattice distortions produced by the electric

field, can then be computed as the response to the atomic displacements caused by the

electric field. In this way, only a calculation with displaced atoms but without explicitly

applying an electric field is needed.

We now expand the arguments of Ref. [81] to deal with the second-order ME response.

From here on we will write all sums explicitly, to avoid confusion. First, we write the

atomic displacements caused by the applied electric field, indicated as uαi, where α

labels the atom and i specifies the Cartesian component, in the complete basis of the
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eigenvectors, dα,i, of the force constants matrix, as:

uα,i =
∑
η

A(η)d
(η)
α,i , (3.41)

where η labels the eigenvectors, henceforth modes, and A(η) is the amplitude of each

mode contributing to the set of atomic displacements uα,i. These amplitudes can be

expanded in powers of the applied electric field E. To second order in E, we have:

A(η) =
∑
j

a
(η)
j Ej +

∑
jk

b
(η)
jk EjEk. (3.42)

In Ref. [81], the first-order amplitude was accounted for explicitly and was written as:

a
(η)
j =

p
e(η)
j

C(η)
, (3.43)

with p
e(η)
j the mode polarity along j, i.e., the polarization along j induced by mode η with

unitary amplitude, and C(η) the eigenvalue of the force constant matrix corresponding

to mode η.

Next, we consider the net magnetization induced by the atomic displacements and we

expand it to second order in the displacements:

Mi,latt =
∑
α

∑
j

Zm
α,ijuα,j +

∑
jk

Zm(2)
α,ijkuα,juα,k

 . (3.44)

Here Zm
α,ij is the so-called dynamical magnetic charge of atom α, i.e., the atomic magnetic

moment of atom α along direction i induced by a displacement of atom α along j (see

Ref. [108] for more details). Zm(2)
α,ijk in Eq. (3.44) is a generalization of the dynamical

magnetic charge to second order. After substituting Eqs. (3.41), (3.42), and (3.43) into

Eq. (3.44), the induced magnetization reads

Mi,latt =
∑
α

∑
η

∑
jj′

p
e(η)
j′

C(η)
Zm
α,ijd

(η)
α,jEj′ +

∑
η

∑
j

∑
j′k′

b
(η)
j′k′Z

m
α,ijd

(η)
α,jEj′Ek′

+
∑
ηη′

∑
jk

∑
j′k′

p
e(η)
j′ p

e(η′)
k′

C(η)C(η′)
Zm(2)
α,ijkd

(η)
α,jd

(η′)
α,k Ej′Ek′

 . (3.45)

In our case, we are interested in the response to an electric field along a specific Cartesian

direction, hence we take j′ = k′ = ȷ̄ in Eq. (3.45). After further dropping ȷ̄ for clarity,
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Eq. (3.45) becomes:

Mi,latt =
∑
α

∑
η

∑
j

pe(η)

C(η)
Zm
α,ijd

(η)
α,jE

+

∑
η

∑
j

b(η)Zm
α,ijd

(η)
α,j

+
∑
ηη′

∑
jk

pe(η)pe(η
′)

C(η)C(η′)
Zm(2)
α,ijkd

(η)
α,jd

(η′)
α,k

 E2

 . (3.46)

For the case of induced atomic magnetic moments that we address in the main paper,

the induced magnetic moment of atom α, δmα is:

δmα,i =
∑
η

∑
j

pe(η)

C(η)
Zm
α,ijd

(η)
α,jE

+

∑
η

∑
j

b(η)Zm
α,ijd

(η)
α,j

+
∑
ηη′

∑
jk

pe(η)pe(η
′)

C(η)C(η′)
Zm(2)
α,ijkd

(η)
α,jd

(η′)
α,k

 E2. (3.47)

In our calculations, we adopt the following workflow: (i) we use Eqs. (3.41)-(3.43) to

build, for selected values of the electric field, the corresponding atomic displacement.

Note that in doing so, we neglect the contributions that are second-order in E in Eq.

(3.42). (ii) We freeze in the atomic displacements obtained for different electric fields

and compute the induced local magnetic moments; (iii) we fit the calculated curve with

a second-order polynomial in the electric field. Note that this procedure allows us to

extract the exact value for the first-order response, but it misses the contribution by

b(η) (second line of Eq. (3.47)) to the second-order response, since only the first-order

term in the electric field for the amplitude A(η) of Eq. (3.42) is considered. In order to

obtain the complete second-order response, one would need to compute the response to

atomic displacements obtained by relaxing the structure of the system under an applied

electric field.

From a practical standpoint, the quantities needed to use Eq. (3.46) according to the

workflow discussed above are (i) the force constant matrix, from which we can extract

the eigenvectors d
(η)
αi and the eigenvalues C(η), and (ii) the mode polarizations p

e(η)
i to

construct the displacement of the lattice as a function of the electric field, up to linear

order.
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B: Computing the mode polarization

The polarization of each phonon mode p
e(η)
i is computed as the product of the atomic

displacements of the mode and the Born effective charge Ze:

p
e(η)
i =

∑
α

∑
j

Ze
α,ijd

(η)
αj . (3.48)

To compute Ze, we displace each atom in the unit cell along each Cartesian direction,

and calculate the electronic and ionic polarizations using the LCALCPOL routine imple-

mented in vasp, based on the modern theory of polarization. We perform a calculation

for four different magnitudes of displacement, which allows us to assess the linear re-

sponse regime. We then compute Ze of each atom for each magnitude of displacement

and take the average. This gives us the following Ze for Cr2O3 and Fe2O3:

Ze(Cr) =


3.005 −0.209 0

0.209 3.005 0

0 0 3.147

 |e|, (3.49)

Ze(O) =


−2.303 0 0

0 −1.704 −0.890

0 −0.753 −2.097

 |e|, (3.50)

Ze(Fe) =


4.014 −0.070 0

0.070 4.014 0

0 0 3.306

 |e|, (3.51)

Ze(O) =


−2.862 0 0

0 −2.493 −0.698

0 −0.614 −2.204

 |e|, (3.52)

in excellent agreement with both the symmetry requirements and the numerical values

reported in [108].

Note that the displacements uα,i corresponding to the selected values of E when com-

puting the response were sometimes considerably larger than those used to compute

the Born effective charges. Thus, we calculated the polarization at large displacement

explicitly, using the LCALCPOL routine. We found excellent agreement with the values

obtained from multiplying the displacement with the Ze, showing that the Born effective

charges did not change significantly.
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3.3.5.3 Fitting the magnetic response

When computing the response of the magnetic dipole moments, we initialize the system

with the equilibrium collinear magnetic order and let the moments relax to find the

magnetic order corresponding to the lowest energy in the distorted structure. We fit

the induced local magnetic moments as a function of the electric field strength with

a second-order polynomial, as we are interested in both the linear and second-order

ME effects. We report the fit parameters in Table 3.18. To test the reliability of our

calculations, we first compute the total energy and the forces on the transition metal

ions as a function of the electric field strength. As an example, in Figure 3.9 we show

the results for Cr2O3. The energy and the forces along the polarization direction as a

function of the electric field strength show a quadratic and linear behavior, respectively,

as expected in the linear response regime.

linear quadratic

Cr2O3 diagonal 0.01679(1) 0.0002(1)

off-diagonal 0.00729(4) 0.0154(1)

Fe2O3 diagonal 0.038(1) 0.02(1)

off-diagonal 0.137(2) 0.015(1)

Table 3.18: Absolute value of the linear and quadratic components of the magnetic
response to the electric field, computed for the transition metal atoms in Cr2O3 and
Fe2O3. Linear response in 10−2 µB (Å/V), and quadratic response in 10−2 µB (Å/V)2.

The standard deviation errors on the parameters of the fit are given in brackets.
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Figure 3.9: The a) change in energy, b) force along y on the Cr atoms in Cr2O3 as
a function of electric field strength, with the field along the y axis. In a) data points
are represented by blue dots and the second-order polynomial fit with a solid green
line. In b) the force on Cr ions 1-4 is indicated with blue squares, green diamonds, red
triangles, and purple crosses, respectively. The inset of Figure b) shows how the atoms
are ordered in the unit cell, adopting the same order as Figure 3.7 in the main text.
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3.3.5.4 DFT parameters details

Here we describe in more detail the DFT parameters and settings that were summarized

in the main text. In both vasp and elk correlation effects were dealt with by applying

the rotationally invariant Hubbard U correction [1] on Fe (Cr) d states, with U = 5.5

(4.0) eV and J = 0.5 (0.5) eV. In vasp, projector-augmented wave pseudopotentials [71]

(valence electrons: Cr 3p63d54s1, Fe 3d74s1, O 2s22p4, datasets Cr sv, Fe sv, O) were

used, with a kinetic energy cut-off of 800 eV for the wavefunctions. Brillouin Zone (BZ)

integrations were performed using a uniform Γ-centered 7 × 7 × 7 k-point mesh [134].

With these parameters, we have accurately captured known experimental band gaps and

magnetic moments. We found equilibrium lattice constants a′ = 5.31 Å, α′ = 54.87◦

for Cr2O3, 0.78% and 0.26% smaller than experiment, respectively [109]. For Fe2O3,

we found a′ = 5.35 Å, α′ = 55.25◦, 1.44% smaller and 0.03% larger than experiment,

respectively [113].12 In elk, the Cr, Fe, and O ion cores were described using muffin-

tin spheres with radii 1.071 Å, 1.0400 Å and 0.80435 Å, respectively; the APW functions

and the potential were expanded in a spherical harmonics basis, with cut-offs lmax(apw) =

lmax(o) = 12. The BZ was sampled using a 6× 6× 6 Γ-centered k-point mesh.

3.3.5.5 Magnetic response of the phonon modes

As stated above, we calculate the response of the magnetic dipole moments on the ions

to the ionic displacements associated with the applied electric field, constructed from

summing the ionic displacements of each phonon mode, with an appropriate amplitude,

at each field strength. Note that freezing in each phonon mode separately and appro-

priately summing the separate magnetic responses gives exactly the same result for the

linear response but misses part of the second-order response, i.e., the cross term in the

third term of Eq. (3.47). Here, we discuss this method for completeness. Like before,

we test the reliability of our calculations by computing the total energy and the forces

on the transition metal ions as a function of the phonon amplitude. As an example, in

Figure 3.10 we show the results for the highest frequency Eu phonon mode. The energy

and the forces along the polarization direction as a function of the amplitude show a

quadratic and linear behavior, respectively, as expected.

Next, we calculate the response of the magnetic dipole moments to the displacement of

each phonon mode and fit it with a second-order polynomial. As an example, in Figure

3.11 we show the magnetic moments along y (diagonal response, Figure 3.11a) and x

(off-diagonal response, Figure 3.11b) induced by the highest frequency Eu phonon mode

12Although our equilibrium lattice parameters are reduced with respect to the experimental ones, we
are still able to capture the same physics. Fixing the lattice parameters to the experimental values did
not qualitatively alter our results.
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Figure 3.10: The a) change in energy, b) force along y on the Cr atoms in Cr2O3 as
a function of amplitude for the highest energy Eu symmetry phonon mode, polarized
along the y axis. In a) data points are represented by blue dots and the second-order
polynomial fit with a solid green line. In b) the force on Cr ions 1-4 is indicated with
blue squares, green diamonds, red triangles, and purple crosses, respectively. The inset
of Figure b) shows how the atoms are ordered in the unit cell, adopting the same order

as Figure 3.7 in the main text.
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Figure 3.11: The a) parallel, b) perpendicular magnetic response on the Cr atoms in
Cr2O3 as a function of phonon amplitude for the highest energy Eu symmetry phonon
mode, polarized along the y axis. Blue squares, green diamonds, red triangles, and
purple crosses represent the local response on Cr ions 1-4, respectively. The inset is the

same as in Figure 3.10b.

in Cr2O3 polarized along the y direction. A summary of the resulting fit parameters for

all the Eu modes is given in Table 3.19. We report the second-order fit parameters for

completeness.

3.3.5.6 Convergence tests

A: Induced magnetic moments vs. number of self-consistent-field steps

Convergence of the induced magnetic moments on the individual atoms in a self-consistent

field (SCF) calculation is non-trivial. Since the induced local magnetic moments ∆mx
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Eu 1 y Eu 2 y

linear quadratic linear quadratic

Cr2O3 diagonal 0.027(2) 0.437(5) 0.844(4) 0.69(5)

off-diagonal 1.757(2) 1.74(3) 2.185(3) 3.09(5)

Fe2O3 diagonal 1.356(2) 2.0(5) 3.40(2) 0.61(8)

off-diagonal 5.393(5) 0.60(8) 0.062(4) 0.66(2)

Eu 3 y Eu 4 y

linear quadratic linear quadratic

Cr2O3 diagonal 6.70(4) 1.4(6) 4.27(1) 1.8(1)

off-diagonal 0.201(5) 7.33(6) 3.71(1) 20.7(1)

Fe2O3 diagonal 6.95(7) 7(2) 1.498(8) 0.3(1)

off-diagonal 12.59(5) 1.9(7) 19.30(1) 0.9(2)

Table 3.19: Absolute value of the linear and quadratic components of the magnetic
response to each Eu phonon mode, computed for the transition metal atoms in Cr2O3

and Fe2O3. Linear response in 10−2 µB/Å and quadratic response in 10−2 µB/Å
2. The

standard deviation errors on the parameters of the fit are given in brackets.

and ∆my are tiny, a standard convergence threshold on the total energy difference, ∆E,

between two consecutive SCF steps, e.g., ∆E ≈ 10−7 eV, or on the root mean square of

the difference of Kohn-Sham potential, ∆VKS, between two consecutive SCF steps, does

not guarantee convergence of the induced moments. Figure 3.12 shows ∆mx, ∆my, ∆E,

and ∆VKS as a function of the SCF step number, with the region between 50 and 150

SCF steps highlighted. Despite ∆E already being well-converged after ≈ 50 SCF steps,

∆VKS is still decreasing and ∆mx, ∆my are substantially varying. In order to have a

small enough and stable ∆VKS, and well converged induced moments, approximately

500 SCF steps are needed.

B: Convergence vs. angular momentum cut-off

We checked the convergence of the results with respect to the angular momentum

cut-offs for both the APW wave functions and the KS potential inside the muffin-tin

spheres. For the APW wave functions’ cut-off, lmax, apw, our results are well converged

for lmax, apw ≥ 8. For the potential’s cut-off, lmax,o, all our results are accurately con-

verged for lmax,o ≥ 12. The cut-off of the potential affects mostly the size of the induced

moments; specifically, low values of lmax,o result in a spurious shift of the induced mag-

netic moment curve vs. the mode amplitude, as shown in Figure 3.13a for the diagonal

ME response of the highest frequency Eu mode. For lmax,o ≥ 12 the shift disappears, see

Figure 3.13b. Increasing lmax,o, however, has a negligible effect on the slope of the curve,

which is the relevant physical quantity related to the size of the ME response. Figure
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Figure 3.12: The magnetic moments along y (a), x (b) on one of the Cr atoms in
Cr2O3, the change in total energy (c) and the root mean square of the Kohn-Sham
potential (d) as a function of the number of SCF steps for the highest frequency Eu

symmetry phonon mode, polarized along the y axis, at an amplitude of -0.01 Å.

3.14a shows that the slope does not depend significantly on lmax,o, whereas the intercept

of the curve with the y axis, Figure 3.14b, changes significantly until lmax,o ≈ 12. We

see that a linear ME response converged within 2× 10−4 µB/Å can be obtained already

with lmax,o = 6, but the spurious shifts corresponding to the non-vanishing intercept

need to be removed artificially.
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Figure 3.13: Change in magnetic moment of the 4 Cr ions in Cr2O3, ∆my, induced
by the highest energy Eu phonon mode polarized along y, obtained with (a) lmax,o = 6
and (b) lmax,o = 12. Blue squares, green diamonds, red triangles, and purple crosses
represent the local response on Cr ions 1-4, respectively. The inset is the same as in

Figure 3.11a.
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Figure 3.14: Slope (a) and intercept (b) of the induced magnetic moment ∆my as a
function of the angular momentum cut off, for the highest frequency Eu phonon mode

of Cr2O3. The values reported are averaged over the four Cr ions.
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Figure 3.15: (a) Energy vs. induced (constrained) magnetic moment along y on the
first Cr atom. (b) Energy vs. induced (constrained) magnetic moment along x on the
first Cr atom, with ∆my = −4×10−3 µB, the magnetic moment at the energy minimum
in panel a. Calculation performed for the highest energy Eu phonon mode polarized

along y, frozen in at an amplitude of 0.05 Å.

C: Constrained moment calculations

Non-collinear calculations with no constraints can sometimes result in a predicted mag-

netic state that is a metastable configuration, rather than the global minimum, of the

total energy as a function of the direction and size of the atomic magnetic moments.

To ascertain the reliability of the induced magnetic moments computed at the distorted

geometries with unconstrained calculations, we perform additional unconstrained calcu-

lations with a different starting configuration than the collinear groundstate magnetic

order of the equilibrium structure.

To get a reasonable starting configuration, we perform constrained non-collinear cal-

culations imposing cantings of the magnetic moments, first along y, then additionally

along x, arranged according to the predicted ordering for the local linear ME response

in Cr2O3. To simplify the discussion, we consider the distorted structure obtained by

freezing in the highest frequency Eu phonon mode, with amplitude 0.05 Å, and study

the total energy as a function of the size of the constrained magnetic moments. Figure
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Figure 3.16: ∆my (a) and ∆mx (b) vs. SCF step number for an unconstrained
calculation starting from ∆my = −4×10−3 µB and ∆mx = 3.5×10−3 µB, corresponding
to the minima of Figure 3.15. Dashed lines identify the relaxed values obtained with

an unconstrained calculation starting from |∆my|= |∆mx|= 0µB.

3.15(a) shows the results obtained by constraining an induced moment ferroically or-

dered along y. The energy has a minimum for |∆my|= 4× 10−3 µB, which we use as a

starting point to further constrain induced antiferroically ordered moments along x. The

total energy computed with constrained induced moments along both y and x is shown

in Figure 3.15(b). The energy shows two comparable minima for |∆mx|= 10−3 µB and

|∆mx|= 3.5× 10−3 µB.

We pick the configuration with |∆my|= 4 × 10−3 µB and |∆mx|= 3.5 × 10−3 µB as a

starting configuration for an unconstrained non-collinear calculation. As shown in Fig-

ure 3.16, the induced magnetic moments eventually relax to the same values obtained

with the starting configuration with |∆my|= |∆mx|= 0µB (i.e., the collinear configura-

tion of the equilibrium structure), thus the resulting configuration is reasonably not a

metastable one.
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3.4 Additional work

In this section, I will discuss some additional work, which was not published in the paper

above. This will include a full overview of the multipoles found in both materials up

to 5th order (triakontadipoles), and a relation between the hexadecapoles and the net

third-order ME response in Cr2O3.

In Table 3.15 we show the ordering of the different quadrupole (ME multipole) compo-

nents on the transition metal ions. In the paper body, we also discuss the ordering of

two of the octupole components, O3 and O−3, which are relevant for the local ME effects

we describe. Yet, there are more non-zero octupole components and even more non-zero

components of higher-order multipoles. Here we include a table with the ordering of all

non-zero multipole components on the TM atoms (up to 5th order) in both materials

(Table 3.20). Here we used both the wkpr
t notation introduced in Section 2.3.2, the

naming convention for the ME multipoles (magnetic quadrupoles) introduced in Section

1.4.2, and the nomenclature for octupoles introduced by Urru and Spaldin [45].13

We see from this table that in Cr2O3 the ferroically ordered components are quadrupoles

(ME multipoles) and hexadecapoles, i.e., multipoles that have an odd number of spa-

tial components, consistent with the broken space inversion symmetry. On the other

hand, in Fe2O3 we have ferroically ordered components that are octupoles and triakon-

tadipoles, multipoles that have an even number of spatial components, consistent with

the preserved space inversion symmetry.

We have already discussed the effects of the quadrupole components, as well the role

of the O3 and O−3 components of the octupole. Specifically, we mentioned that for an

applied electric field along y, O−3 is associated with a local quadratic response in my

(in-plane diagonal response) and O3 with a local quadratic response in mx (in-plane off-

diagonal response). But there are more responses these multipoles are associated with.

Furthermore, as seen from Tab. 3.20, there are more non-zero multipole components. Let

us consider the octupole tensor M(2)
ijk, as defined in Eq. 1.13, where M(2)

ijj is associated

with γijj as defined in Eq. 1.1, e.g., an induced change in mi quadratic in the applied

electric field along j. In principle M(2)
ijk is a 3 × 3 × 3 tensor with 27 entries, but due

to the symmetry restrictions, the number of independent entries is much less than that.

First, the two spatial directions are equivalent, so M(2)
ijk = M(2)

ikj . Below we list the

independent entries, state the relations with the other entries (other than through the

exchange of the spatial indices just mentioned), and declare explicitly which octupole

component contributes to each:

13Note that, as mentioned before in Section 3.3.3, our choice of Cartesian axes differs from Ref. [45].
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multipole component Ordering

Cr2O3 Fe2O3

dipoles -w011
0 mz −+−+ −++−

w110
0 a −−−− ++−−

quadrupoles w111
0 tz +−−+ +−+−

w112
0 qz2 −−−− ++−−

w211
0 t

(z)
z +−+− −++−

w212
0 q

(z)
z2

++−− −−−−
octupoles w213

0 O0 +−+− −++−
w213
−3 O−3 −+−+ −++−

w213
3 O3 −−++ ++++

w312
0 ++++ ++−−

w313
0 −++− +−+−

w313
−3 −++− −+−+

hexadecapoles w313
3 −−−− ++−−

w314
0 ++++ ++−−

w314
−3 ++++ ++−−

w314
3 −++− −+−+

w413
0 +−+− +−−+

w413
−3 +−+− +−−+

w413
3 −−++ −−−−

w414
0 ++−− ++++

triakontadipoles w414
−3 −−++ −−−−

w414
3 −+−+ −++−

w415
0 +−+− +−−+

w415
−3 +−+− +−−+

w415
3 −−++ −−−−

Table 3.20: Symmetry-allowed magnetic dipoles, quadrupoles (ME multipoles), oc-
tupoles, hexadecapoles, triakontadipoles, and their ordering on the TM ions in Cr2O3

and Fe2O3. Atoms are labeled as in Figure 3.7.

M(2)
111 =

1

4
O3 = −M(2)

212 = −M(2)
122, (3.53)

M(2)
112 =

1

4
O−3 = M(2)

211 = −M(2)
222, (3.54)

M(2)
123 = −1

2
qzz2 = −M(2)

213, (3.55)

M(2)
113 = − 1

10
O0 +

1

3
t(z)z = M(2)

223, (3.56)

M(2)
311 = − 1

10
O0 −

2

3
t(z)z = M(2)

322, (3.57)

M(2)
333 =

1

5
O0, (3.58)
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which is consistent with the local Wyckoff site symmetry (3). We note that our found

M(2)
ijk has slightly enhanced symmetry than expected from the local symmetry alone,

which dictates these six independent components. In our found Mijk, the components

M(2)
113, M

(2)
311 and M(2)

333 are not independent, i.e., M333 = −2
3(2 ∗M

(2)
113 +M(2)

311). Thus

we have five independent components, as expected from the five non-zero octupole com-

pounds we found.

In Cr2O3 t
(z)
z , q

(z)
z2

, O0 , O−3 and O3 are ordered antiferroically, so there are only local

second-order ME effects in Cr2O3. In Figure 3.8c (off-diagonal response) the quadratic

part of the response is associated with M(2)
122 = −1

4O3, as stated before. In Fe2O3 there

are two components which are ordered ferroically; q
(z)
z2

and O3. As 1
4O3 = M(2)

111 =

−M(2)
212 = −M(2)

221 = −M(2)
122, we expect a net second-order response along x (induced

mx) for an electric field applied along x (M(2)
111, diagonal response) as well for an electric

field applied along y (M(2)
122, off-diagonal response), the latter of which we showed in

Figure 3.8d. We also expect a net second-order response along y for a field applied

along both x and y (M(2)
212 and M(2)

221). It is clear that for the second-order ME response

x and y are not equivalent, unlike for the linear response, where the diagonal response

is the same regardless if the applied field is along x or along y. Finally, we also expect

net second-order responses due to the ferroic ordering of q
(z)
z2

; a response along x for a

field along y and z (M(2)
123) and a response along y for a field along x and z (M(2)

213).

We can also discuss the consequences of the hexadecapoles. In a similar way as the

quadrupoles are associated with the linear ME effect, and the octupoles with the second-

order ME effect, the hexadecapoles are associated with the third-order ME effect. How-

ever, with increasing order, the magnitude of the effect gets smaller. We found that the

local third-order ME response was too small to be detected in our DFT calculations.

Nevertheless, as Cr2O3 has ferroically ordered hexadecapole components, there should

be a net third-order ME response, which may be large enough to be calculated. Indeed

when we look at our calculations we see a net third-order response in Cr2O3 in different

directions when we apply an electric field (Figure 3.17).

We found a third-order response along y for an applied electric field along y (diagonal

response), which occurs on top of the linear diagonal response. We also found a third-

order response along z for an applied electric field along y (off-diagonal response), which

is the lowest-order response along z for a field applied along y.
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Figure 3.17: Third-order component to the induced magnetization along y (a) and
z (c) in Cr2O3 under the application of an atomic displacement corresponding to an
applied electric field along y. As in Figure 3.8 the black crosses indicated the total

moment summed over the whole unit cell.

3.5 Comments

Finally, here we discuss some open questions from this work and make some suggestions

for future research. The first open question concerns the specific relation between the

dipole order and multipole order in the two compounds. In Table 3.20, we show the

calculated dipoles and higher-order multipoles, and their signs relative to each other.

As discussed above, there are two relative signs, which are relevant here. First, there

is the sign of one multipole component, for example, a, on the different sites within

one compound. This type of relative sign is set by the symmetry. Second, there is

the relative sign of the multipoles on one site with respect to each other, for example,

the sign of relative sign of a and tz on Cr site 1. This is not set by symmetry and we

calculated it from DFT. Now with this latter sign, something curious occurs. When we

look at Cr2O3, we see that the dipole ordering (mz) is − + −+, which means that we

have two pairs of ‘out-pointing’ spins (Figure 3.7a). For both our pairs of ‘out-pointing’

spins, we have negative values of a and qz2 . If we instead look at Fe2O3, we have a

dipole ordering that is − + +−, which means we have an ‘out-pointing’ bottom pair

of Fe ions, and then an ‘in-pointing’ top pair (Figure 3.7b). Yet, when looking at the

signs of the multipoles, we see that the ’out-pointing’ pair has positive values of a and

qz2 , while the ‘in-pointing’ pair has negative values. This suggests a different coupling

between the signs of dipoles and the ME multipoles. We investigated this further by

forcing Cr2O3 to adopt the magnetic dipole ordering of Fe2O3, by initiating the moments

in a − + +− pattern in elk. We find that the magnetic dipole ordering stays as we

initiated it, e.g., in a − + +− pattern. In this configuration, all the symmetries are
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also the same as for Fe2O3. When we look at the ordering of the multipoles, we see

that the ‘out-pointing’ pair has negative values of a and qz2 , while the ‘in-pointing’ pair

has positive values. In fact most of the multipole components have opposite sign, when

we compare Cr2O3 with the Fe2O3 ordering and Fe2O3 itself, further supporting the

idea that there is different coupling between the dipole order and higher multipole order

in the compounds. We suspect that this is related to the d3 respectively d5 character

of the d orbitals of the Cr3+ and Fe3+ ions. We note that this difference between the

compounds persists for different DFT parameter choices, and even using different codes

(elk and vasp). However, the situation is complicated by the fact that not all multipole

components have opposite signs when we compare Cr2O3 with the Fe2O3 ordering and

Fe2O3 itself. For example the w212
0 (q

(z)
z2

) component does not have opposite sign, which

is the lowest order multipole to not have opposite sign.

The second question concerns the relation between the sign of the multipoles and the

sign of the effect. From previous work, it is clear that the multipoles’ magnitude does

not tell us the magnitude of the associated effect [135]. We see that in our work as

well. For example, let’s compare Figure 3.8b and d. We see that the off-diagonal linear

response (associated with tz) is larger than the diagonal ME response (associated with a

and qz2). At the same time, the value of tz is two orders of magnitude smaller. However,

it seems that the sign of the multipoles does tell us something about the sign of the

effect either. Take for example the linear diagonal effect in Cr2O3, which is negative in

sign, i.e., the induced magnetization is antiparallel to the applied field and is associated

with a and qz2 , which are both negative in sign. We note that both the sign of the effect

and the sign of the multipoles change if we go to the other AFM domain, something

we will get into in more detail in the next chapter. The relation between the sign of

the multipole, or more specifically the entry in the multipole tensor, and the sign of the

effect seems to hold in this work, but we do not know that this relation is universal.

We point out that the positive sign ferroic ordering of O3 in Fe2O3, associated with the

negative second-order ME effect (Figure 3.8) appears to be a counter-example, but is

not, as O3 appears with a minus sign in the relevant octupole tensor entry M(2)
122 (Eq.

3.53).

We can also examine the dependence on the spin-orbit coupling (SOC). All the multipoles

calculations discussed so far were done in the presence of SOC. Instead, when SOC

is turned off, some multipole components become zero, but not all. Specifically, the

ferroically ordered octupoles in Fe2O3 become zero, suggesting that the net ME effect

we found in this compound would disappear too. However, some of the antiferroically

ordered octupole components remain. Take for example O0 (w213
0 ), which is still present

(with the same ordering) in the absence of SOC, although it is slightly reduced in

magnitude. This may suggest that these effects have different microscopic origins, the



3.5: Comments 87

former depending on SOC and the latter not. The properties of Fe2O3 in the absence

of SOC is something we get into in more detail in Chapter 5.

Finally, we discuss the macroscopic consequences of the ferroic orderings. In Cr2O3, the

lowest ferroically ordered magnetic multipole is the ME multipole (quadrupole), to be

precise both the a and qz2 components. As a ferroic ordering of magnetic dipoles, if

only one domain is present, leads to an external dipolar magnetic field, a ferroic order-

ing of quadrupoles should lead to an external quadrupolar magnetic field. For Cr2O3

Dzyaloshinskii argued based on symmetry, that the external field should be quadrupolar

in nature, and thus should fall off obeying the corresponding power law, and this was

subsequently confirmed experimentally by Astrov and collaborators, for single domain

Cr2O3 [136, 137]. For Fe2O3, where the lowest order (in the presence of SOC) is the oc-

tupoles, one would thus expect an octupolar magnetic field, as long as only one domain

is present. Yet, It may prove complicated to measure this, as a field falling off with the

corresponding power law would decrease very quickly.





Chapter 4

The sign of the magnetoelectric

effect in Cr2O3

As mentioned previously, time-reversal symmetry is broken in Cr2O3, resulting in two

antiferromagnetic (AFM) domains (Figure 2.2), which are changed into each other by

performing a time-reversal operation. In the previous chapter, we noted that we find

opposite signs for the magnetoelectric (ME) multipoles in both domains and correspond-

ingly opposite signs of the ME effects. That the sign of the linear ME effect is opposite

in the two AFM domains had been noted before, but exactly which sign of the effect be-

longed to which domain remained unclear [14, 83]. In this chapter, I will first introduce

spherical neutron polarimetry, an experimental technique that can be used to distinguish

AFM domains. Next, I will explain the concept of ME annealing and the way it may

be used to prepare a single-domain state in Cr2O3. In Section 4.3, I describe our work

trying to clarify this relationship, by reviewing the computational literature, performing

density functional theory (DFT) calculations in three different codes, and reanalyzing

four sets of experimental measurements. Finally, I discuss some open questions.

4.1 Spherical neutron polarimetry

Spherical neutron polarimetry is a neutron scattering technique in which the polarization

of the neutrons is set before they are scattered and determined after scattering. In this

case, polarization means the orientation of the magnetic moment of the neutron. A

detailed description of the technique can be found elsewhere, for example in Refs. [138,

139], so I will only introduce some of the main concepts in this section.
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Spherical neutron polarimetry results are usually captured with a polarization matrix

Pij , which can be expressed as:

Pij =
Iij − I−ij

Iij + I−ij
, (4.1)

where I is a general scattering cross-section and i, j indicate orthogonal directions in

real space. This formulation in terms of the polarization matrix is useful in experiment.

Though it can be difficult to accurately determine the value of Iij , Pij can be captured

with much more precision, as it depends on the sum and difference of two scattering

cross-sections [139]. Moreover, Iij and I−ij can both be captured with the same rotation

of the crystal, improving the accuracy of the determined Pij .

The orientation of the magnetic moment of the neutrons changes when they interact with

the sample, for example through dipole-dipole interactions with the magnetic moments.

The amount of rotation depends on the magnetic structure. From the scattering and

the reorientation of the polarization, conclusions regarding the magnetic structure can

be drawn.

What is especially useful about spherical neutron polarimetry, is the ability to determine

the presence of multiple AFM domains, determine how much of the volume of the sample

is in which domain, and, if one domain is dominant, determine the orientation of that

domain.

We can write the polarization of the neutron beam before the interaction with the

materials as P , and after the interaction as P ′. Due to the shape of the interaction,

governed by the Blume-Maleev equations [140, 141], |P ′| ≥ |P | if there is a single domain

present. This means that if |P ′| < |P | there must be a mixture of multiple domains.

Here it is important to distinguish between depolarization, i.e., different neutrons in

the beam having different orientations of their magnetic moments, and a rotation of the

polarization, i.e., all neutrons have the same polarization but the axis of this polarization

has changed. This distinction can be made with spherical neutron polarimetry, where one

can access the neutron polarization both parallel and perpendicular to the polarization

of the incident neutron beam, while it cannot be made with conventional polarized

neutron scattering, which only has access to the polarization component parallel to the

polarization of the incident beam.
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4.2 Magnetoelectric annealing

As discussed, Cr2O3 has two different AFM domains, and in general a piece of bulk

material will show both domains. When performing experiments it is often useful to

have only a single AFM domain. It was quickly realized that one can use the ME

effect to prepare such a single domain state. Specifically, Shtrikman and Treves [142]

showed that heating Cr2O3 above its Néel temperature and subsequently cooling it in

simultaneous electric and magnetic fields parallel to magnetization axis, would result

in the formation of a single AFM domain. Furthermore, they established that parallel

electric and magnetic fields induced the opposite domain as antiparallel fields. Later, it

was shown that an AFM domain state can also be flipped below the Néel temperature,

by applying similarly oriented electric and magnetic fields, but of larger strength [143,

144]. This process of applying parallel or antiparallel fields to create a single or dominant

domain state was then called ME annealing and has been successfully applied to other

linear ME materials as well [145].

We can understand the process of ME annealing in the following way. If we apply an

electric field to Cr2O3 we induce a magnetization parallel or antiparallel to the applied

field, depending on the domain. If we simultaneously apply a parallel or antiparallel

magnetic field, the magnetic moments prefer to align with the magnetic field. Hence the

domain with the sign of the effect that matches the alignment of the fields is favored.

To be specific, a parallel alignment of the fields favors the domain with a positive α (i.e.,

an electric field induces a magnetic moment parallel to the field) and an antiparallel

alignment of the fields favors the domain with a negative α (i.e., an electric field induces

a magnetic moment antiparallel to the field). The question is now, which of the the two

AFM domains corresponds to which sign of α.

4.3 On the sign of the linear magnetoelectric coefficient in

Cr2O3

4.3.1 Preface

In this work, we investigated the relation between the AFM domain state of Cr2O3 and

the sign of linear magnetoelectric effect and its corresponding tensor α. Establishing

which domain belongs with which sign of the effect is complicated by the existence of

two independent components α⊥ and α∥. Moreover, the magnitude of these components

is temperature dependent. α∥ even changes sign between room temperature, where
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most experiments are performed, and absolute zero, the temperature described by DFT

simulations.

In this work we aim to summarize the computational literature and supplement it with

our own calculations. We seek to reveal if there is a consensus on the relation between

AFM domain and sign of α among different DFT based-approaches. Specifically, con-

sensus despite the use of different codes and parameter choice would indicate a robust,

fundamental, relationship. The second goal was to reinterpret experimental results, such

that they would all be consistent, thus establishing experimental consensus. Further-

more, we aim to compare the computational and experimental results. Finally, we aim

to provide a clear overview of the work and the final established relation, taking into

account the temperature effects.
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performed by Jian-Rui Soh, Eddy Lelièvre-Berna and Navid Qureshi. The manuscript

was written together by Eric Bousquet, Eddy Lelièvre-Berna, Navid Qureshi, Jian-Rui

Soh, Nicola Spaldin, Andrea Urru, Sophie Weber and myself. The version printed here is

author accepted manuscript, with the formatting deviating from the published version to

ensure a consistent style with the rest of the thesis. This includes changing the spelling

from British to American English and changes in punctuation and hyphenation.

https://doi.org/10.1088/1361-648X/ad1a59
https://doi.org/10.1088/1361-648X/ad1a59
https://creativecommons.org/licenses/by/4.0/deed.en
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4.3.2 Abstract

We establish the sign of the linear magnetoelectric coefficient, α, in chromium, Cr2O3.

Cr2O3 is the prototypical linear magnetoelectric material, in which an electric (mag-

netic) field induces a linearly proportional magnetization (polarization), and a single

magnetic domain can be selected by annealing in combined magnetic (H) and electric

(E) fields. Opposite antiferromagnetic domains have opposite magnetoelectric responses,

and which antiferromagnetic domain corresponds to which sign of response has previ-

ously been unclear. We use density functional theory (DFT) to calculate the magnetic

response of a single antiferromagnetic domain of Cr2O3 to an applied in-plane electric

field at zero kelvin. We find that the domain with nearest neighbor magnetic moments

oriented away from (towards) each other has a negative (positive) in-plane magnetoelec-

tric coefficient, α⊥, at zero kelvin. We show that this sign is consistent with all other

DFT calculations in the literature that specified the domain orientation, independent of

the choice of DFT code or functional, the method used to apply the field, and whether

the direct (magnetic field) or inverse (electric field) magnetoelectric response was calcu-

lated. Next, we reanalyze our previously published spherical neutron polarimetry data

to determine the antiferromagnetic domain produced by annealing in combined E and

H fields oriented along the crystallographic symmetry axis at room temperature. We

find that the antiferromagnetic domain with nearest-neighbor magnetic moments ori-

ented away from (towards) each other is produced by annealing in (anti-)parallel E and

H fields, corresponding to a positive (negative) axial magnetoelectric coefficient, α∥, at

room temperature. Since α⊥ at zero kelvin and α∥ at room temperature are known to

be of opposite sign, our computational and experimental results are consistent.

4.3.3 Introduction

Materials in which both time-reversal Θ and space-inversion I symmetries are broken,

while the product IΘ symmetry is preserved, have a term in their free energy of the

form

F (E,H) = − 1

V
αijEiHj , (4.2)

where E / H are electric / magnetic fields, α is the nine-component magnetoelectric

tensor (SI units s/m) and V is the unit cell volume. This term reveals two distinctive

and related material properties. First, there is a preferred magnetic domain orientation,

determined by the sign and form of α, in simultaneous magnetic and electric fields, so

that annealing in such a combination of fields, called magnetoelectric annealing, can be

used to select for a specific magnetic domain. Second, by differentiating Eq. 4.2 with

respect to electric (magnetic) field to obtain the polarization (magnetization), we see
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that

Pi(E,H) = − ∂F

∂Ei
=

1

V
αijHj , (4.3)

and

Mi(E,H) = − 1

µ0

∂F

∂Hi
=

1

µ0V
αjiEi, (4.4)

where µ0 is the vacuum permeability. Eqs. 4.3 and 4.4 reveal a linear proportionality

between an applied electric (magnetic) field and an induced magnetization Mi (polar-

ization Pi), with α the response tensor. Materials with non-zero α therefore show a

linear magnetoelectric (ME) effect and are promising for spintronic applications since

they enable voltage-control of magnetism [146].

Corundum-structure chromia, Cr2O3, is the prototypical linear magnetoelectric, and the

first material in which the linear ME effect was predicted [13] and measured [14, 147].

In addition to its historical relevance, Cr2O3 has a high Néel temperature compared

to other ME materials and continues to be the primary material of focus in theoreti-

cal, experimental, and technological studies of the ME effect. We show the primitive

rhombohedral unit cell of Cr2O3 in Figure 4.1a. Below its Néel temperature TN= 307K

[148], Cr2O3 adopts a superexchange-mediated easy-axis antiferromagnetic (AFM) “up-

down-up-down” ordering of the magnetic dipole moments on the d3 Cr3+ ions along the

rhombohedral ⟨111⟩ direction [149, 150]. The R3̄′c′ magnetic space group breaks both

I and Θ while preserving IΘ, thus allowing a linear ME response [107]. In Figure 4.1b

Cr
O

(a) (b)

(c)
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Figure 4.1: The crystal structure of Cr2O3 showing the primitive rhombohedral unit
cell, with the two AFM domains, the ‘out-pointing’ domain (a) and the ‘in-pointing’
domain (b). The goal of this work is to determine the absolute signs of the components
of α for the two individual domains.” The hexagonal setting, which we use in our
experimental discussion, is shown in (c) for the in-pointing magnetic domain. Note

that ⟨001⟩hex ∥ ⟨111⟩rhomb.
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we show the primitive unit cell of the opposite AFM domain, with “down-up-down-up”

magnetic dipole ordering. While (a) and (b) are energetically degenerate in the absence

of external fields, they correspond to opposite ME domains. As a result, the signs of

their linear ME responses are opposite, and they are obtained by ME annealing in op-

posite combinations of E and H fields. In Figure 4.1c, we show the unit cell of Cr2O3 in

the hexagonal setting conventionally used in neutron diffraction, in which the hexagonal

⟨001⟩ axis is parallel to the rhombohedral ⟨111⟩ axis.

The symmetry of the R3̄′c′ magnetic space group allows for a diagonal response tensor

α, described by two independent components which we denote as α∥ and α⊥[13]:
α⊥ 0 0

0 α⊥ 0

0 0 α∥

 . (4.5)

α∥ describes the magnetization (polarization) induced when E (H) is applied along the

rhombohedral ⟨111⟩ axis, and α⊥ refers to the perpendicular ME response when the

field and induced property lie in the basal plane. Figure 4.2 shows the measured tem-

perature dependence of α∥ and α⊥, extracted from the original experimental report [14].

While α⊥, which results from the E-field induced canting of the magnetic dipole mo-

ments away from the easy axis [81, 83], follows the usual order-parameter onset below

TN, α∥ has a peak in magnitude just below TN before decreasing and switching sign at

low temperature. This is understood in terms of the response of spin fluctuations at

high-temperature [33], with the orbital magnetization response [83] dominating at low

temperature. Importantly, at T=0K, relevant to first-principles calculations, α⊥ and

α∥ have the same sign, whereas at room temperature, relevant to many experimental

setups, α⊥ and α∥ have opposite signs.

While the relative signs of α⊥ and α∥ were established unambiguously in Ref. [147],

it was not possible at the time to determine which set of α values correspond to the

out-pointing or in-pointing magnetic domains of Figures 4.1a and b. Instead, Ref. [147]

showed that reversal of the AFM domain reverses the signs of α as required by sym-

metry and that the measured magnitudes in multi-domain or poly-crystalline samples

are substantially reduced due to cancellation effects. The experimental determination of

the specific bulk AFM domain corresponding to a particular ME response is highly non-

trivial and requires a generalized form of polarized neutron scattering called spherical

neutron polarimetry; to our knowledge, only four such experiments have been performed

for Cr2O3 [32, 51, 151]. While in principle first-principles calculations based on density
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functional theory (DFT) yield this information directly, the AFM domain modeled is

often not reported in the literature, and the sensitivity of the magnetic anisotropy to

the details of the DFT parameters render an independent experimental determination

desirable. To compound confusion, in both the theoretical and experimental literature

the terms “magnetic moments” and “spins” have sometimes been used interchangeably,

in spite of their being opposite in sign.

The purpose of this paper is to establish unambiguously the signs of the ME effect

corresponding to each of the two opposite AFM domains in Cr2O3. We achieve this goal

by reviewing and reanalyzing the relevant computational and experimental literature, as

well as presenting the results of our own new DFT calculations. In Section 4.3.4, we begin

by reviewing the DFT-based results for the zero-kelvin values of α⊥ and α∥, computed

both by us and by others in earlier publications. We then perform a comprehensive

cross-check of the domain-dependent sign of α using four different codes, three different

methods for applying the external fields, and different choices of DFT parameters.

We find that the ab initio results give consistent signs for α across authors, DFT pa-

rameters, and codes used.

In Section 4.3.5, we reanalyze the seminal neutron polarimetry experiments which pro-

vided the first experimental indicator for the sign of α [32, 51, 151, 152]. While the

stated conclusion of the original polarimetry papers contradicts the DFT findings, we

show that this is actually due to the assumed sample orientation with respect to the

instrument axes during analysis in Refs. [51, 151, 152]. When we account for and correct

Figure 4.2: Temperature dependence of the parallel α∥ and perpendicular α⊥ ME
responses in Cr2O3, extracted from Ref. [14]. α is given in dimensionless units (by
multiplying by the speed of light) multiplied by 10−4 (left-hand y axis) and SI ps/m

units (right-hand y axis).
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these inconsistencies, the raw polarimetry data indicate a room-temperature sign of α

for a given AFM domain consistent with all DFT calculations (taking into account the

experimental temperature dependence of α found by Astrov in Figure 4.2). We hope

that this paper clears up long-standing ambiguities and confusions in the literature, and

facilitates future interpretations of theoretical and experimental data related to the ME

effect in Cr2O3 and other ME materials.

4.3.4 Computational studies

Several ab initio studies of the magnitude and sign of the ME effect in Cr2O3 have been

performed previously [33, 81–83, 108]. Three main techniques have been employed:

Explicit inclusion of i) a static magnetic field or ii) a static electric field within the

DFT Hamiltonian, and iii) the so-called “lattice-mediated” method, in which a polar

displacement of the ions simulates the application of an electric field. Both spin and

orbital contributions to the response have been calculated, and α has been resolved

into so-called clamped-ion (the electronic response to an electric field with fixed ions)

and lattice-mediated (in which the ions are displaced by the electric field) components.

Since most DFT codes (in particular abinit [153, 154], elk [70], quantum espresso

[155, 156] and vasp [68, 69]) output magnetic moments rather than spins, we adopt this

convention here.

First, we summarize the results of the various literature studies that report both the

AFM domain studied and the sign of the calculated α. The technical details for each

calculation are summarized in Table 4.1. First, Malashevich et al. [83] found α∥ and

α⊥ to have the same positive sign at 0K for a domain with in-pointing moments (as in

Figure 4.1b). They used the finite electric-field method so that both spin and orbital

contributions and the full lattice-mediated and electronic responses were included. For

the same domain, Íñiguez [81] used the ’lattice-mediated’ method and obtained a positive

0K lattice-mediated spin ME response α⊥; since Ref. [81] did not include orbital contri-

butions, α∥ was zero. Also using the lattice-mediated approach but including the orbital

contributions, Ye and Vanderbilt [108] found positive α∥ and α⊥ for the domain with

in-pointing moments at 0K. Bousquet et al. [82], using an explicitly applied magnetic

Zeeman field, including both the lattice-mediated and clamped-ion spin contributions,

find a positive 0K α⊥ for the in-pointing domain as well [157]. Finally, Mostovoy et

al. [33] considered the opposite domain (note that Figure 1 of Ref. [33] shows spins)

and calculated the finite-temperature spin contribution to α∥, using Monte-Carlo sim-

ulations of a DFT-derived model Hamiltonian containing Heisenberg exchanges and a

magnetic moment - polarization coupling. They found a positive α∥ in the temperature

range of T = 60-400K, consistent with a negative α∥ at T = 0K (Figure 4.2). Since
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their calculations modeled the out-pointing domain, these results are consistent with the

other computational studies discussed earlier.

To supplement the literature results, we perform a comprehensive cross-check of the

domain-dependent sign of α⊥ using four different codes and three different methods.1

First, we calculate the lattice-mediated spin contribution to α⊥ using the lattice-mediated

method, as described in Ref. [81], using the elk [70], vasp [68, 69], and quantum

espresso [155, 156] codes, with the parameters listed in Table 4.1. In all cases we

find α⊥< 0 for the out-pointing domain at 0K, consistent with the literature findings

summarized above. In addition, we use the abinit code [153, 154] to calculate the spin

contribution to the ME effect by both explicitly applying an electric field as in Ref.

[83], and a magnetic Zeeman field method as in Ref. [82]. Both methods give the same

positive value of α⊥ for the in-pointing domain at 0K. Computational details for the

calculations in elk, vasp, quantum espresso, and abinit can be found in Appen-

dices 4.3.12.1-4.3.12.4. We list our calculated α⊥ values in Table 4.1, and in Figure

4.3, we plot the induced in-plane magnetizations as a function of in-plane electric fields

calculated here and from the literature. Although there is complete agreement on the

sign of α, it is clear that there is some spread in the magnitude of calculated values.

1The relevant input files and data of our ab initio calculations are openly available on the Materials
Cloud Archive at [158].

Figure 4.3: Induced net magnetic moment per rhombohedral unit cell parallel to an
applied electric field oriented perpendicular to the easy axis, as a function of electric
field strength for the out-pointing domain. The three lines show the response calculated
from literature α⊥ values. Markers indicate our results using four different DFT codes.
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0
K

α∥ α⊥
out-pointing

domain
− −

in-pointing
domain

+ +

R
T

α∥ α⊥
out-pointing

domain
+ −

in-pointing
domain

− +

Table 4.2: The sign of alpha for the two domains, at 0K and room temperature (RT)
as determined by different ab initio calculations. Note that not always both domains
were calculated explicitly, but we infer the sign of α in one domain from the sign of α in
the other, as they have to be opposite. Thus, we infer the sign of α∥ for the out-pointing
domain at 0K and for the in-pointing domain at RT. α⊥at RT was not calculated but
is inferred from the 0K results, as it is known not to change sign between 0K and RT,
from the temperature dependence measured by Astrov, see Figure 4.2. The inferred
signs are displayed in grey, while the explicitly calculated ones are in black and bold.

This distribution cannot be explained only by the different contributions to α that were

taken into account and is most likely also the result of the different choices in electronic

structure code, electronic exchange parameters, and convergence criteria. Considering

these differences, the agreement on the magnitude of α is remarkable.

In summary, the calculated signs of α are consistent across DFT codes and methodolo-

gies, with the 0K α⊥ and α∥ positive for the in-pointing domain, the 0K α⊥ negative

for the out-pointing domain, and the room temperature α∥ positive for the out-pointing

domain. We summarize this result in Table 4.2, where we also inferred the sign of α∥

for the in-pointing domain at room temperature from the knowledge that it must be

opposite to the sign of α∥ for the out-pointing domain at room temperature. Similarly,

we infer the sign of α∥ for the out-pointing domain at 0K. Finally, the signs of α⊥ at

room temperature are inferred from the sign at 0K and the knowledge from experiment

(Figure 4.2) that α⊥ maintains the same sign at 0K and room temperature.

4.3.5 Experimental studies

To our knowledge, there exist four sets of data in which the magnetic structure of

Cr2O3 was measured using spherical neutron polarimetry (SNP), the generalized form

of polarized neutron scattering [32, 51, 151, 152]. This technique allows for both the

detection of the domain imbalance between the two different magnetic structures shown

in Figure 4.1, and for the determination of the magnetic moment configuration of the

predominant domain [32]. This is possible because with SNP, the polarization vectors
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of both the incident and scattered neutron beams are determined; in comparison, in

conventional (uniaxial) polarized neutron scattering, the scattered neutron polarization

information is only analyzed along the direction of the incident beam polarization [138].

Therefore, SNP is an ideal method for elucidating which spin configuration shown in

Figure 4.1 is stabilized by the parallel or antiparallel combination of electric and magnetic

fields.

The SNP measurements reported in Refs. [32, 51, 151, 152] were performed at the IN20

and D3 beamlines at the Institut Laue Langevin (ILL, Grenoble), using the CRYOgenic

Polarization Analysis Device (Cyopad). The Cryopad consists of a zero-magnetic field

sample chamber surrounded by magnetic fields manipulating the incident (Pi) and scat-

tered (Pf ) beam polarizations [159, 160]. The field regions are decoupled with a pair of

concentric superconducting Meissner shields combined with µ-metal yokes and screens.

The incident neutron beam polarization was controlled using a combination of a nutator

and precession coil, and was oriented along one of three orthogonal experimental co-

ordinates which were defined as x, which is along the direction of the scattering vector

Q, z, which is perpendicular to the horizontal scattering plane, and y, which completes

the right-handed coordinate set. The polarization of the scattered neutron beam was

also analyzed along these three principal axes using another set of precession and nutator

coils.

In each of the four studies, the Cr2O3 sample was aligned so that the crystal b axis

was perpendicular to the horizontal scattering plane, which allowed access to the (h 0 l)

reflections (importantly, this introduces an ambiguity between b∥+z and b∥−z, which we

will discuss in more detail in the following section). Here, the Miller indices correspond

to the hexagonal setting of the rhombohedral (R3̄c) unit cell of Cr2O3 adopted in Refs.

[32, 51, 151, 152]. In the three most recent studies, prior to installing the sample in

the Cryopad for the SNP measurements, the Cr2O3 sample was cooled through the Néel

temperature (TN∼310K) in a combination of electric and magnetic fields oriented along

the crystallographic c axis to achieve an imbalance of 180◦ domain population [32, 51,

151]. Brown et al. reported that this annealing process stabilized a single AFM domain

[32, 51, 151], and that the type of AFM domain (Figure 4.1) could be chosen based

on the relative orientation of the external magnetic (H) and electric fields (E). The

experimental determination of which magnetic domain is favored then boils down to the

determination and interpretation of the sign of the polarization matrix element Pzx.

Experimentally, Pzx is determined by measuring two quantities, namely nzx and nzx̄,

which are the number of scattered neutrons with the polarization parallel and antiparallel

to +x for the incident neutron polarization along +z. The experimental Pzx matrix
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element is in turn obtained by taking the ratio,

Pzx =
nzx − nzx̄

nzx + nzx̄
, (4.6)

for a given Bragg reflection Q = (h k l). As such, the quantity Pzx is bounded between

-1 and 1.

In order to determine which AFM domain is favored, the authors in Refs. [32, 51, 151,

152] expressed Pzx in terms of three dimensionless quantities,

Pzx = η
−2qyγ

1 + γ2
. (4.7)

The η term defines the population imbalance between the two magnetic domains and is

given by η = (v+ − v−)/(v+ + v−), where v+ and v− are the volumes of the two magnetic

domains. Hence, the value of η is bounded between 1 and -1. If the two magnetic

domains are equally populated, the factor η becomes 0. The term qy is determined by

the orientation of the crystal with respect to the experimental setup, with the sign of qy

depending on whether the crystallographic +b axis is along the +z or −z direction of

the experimental geometry; for example, qy is +1 (-1) if the magnetic interaction vector

M⊥(Q) is parallel (antiparallel) to the +y axis of the experimental geometry. Hence, it

is crucial to determine whether +b is along the +z or −z direction. Finally, the term γ

is associated with the magnetic structure, with the sign of γ being positive (negative)

for the out-pointing (in-pointing) magnetic domain.

Based on this discussion, we identify three inconsistencies across the four Refs. [32, 51,

151, 152], which we clarify here. (Note that the measurements in Refs. [32, 51, 151,

152] were made with the same crystal by the same group of coauthors so we expect the

underlying physics to be consistent).

4.3.5.1 Spin vs magnetic moment

The first discrepancy is between Ref. [51] and Ref. [32], regarding the definition of spin

S and magnetic moments µ. In Ref. [51], the authors propose that the antiparallel

E and H fields favor the ‘out-pointing’ arrows (Figure 4.1a) and designate the arrows

as spin directions. On the other hand in Ref. [32], the authors present ‘in-pointing’

arrows (Figure 4.1b), which they designate as magnetic moments, and state that this

magnetic structure is stabilized by parallel E and H fields. These two statements are

incompatible since the Cr spin direction and magnetic moment direction are antiparallel,

i.e., µs = −gsµBS/ℏ, where gs is the electron g-factor.
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In the neutron scattering community, however, the terms spin and magnetic moment are

often used interchangeably to mean magnetic moment direction. We should therefore

assume that the arrows in Ref. [51] actually indicate magnetic moments, rather than

spins as stated. This resolves the apparent discrepancy between Ref. [32] and Ref. [51].

4.3.6 Orientation of the crystal b axis

Second, the labeling of the Miller indices (h0l) across the four reports is inconsistent. In

the first report [152], the two reported reflections, namely (1 0 2) and (1̄ 0 4), are in fact

forbidden by the R3̄c space group in the hexagonal setting of Cr2O3. In the subsequent

study, the two reported reflections, (1̄ 0 2) and (1 0 2̄) are both allowed by R3̄c. In the

following two reports [51, 151], where forty reflections were reported in total, thirty-two

are in fact forbidden by the R3̄c space group of Cr2O3. The h and l Miller indices of

the remaining eight reflections are both multiples of 3, e.g., (3 0 6) and (3 0 6̄), and are

hence allowed.

Given that the magnetic propagation vector of Cr2O3 is Qm=(0 0 0), the magnetic scat-

tering intensity occurs at the same reciprocal space location as the structural Bragg

peaks of Cr2O3. As such, the Miller index of the magnetic/nuclear reflections should

follow the general condition of the R3̄c space group, where −h + k + l=3n. Since the

four reports were concerned with reflections in the (h 0 l) plane, the observed reflections

should obey the rule −h+ l=3n, given that k=0. In Figure 4.4a we plot the calculated

reciprocal space maps for Cr2O3 in the (h 0 l) scattering plane, assuming that the +b

crystal axis is along the +z direction as stated in the original papers. Here, the allowed

reflections, such as (1̄ 0 2) and (1 0 4), are denoted by the black-filled circles, and the

reciprocal space location of the forbidden reflections that do not obey −h + l=3n are

shown by the crosses (×).

The observed reflections in Refs. [51, 151, 152] are denoted by the arrows in the recip-

rocal space map. Indeed, many of the observed reflections, including (1 0 2) and (1 0 4̄),

are in fact forbidden by the R3̄c space group.

If instead, we assume that the +b crystal axis was oriented along the −z direction

(rather than +z), then the reciprocal space location of all forty-two observed reflections

reported in [51, 151, 152], is fully compatible with the R3̄c space group. This scenario is

very plausible, due to a possible mix-up between the +b and −b crystal axes, which are

inequivalent in Cr2O3. As shown in Figure 4.4b, where we plot the calculated reciprocal

space maps for Cr2O3 in the (h 0 l) scattering plane, assuming that the +b crystal axis is
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Figure 4.4: Plan view of the horizontal scattering plane of the reciprocal space map
of Cr2O3, with the crystal b axis (a) along the +z direction quoted in [51, 151, 152] and
(b) -z directions, respectively. Here the filled circles indicate the allowed reflections,
with the size of the circle proportional to the neutron scattering cross-section, whereas
the cross (×) denotes forbidden reflections. (a), The arrows indicate the reciprocal
space location of the observed reflections in Refs. [51, 151, 152], of which many are
forbidden by the R3̄c space group of Cr2O3. (b), Instead, if the crystal b axis were
actually along the -z direction, then the observed reflections denoted by the arrows can

be accounted for.

along the −z direction, the reciprocal space location of the observed reflections denoted

by all of the arrows can now be accounted for.
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Changing the direction of the +b axis has two main consequences for the interpretation

of the results in Refs. [51, 151, 152]. First, it swaps the h Miller index of the reflections,

such that the observed peaks which were designated as (h 0 l) should be assigned as (h̄ 0 l)

instead. This would allow the thirty-four reflections which were originally forbidden now

be compatible with R3̄c, i.e., to obey the −h + l=3n condition. The remaining eight

reflections which have the h and l Miller indices both being multiples of 3, still obey this

condition. The second is that in Ref. [32] the sign of qy changes, which means that the

interpretation of which magnetic domain is favored also changes.

Therefore, we conclude that the conjugate field with E and H parallel favors the ‘out-

pointing’ domain, as shown in Figure 4.1a. By the same token, the antiparallel E and H

field favor the ‘in-pointing’ domain. This is opposite to the interpretation in Ref. [51].

4.3.6.1 Sign of γ

Finally, the third inconsistency is between Refs. [151] and [51]. In these studies, the γ

term was obtained by measuring the polarization Pzx component of various reflections.

Ref. [151] reports, in Table 3, the γ values for twelve reflections obtained on the IN20

instrument with thermal neutrons (λ=1.532 Å). On the other hand, Ref. [51] reports

the measurements of γ for a further fifteen reflections acquired on the D3 instrument

with hot neutrons. Table 2 of Ref. [51] lists the γ data acquired from the D3 instrument

along with those measured on the IN20 instrument, which were reported in Ref. [151].

The discrepancy lies in the sign of γ of the data collected on the IN20 instrument, which

are reported both in Table 2 of Ref. [51] and also in Table 3 of Ref. [151]. Although

the Miller indices of the twelve reflections and their corresponding magnitude of γ are

the same, the signs are different. Since the sign of γ is used to interpret whether the

magnetic domain is ‘out-pointing’ or ‘in-pointing’, this discrepancy calls into question

which sign of γ was measured.

To resolve the ambiguity, here we use the Mag2Pol software [161] to re-analyze the

measured spherical neutron polarimetry data presented in Table 2 of Ref. [32]. We

choose this data set because the Miller indices are allowed by the R3̄c space group, and

the raw data are presented explicitly. Moreover, these measurements were performed

on cooling the Cr2O3 sample with a conjugate field of parallel or antiparallel E and H

fields through TN to T=290K, where the measurements were performed. Tables 4.3 and

4.4 tabulate the measured polarization matrices for the case where E and H are parallel

and antiparallel, respectively, along with the results of our new analysis for the two cases

where the magnetic domain is ‘out-pointing’ or ‘in-pointing’.
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Our analysis assuming an ‘out-pointing’ domain is consistent with the measured scat-

tered neutron polarization for the case where E and H are parallel, contrary to the

conclusions in Refs. [32, 51, 151, 152]. Similarly, for the case where E and H are

antiparallel, we find that the measured polarization matrices are consistent with an

‘in-pointing’ domain.

4.3.7 Conclusion

We have combined a literature review, new ab initio results, and a careful reanalysis

of spherical neutron polarimetry data in an effort to resolve long-standing confusion re-

garding the domain-dependent sign of the ME coefficient in Cr2O3. We have shown that

all ab initio results to date are in agreement in the assignments of negative and posi-

tive low-temperature α to the out-pointing and in-pointing domains depicted in Figure

4.1. These conclusions are remarkably consistent across multiple codes and methods.

Gratifyingly, the room-temperature spherical neutron polarimetry data are consistent

with the low-temperature ab initio findings given that the room-temperature sign of

α∥ is opposite to its low-temperature sign. The opposite interpretation in some of our

literature experimental papers stems from a sign error due to subtle inconsistencies in

the analysis which we discussed in Section 4.3.5. The confusion and deceptive inconsis-

tency have also been compounded in the past by ambiguous terminology from numerous

authors related to the usage of “spin” versus “magnetic” moment. We summarize the

relationship between the domains and the sign of α, as well as the necessary alignment

of the E and H fields during magnetoelectric annealing, in Figure 4.5.

We mention here an important consequence of our work for a related feature of Cr2O3;

the magnitude and sign of the uncompensated magnetization on the (001) surface for a

given bulk domain [162, 163]. At the 0-K limit in the absence of thermal fluctuations,

the direction of the (001) surface magnetization is unambiguously determined by the

bulk domain which is selected in the ME annealing process. For example, with the in-

pointing domain depicted for the hexagonal cell in Figure 4.1c, the surface magnetization

from the dangling Cr at the (001) surface points outwards (positive). However, for any

experimental characterizations performed at room temperature, the relation between

the bulk domain and the sign of surface magnetization is much less clear. Indeed,

recent DFT-Monte Carlo calculations performed by some of the authors [164] indicate

that the (001) surface magnetic moments of Cr2O3 are essentially paramagnetic at room

temperature due to weak coupling to the bulk order parameter. Thus, it is likely that for

a fixed domain, the surface magnetization is substantially reduced, or even switches sign,

with respect to its 0 K value. Now that we have definitively determined which domain

is selected by a given ME annealing at room temperature, it will be very interesting to
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Figure 4.5: The in- and out-pointing domains of Cr2O3 with the sign of α⊥ and α∥
and alignment of the E and H fields during the ME annealing that favors each domain

at 0K and at room temperature.

re-examine and perform new, experimental measurements of surface magnetization to

determine its sign for an unambiguous selection of bulk domain.

We hope that our work convincingly demonstrates the previously questioned consistency

of computational and experimental findings on the sign of the ME coefficient in Cr2O3,

and that it may motivate new, updated polarimetry measurements to test and confirm

existing experimental and theoretical results. We also hope that this paper will assist in

the correct interpretation of future studies of Cr2O3, as well as providing a cautionary

tale for similar investigations of other ME materials.
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4.3.12 Appendix

4.3.12.1 Computational details ELK

Our DFT calculations in the augmented-plane wave (APW) code elk were performed

with spin-orbit interaction included, using the non-collinear local spin density approx-

imation (LSDA) [64]. Correlation effects were taken into account by applying a rota-

tionally invariant Hubbard U correction [1] on the Cr d states, with U = 4.0 eV and J

= 0.5 eV, which well describe the physics of Cr2O3 [105–107]. Muffin-tin spheres were

used to describe the Cr and O core states, with radii of 1.0716 Å and 0.80435 Å. These

radii are reduced by 4% with respect to the standard setting to prevent overlap of the
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muffin-tin spheres. The APW functions and the potential were expanded in a spherical

harmonics basis, with cut-offs lmax(apw) = lmax(o) = 12. A 6 × 6 × 6 Γ-centered k-point

mesh was used to sample the Brillouin Zone (BZ) [134]. We obtained the spin contri-

butions to the lattice-mediated ME response in the xy plane using the lattice-mediated

method of Ref. [81], in which the response is constructed from a superposition of the

magnetic moments induced by freezing in those eigenmodes of the force constant matrix

that give a net polarization, in this case those with Eu symmetry. We used LSDA + U

relaxed lattice parameters and atomic positions obtained from vasp calculations (see the

description below). Force constant matrix eigenmodes and their energies were obtained

from vasp interfaced with phonopy [131, 132]. Born effective charges, used to calculate

the polarization, were taken from vasp calculations as well.

4.3.12.2 Computational details VASP

In the plane-wave code vasp, we performed density functional theory calculations with

the LSDA+U method, spin-orbit coupling included, and a Hubbard U correction on the

Cr d states, with U (J) = 4.0 (0.5) eV, as in the elk calculations. The ionic cores of Cr

and O were described with projector-augmented wave pseudopotentials [71]. We used the

following settings for the valence electrons: Cr 3p63d54s1 and O 2s22p4, corresponding to

the datasets Cr sv and O.We used a kinetic energy cut-off of 800 eV for the wavefunctions

and performed the BZ integrations using a uniform Γ-centered 7× 7× 7 k-point mesh.

Structural and electronic relaxations performed with these parameters yielded a band

gap and magnetic moment close to known experimental values and lattice parameters

of a′ = 5.31 Å, the length of the rhombohedral unit cell vectors and α′ = 54.87◦, the

angle between the unit cell vectors. These values are 0.78% and 0.26% smaller than

experiment [109]. As for the elk calculations, we used the method of Ref. [81] to

construct the lattice-mediated spin response to an applied electric field, from the net spin

magnetic moment induced by freezing in appropriate eigenmodes of the force constant

matrix. The eigenmodes and corresponding energies were calculated by interfacing vasp

with phonopy. The polarizations of each of the eigenmodes were obtained from the

product of the atomic displacements of the mode and the Born effective charges Ze.

We computed the Ze by displacing each atom in the unit cell along each Cartesian

direction and determining the ionic polarization using the modern theory of polarization,

as implemented in vasp in the LCALCPOL routine. These calculations were performed

for four displacements of different magnitudes, allowing us to assess the linear response

regime. The final Ze were obtained from the average of the Ze for different atoms of

the same species and different displacements within the linear regime.
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4.3.12.3 Computational details Quantum Espresso

First-principles calculations in quantum espresso [155, 156] and thermo pw [165] were

performed in non-collinear DFT using the generalized gradient approximation, with the

Perdew-Burke-Ernzerhof parametrization of the exchange-correlation energy [65]. Ions

were described by fully relativistic ultrasoft pseudopotentials (PPs) [166], with 3s, 3p,

4s, and 4d valence electrons for Cr (PP Cr.rel-pbe-spn-rrkjus psl.0.2.3.UPF from

pslibrary 1.0.0 [167, 168]) and with 2s and 2p valence electrons for O (PP

O.rel-pbe-n-rrkjus psl.0.1.UPF from pslibrary 0.1). The pseudo wavefunctions (charge

density) were expanded in a plane-wave basis set with kinetic energy cut-off of 140 (560)

Ry. BZ integrations were performed using a shifted k-point mesh of 6 × 6 × 6 points.

The lattice-mediated spin contribution to the ME response was computed following the

approach of Ref. [81]: specifically, Born effective charges and phonon frequencies at Γ

were computed using density functional perturbation theory [169].

4.3.12.4 Computational details Abinit

The abinit calculations (version 8.8) were done with the norm-conserving pseudo-

potentials coming from the PseudoDojo project [170] (v0.3) and within the LDA ap-

proximation for the exchange-correlation functional without Hubbard U correction. We

used a kinetic energy cut-off of 40 Ha (1088 eV) for the plane-wave expansion and in-

tegrated the BZ using a Monkhorst-Pack k-point mesh of 3 × 3 × 3 points, shifted by

(0.5, 0.5, 0,5). Spin-orbit coupling was included in all the calculations for both applied

Zeeman field and applied electric field calculations. The cell parameters and shape were

fixed to the experimental ones (a′ = 5.37 Å and α′ = 55.13◦). The forces were relaxed

up to a tolerance of 2.7× 10−8 eV/Å and the self-consistent field cycles to a tolerance of

2.7× 10−9 eV/Å on the force residual.
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4.4 Comments and Outlook

Table 4.1 shows the values of α⊥ and α∥ as calculated in DFT, using different DFT codes

and parameters. As discussed, there is perfect agreement on the sign, but somewhat

of a spread in the magnitude of the calculated value of α⊥ at 0K. In fact, the smallest

value is a factor of three smaller than the largest one. We discuss here some of the

possible explanations for this spread. First, let’s look at the calculations we performed in

vasp, elk, and quantum espresso. These all used the same lattice-mediated method,

and calculated the lattice-mediated spin contribution only. Despite the difference in

code, exchange-correlation functional, pseudopotential, and value of Hubbard U, the

calculated values from these three calculations are very similar, as can be seen in Table

4.1 and Figure 4.3. This indicates that these parameters play relatively minor roles in

determining the magnitude of α⊥. An important, if obvious, source of this difference

is the components that were taken into account. For example, Malashevich et al. [83],

report each contribution separately. They find a magnitude of the lattice-mediated

spin-contribution to α∥ of 0.77 ps/m, much closer to the values we calculated in vasp,

elk, and quantum espresso. It also seems that the method may be significant, for

example, the Zeeman field method seems to give larger values on average. On the other

hand, our calculations in abinit give equal values for both the Zeeman field method and

the electric field method. Finally, we point out the unusual sensitivity of the induced

magnetic moments, and hence the magnitude of α⊥, to the convergence parameters.

This might also explain some of the spread in the value of α⊥. As an example, in

Figure 4.6a we show the convergence of the magnitude of the magnetic moment in vasp

when using the lattice-mediated method. We see that it takes 200+ self-consistent field

(SCF) steps for the magnitude of the small moment to converge. On the other hand,

the DFT energy (Figure 4.6b) shows a minimum around ∼ 30 SCF steps. Hence, a

usual calculation may stop here because the convergence criteria are met, resulting in a

smaller magnitude of the induced magnetic moment and hence a smaller value of α.

We also see that the sign of the ME effect is robust with convergence. The induced

magnetic moment in Figure 4.6a becomes larger if we converge further, but it never

changes sign.

Thus we have established that which sign of the ME effect belongs with which AFM

domain can be accurately calculated by DFT, where it is independent of the choices of

DFT code and DFT parameters, and the level of convergence. Why the ‘out-pointing’

domain corresponds to negative α⊥ and α∥ at 0K and the ‘in-pointing’ domain cor-

responds to positive α⊥ and α∥ at 0K (and not the other way around) is not clear.

It seems this depends on the details of the microscopic coupling, which may very well

change between materials. As we saw in Section 3.4, the relation between the ordering of
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Figure 4.6: Induced net magnetic moment (a) and difference in DFT energy (b)
per rhombohedral unit cell with respect to the converged energy as a function of the
number of SCF steps. This is the convergence path for the highest energy Eu symmetry
eigenmode of the force constant matrix, frozen in at an amplitude of 0.5 Å, as calculated

in vasp. The energy plot starts at SCF step 20, to improve visibility.

the dipoles and the sign of the ME multipoles was different for Cr2O3 and Fe2O3, which

we attribute to the difference in filling of the transition-metal d shell. As both AFM

domains in Cr2O3 show opposite sign of both the ME multipoles and the ME effect, we

can reasonably expect that an opposite sign of the ME multipoles means an opposite

sign of the ME effect. This would mean that if one could force Fe2O3 to adopt the

Cr2O3 magnetic ordering, the relation between the AFM domains and the effect would

be opposite, i.e., the ‘out-pointing’ domain would correspond to negative α⊥ and α∥ at

0K and the ‘in-pointing’ domain would correspond to positive α⊥ and α∥ at 0K. Not

only does it seem like the relation would be opposite for Fe2O3, it appears this relation is

hard to predict. Even if another transition metal oxide with the same magnetic ordering

as Cr2O3 would be found, the relation between the domain and the sign of the effect

may not be the same.

Furthermore, we may discuss the usage of the sign of the ME multipoles (and thus the

ME effect) to classify the AFM domains. Distinguishing the domains this way makes

them dependent on the sign of one quantity, rather than the sign of the Néel vector,

which has to be constructed from the ordering of the dipoles. It also seems tantalizing

to suggest the ME multipoles as an order parameter. Both of these options are hindered

by the fact that we do not actually know what happens to the multipoles at finite

temperatures, and we cannot confirm, for example, an onset of a net ME multipole

moment at the transition temperature, similar to the onset of a net dipole moment in

a ferromagnetic transition. Interestingly, magnetic multipoles have been assigned as a

secondary order parameter for non-relativistic spin splitting in AFM materials [171].

The next chapter will discuss such spin splitting in Fe2O3.
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Finally, the presence of α⊥ suggests that ME annealing should also work for fields

perpendicular to the magnetization axis. However, at room temperature, where the

annealing is usually performed, α∥ is much larger than α⊥. This probably means that

one would need much stronger fields to achieve the same selection of an AFM single

domain.



Chapter 5

Magnetic multipoles and spin

splitting in Fe2O3

As discussed in Chapter 3, magnetic multipoles of many different orders are present in

both Cr2O3 and Fe2O3, which can be associated with different magnetoelectric (ME)

effects. In this chapter, I discuss the magnetic multipoles of rank 5 in Fe2O3 and the

non-relativistic spin splitting (NRSS) they give rise to. This research was motivated

both by the interest in finding other effects that the magnetic multipoles give rise to,

and by the search for a better understanding of the NRSS in antiferromagnets, which

has recently gathered so much attention.

This chapter is structured as follows. First I discuss recent developments in the theory

of NRSS in antiferromagnets, also called ’altermagnetism’, the symmetry requirements,

and the connections between such spin splitting and the ordering of magnetic multipoles.

Next, I explain how we calculated the spin splitting in Fe2O3 and established its rela-

tion to the rank-5 magnetic multipole (triakontadipole) in Fe2O3. To this end, I have

incorporated the paper that I co-wrote with David Voderholzer, Stefan Schären, Yannick

Gachnang, Nicola Spaldin, and Sayantika Bhowal on this subject [172]. In this work, we

discuss the different ways we altered the ordering, sign, or magnitude of the magnetic tri-

akontadipoles and the according changes in the NRSS in the low-temperature magnetic

phase in Fe2O3. Subsequently, I present some additional work and open questions on the

spin-splitting landscape of Fe2O3 and the k-space representation of the triakontadipole.

115
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5.1 Spin splitting and magnetic multipoles

Magnetically ordered materials are usually divided into two groups, the ferromagnets

and the antiferromagnets. In ferromagnets, the ferroic ordering of the dipoles breaks

the time-reversal symmetry. It allows for spin splitting of the electronic bands, i.e., the

bands are not spin degenerate (Figure 5.1a). On other the hand, in antiferromagnets, the

dipole moments are compensated, and these materials do not conventionally show spin

splitting anywhere in k-space (Figure 5.1b). This lack of spin splitting is called Kramer’s

spin degeneracy [173, 174], and occurs when ΘI, the product of time reversal and space

inversion, is a symmetry of the system. We can see how this symmetry prevents spin

splitting by considering how these operations act in momentum space: Θ causes a sign-

reversal of both the spin and the wave vector, while I reverses only the wave vector.

Thus, ΘI preserves the wave vector and while reversing the spin. Hence, when ΘI is a

symmetry, all the bands are spin-degenerate. We will call materials with this symmetry

conventional antiferromagnets. We note that ΘI symmetry does not require Θ and I to

be preserved separately. For example, in Cr2O3 both Θ and I are broken, but the ΘI
symmetry is preserved. Kramer’s spin degeneracy can be lifted by spin-orbit coupling

(SOC), causing the Rashba effect [175–177].

It was realized recently, that spin splitting can also occur in antiferromagnets in the

absence of SOC, as a non-relativistic effect [16, 128, 178–188]. In these antiferromag-

nets, the Θ and ΘI symmetries are broken by a combination of the dipole order and the

local crystallographic symmetries. These materials, unconventional antiferromagnets or

altermagnets, do show spin splitting. We remark that while in ferromagnets there is

uniform spin splitting across k-space, the spin splitting in these unconventional antifer-

romagnets is compensated; For every direction in k-space that shows spin splitting, there

is a corresponding direction that shows the opposite spin splitting (Figure 5.1c). How

these directions of opposite NRSS are oriented with respect to each other depends on

the symmetry of the system. The different patterns of NRSS are called d-wave, g-wave,

and i-wave, similar to the nomenclature for unconventional superconductivity, with the

symmetry of each spin-splitting type matching that of the corresponding orbitals [16].

The NRSS in unconventional antiferromagnets can be fairly large, much larger than

Rashba effect, and has attracted a lot of interest, both from a theory perspective as for

possible applications, for example in spintronics [16, 17, 181, 189–198].

To describe the NRSS, a non-relativistic framework is used, which involves spin Laue

groups, rather than magnetic space groups. We note that real materials do show rela-

tivistic effects, but these are usually small, such that the non-relativistic effects dominate.

In spin Laue groups, the symmetry operations have two parts [Rspin ∥ Rreal], one acting
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Figure 5.1: Sketches of spin splitting or lack thereof in the band structure of fer-
romagnets (a), conventional antiferromagnets, which preserve ΘI symmetry (b), and
unconventional antiferromagnets that break ΘI symmetry (c). K1 and K2 represent

different directions in k-space. Image adapted from Ref. [16].

in spin space and one acting in real space, which are decoupled in the non-relativistic

limit. Focusing on collinear magnets, we can define the spin space transformation group

S = {E,C2}, where E is the identity and C2 is a rotation of π about an axis perpen-

dicular to the collinear spin axis. Following Ref. [16], we can divide the non-trivial spin

Laue groups into three types:

The first type is RI
s = [E ∥ G], where G is the crystallographic Laue group, containing

the real-space symmetry operations. This group describes the conventional collinear

ferromagnets, which show spin splitting throughout k-space. The second type RII
s =

[E ∥ G] + [C2 ∥ G] describes the conventional collinear antiferromagnets, which show

spin-degenerate bands across k-space in the absence of SOC. Cr2O3 is part of this group,

and as a consequence, there is no NRSS in Cr2O3. Finally, the last type is RIII
s = [E ∥

H] + [C2 ∥ G − H], where H is halving subgroup (a subgroup containing half the

elements) of G. H contains those real space operations that send each spin sublattice

to itself. G−H is a coset containing the remaining elements of G, i.e., those operations

that map one spin sublattice to the other. This last group describes the unconventional

antiferromagnets that show NRSS. The elements in the coset G−H determine planes,

generated by mirrors, and lines, generated by rotations, where the spin splitting is zero.

These planes of zero splitting are called nodal planes, and, together with the symmetry

operations in H determine the type of spin splitting, i.e., d-wave, g-wave, or i-wave. The

symmetries of Fe2O3, in the non-relativistic limit, can be described by a Laue spin group

of type III, and, due to the three-fold rotational symmetry of the corundum structure,

it is a g-wave spin-splitting candidate.

As mentioned before, the NRSS requires the broken time-reversal symmetry Θ. Usually,

this symmetry breaking is formulated in terms of the pattern of antiferroic arrangement

of the magnetic dipoles. However, spin splitting also occurs in ferromagnets, where Θ is
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broken due to the ferroic ordering of the magnetic dipoles, which suggests that the time-

reversal symmetry breaking in antiferromagnets may also be captured by some ferroic

ordering, but of higher-order magnetic multipoles. In fact, a relation between mag-

netic octuples and d-wave spin splitting has been established previously [199]. Magnetic

multipoles have also been proposed as a secondary order parameter for altermagnetism

[171]. Furthermore, we saw in Chapter 3 that Fe2O3 does show ferroic ordering of sev-

eral higher-order multipoles, although that was in the presence of SOC. This leaves the

question if g-wave spin splitting in general, and the predicted g-wave NRSS in Fe2O3 in

particular, may also be captured by a ferroic ordering of magnetic multipoles.

5.2 Non-relativistic ferromagnetotriakontadipolar order and

spin splitting in hematite

5.2.1 Preface

In this work, we investigate the ferroic ordering of magnetic multipoles in the absence of

SOC in Fe2O3, which differ from those in the presence of SOC we discussed in Chapter

3. As mentioned in Section 5.1, the relation between the ferroic ordering of magnetic

octupoles and d-wave spin splitting in the absence of SOC was pointed out previously

[199]. We explore a similar relation between magnetic triakontadipoles and the g-wave

NRSS in Fe2O3.

The first goal of this work is to establish the lowest order magnetic multipole in Fe2O3

that is ordered ferroically in the absence of SOC, and show it has the same symmetry as

the NRSS. We calculate both the magnetic multipole components and the spin splitting

using density functional theory (DFT), without the inclusion of SOC, allowing us to

assess the symmetry of both. The second goal is to confirm that the found magnetic

multipole, the rank-5 magnetic triakontadipole, is indeed responsible for the NRSS. To

this end, we manipulate the triakontadipole sign and ordering by changing the magnetic

ordering and the crystal structure, and by varying the magnitude of the magnetic mul-

tipole itself, to show that the NRSS changes accordingly. This immediately connects to

the third goal, which is to demonstrate a path for manipulating the magnitude of the

ferroically ordered triakontadipole components and, as a consequence the spin splitting.

This is achieved by exploiting the relationship between the magnetic triakontadipole and

the rank-4 charge multipole, the charge hexadecapole. The fourth goal is to determine

the shape of the NRSS in the high-temperature phase of Fe2O3.

Explanatory remarks
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5.2.2 Abstract

We show that hematite, α-Fe2O3, below its Morin transition, has a ferroic ordering of

rank-5 magnetic triakontadipoles on the Fe ions. In the absence of spin-orbit coupling,

these are the lowest-order ferroically aligned magnetic multipoles, and they give rise

to the g-wave non-relativistic spin splitting in hematite. We find that the ferroically

ordered magnetic triakontadipoles result from the simultaneous antiferroic ordering of

the charge hexadecapoles and the magnetic dipoles, providing a route to manipulating

the magnitude and the sign of the magnetic triakontadipoles as well as the spin splitting.

Furthermore, we find that both the ferroic ordering of the magnetic triakontadipoles and

many of the spin-split features persist in the weak ferromagnetic phase above the Morin

transition temperature.

5.2.3 Introduction

Recently, there has been a surge of interest in an unconventional spin splitting ob-

served in the band structure of collinear compensated antiferromagnetic (AFM) materi-

als. The key feature of this class of AFM materials, often referred to as ‘altermagnets’,

is the large spin splitting they exhibit, surpassing typical Rashba splitting magnitudes

without requiring spin-orbit coupling (SOC) [175–177]. The interest in this class of an-

tiferromagnets originates from the intriguing symmetries underlying the deviation from

typical degenerate spin-polarized bands in conventional antiferromagnets [16, 128, 178–

182, 187, 188], and the potential for offering exotic physics that results from it, including

AFM spintronics [16, 17, 181, 189–198], giant magnetoresistance [200], chiral magnons

[198], and superconductivity [201–203].

The non-relativistic spin splitting (NRSS) in collinear compensated antiferromagnets

requires broken global time-reversal symmetry, as well as a specific correlation between

the structural symmetry of the magnetic sub-lattices, dictated by the surrounding non-

magnetic atomic environment, and the specific arrangement of the antiparallel magnetic

dipolar ordering. The absence of time-reversal symmetry in an antiferromagnet signi-

fies the presence of a ferroic ordering of higher-order magnetic multipoles, which can

lead to NRSS within the spin-polarized bands, akin to the trivial NRSS in ferromagnets

due to the conventional ferromagnetic (FM) dipolar ordering. Indeed, previous studies

have demonstrated that in AFM materials exhibiting a d-wave pattern of NRSS, char-

acterized by two nodal planes (l = 2) of degenerate spin-polarized bands, there exists a

ferroic ordering of rank-3 inversion-symmetric and time-reversal-odd magnetic octupoles

[199]. Identifying such higher-order ferroic magnetic multipoles provides insights into
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the nature of NRSS and its tunability, and contributes to a broader understanding of

the physical properties of these unconventional antiferromagnets [199].

Notably, the d-wave NRSS pattern is only one among several other patterns predicted

and observed so far. For instance, the g-wave pattern, characterized by four nodal

planes (l = 4), has recently garnered considerable attention [204–207]. However, the

magnetic octupoles responsible for the d-wave spin splitting, can not explain g-wave

spin splitting due to their quadratic spatial dependence. Identifying the corresponding

ferroic magnetic multipole in g-wave spin-split antiferromagnets is the topic of this work.

Taking magnetic hematite (α-Fe2O3) as an g-wave altermagnetic material [16], we demon-

strate that the magnetic ground state is a ferroic ordering of rank-5 magnetic triakon-

tadipoles. These magnetic triakontadipoles exist without spin-orbit interaction, and they

form the lowest-order ferroically ordered magnetic multipole in the absence of SOC. Our

calculations reveal a correlation between the magnetic triakontadipoles on the Fe ions

and their local coordination environment, characterized by charge hexadecapoles, sug-

gesting the manipulation of the magnetic triakontadipole by controlling the positions of

the oxygens surrounding the Fe ions. Such a manipulation offers in turn a means to reg-

ulate both the magnitude and sign of the spin splitting in hematite. Our study therefore

provides both a multipolar description of the g-wave spin splitting and a framework for

controlling it via the magnetic triakontadipole.

The remainder of this manuscript is structured as follows. In Section 5.2.4, we review

the crystal structure and magnetic ground state of α-Fe2O3, and summarize the compu-

tational techniques used in this study. We present the results of our electronic structure

calculations of the charge and magnetic multipoles and their relationship to the spin

splitting in Section 5.2.5. In addition, we explore methods for tuning the magnetic tri-

akontadipole and the spin splitting by modifying the magnetic ordering and structure,

as well as changes in properties above the Morin transition temperature. Finally, we

summarize our findings in Section 5.2.6.

5.2.4 Crystal and magnetic structure of α-Fe2O3 and computational

methods

Hematite, α-Fe2O3, has the centrosymmetric corundum structure with crystallographic

space group R3̄c. The magnetic ground state has AFM-ordered spins, aligned along the

z easy axis in a +−−+ pattern (Figure 5.2a). Between the Morin transition at 263K

and the Néel temperature of 960K [125, 126], the spins lie in the plane perpendicular

to ẑ with the same +−−+ AFM order and a small canting within the plane, giving a

weak net spin moment. This is called a canted AFM or weakly FM phase.
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Below the Morin transition, the magnetic space group is R3̄c, which in the absence of

SOC gives the nontrivial spin Laue group 13̄2m = [E ∥ 3̄] + [C2 ∥ 3̄m − 3̄]. Here the

operations on the left of the double bars act only in spin space and the operations on the

right act only in real space. Furthermore, the group 3̄ is also called a halving subgroup,

as it is formed with half of the elements of 13̄2m. This halving subgroup 3̄ contains the

six symmetry operations that leave the ordering of the spins unchanged, in this case,

the identity operation, space inversion, the rotations about the z axis by 2π
3 and 4π

3 ,

and the combinations of these rotations with space inversion. The coset 3̄m− 3̄ instead

contains those operations that reverse the spins, which are the two-fold screw rotations

about the axes [1, 0, 0], [−1
2 ,

√
3
2 , 0] and [−1

2 ,−
√
3
2 , 0] with the corresponding translation

of half a unit cell length along the z axis, and the combination of these screw rotations

with space inversion, where the directions are indicated in Cartesian coordinates. This

Laue group allows for g-wave spin splitting. Specifically, the 2π
3 and 4π

3 rotations about

the z axis enforce a three-fold rotational symmetry in both real and reciprocal space.

Our first-principles calculations based on density functional theory (DFT) were per-

formed in the plane-wave basis as implemented in the Vienna ab initio simulation pack-

age (vasp) [68, 69], within the collinear local spin density approximation (LSDA) [64] for

the easy-axis magnetic phase below the Morin transition, and with non-collinear spins

above the transition. In both cases a Hubbard U correction [1] was included, with U =

5.5 eV and J = 0.5 eV. As the NRSS occurs in the absence of SOC, this interaction was

not included unless stated explicitly. The projector-augmented wave pseudopotentials

[71] (valence electrons: Fe 3s23p63d74s1, O 2s22p4, datasets Fe sv, O) were used, with a

kinetic energy cut-off of 600 eV for the wavefunctions in the collinear phase and 800 eV

in the canted magnetic phase. Brillouin zone (BZ) integrations were performed using a

uniform Γ-centered 10 × 10 × 10 k-point mesh. With these parameters, we obtained a

spin moment on the Fe atoms of 4.01µB and an electronic band gap of 2.16 eV, close

to the experimentally observed values (4.1-4.2µB [112, 113] and 2.14-2.2 eV [10, 11]).

We used the DFT relaxed crystal structure for Fe2O3 that we obtained in [19], with

rhombohedral lattice constants a′ = 5.35 Å, α′ = 55.25◦, deviating less than 1.5% from

the experimental values [113]. Our lattice vectors in terms of Cartesian coordinates are

a1 = a′

(
− sin

α′

2
,
1√
3
sin

α′

2
,

√
1

3
(4 cos2

α′

2
− 1)

)
, (5.1)

a2 = a′

(
0,− 2√

3
sin

α′

2
,

√
1

3
(4 cos2

α′

2
− 1)

)
, (5.2)

a3 = a′

(
sin

α′

2
,
1√
3
sin

α′

2
,

√
1

3
(4 cos2

α′

2
− 1)

)
. (5.3)
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To describe the high-temperature weakly FM phase of Fe2O3, we constrained the di-

rection of the spins on the Fe ions using the constrained moment routine implemented

in vasp [208]. The angular components of the charge and magnetic multipoles were

computed from a decomposition of the DFT-calculated charge and magnetic densities

into spherical tensors [15, 85, 86]. We constrained multipoles by applying a shift in the

local potential using the multipyles code [91], as described in Ref. [92].

5.2.5 Results and discussion

5.2.5.1 Multipole analysis

As stated earlier, the magnetically ordered phases of α-Fe2O3 break the global time-

reversal symmetry. This implies that there must be a magnetic multipole with ferroic

ordering, akin to the ferroic ordering of magnetic dipoles in ferromagnets. In the low-

temperature collinear AFM phase, hematite has no net magnetic dipole so a higher-order

ferroically ordered magnetic multipole must be present. The interaction energy Eint,mag

of a system with a magnetic field H⃗(r⃗) applied to an arbitrary magnetization density

µ⃗(r⃗) is given by:

−Eint,mag =
(∫

µi dr⃗
)

︸ ︷︷ ︸
magnetic dipole

Hi|r⃗=0⃗ +
(∫

µirj dr⃗
)

︸ ︷︷ ︸
magnetoelectric

multipole

∂jHi|r⃗=0⃗ +
(∫

µirjrk dr⃗
)

︸ ︷︷ ︸
magnetic octupole

∂j∂kHi|r⃗=0⃗

+
(∫

µirjrkrl dr⃗
)

︸ ︷︷ ︸
magnetic hexadecapole

∂j∂k∂lHi|r⃗=0⃗ +
(∫

µirjrkrlrm dr⃗
)

︸ ︷︷ ︸
magnetic triakontadipole

∂j∂k∂l∂mHi|r⃗=0⃗

+ ... , (5.4)

The terms within the parentheses indicate the magnetic multipoles of successive rank,

that is the magnetic dipole (1), magnetoelectric (ME) multipole (2), magnetic octupole

(3), magnetic hexadecapole (4), and magnetic triakontadipole (5) moments respectively

(rank as indicated in the parentheses). Note that the second-order magnetic multipole

is often called the ME multipole due to its association with the linear magnetoelectric

effect [15]. As evidenced from Eq. 5.4, higher-order magnetic multipoles, characterizing

the asymmetries and anisotropies in the magnetization density, can still have a ferroic

ordering even in the absence of any net magnetic dipole.

To search for any such ferroically ordered magnetic multipole in hematite, we next

perform explicit multipole calculations (see Section 5.2.4 for details). Focusing on the

local multipoles centered on the Fe ions, our calculations show that in the absence of

SOC, the lowest order magnetic multipole with ferroic ordering is the rank-5 magnetic
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triakontadipole moment, specifically the w415
3 , w414

−3 , and w413
3 irreducible (IR) spherical

tensor components (see Table 5.1, block a). Here, in the IR spherical tensor component

wkpr
t , k, p, r denote respectively the spatial index, spin index (i.e., p = 0 for charge and

p = 1 for magnetic multipoles) and the rank (r ∈ {|k − p|, |k − p|+ 1, . . . , k + p}) of the
tensor, while t ∈ {−r,−r + 1, . . . , r} labels the component of the tensor [84, 85, 209].

We note that the other components of the magnetic triakontadipole, as well as all lower-

rank magnetic multipoles, if present, have antiferroic arrangements with opposite signs

on different Fe ions and, hence, they can not break the global time-reversal symmetry.

This suggests that the magnetic triakontadipole is likely responsible for the NRSS. In-

terestingly, the inclusion of spin-orbit interaction leads to a ferroic ordering of the rank-3

magnetic octupole components w212
0 and w213

3 . Since these magnetic octupoles are only

induced by SOC, they are not relevant for the NRSS.

We point out the correlation between the magnetic triakontadipole and the rank-4 charge

hexadecapole
∫
rirjrkrl dr⃗, defined in the expansion of the interaction energy between

an arbitrary charge density and an external electric field. By computing the charge

multipoles, which quantify the angular distribution of the electronic charge density, we

find that the charge hexadecapole component w404
3 has an antiferroic arrangement on

the Fe ions with the same pattern as the z component of the Fe spin moment (see Table

5.1). This antiferroic pattern of the charge hexadecapoles in combination with the AFM

spins gives rise to a ferroic ordering of magnetic triakontadipoles. Note that in the

definition of wkpr
t , p represents the spin, such that w011

t gives the spin moments, which

are opposite in sign to the magnetic dipole moments. The triakontadipole components

w41r
t are also given in terms of the spin, rather than the magnetic moments.

5.2.5.2 Spin splitting in the band structure of hematite

Next, we calculate the band structure of hematite in the absence of SOC. As expected

from the nontrivial spin Laue group 13̄2m, the spin splitting is zero at those points

for which the little group contains elements of the coset 3̄m − 3̄ (the two-fold screw

rotations). This includes the high symmetry points Γ, F , L, L1, P , P1, P2, X, Z of the

rhombohedral BZ, and the high symmetry paths between three sets of these points: [Γ,

F , L1, P1, P2, Z], [Γ, L, P , Z] and [Γ, X]. In other regions in k-space, we observe NRSS

in all bands.

A representative low-symmetry path with large spin splitting is shown in Figure 5.2d.

Here S and S∗ are the points (− 1
12 ,

1
3 ,−

1
4) and (−0.241, 0.337,−0.096) in relative co-

ordinates, with the reciprocal lattice vectors constructed from the real space vectors

defined in Eqs. 5.1-5.3. S∗ is obtained by rotating S by an angle of 30◦ about the kz
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Table 5.1: The computed spherical IR tensor components wkpr
t of the relevant charge

and magnetic multipoles in α-Fe2O3 without SOC and their ordering pattern on the Fe
atoms, corresponding to the numbering indicated in Figure 5.2a. In wkpr

t , p labels the
spin. As a consequence w011

t give the spin moments, which are opposite in sign to the
magnetic dipole moments. The different blocks show multipole moments for both AFM
domains (a,b), a different AFM order (the magnetic ground state of Cr2O3) (c), for a
high symmetry crystal structure in its magnetic ground state (d) and with multipoles

induced (e), the high-temperature phase without (f) and with spin canting (g).

System Multipole wkpr
t Sign of multipoles on the Fe sites

Spin moment w011
0 +−−+

Hematite low-T Charge Hexadecapole w404
3 +−−+

a) magnetic structure Magnetic w415
3 −−−−

Triakontadipole w414
−3 −−−−

w413
3 −−−−

Spin moment w011
0 −++−

Hematite low-T Charge Hexadecapole w404
3 +−−+

b) magnetic structure Magnetic w415
3 ++++

AFM domain 2 Triakontadipole w414
−3 ++++

w413
3 ++++

Spin moment w011
0 +−+−

Hematite with Charge Hexadecapole w404
3 +−−+

c) Cr2O3 spin ordering Magnetic w415
3 0 0 0 0

Triakontadipole w414
−3 0 0 0 0

w413
3 0 0 0 0

Spin moment w011
0 +−−+

Hematite high Charge Hexadecapole w404
3 −−−−

d) symmetry crystal Magnetic w415
3 −++−

structure Triakontadipole w414
−3 −++−

w413
3 −++−

Spin moment w011
0 +−−+

Hematite high symmetry Charge Hexadecapole w404
−3 −++−

e) crystal structure Magnetic w415
3 −−−−

induced hexadecapole Triakontadipole w414
−3 −−−−

w413
3 −−−−

Spin moment w011
−1 +−−+

Charge Hexadecapole w404
3 −++−

Hematite high T Magnetic w415
−2 −−−−

f) magnetic structure Triakontadipole w415
−4 −−−−

(no canting) w414
4 −−−−

w414
2 ++++

w413
−2 ++++

Spin moment w011
−1 +−−+

w011
1 −−−−

Hematite high T Charge Hexadecapole w404
3 −++−

g) magnetic structure Magnetic w415
−2 −−−−

(with canting) Triakontadipole w415
−4 −−−−

w414
4 −−−−

w414
2 ++++

w413
−2 ++++

axis. We point out that the NRSS is opposite in sign, but equal in magnitude at S and

S∗. As expected, the spin splitting is zero at Γ. Note that, while there are additional
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Figure 5.2: Different configurations of the spins on the Fe atoms and the correspond-
ing spin splitting in α-Fe2O3. (a) The primitive unit cell of α-Fe2O3 and its ground
state spin ordering (+−+−). (b) The opposite domain with the opposite orientation
of the spin moments at the Fe atoms (− + −+). (c) A (+ − +−) spin ordering, the
ground state spin ordering of isostructural antiferromagnet Cr2O3 (d)-(f) Band struc-
tures along the path S∗-Γ-S for the spin ordering shown in (a), (b) and (c) respectively,
with S = (− 1

12 ,
1
3 ,−

1
4 ),Γ = (0, 0, 0), S∗ = (−0.241, 0.337,−0.096) in terms of the recip-

rocal lattice vectors.

band crossings along these paths, these crossing points are not dictated by symmetry.

5.2.5.3 Manipulation of magnetic triakontadipole and the resulting spin

splitting

To establish the relation between the magnetic triakontadipoles and the NRSS, we next

manipulate the size and sign of the magnetic triakontadipoles and compute the conse-

quent changes in the spin splitting.
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Figure 5.3: (a) Crystal structure of Fe2O3, and (b) modified high-symmetry crystal
structure, both viewed along the z axis.

A: Change in magnetic ordering

Perhaps the most straightforward way to change the magnetic triakontadipoles is to

change their sign by performing a time-reversal operation which can be achieved by

flipping the orientation of the spins in our calculation (see Figure 5.2b). Physically, this

corresponds to the opposite AFM domain. The computed multipoles for this magnetic

configuration show that this operation indeed, changes the sign of all magnetic multi-

poles, while keeping the signs of charge multipoles, including the charge hexadecapole,

unchanged (see Table 5.1, block b). We find, as expected, that the spin splitting changes

sign as well. Specifically, the +sz and −sz bands are interchanged for the path S∗−Γ−S

(Figure 5.2e).

Next, we manipulate the spin ordering, by changing it to a + − +− pattern (Figure

5.2c), the magnetic ground state of the isostructural antiferromagnet Cr2O3 [50, 51]. We

find that this spin ordering leads to an antiferroic pattern of magnetic triakontadipoles,

giving rise to a zero net magnetic triakontadipole in the unit cell (see Table 5.1, block c).

The corresponding computed band structure has no spin splitting anywhere in the BZ

(Figure 5.2f), again confirming the correlation between ferroic magnetic triakontadipoles

and the NRSS.

B: Change in crystal structure

Next, we change the crystal symmetry by shifting the oxygen atoms from their original

Wyckoff site symmetry 18e to 18d, while keeping the positions of the Fe atoms fixed

(Figure 5.3a and b). In this higher-symmetry space group R3̄m, ferroically ordered

magnetic triakontadipoles are not allowed.

We perform DFT calculations with the R3̄m structure and the original +−+− ordering

of the spin on the Fe atoms, and find antiferroically ordered magnetic triakontadipoles

(see Table 5.1, block d ). This is the result of ferroically ordered charge hexadecapoles

combined with the antiferroic ordering of the spins. Consequently, we find no NRSS
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Figure 5.4: Band structures for the R3̄m structure without induced ferroically
magnetic triakontadipoles (a) and with induced magnetic triakontadipole component
w415

−3 = −0.087µB (b). (c) shows the variation in the induced spin splitting between a
specific pair of bands on manipulating the size of the angular component w415

−3 of the
magnetic triakontadipole (color bar). The zero value of w415

−3 corresponds to the relaxed
electronic structure with no constrained multipole moments. The pair of bands used in

(c) is indicated with a black arrow in (b).

(Figure 5.4a ). Our results highlight the importance of the surrounding nonmagnetic

environment in establishing and manipulating both the magnetic triakontadipole and

the g-wave NRSS in hematite. Similarly, the influence of the nonmagnetic environment

on d-wave NRSS has also been emphasized [181, 199].

C: Constraining multipoles

We now use the constrained multipole method mentioned in Section 5.2.4 to manipulate

the size of the ferroically ordered magnetic triakontadipoles in the actual R3̄c structure

of hematite, and also to introduce them into the hypothetical R3̄m structure. We

achieve this by manipulating the charge multipole of one order lower, i.e., the charge

hexadecapoles.

We show the relation between the magnitude of the ferroically ordered triakontadipoles

and the size of the constrained hexadecapoles in both structures in Figure 5.5. Note that

wkpr
t tensors capture only the angular part of the multipole, i.e., without performing the

radial part of the integration in Eq. 5.4. Thus, the magnitude of the components is

given is µB for the magnetic triakontadipoles and in terms of the electronic charge |e|
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for the charge hexadecapoles. We see that in both structures the size of the magnetic

triakontadipoles increases proportionally with the increase in the charge hexadecapole,

with an approximate linear dependence, particularly over small ranges. However, there

are some deviations from this trend in the hypothetical high-symmetry structure. We

note that we induce a different antiferroically ordered charge hexadecapole component

in the hypothetical high-symmetry structure compared to the actual α-Fe2O3 structure

(since the same one already exists with ferroic ordering), so the introduced ferroically

ordered magnetic triakontadipole components are also different.

Figure 5.5: The magnitude of the angular component of the ferroically ordered mag-
netic triakontadipole components (in units of µB) as a function of the magnitude of
the angular component of the constrained antiferroically ordered charge hexadecapole
component (in units of |e| ). a) the hypothetical R3̄m structure, with the charge hex-
adecapole component w404

−3 constrained, and b) the actual α-Fe2O3 structure with the
w404

3 hexadecapole component constrained. The dashed lines indicate the linear fit as
a guide to the eye. The filled markers indicate the values of the multipoles without any

constraints.

We now discuss the consequences of constraining these multipoles. First, by constraining

the charge hexadecapole component w404
−3 to be non-zero and to have the same antiferroic

ordering as the spins in the hypothetical R3̄m structure, we induce the ferroically ordered

magnetic triakontadipoles w415
3 , w414

−3 and w413
3 (Table 5.1, block e). The computed bands

show the presence of NRSS (Figure 5.4b), with equal and opposite splitting along S∗−Γ

and Γ− S, as expected.

Next, we vary the sign and magnitude of the induced charge hexadecapole while keeping

the antiferroic ordering pattern the same. In Figure 5.4c, we see that with increasing

magnitude of the magnetic triakontadipole w415
−3 , the magnitude of the NRSS increases,

and when w415
−3 switches sign, so does the NRSS. This further confirms that the NRSS

is driven by the magnetic triakontadipoles.

Furthermore, we show the effect of constraining the multipoles in the actual R3̄c struc-

ture on the NRSS, analyzing the spin-split bands in the vicinity of the Γ point, where
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Figure 5.6: (a) Spin-polarized band structure of hematite, with an arrow indicating
a pair of bands. (b) Spin splitting near Γ, for the bands indicated in (a) with a black
arrow (approximately −3.5 eV below the Fermi energy at Γ), plotted as a function of
the magnitude (in µB) of w

415
3 , the angular component of one of the ferroically ordered

magnetic triakontadipole components.

the bands, which have many crossings, can be easily distinguished. As expected, we see

in Figure 5.6, that the NRSS increases with the increasing value of magnetic triakon-

tadipole, further confirming the magnetic triakontadipole to be responsible for the spin

splitting in hematite. We find the same behavior at smaller values of the Hubbard U,

where the bands are less entangled and the change in NRSS is easier to distinguish.

5.2.5.4 Weakly ferromagnetic phase of α-Fe2O3

Finally, as discussed in Section 5.2.4, above the 263K Morin transition, the spins in

hematite lie in the xy plane, oriented in a + − −+ AFM pattern along the y axis,

with small ferroically ordered components along x [126]. This spin ordering has a lower

symmetry than the ground state. We explore the multipoles and the corresponding

NRSS in this high-temperature magnetic phase, in two steps. First, we orient the spins

along the y axis and constrain them to be collinear and antiferromagnetically ordered.

With this spin ordering, we find several ferroically ordered triakontadipoles (Table 5.1,

block f), with different components than in the low-temperature ground state, and a

NRSS with the bands now split in spin parallel or antiparallel to ŷ (i.e., +sy and −sy).

Next, we constrain the spins to allow for a small FM component along x̂ of ∼0.1µB per

Fe atom. We note that this is larger than the experimentally observed 10−3 µB moment

in hematite [210, 211]. The resulting multipoles are shown in Table 5.1, block g. In

addition to the same ferroically ordered triakontadipole components as in the collinear

AFM along ŷ case. We now have a ferroic ordering of spins parallel to x̂, and nine

further small ferroically ordered triakontadipole components (not listed in Table 5.1).

Now, we look at the NRSS in the weakly FM phase and compare it to the situation where

the spins are collinear AFM along y. We observe that in the weak FM phase, there is

a small additional splitting due to the ferroic ordering of the spins. This additional
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splitting can best be seen along directions in which the NRSS due to the ferroic ordering

of the triakontadipoles is absent, such as the Γ−L direction. We see an absence of spin

splitting for the collinear AFM arrangement, with moment along ŷ (Figure 5.7a), and a

small splitting upon canting (Figure 5.7b), induced by the weak ferromagnetism.

Figure 5.7: Band structure of α-Fe2O3 along a high symmetry path where splitting
due to the ferroically ordered triakontadipoles is forbidden, (a) for an AFM ordering
with the moments oriented along the ŷ in a + − −+ pattern and (b) for the high-
temperature magnetic phase with canted moment. The inset shows a zoomed-in view
of the splitting between spin-polarized bands in (b). The bands are shown along the

path Γ → L, where L ≡ ( 12 , 0, 0) in relative coordinates.

5.2.6 Summary and Outlook

In summary, we have identified a ferroically ordered rank-5 magnetic triakontadipole in

the low-temperature AFM phase of hematite. The ferroically ordered magnetic triakon-

tadipole is present even in the absence of SOC, where it is the lowest-order time-reversal

symmetry breaking multipole. As a result, it causes an NRSS with the same g-wave

symmetry as the magnetic triakontadipoles. The ferroically ordered magnetic triakon-

tadipoles persist in the weakly ferromagnetic phase above the Morin transition, where

they dominate over the ferroically aligned spin components in their contribution to the

spin splitting. Our findings indicate a method to manipulate both the sign and magni-

tude of the NRSS by altering the crystal structure and magnetic ordering. As such, they

contribute to the recent efforts [204–207] aimed at harnessing g-wave spin splitting with

specific implications for the unconventional transport properties observed in α-Fe2O3 [6,

212, 213]. The manifestation of the magnetic triakontadipole in the NRSS of hematite

may be probed using spin-polarized angle-resolved photoemission spectroscopy, as has

recently been reported to demonstrate the spin splitting in other AFM materials [205–

207, 214]. The presence of the magnetic triakontadipoles and the NRSS may also be the

source of some unexplained features in the spin-wave spectra of α-Fe2O3 [6].

We emphasize that the relevance of the ferroically ordered magnetic triakontadipoles

goes beyond the NRSS. For example, they allow for a fourth-order ME effect, where

the induced magnetization is quartic in the applied electric field. Furthermore, the
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magnetic triakontadipoles give rise to a second-order piezomagnetic effect, where the

induced magnetization scales quadratically with the applied strain [171, 215]. Similarly,

the SOC-induced magnetic octupole in hematite, as discussed in the present work, gives

rise to the second-order ME effect [19, 45] and piezomagnetic effect [199], which may

also be probed experimentally.

Finally, our present understanding implies the rank-7 inversion symmetric magnetic

multipole will be responsible for the i-wave spin splitting, which requires future investi-

gation. We hope that our work will stimulate further theoretical and experimental work

along these directions.
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5.3 Additional work

In this section, we show some additional results, extending the research discussed in the

paper presented in the previous section. This includes the manipulation of the triakon-

tadipoles and the spin splitting at lower values of U, a more detailed discussion of the

Brillouin zone, and an explanation of the k-space representation of triakontadipoles and

how this relates to the spin-splitting symmetry. I also discuss the difference in the mul-

tipole components between the hypothetical R3̄m structure and the real R3̄c structure,

and how we can understand this from the difference in the oxygen coordination.

5.3.1 Triakontadipoles and non-relativistic spin splitting with smaller

U

In Section 3.1.1, we discussed our choice for Hubbard U for Fe2O3, basing this choice

on a comparison with experimental results on the band gap and the magnitude of the

magnetic moment. This is not the only way to determine a value for U, and it is worth

determining whether our results hold for different values of U. This simultaneously allows

us to address a separate issue. As mentioned in Section 5.2.5.3C, the electronic bands

in α-Fe2O3 in its real structure show many crossings. Thus, when we manipulate the

magnitude of the magnetic triakontadipoles, it is difficult to observe the effect on the

spin splitting anywhere other than close to a high symmetry point. Instead, when we

lower the value of U, the bands become less hybridized, which makes it easier to follow

the changes in NRSS. Calculating the multipoles at lower values of U, we find the same

orderings, although the magnitudes vary. We also observe spin splitting with the same

symmetry, regardless of the choice of U. Figure 5.8 shows the variation of the NRSS

as a function of the magnetic triakontadipole component w415
3 for U = 1.0 eV and J =

0.5 eV.

Figure 5.8: (a) Spin-polarized band structure and (b) the variation of the spin split-
ting as a function of the magnitude of the angular component of w415

3 (in µB) in Fe2O3

at U = 1.0 eV. The spin splitting in (b) corresponds to the band in (a) just below the
Fermi energy.
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As is clear from the plot, we obtain the same qualitative behavior, i.e., the larger the

magnitude of the (induced) triakontadipoles, the larger the spin splitting. Thus we see

that the relationship between the triakontadipoles and the NRSS is robust, and does

not change in nature when we choose different DFT parameters.

5.3.2 The Brillouin zone of Fe2O3

As discussed previously there is a set of k-points in the Brillouin zone, where we find

zero spin splitting. We also use a part with large spin splitting, along which to compare

the effects of varying the magnetic triakontadipoles. We plot both the high-symmetry

points with zero spin splitting and the low-symmetry path with large splitting in Figure

5.9. We note that the high symmetry points [Γ, L, P , Z] lie in the kx = 0 plane, and

the spin splitting is zero for all the points on this plane. By employing the three-fold

rotational symmetry about kz, we can generate two more of these nodal planes. One of

these contains the symmetry points [F , L1, P1, P2], as well as Γ and Z, the line through

which forms the intersection of the three planes. We also have the three nodal lines; the

kx axis, at its rotations by 120◦ and 240◦ about k̂z.

Figure 5.9: The Brillouin zone of α-Fe2O3, highlighting the high symmetry k-points
(a), and the path used for the band structure plots (b).

5.3.3 The k-space representation of the triakontadipoles

We can also consider the k-space representations of the triakontadipoles, to further

explore the relationship between them and the NRSS. As discussed in Section 5.2.5.1, the

three ferroically ordered angular components of triakontadipoles in the low-temperature

magnetic ground state of Fe2O3 are w415
3 , w414

−3 and w413
3 .

To describe the symmetry of these triakontadipole components, we need to find the

corresponding irreducible representations (irreps) of SO(3). This is in principle a non-

trivial task.
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We can write the full rank-5 triakontadipole as a matrix product of 5 vectors, which each

transform as three-dimensional irreps of SO(3), so that the full triakontadipole tensor

transforms as a 3⊗3⊗3⊗3⊗3 reducible representation, which decomposes into irreps

in the following way:

3⊗ (3⊗ 3⊗ 3⊗ 3)Symm = 3⊗ (9⊕ 5⊕ 1) (5.5)

= 3⊗ 9︸ ︷︷ ︸
11⊕9⊕7

⊕ 3⊗ 5︸ ︷︷ ︸
7⊕5⊕3

⊕3⊗ 1︸ ︷︷ ︸
3

(5.6)

= 11⊕ 9⊕ 7⊕ 7⊕ 5⊕ 3⊕ 3. (5.7)

where we made use of the fact that the spatial components are equivalent, so the ten-

sor must be symmetric under the exchange of them. Now, w415
3 belongs to the 11-

dimensional irrep, w414
−3 to the 9-dimensional one, and w413

3 to a 7-dimensional irrep.

The 11-dimensional irrep is captured by the spherical harmonics with L = 5, such

that w415
3 , transforms as the spherical harmonic Y5,3. Transforming this to a k-space

representation is trivial as inversion symmetry is preserved, e.g., x goes to kx. Now we

can check the symmetry of this triakontadipole component. In Sections 5.2.5.2 and 5.3.2

we mentioned a set of k-points, where we found the NRSS to be zero in all bands. We

find that the k-space representation of w415
3 is zero in all these k-points as well. We

note that it is also zero at some additional points, where we do find spin splitting. We

hypothesize this is because the representations of all ferroically ordered triakontadipole

components (w415
3 , w414

−3 and w413
3 ) need to be zero, to cause the NRSS to be absent.

5.3.4 Multipole components in the high symmetry structure

In the hypothetical high-symmetry structure, there is no charge hexadecapole with the

same antiferroic ordering as the magnetic dipoles, which leads to the absence of fer-

roically ordered triakontadipoles. Instead, in this structure, we induce the charge hex-

adecapoles with this antiferroic ordering. As mentioned in Section 5.2.5, both the in-

duced hexadecapole and the corresponding triakontadipole components differ between

the regular and hypothetical high-symmetry structure. This difference is due to the

oxygen coordination. In both structures, the oxygens atoms form triangles in planes

perpendicular to the z axis, and these triangles are rotated by 90◦ in the R3̄m structure,

compared to the R3̄c structure (see Figure 5.4). Thus, the coordination environment is

characterized by different hexadecapoles.
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5.4 Comments

In this section, we discuss some of the open questions and discuss paths of further

research. We begin by noting that, even though g-wave type spin splitting is classified

by the presence of four nodal planes, we found only three. We understand these to

be generated by the three glide mirrors, while the three nodal lines originate from the

two-fold screw rotations. These six operations together form the coset 3̄m− 3̄, such that

there is no generator for a fourth nodal plane, which we would have expected at kz = 0.

However, the spin splitting does appear to exhibit g-wave symmetry. It was suggested

that in such cases, each band pair still crosses in the vicinity of kz = 0, such that the

spin splitting between the pair changes sign [216]. As the exact location is not dictated

by symmetry, the points of these intra-pair crossings not coincide for the different band

pairs. Due to the many inter band-pair crossings in Fe2O3, we were unable to isolate a

pair of bands to show this particular behavior. Further investigation is needed to resolve

this issue, possibly in the low U regime, where the bands are less hybridized.

Furthermore, as discussed in Section 5.3.3, we can compare the spin splitting symmetry

to those of the triakontadipoles, but this is limited because we do not have the repre-

sentations of w414
−3 and w413

3 . Showing that the joint symmetries of all three ferroically

ordered magnetic triakontadipole components match the symmetry of the spin splitting

would further establish the connection between them.

Finally, we remark that an oddity occurs in the sign of the spins and the charge hex-

adecapoles on the one hand, and the magnetic triakontadipoles on the other. As we

understand the triakontadipole components to originate from a combination of the spins

and the charge hexadecapoles, we would expect that the product of the signs of the

latter two would give the sign of the former, but this is not the case. For example, if

we look at Table 5.1, block a, we see that the spin moment w011
0 has ordering +−−+,

the same as the charge hexadecapole w404
3 . Multiplying these signs on each site would

give + + ++, but the magnetic triakontadipole components (w415
3 , w414

−3 and w413
3 ) are

all ordered as −−−−. The origin of this sign discrepancy is unclear, but we note that

it is not caused by the sign difference between the spin and the magnetic moment, as

all (wk1r
t components are given in terms of spin).



Chapter 6

Heterostructures

We can also examine the differences and similarities between Cr2O3 and Fe2O3 in the

context of interfaces of the two materials. In this chapter, I will discuss how we studied

the magnetism of Cr2O3/Fe2O3 interfaces by simulating supercells of these materials.

As a consequence of such an interface, there is a transition in magnetic dipole order,

allowing interfacial magnetization and magnetic frustration. We aim to understand the

magnetic ordering of these supercells, both in the ground state and as a function of

temperature. We begin by motivating the study of interfaces and reviewing examples of

interesting behaviors that can occur at oxide interfaces. Next, I discuss how we chose

the type of interfaces to study and previous work on these interfaces. I also describe

our model Hamiltonians, the different magnetic interactions we considered, and explain

how the interaction parameters were extracted from density functional theory (DFT)

calculations. These parameters are then compared to literature values, from both com-

putational and experimental sources. I evaluate the simulation results for the bulk

compounds, comparing model Hamiltonians which include different magnetic interac-

tions. I consider the temperature evolution, the Néel temperature, the Morin transition

temperature, the ground state magnetic ordering and the orientation of the Néel vector.

Next, I present the results for the Cr2O3/Fe2O3 interface, while comparing two models.

One with only Heisenberg exchange and single-ion anisotropy, and a more complicated

model, which includes tensorial exchange and dipole-dipole interactions. Finally, I dis-

cuss the convergence parameters and present some future research directions.

6.1 Oxide interfaces

In recent decades, oxide interfaces have emerged as a playground for new phenomena,

many of which can be tuned using strain, doping, the choice of interface plane, etc. The

137
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behavior of these interfaces is distinct from the bulk because the interface needs to com-

pensate for the discontinuity between the compounds [217]. Depending on the type of

discontinuity, we may see different types of reconstruction. For example, combining two

compounds with different local ligand coordination can create a unique coordination at

the interface. This effect has been shown for the γ-Al2O3/SrTiO3 interface, where the

combination of the tetrahedral and octahedral coordinated spinel structure of γ-Al2O3

combined with the octahedral coordination of SrTiO3 leads to a square pyramid coordi-

nation for the Ti atoms at the interface. This change in local symmetry has significant

consequences for the electronic band structure [18], as, for example, the crystal field

splitting depends on the ligand coordination. New interface properties can also occur

for combinations of materials with the same crystal structure, like when two materials

with a ‘so-called’ polar mismatch are combined. When considering the formal charges

on the atoms, the full unit cell should be neutral. However, depending on the crystal

structure, we may define atomic layers within this unit cell, for which the former charge

does not have to be zero. When two materials with different charges on these atomic

layers are combined in an interface parallel to the layers, there is a discontinuity in

the layer charges, which is called a polar mismatch. To ensure charge neutrality, the

interface must compensate for this discontinuity. This polar mismatch is believed to be

the origin of the two-dimensional electron gas which appears between some insulating

non-polar transition metal oxides, like LaAlO3 and SrTiO3 [218]. Such a polar mismatch

can also be used to tune the ferroelectric polarization in some materials [219], showing

that interfacial discontinuities are also a potential pathway for controlling bulk prop-

erties. Magnetic interfaces have attracted attention because they sometimes allow for

unique magnetic states, e.g., helical spin structures can arise from interfacing antiferro-

magnetic (AFM) and ferromagnetic (FM) materials [18]. Furthermore, the symmetry

at the interface is lowered, allowing for couplings that are absent in bulk. For example,

strong Dzyaloshinskii-Moriya interactions have been observed in interfaces between FM

materials and paramagnetic heavy metals, originating from both the inversion symme-

try breaking of the interface and the strong spin-orbit coupling in the heavy metal [220,

221].

In this chapter, we explore the magnetism of Cr2O3/Fe2O3 interfaces. As discussed in

Chapters 2 and 3, Cr2O3 and Fe2O3 have the same crystal structure, but a different

AFM ordering. The AFM ordering in Cr2O3 breaks inversion symmetry, while the

Fe2O3 ordering preserves it, which has consequences for their magnetoelectric (ME)

responses. When forming the interface, we thus have a discontinuity, which we expect

to be compensated somehow.
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6.2 Cr2O3/Fe2O3 interfaces

The discontinuity at the Cr2O3/Fe2O3 interface is complicated by the temperature de-

pendence of the magnetic ordering in both compounds. As discussed previously, Cr2O3

is an easy-axis antiferromagnet below its Néel temperature of 307K [49, 124], with two

time-reversal distinct AFM domains (Figure 2.2). The Néel temperature of Fe2O3 is

960K, below which adopts a weaklyFM phase, until the Morin transition at 263K,

when it switches to the easy-axis AFM phase [125, 126]. Both phases of Fe2O3 have

two time-reversal distinct domains. The crystal structure and low-temperature easy-axis

AFM ordering are shown in Figures 6.1a (Cr2O3) and 6.1b (Fe2O3), showing one of two

allowed AFM domains for each and using the conventional unit cell of the corundum

structure.1

We could construct many different interfaces between Cr2O3 and Fe2O3, depending on

the choice of interface plane. The choice of interface plane is significant, both because

of the orientation with the magnetic ordering, and because of strain. The bulk lattice

parameters are different, but the exact strain may differ between interface planes. Here

we focus on the (001) interface, i.e., the interface perpendicular to the z axis. The (001)

interface is straightforward to construct from the conventional unit cell, and the growth

of such an interface has been achieved experimentally [222]. Assuming an atomically

sharp (001) interface, the corundum structure allows for two distinct possibilities with

regards to the chemical ordering [120]. We call the first type ‘oxygen-separated’ (Figure

6.1c), as the interface has a layer of O atoms separating the Cr2O3 and Fe2O3 environ-

ment. The second type is called ‘mixed-metal’ (Figure 6.1d), because the interface is

formed by a buckled layer of transition metal (TM) atoms (i.e., Cr and Fe).

The (001) interface between Cr2O3 and Fe2O3 has been previously examined in the

context of transport, hinting at a surface chemistry dependent band offset [222, 223].

Specifically, it was suggested that growing Cr2O3 on Fe2O3 would favor a different

interface environment than growing Fe2O3 on Cr2O3. It was shown that the mixed-

metal and oxygen-separated interfaces indeed show different band offsets in DFT, with

an offset difference similar in magnitude to the one observed in experiment. However, it

was not confirmed that the experimental interfaces were indeed of the mixed-metal and

oxygen-separated types.

Despite the potential for new phenomena due to the change in magnetic order, the mag-

netism of the Cr2O3/Fe2O3 interface has not been studied in detail. To the best of our

knowledge, only one computational study has been undertaken, finding an enhanced spin

correlation in Cr2O3 above its Néel temperature, using a simple Heisenberg Hamiltonian

1See Section 2.1.2 for a comparison between the two commonly used corundum unit cells.



6.3: Magnetic interactions 140

Figure 6.1: Unit cells and magnetic exchanges in Cr2O3, Fe2O3 and the heterostruc-
tures. The hexagonal 30-atom unit cell of Cr2O3 (a) and Fe2O3 (b). One antiferro-
magnetic (AFM) domain is shown for each compound, with magnetic moments on the
Cr, Fe atoms are indicated with arrows of the same color as the atom. The two types
of interfaces that were considered, the ’oxygen-separated’ interface (c) and the ’mixed-
metal’ interface (d), with the interfacial regions, separating the Fe2O3 environment
(top) from the Cr2O3 environment (bottom), indicated with dotted black ellipses. The
symmetric exchanges J up to the 5th shell for the transition metal ions in the corundum
structure (e), in order of increasing interatomic distance. Due to the two-dimensional
projection, some of the interatomic distances look shorter. Cartesian axes are chosen

with x̂ parallel to the hexagonal a axis and ẑ parallel to the hexagonal c axis.

and simulating a single interface [120]. In this work, we investigate magnetic ordering

and interfacial magnetism using different Hamiltonian models, and simulating supercells

with multiple interfaces.

6.3 Magnetic interactions

To study the magnetism of the interfaces, we use model Hamiltonians, which capture

the magnetic interactions between the magnetic moments on the TM ions. We can then

simulate the magnetic moments using Monte Carlo (MC) or spin dynamics (SD). These

methods were discussed in Section 2.4. We include different magnetic interactions in

our model Hamiltonians, which we will discuss below. The most complex Hamiltonian,

including all interactions we considered, looks as follows:
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H =−
∑
i ̸=j

Jij êi · êj −
∑
i ̸=j

Dij · êi × êj −
∑
i ̸=j

êiAij êj −Ki

∑
i

e2i,z

−K ′
i

∑
i

e4i,z −
µ0

8π

∑
i ̸=j

µsiµsj

(3(êi · rij)(rij · êj)
|r5ij |

− êi · êj
|r3ij |

)
, (6.1)

where i sums over the different sites, êi is the magnetic moment unit vector on lattice

site i, rij is the vector connecting lattice sites i and j, Jij is the symmetric (Heisenberg)

exchange between the spins on sites i and j, Dij is the Dzyaloshinskii-Moriya interaction

(DMI) [126, 224, 225], and Aij is the symmetric off-diagonal exchange. Ki and K ′
i are

the quadratic and quartic uniaxial single-ion anisotropy (SIA). The final term describes

the dipole-dipole interaction, where µ0 is the permeability of vacuum and µsi is the

magnitude of the magnetic moment on site i.

The symmetric exchange (Jij = Jji) is usually the leading term in energy and determines

if it is favorable for moments to be aligned or anti-aligned. The DMI Dij is also called

antisymmetric exchange, as Dij = −Dji. The DMI has to obey strict symmetry rules

[224], and is zero when there is an inversion center in the middle of the line connecting

the sites i and j. The contribution of the DMI to the energy is zero when the spin on sites

i and j are parallel (or antiparallel). This means it does not contribute for any collinear

configuration of spins, which is the case for the low-temperature ground states of Cr2O3

and Fe2O3. However, in the heterostructure and at higher temperatures, it may become

significant. In fact, it was first proposed to explain the weaklyFM phase in Fe2O3 [126,

224]. Aij is the symmetric off-diagonal exchange, and is sometimes also called the two-

site anisotropy, as it changes the effective anisotropy on each site. Jij , Dij and Aij

can be combined together into the matrix J̃ij , which represent the tensorial exchange.

I will refer to these terms together as the ‘full’ exchange. The single-ion anisotropies

Ki and K ′
i indicate the preferential orientation of the magnetic moments with respect

to a single axis, e.g., the z axis. Note that the three-fold rotational symmetry of the

corundum structure forbids more complex anisotropy terms, like cubic anisotropy. The

dipole-dipole interactions indicate the favored alignment of the magnetic moments with

respect to their connecting vector, and it also contributes to the effective anisotropy. It

is the only term that explicitly depends on the atomic positions. We did not include

more complex magnetic interactions, such as the bi-quadratic interaction, as these are

unnecessary in the description of the bulk compounds [105, 226].

Ki, K
′
i involve a single site only, and we will assume that they are the same for each

site that contains the same element, i.e., all the Cr sites have the same Ki, which is

different from the Ki of the Fe sites. Jij , Dij , Aij involve different sites, can be different
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for different combinations of sites, and usually become smaller the further the distance

between the sites. The cutoff radius for these interactions can be captured by the

neighbors we consider for each site. We will label each set of neighbors by the shell, i.e.,

the nearest neighbors form the first shell, the next-nearest neighbors form the second

shell, etc. We will consider including different amounts of neighbors for the magnetic

interactions.

Now, to perform the simulation of the magnetic moments, we need to determine the

values of each of the magnetic parameters in the Hamiltonian.

6.4 Determining the magnetic parameters

As mentioned in Chapter 2, we may extract magnetic interaction parameters from DFT.

To describe the single compounds Cr2O3 and Fe2O3, we used the same parameters as

discussed in Section 3.1. Using these settings we found the magnetic moment on the

Fe and Cr atoms to be 4.01µB and 2.6µB, respectively. Magnetism was considered

collinearly when calculating the Heisenberg magnetic exchanges, and non-collinearly

when calculating the magnetic anisotropy and DMI. We adapted the k-point grid to

have a similar density in each unit cell and adopted an 800 eV energy cutoff for our

plane wave basis. From the magnitude of the magnetic moments and the relaxed crystal

structure, the dipole-dipole interactions may be calculated directly.

6.4.1 Determining the symmetric exchange

To extract the symmetric exchanges Jij , we used the method pioneered by Xiang et al.

[96]. Specifically, we compared the total energy of unit cells where the collinear magnetic

moments were initialized in different configurations, generated by performing up to two

spin flips in the ground-state configuration. We considered exchanges up to the 5th

shell, giving five different types of exchange to consider for each atom J1 − J5 (Figure

6.1e). Here J1 labels the exchange between two TM ions with the shortest interatomic

distance, J2 with the second shortest, etc. To place the cutoff after the 5th shell is in

line with most previous studies on Cr2O3 and Fe2O3 [105–107, 120, 227, 228], but one

study on Fe2O3 included interaction up to the 13th shell [226]. We focus on the first five

shells here for two reasons. First of all, the contribution of the J ’s between sites that

lie far apart is not expected to contribute significantly to the energy, both because the

magnitude of J generally decreases with interatomic distance and because this is not

compensated by an increase in the number of neighbors (Table 6.1), e.g., the 13th shell
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Shell 1 2 3 4 5 6 7 8 9 10 11 12 13
Nr of neighbors 1 3 3 6 1 6 6 6 3 3 3 6 6

Table 6.1: The number of neighbors in each shell, up to the 13th shell. Up to and
including the 5th shell the total number of neighbors is 14. Up to and including the

13th shell the total number of neighbors is 53.

contains as many neighbors as the 4th shell and J13 is expected to be much smaller than

J4.

The second reason to stick to the 5th shell has to do with the extraction from DFT: we

need a larger unit cell to capture an interaction at a larger interatomic distance, which is

computationally more costly. Furthermore, small quantities are generally more difficult

to determine accurately.

We extracted the symmetric exchanges up to and including the 5th shell for Cr-Cr, Fe-Fe

and Cr-Fe pairings. We compared the total DFT energy for different magnetic config-

urations in the 30-atom, conventional, corundum unit cell. Although computationally

less expensive, the small, primitive, 10 atoms corundum unit cell cannot be used to

extract these exchanges. This is a consequence of the periodic boundary conditions.

When we flip one spin, we also flip the same spin in the next unit cell. In the small unit

cell, each site and its copies are so close together, that we cannot entangle the different

exchanges (e.g., we can only determine J1 + J3). The Cr-Cr and Fe-Fe exchanges are

extracted from calculations of bulk Cr2O3 and Fe2O3 in the conventional, 30-atom, unit

cell, while the Cr-Fe exchanges are determined from the average of the Cr-Fe exchanges

in the 30-atom unit cell of bulk Cr2O3 with one Cr atom replaced by a Fe atom and the

30-atom unit cell of bulk Fe2O3 with one Fe atom replaced by a Cr atom, respectively.

We plot the five magnetic exchanges between Cr-Cr, Fe-Fe and Cr-Fe pairs in Figure 6.2.

The Cr-Cr exchanges are dominated by J1 and J2, the Fe-Fe exchanges are dominated

by J3 and J4, and the Cr-Fe exchanges are close to the average between the Cr-Cr and

Fe-Fe exchanges. Furthermore, the Cr-Cr, Fe-Fe and Cr-Fe exchanges are of similar

orders of magnitudes, so we can expect the Cr-Fe exchanges to play an important role

at the interface.

We compare the values we calculated to values from previous calculations and experi-

mental results (Tables 6.2 and 6.3). We note that several different conventions exist for

defining J , which differ in sign, factors of two, and whether the size of the magnetic

moments is absorbed into J . Hence, we opt to compare ratios of J ’s. We compare the

ratio Ji/J1 for Cr2O3 and Ji/J3 for Fe2O3, because J1 and J3 are the largest exchange

terms for Cr2O3 and Fe2O3, respectively.
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Figure 6.2: Magnetic exchanges J between Cr-Cr, Fe-Fe and Cr-Fe pairs for the first
five nearest neighbors in the corundum structure.

This Ref. Ref. [228] Ref. Ref. Ref. [229] Ref. [50]
work [105] Ref. [120] [106] [107] (Exp.) (Exp.)

J2/J1 0.696 0.760 0.761 0.760 0.835 0.446 0.454
J3/J1 -0.0212 -0.145 -0.300 -0.144 -0.154 0.0676 0.0103
J4/J1 -0.0296 -0.203 -0.321 -0.204 -0.130 0.0270 -0.00229
J5/J1 0.118 0.148 0.188 0.145 0.165 - 0.0252

Table 6.2: A comparison between the symmetric (Heisenberg) magnetic change in
Cr2O3 as calculated in this work and the literature. (Exp.) indicates parameters
obtained from experiment by fitting a Heisenberg model to the magnon spectrum of

Cr2O3 obtained with neutron scattering.

As expected, there is some spread in the J ’s obtained from DFT, because of different

methods and parameters. For Cr2O3, we see a clear consensus on the relative signs of

J1−5, which we also find in our calculations. The values we find for J2 and J5 match

well, and J3 and J4 are relatively small compared to the previous computations. For

Fe2O3 our calculations match well with most of the computational literature, with our

J5 a bit larger than those found previously. For both compounds, there are discrepancies

between the experimental and computational results. We note that, in neither of the

two compounds, all J1−5 all help to lower the energy in the ground state. For example,

in Fe2O3, all J1−5 have the same sign, preferring an antiferroic arrangement. Looking at

Figure 6.1b however, we see that in the ground state, the neighbors in the second (J2)

and fourth shell (J4) are arranged ferroically instead.

Even though the Heisenberg exchange term in the Hamiltonian does not explicitly de-

pend on the atomic positions, Jij can change when we strain the material. It has been
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This work Ref. [227] Ref. [228] Ref. [230] Ref. [226] Ref. [52]
Ref. [120] (Exp.)

J1/J3 0.183 0.340 0.150 0.252 0.123 -0.202
J2/J3 0.0955 -0.289 0.0270 0.230 0.147 -0.0539
J4/J3 0.658 0.694 0.692 0.705 0.602 0.781
J5/J3 0.201 -0.00278 0.0339 0.00651 0.0337

Table 6.3: A comparison between the symmetric (Heisenberg) magnetic change in
Fe2O3 as calculated in this work and the literature. (Exp.) indicates parameters
obtained from experiment by fitting a Heisenberg model to the magnon spectrum of

Fe2O3 obtained with neutron scattering.

shown previously that the Fe-Fe Jij in Fe2O3 are relatively independent of strain, while

the Cr-Cr Jij are more sensitive to strain [120]. Yet, to determine the effect of strain,

we need to know what the strain would be in Cr2O3/Fe2O3 heterostructures or super-

cells, which is unclear. When we relax the unit cells of Figure 6.1c and d in DFT, we

obtain lattice parameters that are close to the average between the Cr2O3 and Fe2O3

lattice parameters. However, it is also possible Cr2O3 adopts the Fe2O3 in-plane lattice

parameters [222]. We opt to use the bulk Cr2O3 and Fe2O3 J ’s in our simulations of

the heterostructures, assuming that the potential change due to the strain would not

qualitatively alter the results. The validity of this approach is supported by our other

computations, where we extracted Cr-Cr, Fe-Fe and Cr-Fe exchanges in the heterostruc-

ture strained to the Al2O3 in-plane lattice parameters.2 Although these J ’s differ from

those presented in Figure 6.2, the general trends remain the same. We will compare the

results for the magnetic ordering in the heterostructure using the strained and bulk J ’s.

6.4.2 Determining the single-ion anisotropy

The magnetic anisotropy was calculated using non-collinear moments in the bulk materi-

als, using the small primitive unit cell. We define the anisotropy energy as the difference

between the energy when the magnetization (and thus the Néel vector L) is parallel to

the z axis, which is the ground state configuration, and the energy when the magnetiza-

tion axis lies in the xy plane. Starting from the ground state configuration, where all the

spins are collinearly aligned along the z axis, we slowly rotated the magnetization axis

into the xy plane, while constraining the moments along the new axis. In other words,

we rotate the magnetic moments in phase, such that they all remain aligned along a sin-

gular axis, but the orientation of this axis changes. These rotated configurations do not

represent the ground state, so we constrain the magnetic moments, for which we used

the constrained moment subroutine as implemented in the Vienna ab initio simulation

package (vasp).[208].

2Al2O3 is a common choice of substrate for Cr2O3 and Fe2O3 thin films, as it shares the corundum
structure.
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Figure 6.3: Difference in DFT energy per unit cell with respect to the ground state
as a function of the orientation of the magnetization axis in Cr2O3 (a) and Fe2O3 (b),
where ϕ denotes the angle of the magnetization axis with the z axis and θ the angle

with the x axis within the xy plane.

In Figure 6.3, we plot the change in DFT energy as a function ϕ, the angle between the

magnetization axis and the z axis, for Cr2O3 (Figure 6.3a) and Fe2O3 (Figure 6.3b). We

consider two different in-plane angles θ, i.e., we compare on the one hand rotating the

magnetization axis from ∥ ẑ to ∥ x̂ (θ = 0◦), and on the other rotating the magnetization

axis from ∥ ẑ to ∥ ŷ (θ = 90◦).

We see the energy is independent of the orientation in the xy plane, as there is no θ

dependence. We subsequently fit the energy difference ∆E = E(ϕ)−E(ϕ = 0) with the

following function to determine K and K ′:

∆E = 4
(
K sin2(ϕ) +K ′ sin4(ϕ)

)
. (6.2)

The factor of four comes from the fact that the energy is per unit cell, and there are

four magnetic moments per unit cell. For Cr2O3, we find an energy difference ∆E =

EL⊥ẑ − EL∥ẑ = 12.2µeV per unit cell (6.1µeV per formula unit) for Cr2O3, in good

agreement with experiment [124, 150, 231]. This results in the single-ion anisotropy K

= 3.020(2)µeV and for K ′ = 0.032(2)µeV. We note here that K ′ is so small that it is

unlikely to play a significant role.

For Fe2O3, we find an anisotropy energy ∆E = EL⊥ẑ − EL∥ẑ = 593.9µeV per unit

cell (296.95µeV per formula unit), giving K = 149.00(2)µeV and K ′ = -0.525(12)µeV.

These values are of a similar order of magnitude as the previous calculations by Dan-

negger et al. [226], with our value for K being about 30% larger, and our value for K ′
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being a factor two smaller. Our value for K ′ also has opposite sign, but again K ′ is very

small. We will come back to the role of K ′ in the next section.

We assume that the anisotropy will not change significantly between the bulk and the

supercells, as the materials are not strongly strained. Thus, we will use the values for K

and K ′ we calculated for the bulk materials for our simulations of the interfaces as well.

This is a valid approximation, as the anisotropy is several orders of magnitude smaller

than the exchanges, and, unless it changes sign, deviations in its value are unlikely to

change the ground state. Because the anisotropy of Cr2O3 is quite small, small deviations

in its value could quickly lead to a sign change. However, an interface with Fe2O3 places

Cr2O3 under tensile strain. The anisotropy energy was shown to increase in magnitude

under tensile strain (while maintaining the same sign), due to the change in the crystal

field [232, 233].

6.4.3 Finding the Dzyaloshinskii-Moriya interactions and the two-site

anisotropy

To obtain the DMI Dij , we attempted to use a similar energy difference method as

for the symmetric exchanges, now comparing the energies of four different non-collinear

magnetic configurations [96]. This total energy technique has been successful for cal-

culating the DMI in other compounds [221]. We performed these calculations while

constraining the moments, but found these calculations challenging to converge prop-

erly. They would either fail to converge, ’converge’ with large penalty energies away

from the constraint, or converge with large fluctuations in the size of the magnetic mo-

ments. It seems that these configurations are so energy-unfavorable that it is difficult

to enforce them. Perhaps, because the DMI does not contribute to the energy in the

low-temperature collinear ground states of Cr2O3 and Fe2O3 they are difficult to deter-

mine with this method. Furthermore, the DMI are expected to be relatively small, on

the order of µeV, so three orders of magnitude smaller than the symmetric exchanges.

Many different methods for extracting the DMI from first principles exist [221], but

these methods would not necessarily give DMI consistent with the J , K, and K ′ we

extracted. Rather than redoing all our calculations using a different method, we note

that a consistent set of magnetic exchange parameters was previously determined for

Fe2O3 [226]. This parameter set includes both the DMI Dij and two-site anisotropy

Aij , which we were also unable to calculate.
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We obtain theDij and two-site anisotropy Aij in Fe2O3 by adopting those found by Dan-

negger et al. [226] and carefully checking the magnetic simulation of the bulk compound.

For Cr2O3, we make an assumption based on the ratio of the single-ion anisotropy K.

Both the SIA, the DMI, and the two-site anisotropy are relativistic effects, which depend

on spin-orbit coupling. Thus we assume that the ratio between K in Cr2O3 and Fe2O3,

and the ratio between the DMI in Cr2O3 and Fe2O3, is similar 3. We make the same

assumption for the two-site anisotropy. For the Cr-Fe interactions (DMI and two-site

anisotropy), we take averages of the values for Cr2O3 and Fe2O3, similar to what we

saw from our calculated J ’s. We also vary our variables when we simulate the bulk

compounds, to establish which parameters are responsible for which component of the

observed behavior.

6.5 Simulating the bulk materials

Using the magnetic interaction parameters, we can now use MC or SD to study the

magnetism of the bulk materials. As the materials’ bulk behavior is well-known ex-

perimentally, this will serve as a check that we have found appropriate values for the

magnetic interaction parameters. Moreover, it will allow us to discern which magnetic

interactions are responsible for which magnetic behavior. For the bulk materials, we use

unit cells that contain approximately 100000 magnetic moments. These unit cells were

constructed from the unit cells of the bulk compound. For example, starting from the

conventional corundum unit cell, we can create a unit cell for our magnetic simulation

of 30 × 30 × 10 of these conventional cells. Here the number of cells is counted along

the conventional unit cell axes. We performed simulations using both the primitive and

conventional unit cells as a base, and found no significant differences, as long as the

total number of spins was similar. In both cases, periodic boundary conditions were

applied. We note that the oxygen atoms are not simulated, because they carry little to

no magnetic moment and their role in facilitating the exchange interactions is captured

by the parameters that we extracted from first principles. To obtain the ground state,

we performed simulations cooling down from 1500K to 10K, using 300000 relaxation

steps at each temperature to ensure proper convergence of the Néel vector. A discussion

on how we arrived at these settings can be found in Section 6.7.

To judge the accuracy of the model Hamiltonian, we can consider the evolution of the

Néel vector in each compound. The AFM ordering in both compounds is different, so

we must define a different Néel vector for each, LCr for Cr2O3 and LFe for Fe2O3.

3The shape of the DMI vector is set by the crystal symmetry, which is the same for Cr2O3 and Fe2O3,
so this assumption automatically leads to DMI which are consistent with the Cr2O3 symmetry.
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Following the numbering of the TM according to the Wyckoff positions (Eq. 3.10 and

Figure 3.7, the Néel vectors are (in the small unit cell):

LCr =
1

4
(−mCr1 +mCr2 −mCr3 +mCr4) (6.3)

LFe =
1

4
(−mFe1 +mFe2 +mFe3 −mFe4) (6.4)

where the magnetic moments m are unit vectors in our magnetic simulations, such

that L is a unit vector as well. For larger unit cells, the definition is equivalent: the

moments are summed with signs depending on their positions, and then divided by the

total number of moments. In any unit cell we can describe each of the atoms as being

symmetry equivalent to one of the four Wyckoff sites, thus allowing us to determine

with which sign they enter the summation.

6.5.1 Cr2O3

For Cr2O3 we expect the Néel vector LC to be zero as long as the material is param-

agnetic, i.e., as long as the temperature is above the Néel temperature (TN ). Below

TN we expect LCr to increase until the material reaches its AFM ground state. We

furthermore expect LCr ∥ ẑ, for all T < TN . In Figure 6.4, we show the evolution of

the different components of LCr as a function of temperature in our simulations, where

we split LCr into the component parallel to ẑ (L∥ = |Lz|) and the component in the

xy plane (L⊥ =
√

(Lx)2 + (Ly)2). We compare a simulation where we only took the

symmetric exchanges J and the quartic single-ion anisotropy K into account (Figure

6.4a) and one where we used the full Hamiltonian of Eq. 6.1 (Figure 6.4b).

We find a the ground state with the expected AFM ordering (|LCr| = 1) and orientation

of the moments (LCr ∥ ẑ). Also, the magnetic transition occurs around 300K, close to

the experimental Néel temperature of 307K. This behavior is completely captured by

the simple Hamiltonian, showing that including only J and K is sufficient as a minimal

model for Cr2O3. Furthermore, we observe only a small difference between the two

models, indicating that the values for the DMI and two-site anisotropy we estimated

are sufficiently small. Note that, if they would be too larger, we would see a ’Morin

transition’ in Cr2O3.
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6.5.2 Fe2O3

We can make the same comparison for Fe2O3. We plot the temperature evolution of

LFe and in Figure 6.5, again comparing a model with only the symmetric exchanges J

and the quartic anisotropy K, and a model with the full exchange, uniaxial anisotropy,

and dipole-dipole interactions.

We see that, with either model, we capture the same TN and ground state, slightly

overestimating the Néel temperature in both cases. However, we only capture the Morin

transition in the second model, showing that we need more interactions than just J

and K to capture this transitions correctly. Next, we explore which of the additional

interactions (K ′, Dij , Aij and the dipole-dipole interactions) are important to stabilize

the Morin transition, and give an accurate description of the full temperature dependent

magnetic behavior of Fe2O3. First, we try using only J , K and Dij , and see that the

DMI do not suffice to stabilize the transition. By comparing different combinations of

interactions, we find that both the dipole-dipole interactions and the two-site anisotropy

play important roles, because they lower the effective anisotropy. To model the Morin

transition accurately we need the DMI, the two-site anisotropy and the dipole-dipole

interactions.

Furthermore, we explore the number of neighbors that are necessary to accurately model

the magnetic behavior of Fe2O3. As previously mentioned, Ref. [226] extracted param-

eters up to the 13th shell, but we expect that including interactions up to the 5th shell

would be sufficient. We test this hypothesis by comparing two models, one including

interactions up to the 5th and one including interactions up to the 13th shell (Figure

6.6). We find that placing the cutoff at the 5th shell, does not lead to a Morin transition.

Figure 6.4: Temperature dependence of the Néel vector for simulations of Cr2O3

when only taking the symmetric exchanges J and single-ion anisotropy K into account
(a), and when including all the interactions of Eq. 6.1 (b).
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Figure 6.5: Temperature dependence of the Néel vector for simulations of Fe2O3 when
only taking the symmetric exchanges J and single-ion anisotropy K into account (a),

and when including all the interactions of Eq. 6.1 (b).

Figure 6.6: Temperature dependence of the Néel vector for simulations of Fe2O3 when
only taking the magnetic interactions up to the 5th shell into account (a), and when

including all the interactions up to the 13th shell 6.1 (b).

Instead, the Néel vector remains perpendicular to ẑ for all T<TN , and the ground state

is not capture correctly. Only when we keep the interactions up to the 13th shell, do

we capture the Morin transition. Further testing showed that the inclusion of neighbors

beyond the 5th shell is only significant for the dipole-dipole interactions. When we in-

cluding the ’full’ exchange up to the 5th shell, but the dipole-dipole interactions up the

the 13th shell, we simulate both the Morin transition and the ground state accurately.

In fact, Figure 6.5b shows the evolution of the Néel vector with all the exchange inter-

actions cutoff at the 5th shell, but keeping the dipole-dipole interactions up to the 13th

shell. Comparing Figures 6.6b and 6.5b, we see that these show very similar behavior,

confirming that the symmetric exchange, the DMI, and two-site anisotropy beyond the

5th shell do not contribute significantly to the magnetic behavior.
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Figure 6.7: Temperature dependence of the Néel vector for simulations of Fe2O3 when
using our calculated J , K, and K ′ (a), and using the parameters from Ref. [226] (b). In
both cases, the full exchanges were considered up to the 5th shell, and the dipole-dipole

interactions up to the 13th shell.

As discussed in Section 6.4, we extracted J ’s, K, and K ′ from DFT. Of course, the

parameter set from Ref. [226] also contains values for J , K, and K ′, which are similar

but not the same. We can compare simulations of the magnetism of bulk Fe2O3, using

the values we extracted for J , K, and K ′ or those from Ref. [226] (Figure 6.7). In both

cases, we used the Dij and Aij from Ref. [226].

We see that both sets of parameters capture the Néel temperature correctly, show a

Morin transition, and capture the same ground state. However, using the J , K and K ′

we extracted, the transition temperature TM is overestimated. Although this does not

qualitatively change the physics, we decided to use the J , K, and K ′ from Ref. [226]

for the simulations of the heterostructures.

Finally, as discussed previously, for both Cr2O3 and Fe2O3, the values of K ′ are very

small. We tested setting K ′ to zero and did not observe any changes. However, it was

reported that K ′ is necessary to describe the spin-flop transition, which occurs under

the application of a magnetic field. We did not simulate this transition, but keep the

K ′ of Ref. [226] for the Fe sites, and use the K ′ we calculated for the Cr sites, in the

simulation of the heterostructures.

6.5.3 Dipole-dipole interactions

Next, we look more closely at the dipole-dipole interactions and why they are so impor-

tant in Fe2O3. The primary contribution of the dipole-dipole interactions is changing the

anisotropy, but this anisotropy also depends on the orientation of the two dipoles with

one another. This orientation is set mostly by the symmetric exchange. If the connecting
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Figure 6.8: The arrangement of two dipoles that minimize the energy of the dipole-
dipole interaction for two dipoles oriented perpendicular to their connecting vector (a)

and parallel to their connecting vector (b).

Figure 6.9: The magnitude of the dipole-dipole interaction per unit cell, for Cr2O3 (a)
and Fe2O3 (b), comparing ferromagnetic (FM) and antiferromagnetic (AFM) arrange-
ments of the magnetic dipoles. Note that we used the ground state AFM orderings for

each compound, +−+− for Cr2O3 and +−−+ for Fe2O3.

vector is perpendicular to the two dipoles, the dipole-dipole interaction prefers them to

be arranged antiferroically (Figure 6.8a). If the connecting vector is parallel, the dipole-

dipole interaction energy is minimized when the dipoles are ordered ferroically (Figure

6.8b). In our materials, this means that when two dipoles are ordered antiferroically,

due to other magnetic interactions, the dipole-dipole interaction energy is lowered when

they are oriented perpendicular to their connecting vector. Vice-versa, when they are

ordered ferroically, an orientation parallel to the connecting vector is favored by the

dipole-dipole interaction

The contribution to the effective anisotropy is captured by ∆E = Edd(m ⊥ z)−Edd(m ⊥
z), with Edd = −µ0

8π

∑
i ̸=j µsiµsj

(3(êi·rij)(rij ·êj)
|r5

ij |
− êi·êj

|r3
ij |
)
. In Figure 6.9, we plot the

cumulative ∆E as a function of atomic distance and compare the respective ground

state AFM ordering and FM ordering in Cr2O3 and Fe2O3.

We see that for Cr2O3 the total contribution of the dipole-dipole interaction to the

anisotropy converges to comparable small values of opposite sign for the FM and AFM
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arrangement. For Fe2O3 ∆E remains significant for both FM and AFM arrangement

at large distances. We can explain the difference in ∆E for the FM ordering in the

two compounds from the difference in the bulk lattice parameters and the difference in

the magnitude of the magnetic moments. Note that the dipole-dipole interaction scales

with the square of this magnitude, so the difference between 2.6µB (Cr2O3) and 4.1µB

(Fe2O3) is significant. The remaining difference between ∆E for AFM orderings in the

two compounds originates from the difference in these orderings. If we check the ∆E

contribution in Fe2O3 for the AFM ordering that is the ground state of Cr2O3 (+−+−),

we find ∆E to have a compatible value to ∆E for FM arrangement, but of opposite sign,

the exact same behavior we saw in Cr2O3.

Even though we see that the role of the dipole-dipole interaction is very small in Cr2O3,

it is significant in Fe2O3 and may play an important role in the magnetism of the

heterostructures as well. Also, it is desirable to keep a consistent set of interactions. So

for the simulations of the heterostructure, we set the cutoff for the full exchange at the

5th shell, and for the dipole-dipole interactions at the 13th shell.

6.6 Simulating the heterostructures

To simulate the magnetic behavior of the heterostructures, we need to establish the

atomic positions, as the dipole-dipole interactions depend on these.

We can do this in DFT, but there is a caveat; the atomic positions are not independent

of the magnetic ordering. We proceed as follows. We relax the mixed-metal and oxygen-

separated interfaces with different collinear AFM orderings, letting the unit-cell volume

and the atomic positions relax. We see that the unit cell size is very similar for each of

these, so we take the average. With this unit cell size, we then relax the atomic positions

again. We find these positions to be fairly similar for different magnetic arrangements

with the same interface, but to differ for the two interface types. We average over

the magnetic arrangements but keep two sets of atomic positions, one for the mixed-

metal interface and one for the oxygen-separated interface. We note that these positions

only change the dipole-dipole interactions, as all the other magnetic interactions were

calculated in the bulk, and do not explicitly depend on the positions.

6.6.1 Electronic properties of the interface

We confirm in DFT that the heterostructure remains insulating by looking at the density

of states (DOS). In the full DOS, a band gap is present, although it is reduced compared
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Figure 6.10: Layered density of states (DOS) for the oxygen-separated interface (a)
and the mixed-metal interface (b). Layers are formed by three oxygens at the same
z-position and the two metal ions above and below along the z axis. Layers containing
Cr and O contributions are colored blue, layers with Fe and O contributions are colored
yellow, and layers with Cr, Fe and O are colored green. The grey dotted line indicates
the global Fermi level, and the blue dotted line indicates the lowest the top valence band
goes in the layers. The difference between the blue and grey dotted lines indicates the

band offset.

to the bulk compounds. This band gap changes size, but never vanishes for any collinear

AFM ordering we sampled. We can also look at the DOS in different layers of the unit

cell. We plot the density of states layer by layer in Figure 6.10, and see that the reduction

of the band gap is caused by a band offset. Although the aim of this study was not to

accurately determine the band gaps and offsets in the heterostructure, the band offsets

we find differ for the two interface types (-0.4 eV for the oxygen-separated interface

and -0.6 eV for the mixed-metal interface), and are similar to those found in previous

computational studies [223].

6.6.2 Simple model

Now, we will derive the ground state of our heterostructures for two scenarios, starting

with a minimal Hamiltonian, which includes only the symmetric exchange J , included

up to the 5th shell, and the leading term of the SIA, the quadratic term K:
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H =−
∑
i ̸=j

Jij êi · êj −Ki

∑
i

e2i,z (6.5)

As established in the previous section, with just these terms we capture both the Néel

temperatures of Cr2O3 and Fe2O3 and find the correct ground states. This works be-

cause the magnetic ordering transition is dominated by the terms that have the largest

contribution to the energy, which are the J ’s. Furthermore, we can capture the ground

states of both compounds correctly, as the final orientation of the Néel vector is deter-

mined by the anisotropy term. Yet, this model cannot capture the Morin transition,

which requires the addition of the DMI, the two-site anisotropy and the dipole-dipole

interactions.

We constructed unit cells of 20 × 20 × 12 unit cells of the oxygen-separated or mixed-

metal interface type (Figures 6.1c and d). As these unit cells contain one layer of each

compound, stacking them along z results in multiple layers forming; a supercell. For the

20×20×12 unit cell, there are 24 layers, 12 layers of each compound. We tried different

unit cell sizes, for example 25× 25× 8, but found no significant differences, so we focus

on the results for the 20 × 20 × 12 unit cell here. We can derive the ground state of

both interface types from the set of exchanges and anisotropies described above. We

again cool down from 1500K to 10K, and find the expected signatures of ordering at

the Néel temperatures for Cr2O3 and Fe2O3. For both interface types, we see a slightly

reduced Néel temperature for Fe2O3, which we understand in the following way. In

the heterostructure, the Fe moments order first. Because of the supercell structure, the

order Fe moments in each layer order independently, as they by layers of unordered Cr

moments. When we look at Fe2O3 in a slab geometry, we see a similar reduction in

Néel temperature, and this trend has also been observed experimentally in thin films of

Fe2O3 [234].

Now to classify the type of ordering in the heterostructures, we first looked at the

individual magnetic moments, and noticed that, at 10K they were oriented mostly

parallel to ẑ. Furthermore, the Cr moments in the Cr2O3 layers and the Fe moments

in Fe2O3 seemed to stick to the bulk AFM orderings. Thus, we can use the Néel vector

of each layer, to classify the order of the heterostructure. Here the assumption is that

each layer will be a single domain, meaning that the Néel vector is the same for every

unit cell in the layer.

Starting with the oxygen-separated interface, we show the Néel vectors LCr in the Cr2O3

layers and in the LFe in the Fe2O3 layers, where we averaged over all the unit cells in
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Figure 6.11: Néel vector per layer in the oxygen-separated interface, for the Cr2O3

layers (a, c) and the Fe2O3 layers (b,d) at 10K (a,b) and at 400K (c,d). The 20×20×12
unit cell results in twelve layers of each compound. The Néel vectors LCr and LFe are

as defined in Eqs. 6.3 and 6.4.

each layer (Figure 6.11). Note that we show the components of the vector along each

Cartesian axis, rather than the components parallel and perpendicular to ẑ.

At 10K both the Cr2O3 and Fe2O3 layers are ordered, with the Néel vectors parallel to z.

Furthermore, all the layers of the same compound have the same sign of L, which means

that we have a specific combination of AFM domains, domain 1 of Cr2O3 and domain 2

of Fe2O3, as defined in Figure 2.2. At 400K, the Cr2O3 layers are completely unordered,

as we would expect as TN,Cr < 400K. The Fe2O3 layers are ordered, but the ordering

of the layers is independent; some are in AFM domain 1 and some in AFM domain 2.

Then, when the Cr2O3 layers order, the Fe2O3 layers adapt to all have the same domain

and match the Cr2O3 layers. Thus, it seems that for the oxygen-separated interface, the

ground state involves layers of Cr2O3 domain 1 and Fe2O3 domain 2 (or equivalently

Cr2O3 domain 2 and Fe2O3 domain 1 are combined), because ferroically aligning the

magnetic moments of the interfacial Cr-Fe pair with the shortest interatomic distance
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Figure 6.12: The ground state for the oxygen-separated interface supercell, showing a
single antiferromagnetic (AFM) domain for each Cr2O3 layer and single AFM domain
for each Fe2O3 layer. The Cr2O3 layers are displayed in blue and Fe2O3 layers in
orange, with the AFM domains as defined in Figure 2.2. Insets show the local magnetic
environment at each interface, with the Cr and Fe atoms displayed in blue and gold,
respectively. Magnetic moments on Cr are displayed in blue, with the moments pointing
down in a lighter shade for contrast. Similarly, magnetic moments on Fe are displayed

in gold, with the moments pointing down in a lighter shade for contrast.

(J1) is favored. We visualize this ground state and the local ordering of the moments

at the interface in Figure 6.12. We perform DFT simulations, where we compare the

energy of the oxygen-separated interface which combines Cr2O3 domain 1 and Fe2O3

domain 1, and the interface with Cr2O3 domain 1 and Fe2O3 domain 2, and find that

the latter is indeed lower in energy. This also follows from analytically comparing the

different arrangements using the given exchanges, further establishing that the magnetic

ground state of the oxygen-separated interface is this combination of domains.

In comparison, the mixed-metal interface shows a very different ground state. Here

the Néel vector switches sign every other layer, combining both AFM domains of both

compounds (Figure 6.13). Similarly to the oxygen-separated interface, the Fe2O3 layers

are already quite ordered at 400K, with each layer independent. This ordering adapts

completely once the Cr2O3 layers also start to order. We perform DFT calculations

and an analytic analysis, this time comparing the switching domains with other domain

patterns, and indeed find the switching domains to be the lowest energy arrangement.

This mixed-metal ground state corresponds to a magnetic ordering with the interfacial

Cr-Fe pair with a J2 interaction aligned ferromagnetically. Interestingly, the switching

AFM domains ensure that the FM J2 pair at the interface is maintained (Figure 6.14).

The smallest magnetic unit cell for supercells with this interface type thus contains 120

atoms, instead of 60, as it includes both AFM domains of each compound. This complex
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Figure 6.13: Néel vector per layer in the mixed-metal interface, for the Cr2O3 layers
(a, c) and the Fe2O3 layers (b,d) at 10K (a,b) and at 400K (c,d). The 20 × 20 × 12
unit cell results in twelve layers of each compound. The Néel vectors LCr and LFe are

as defined in Eqs. 6.3 and 6.4.

magnetic order results purely from the physical interface engineering. We note that in

our DFT calculations, the oxygen-separated interface with its favored magnetic ordering

was slightly lower in energy than the mixed-metal interface with its favored magnetic

ordering.

We point out that we find the same ground states for both the oxygen-separated interface

and the mixed-metal interface using the Js we extracted for heterostructure constrained

to the Al2O3 in-plane lattice parameters, showing that the ground states are robust

against the degree of changes in the exchange that is caused by strain.

Finally, we see that in both ground states there is a change in the layer magnetization.

In bulk Fe2O3 we have buckled layers that are ordered ferroically, with each layer having

opposite magnetization to the next. In contrast, each buckled layer in Cr2O3 has com-

pensated moments. Looking at Figure 6.14, the interface layer has ferroically aligned Fe
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Figure 6.14: The ground state for the mixed-metal interface supercell, showing al-
ternating antiferromagnetic (AFM) domains for Cr2O3 and Fe2O3. Cr2O3 layers are
displayed in shades of blue and Fe2O3 layers in shades of orange, with the AFM do-
mains as defined in Figure 2.2. Insets show the local magnetic environment at each
interface, with the Cr and Fe atoms displayed in blue and gold, respectively. Magnetic
moments on Cr are displayed in blue, with the moments pointing down in a lighter
shade for contrast. Similarly, magnetic moments on Fe are displayed in gold, with the

moments pointing down in a lighter shade for contrast.

and Cr magnetic moments. The magnetization of this layer is less than that of the Fe

layers, as the magnitude of the Cr moment is smaller. This ’interfacial magnetization’ is

the same for two consecutive interfaces, and then switches sign. In the oxygen-separated

interface, the transition is abrupt, changing directly from a compensated Cr layer to a

ferroically ordered Fe layer. Of course, for both interfaces, each Cr2O3 and Fe2O3 layer

still contains an even number of ’up’ and ’down’ magnetic moments, so the full stack is

always AFM.

6.6.3 Full set of magnetic interactions

Now we simulate the supercells with all the magnetic interactions, so with the DMI,

the two-site anisotropy, the quartic SIA, and the dipole-dipole interactions included

(Eq. 6.1). Of course, the magnetic simulation will attempt to find the ground state
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Figure 6.15: Néel vector per layer in the oxygen-separated interface, for the Cr2O3

layers (a, c) and the Fe2O3 layers (b,d) at 10K (a,b) and 400K (c,d). The 20× 20× 12
unit cell results in twelve layers of each compound. The Néel vectors LCr and LFe are

as defined in Eqs. 6.3 and 6.4.

corresponding to the Hamiltonian we supplied it with. How accurately this describes

our system depends on how well the physics of the real system is captured by this

Hamiltonian. In the previous model, it was perhaps expected to find a ground state

in which the spins were aligned collinearly, as the only possible driver of canting was

competition between the J ’s. Now, including the DMI, the two-site anisotropy, and

the dipole-dipole interactions, there is a possibility of finding more complex magnetic

behavior, and probably giving a more accurate description of the real interfacial system.

We plot the Néel vector per layer at 10K and 400K for simulations cooling down from

1500K to 10K for the oxygen-separated interface (Figure 6.15) and the mixed-metal

interface (Figure 6.16) using the full Hamiltonian.

We see that in both cases, we no longer find the ground states we had in the simple

Hamiltonian model. In both cases, the Fe2O3 layers order first and maintain that order

even when the Cr2O3 starts to order, rather than adjust. However, we still find a state

that has a collinear AFM ordering in both cases.
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Figure 6.16: Néel vector per layer in the mixed-metal interface, for the Cr2O3 layers
(a, c) and the Fe2O3 layers (b,d) at 10K (a,b) and at 400K (c,d). The 20 × 20 × 12
unit cell results in twelve layers of each compound. The Néel vectors LCr and LFe are

as defined in Eqs. 6.3 and 6.4.

The question is whether the states we find at 10K are truly the ground states, or whether

the simulations get stuck in a local minimum. We test this by looking at the energy of

the previous ground states we found in the model using just J and K. We start with

the mixed-metal interface, for which we found a ground state with a switching AFM

domain pattern in the model with just J and K. We find that switching AFM domain

arrangement still has a low energy, lower than the state we found by cooling the system

with the full Hamiltonian (Figure 6.16). Furthermore, when we start from the switching

AFM domain pattern arrangement, the system remains in that state when we heat

it, until the Cr2O3 and Fe2O3 layers disorder when the respective Néel temperatures

are reached. We see very similar behavior for the oxygen-separated interface, where

the single AFM domain of each ground state is also lower in energy than the state

we found by cooling (Figure 6.15). This suggests that including the DMI, the two-site

anisotropy, and the dipole-dipole interactions, does not change the ground state, but the

system is more likely to get stuck in a local minimum. We point out that this could be
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Figure 6.17: Temperature dependence (a) and convergence at 500K (b) of the Néel
vector for simulations of Fe2O3 in a slab geometry with 65 × 65 × 1 conventional unit

cells of Fe2O3 (50700 spins).

representative of the real system, and we may see something similar in experiment; the

Fe2O3 layers would also order first, and may not be able to overcome the energy barrier

to change the AFM domain state when the Cr2O3 layers start to order.

Finally, we mention that we do not see a strong signature of the Morin transition in

the simulations of the heterostructure. Like the lowering of the Néel temperature, this

is a consequence of the slab geometry. Compared to the bulk, the Morin transition

temperature is raised for simulations of Fe2O3 in a slab, (Figure 6.17a). This has also

been observed in experiments: in thin films the Morin temperature is enhanced [234,

235]. We furthermore see that the slab geometry raises issues with convergence. As

mentioned previously, and as will be discussed in detail in Section 6.7, we need a large

amount of spins to reach proper convergence. This is an issue in the heterostructure

because our Fe2O3 layers are separated, lowering the effective amount of spins. Although

the magnitude of the Néel vector is well converged, its direction varies. As we capture

the Morin transition through the reorientation of the Néel vector, this convergence issue

impacts our ability to simulate that transition.

This suggest that we need much larger unit cells, and possibly more convergence steps to

properly capture the Morin transition and its effect on the magnetism of the heterostruc-

ture. Furthermore, it shows that there is fine balance between the different magnetic

parameters, and finding the global minimum is not straightforward.
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Figure 6.18: Temperature dependence (a) and convergence at 300K (b) and 800K
(c) of the Néel vector for a Monte Carlo (MC) simulation of Fe2O3 with 16384 spins,

and 200000 MC steps per temperature.

6.7 Convergence

In this section, we discuss some of the convergence parameters, such as the number of

simulation steps and the number of simulated spins. We also compare the differences

and similarities between MC and SD simulations.

We will compare different calculations of bulk Fe2O3, all with the same, full interaction

Hamiltonian of Eq. 6.1.

We start by looking at the convergence of a MC simulation of approximately 16000 spins,

cooling down from 1500K to 10K, with 200000 steps at each temperature (Figure 6.18).

We see that the proper ground state is found; at 10K the length of the Néel vector

is 1 and it is oriented parallel to z. We also find an appropriate Néel temperature.

However, if we look at the Néel vector as a function of the number of MC steps at a

specific temperature, we see that there are issues with the convergence of the direction

of the Néel vector (Figure 6.18a,b). The length |L| is well converged, but the direction

seems to change during the 200000 MC steps, without looking like it is converging to a

steady value, suggesting that adding more MC steps does not resolve the problem. This

effect seems to be more prominent at higher temperatures (until the Néel temperature

is reached, and all component of L are zero).

Performing the same calculations with SD, now with 200000 timesteps at each tempera-

ture (and the timestep set to the standard value of 10−16s), we see very similar behavior

to the MC simulation of the same system (Figure 6.19). The correct ground state is

found at 10K, but the orientation of the Néel vector does not converge well at higher

temperatures. We point out that the Néel temperature is slightly larger than in the

MC simulation. We observe the same comparing simulations of Cr2O3; with exactly the

same Hamiltonian, the MC simulation always gives a slightly lower ordering temperature

than the SD simulation. The origin of the discrepancy is unclear.
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Figure 6.19: Temperature dependence (a) and convergence at 300K (b) and 800K
(c) of the Néel vector for a spin dynamics (SD) simulation of Fe2O3 with 16384 spins,

and 200000 SD timesteps per temperature.

The issue with converging the orientation of the Néel vector stems from the fine balance

between the different magnetic interaction parameters. We could potentially resolve it

by artificially enlarging the SIA. This works well for Cr2O3, which is a collinear easy-axis

AFM below its Néel temperature, but it completely suppresses the Morin transition in

Fe2O3. We can resolve the issue with the convergence instead by including more spins

in the simulation, i.e., by choosing a larger unit cell. We show the results of an SD

simulation with approximately 100000 spins in Figure 6.20. Here the convergence is

much better, and we can distinguish the Morin transition clearly. We also see that using

500000 timesteps is not necessary, as very little changes after the first 100000 steps. To

be sure, we used 300000 steps in the calculation shown previously.

Figure 6.20: Temperature dependence (a) and convergence at 300K (b) and 800K
(c) of the Néel vector for spin dynamics (SD) simulation of Fe2O3 with 108000 spins,

and 500000 SD timesteps per temperature.

6.8 Conclusion

We explore the interface between Cr2O3 and Fe2O3, which shows a discontinuity, chang-

ing between two types of AFM order. We extract magnetic interaction parameters from

DFT, obtaining reasonable parameters for the symmetric exchanges J , and the quadratic

single-ion anisotropy K. With our method, we are unable to extract the DMI and the
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two-site anisotropy, and base them instead on previous computational work from Ref.

[226]. We test the role of the different magnetic interactions in the bulk materials and

find the Cr2O3 behavior to be dominated by the symmetric exchanges J and the single-

ion anisotropy K. In Fe2O3, J and K are sufficient to capture the Néel temperature and

the ground state correctly, but the DMI, two-site anisotropy, and the dipole-dipole in-

teractions are necessary to describe the reorientation of the Néel vector that occurs with

the Morin transition. We also test including different numbers of nearest neighbors, and

conclude that up to the 5th shell (14 neighbors in total per atom) is sufficient for the full

exchange (J , D and A), but the dipole-dipole interactions need to be included up to the

13th shell (53 neighbors in total per atom). We compare the dipole-dipole interactions

in Cr2O3 and Fe2O3 and show that they contribute more significantly in Fe2O3, which

we attribute mostly to the difference in the AFM ordering in the two compounds. The

remaining difference can be explained by the unit cell volume and size of the magnetic

moments, which are also distinct. We model the magnetism of the (001) interface and

consider two atomically sharp interface types: oxygen-separated and mixed-metal. We

compare two models for the magnetism of the interfaces, one with only J and K, and

one with the full set of magnetic interactions. For the first model, we find a ground state

for the oxygen-separated interface which consists of a combination of one AFM domain

of each material. Instead, the mixed-metal interface shows switching AFM domains for

both compounds. We confirm that these are the ground states with a combination of

DFT calculations and analytical analysis. Additionally, even though the Fe2O3 layers

order first, they readjust their ordering once the Cr2O3 layer order as well. In the sec-

ond model, the fine balance between the different magnetic interactions makes it more

difficult to find the ground state in for both interface types. Here the Fe2O3 layers order

first, and then the system is stuck with that ordering, i.e., the ordering of the Cr2O3

layers is unable to adjust the Fe2O3 ordering. We find that the ground states are likely

the same as in the model with just J and K, but that the system cannot reach these

ground states as easily. We note that the inability to find the ground state may be repre-

sentative of the real system; it can be difficult to switch the Fe2O3 domains so far below

its Néel temperature. Regardless of the model, we find distinct ground states for the

oxygen-separated and mixed-metal interfaces. Finally, we see that the layer geometry

changes the behavior of Fe2O3. In the thin layers, the Néel temperature is suppressed

and the Morin temperature enhanced, such that thin layers mostly the low-temperature

collinear AFM ordering. Furthermore, the simulation struggles to converge the orienta-

tion of the Néel vector, which may be resolved by simulating more spins, or choosing a

different unit cell geometry, e.g., thicker layers.



6.9: Outlook 167

6.9 Outlook

This work can be extended in several ways, for example by studying different interface

planes or more rough interfaces. In principle, there are many possibilities to simulate.

Take for example the interface environment of the (001) interface. First of all, it is

known that the electrostatically favorable surface termination for the corundum struc-

ture is the one with a dangling metal ion at the top, i.e., the one that would result in

the mixed-metal interface when a different material is grown on top. However, Fe2O3

may show an oxygen layer at the top, when grown under sufficient oxygen pressure [222].

The top layer can host vacancies as well, and the (001) surface of Cr2O3 shows several

surface reconstructions at different temperatures [236]. Furthermore, thin film growth,

using methods like pulsed laser deposition or molecular beam epitaxy, occurs at very

high temperatures, and metal ions may diffuse into the layer of the other compound.

Taking all these factors together, it is unlikely that the (001) Cr2O3/Fe2O3 interface

would be atomically sharp, as we simulated here. Other than chemical disorder, there is

the additional option of dislocations due to the strain, as in known to occur for Cr2O3

and Fe2O3 grown on Al2O3 [237, 238]. It would be useful to have experimental results,

for example from transmission electron microscopy, to confirm what such an interface

would look like, or at least reduce the number of possibilities.

Besides changing the interface plane and roughness, we can explore various unit cell

geometries. For example, we may consider the role of the layer thickness, study the

effect of a single interface, rather than supercells, or examine supercells with both in-

terface types. The dependence of the ground state on the chemistry of the interface

is intriguing, and it would be interesting to see if this persists when there is a single

interface. Moreover, we could use the chemistry of the interface as a pathway to control

the domain state of one compound, by controlling the domain state of the other. For

example, the oxygen-separated interface prefers a combination of a single domain of each

compound. As we saw in Chapter 4, we can use ME annealing to control the domain

state of Cr2O3. Controlling the Fe2O3 order this way, does require that the Fe2O3 layers

are able to reorder when the Cr2O3 layers order. If the coupling across the interface

is sufficiently strong, in a thin layer of Fe2O3 on top of a think layer of Cr2O3 or bulk

Cr2O3, the Fe moments may be able to overcome the reordering barrier. Furthermore,

we could purposefully create an excited magnetic state, for example by enforcing all the

Cr2O3 layers in the mixed-metal supercell to have the same AFM domain, using ME

annealing.

Another possibility, which would be strengthened by collaboration with experiment,

would be to model dynamics, rather than equilibrium states. For example, the propa-

gation of spin waves has recently attracted attention in Fe2O3 [6, 53], and it would be

interesting to observe such propagation across Cr2O3/Fe2O3 interfaces.
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Finally, there is the somewhat intriguing question of the inversion symmetry across the

slab. In bulk, the inversion symmetry in Cr2O3 is broken, while the inversion symmetry

in Fe2O3 is preserved. The presence of a single interface breaks the inversion symmetry

by definition, although this does not have to be the case for multiple interfaces. Yet,

both the oxygen-separated and mixed-metal ground states break inversion symmetry. It

would be interesting to explore the effects of this symmetry breaking on the multipoles,

ME effects, and spin-splitting.



Chapter 7

Conclusion and Outlook

During my PhD, I have studied the interplay of symmetry, magnetic multipoles, mag-

netoelectric (ME) effects, and magnetic ordering in the corundum structure transition

metal oxides Cr2O3 and Fe2O3, as well as heterostructures of the two materials. Despite

sharing a crystal structure and both being insulating antiferromagnets, the magnetic

ordering in Cr2O3 breaks the inversion symmetry, while the magnetic ordering of Fe2O3

preserves it. The similarities of their local symmetries mean that the same magnetic

multipoles are allowed on the atomic sites in both compounds. Still, the difference

in global symmetry gives rise to different ordering of these local magnetic multipoles,

resulting in distinct properties. Another consequence of the difference in magnetic or-

dering is a discontinuity at Cr2O3/Fe2O3 interfaces. To deepen the understanding of the

magnetic multipoles and the effects they give rise to, I used a combination of symmetry

analysis and density functional theory (DFT). These methods gave me access to the

signs and magnitude of the multipoles, the local ME effects, and the non-relativistic

spin splitting, allowing me to address vital questions regarding their relationship. Fur-

thermore, I used a combination of DFT and spin dynamics techniques to address the

problem of the magnetic ordering of the Cr2O3/Fe2O3 interface, allowing the simulation

of temperature-dependent magnetism in large unit cells.

In this thesis, I presented my research divided into four topics: Magnetic multipoles

and local ME effects in Cr2O3 and Fe2O3, the sign of the linear ME effect in Cr2O3,

non-relativistic spin splitting (NRSS) and magnetic triakontadipoles in Fe2O3, and the

magnetism of Cr2O3/Fe2O3 heterostructures, each of which I summarize here:

In Chapter 3, I established a relation between the local magnetic quadrupolar order and

the local atomic linear ME response, discussing both Cr2O3 and Fe2O3 as examples.

Using a combination of symmetry and multipole analysis, we predicted an off-diagonal

linear anti-ME in Cr2O3, beyond the well-established diagonal linear ME effect. In

169
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Fe2O3, we predicted both diagonal and off-diagonal linear anti-ME effects. We con-

firmed our predictions using ab initio calculations of the induced moments. In both

materials, we additionally found non-negligible local second-order ME responses, which

we rationalized with the presence of magnetic octupoles. In Fe2O3, the local second-

order ME responses sum up to net response along some directions, revealing Fe2O3 to

be a net second-order ME material. Thus, we showed the strong connection between

the different (local) ME effects and the underlying ordering of magnetic quadrupoles

and octupoles. In particular, we identified an antiferroic order of magnetic quadrupoles

that constitutes a new type of hidden order, adding another example to the growing

list of hidden orders in condensed matter physics and highlighting their importance in

determining material responses. Furthermore, the concept of ME response in ordered

materials can be broadened using our results; a local ME response does not require

global symmetry breaking, so even in materials that preserve both time reversal (with

a fractional translation) and inversion a non-zero local ME tensor is allowed.

I subsequently discussed the relation between the sign of the net linear ME effect and

the antiferromagnetic (AFM) domains of Cr2O3 in Chapter 4. This relationship was

well established, but which sign belonged with which domain had been a point of con-

tention in the literature, which we resolved by combining a literature review, new ab

initio results, and a careful reanalysis of spherical neutron polarimetry data. The discus-

sion regarding this domain-dependent sign of the ME coefficient α, was complicated by

the temperature dependence of the two independent components of α, α⊥ and α∥, and

ambiguous terminology related to the usage of spin and magnetic moment. We showed

that all ab initio results, those from the literature and our own, consistently assigned

the same sign of the low-temperature α to the same domain across multiple codes and

methods. Furthermore, we established that the room-temperature spherical neutron po-

larimetry data are consistent with the low-temperature ab initio findings given that the

room-temperature sign of α∥ is opposite to its low-temperature sign. Thus, this work

demonstrates the previously questioned agreement between computational and exper-

imental findings regarding the sign of the ME coefficient in the two AFM domains of

Cr2O3, and highlights the importance of treating signs and nomenclature carefully.

Next, in Chapter 5 we demonstrated the connection between the ferroic ordering of

magnetic multipoles and the non-relativistic spin splitting (NRSS) in Fe2O3. First, we

identified ferroically ordered rank-5 magnetic triakontadipoles in the low-temperature

AFM phase of Fe2O3 and showed they are present even in the absence of spin-orbit

coupling, where they are the lowest-order time-reversal symmetry breaking multipole.

This ferroic ordering of the magnetic triakontadipoles is the likely cause for the NRSS

in Fe2O3, which has the same g-wave symmetry as the magnetic triakontadipoles. We

established this relation by varying the sign, ordering, and magnitude of these magnetic

triakontadipoles, showing that the spin splitting alters as a consequence. We further
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demonstrated that the ferroic ordering of the magnetic triakontadipoles persists in the

weakly ferromagnetic (FM) phase above the Morin transition. Here the spin splitting

is dominated by the magnetic triakontadipole contribution compared to the magnetic

dipoles, which also have a ferroically ordered component in this phase.

Finally, I examined the magnetism of Cr2O3/Fe2O3 heterostructures in Chapter 6, focus-

ing on two atomically sharp arrangements of the (001) interface, which we called oxygen-

separated and mixed-metal. We showed that with Heisenberg exchanges and the single

ion anisotropy extracted from DFT, we capture the Néel temperatures and magnetic

ground states of both compounds correctly, but need to include the Dzyaloshinskii-

Moriya interaction, two-site anisotropy, and dipole-dipole interaction to described the

Morin transition and the high-temperature weakly FM phase of Fe2O3. Specifically, we

find the dipole-dipole interactions to give a much larger contribution to the effective

anisotropy in Fe2O3, than Cr2O3, which we attribute to the different AFM ordering,

atomic positions and size of the magnetic moment. For the heterostructure, we com-

pared two magnetic models, one with only the Heisenberg exchanges and the single ion

anisotropy, and one with the Dzyaloshinskii-Moriya interaction, two-site anisotropy, and

dipole-dipole interaction included as well. For both models, we find different magnetic

ground states for the two interface types: the oxygen-separated interface shows a com-

bination of one domain of each compound, while the mixed interface has layers with

switching AFM domains. In the simple model, the Fe2O3 layers, which order at higher

temperatures, adjust their ordering when the Cr2O3 layers order. The additional interac-

tions in the complex model make the Fe2O3 ordering more robust, and this readjustment

does not take place, such that the system adopts a low-temperature state which is not

the ground state.

Throughout this thesis, I have mentioned several prospects for future research, some of

which I highlight here. For the magnetic multipoles and the local ME effect, it would be

illuminating to resolve questions regarding the sign of the multipoles in different mate-

rials, and the corresponding signs of the ME effects. Furthermore, research into possible

observables resulting from local ME effects would guide experimental observation.

Regarding the sign of the ME coefficient in Cr2O3, this may guide further exploration of

the surface magnetism of Cr2O3, as well as inspire similar studies on other ME materials.

In the context of the magnetic triakontadipoles and the non-relativistic spin splitting,

finding the representation of the rank-4 and rank-3 triakontadipole components would

allow the comparison of the k-space representations and further our understanding of

the nodal points. Also, our present understanding of the relation between d-wave and

g-wave spin splitting with magnetic multipoles of rank 3 and rank 5, implies that rank-7

magnetic multipole will be responsible for the i-wave spin splitting, which requires fu-

ture investigation. Finally, the heterostructures could be explored further with many
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different geometries, varying the interfacial planes and roughness, the thickness of the

Cr2O3 and Fe2O3 layers, and the number of interfaces. Together with experiment, future

research has the potential to resolve the questions on the common interfacial geometries,

the band offset, and the likelihood of the Fe2O3 layer reordering.



Appendix A

Overview of acronyms used in

this thesis

Acronym Meaning

AFM Antiferromagnetic
APW Augmented plane wave
BZ Brillouin Zone
Cr Chromium
DFT Density functional theory
DMI Dzyaloshinskii-Moriya interaction
DOS Density of states
Fe Iron
FM Ferromagnetic
GGA Generalized gradient approximations
LDA Local density approximation
LSDA Local spin density approximation
NRSS Non-relativistic spin splitting
MC Monte Carlo
ME Magnetoelectric
O Oxygen
PBE Perdew-Burke-Ernzerhof
PAW Projector-augmented wave
SCF Self-consistent field
SD Spin dynamics
SIA Single-ion anisotropy
SNP Spherical neutron polarimetry
SOC Spin-orbit coupling
TM Transition metal
VASP Vienna ab initio simulation package
XC Exchange-correlation
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[159] F. Tasset, P. J. Brown, E. Lelièvre-Berna, T. W. Roberts, S. Pujol, J. Allibon, and

E. Bourgeat-Lami. “Spherical neutron polarimetry with Cryopad-II”. Physica B

267-268 (1999), pp. 69–74. doi: 10.1016/S0921-4526(99)00029-0.
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[181] L. Šmejkal, R. González-Hernández, T. Jungwirth, and J. Sinova. “Crystal time-

reversal symmetry breaking and spontaneous Hall effect in collinear antiferro-

magnets”. Sci. Adv. 6.23 (2020), eaaz8809. doi: 10.1126/sciadv.aaz8809.

[182] L.-D. Yuan, Z. Wang, J.-W. Luo, E. I. Rashba, and A. Zunger. “Giant momentum-

dependent spin splitting in centrosymmetric low-Z antiferromagnets”. Phys. Rev.

B 102 (2020), p. 014422. doi: 10.1103/PhysRevB.102.014422.

[183] S. Hayami, Y. Yanagi, and H. Kusunose. “Bottom-up design of spin-split and

reshaped electronic band structures in antiferromagnets without spin-orbit cou-

pling: Procedure on the basis of augmented multipoles”. Phys. Rev. B 102 (2020),

p. 144441. doi: 10.1103/PhysRevB.102.144441.

[184] I. I. Mazin, K. Koepernik, M. D. Johannes, R. González-Hernández, and L.
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Schmoranzerová, A. Bad’ura, A. Thomas, V. Baltz, L. Michez, J. Sinova, S. T. B.
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neous anomalous Hall effect arising from an unconventional compensated mag-

netic phase in a semiconductor”. Phys. Rev. Lett. 130 (2023), p. 036702. doi:

10.1103/PhysRevLett.130.036702.

https://doi.org/10.1038/s41467-021-26915-3
https://doi.org/10.1038/s41467-021-26915-3
https://doi.org/10.1038/s41928-022-00744-8
https://doi.org/10.1103/PhysRevLett.128.197202
https://doi.org/10.1103/PhysRevLett.129.137201
https://doi.org/10.48550/ARXIV.2012.15651
https://doi.org/10.1038/s41928-022-00866-z
https://doi.org/10.1038/s41928-022-00866-z
https://doi.org/10.1103/PhysRevLett.130.036702


Bibliography 199
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