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Abstract

Efforts to control the spread of disease in a population require data collection
on its prevalence over time. Analysing this data can give insights into how
disease spreads and provide feedback on the effectiveness of intervention meth-
ods. Wastewater-based epidemiology (WBE) involves sampling wastewater from
a treatment plant to collect data on disease prevalence in the population served
by a particular sewage catchment. This data can be used to estimate metrics such
as effective reproduction numbers (Rt) which can inform public health decision
making.

WBE contains several sources of uncertainty and the resulting data are noisy,
requiring statistical analysis to gain meaningful measurements. This includes
normalisation to account for population or system dynamics, and smoothing of
signal to understand trends. When data containing outliers are used to inform
models about the spread of disease, these outliers can have an impact on the
model analysis. The identification and removal of such data points could improve
modelling results and provide a more reliable basis for decision making for disease
control.

The Wastewater Monitoring Laboratory, part of the Swiss Federal Institute
of Aquatic Science and Technology, collects data on the concentration of four dif-
ferent respiratory pathogens in the wastewater from fourteen different treatment
plants around Switzerland using digital PCR (dPCR). This data set was used to
develop an outlier detection method able to deal with multiple challenges pre-
sented by the specific nature of wastewater-based dPCR data, thereby allowing
for efficient outlier detection.

The outlier detection method was then used to study the impact of outliers
on estimating Rt from wastewater viral concentration data. This highlighted
the importance of robust model design and provided insight into the impact an
outlier can have on estimates depending on when it occurs during an infection
wave. Additionally, time series of wastewater data were simulated, providing a
resource for further method evaluation.
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Chapter 1

Introduction

Infectious disease epidemiology studies disease prevalence and transmission within
a population1. Wastewater-based epidemiology (WBE) refers to the case where
data collected from a sewage system are used to infer this prevalence and trans-
mission information within the sewage system’s catchment population2. Typi-
cally, bacterial or viral gene copies in the wastewater are measured using molecu-
lar techniques such as polymerase chain reaction (PCR). WBE data are inherently
noisy and can contain outliers which pose challenges when it comes to data anal-
ysis3. There are three specific challenges for WBE data which would ideally be
addressed by an outlier detection method.

1. Wastewater time series data are expected to contain fluctuations as waves
of infections pass through a population. Therefore, a measurement which
would be perfectly normal at the peak of infections could be considered an
outlier if it occurs outwith a wave. In such a situation the measurement
would be considered a local outlier, though not a global one.

2. Previous work on digital PCR (dPCR) data has shown that expected vari-
ation in measurements increases with increasing viral RNA concentration4

and this should be taken into account when labelling data points as outliers.
This has also been demonstrated for quantitative PCR (qPCR) data5.

3. One of the benefits of wastewater data over case data is the speed with
which data can be made available for public health decision making. In
such a real-time monitoring programme, outlier detection should also be
carried out in real time to ensure reliable data reporting for the public.

Though many data processing methods have been adapted and developed for
WBE applications, including identifying outliers, currently none address these
issues in their entirety.

A final aspect of outlier detection in WBE data is the difference in nature
between high and low outliers. By this we mean outlier values which are, respec-
tively, above or below the expected viral concentration. As negative concentration
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1. Introduction 2

measurements are a physical impossibility low outliers are lower-bounded, while
the potential magnitude of high outliers is much greater. Low outliers seem to be
identifiable by monitoring dilution events in the sewage system, best identified
by analysing data used for signal normalisation rather than viral concentration
data6. High outliers on the other hand seem to require outlier detection directly
on the viral concentration data.

This thesis aims to develop a computationally inexpensive outlier detection
method for identifying high outliers in real time. This will be done for dPCR
wastewater time series data in the context of a Swiss monitoring programme. The
method should be able to identify both local and global outliers and take into
account changing measurement variation. The hope is that such a method will
aid in the monitoring programme’s data quality management and potentially
improve modelling results. A long-term aspiration, beyond the scope of this
thesis, is that the underlying processes contributing to outliers could be better
understood. A first step towards this is to be able to efficiently identify outliers
so they can be studied.

The following sections of this thesis present a short history of WBE together
with some background information on current outlier detection methods used for
WBE data. The data set used in this thesis is introduced, followed by an overview
of the methodology developed. Results of method performance are shown and
discussed and the effect of outlier removal on modelling are investigated. Finally,
a simulation of a simple outlier generating process is carried out, with simulated
data then used for further analysis of method performance.



Chapter 2

Background

2.1 Wastewater-based epidemiology

Wastewater-based surveillance was first proposed in 2001 as a method for deter-
mining population drug usage from analysis of drug metabolites in wastewater7

and, in the decades since its conception, it has grown in use and applications. It
works on the principle that metabolites, microorganisms, or other chemicals shed
by individuals into the sewage system can be measured in the wastewater using
techniques such as mass-spectrometry or polymerase chain reaction (PCR). Data
collected from wastewater samples in this way can give information about drug
consumption, antimicrobial resistance, or disease prevalence within the popula-
tion contributing to the sewage system2.

Epidemiology is the study of the incidence and distribution of a disease in a
population. Traditionally it involves collecting data about the number of individ-
uals who become sick over time1. These data can be used to estimate indicators
such as the effective reproductive number (Rt), which is the average number of
secondary infections an infected individual will cause, and which gives a mea-
sure of how quickly a disease is spreading through a population. Indicators like
this are important in understanding the effectiveness of control measures which,
along with understanding the cause of a disease and its method of transmission,
is essential to combat disease8.

The SARS-CoV-2 pandemic, in particular, shone a spotlight on how wastewa-
ter surveillance could be applied to epidemiology and the term wastewater-based
epidemiology (WBE) is now in common usage. During the pandemic it was shown
how data on the abundance of viral RNA shed from infected individuals in the
wastewater could compliment case and hospitalisation data in public health deci-
sion making, with the correlation between cases and wastewater viral load being
widely demonstrated9–11. Further applications of wastewater data include pre-
dicting hospitalisations and ICU admissions12,13, and estimating Rt

10,14,15 with
several R packages developed for this purpose16–18. Further to this, there have
been efforts to sequence SARS-CoV-2 RNA extracted from wastewater, which

3



2. Background 4

can enable the early detection of new viral variants11.

Wastewater viral RNA concentration data are collected at the level of a sewage
system’s catchment population. As such this can be considered a non-intrusive
data collection method due to the inability to trace incidence back to individuals.
More importantly, from the perspective of data analysis and modelling, these data
should contain less bias as they aggregate evenly over the sampled population.
This is in contrast to testing efforts, which often sample from the sub-population
of individuals presenting symptoms.

Challenges gaining epidemiological insights from wastewater data largely re-
late to the uncertainties within the data collection process and to relating mea-
surements back to the sampled population. Sources of uncertainty include, but
are not limited to: a fluctuating population contributing to the catchment; un-
even or unknown shedding rates of infected individuals; uneven sampling from
the sewage system; unknown degradation rates of RNA in the sewer and during
sample transport; and uncertainties in lab processes, such as efficiency of the
RNA extraction and PCR inhibition3,19. The culmination of these factors means
that measurements obtained from wastewater are noisy.

Visualisations of wastewater data do indeed show this noise, along with the
presence of apparent outliers. To relate this back to the uncertainties in the
WBE process, it is conceivable that there are factors which only sporadically
affect measurements. In such a situation, if the effect was large, a few isolated
measurements could have extreme values which would align with the observation
of such outlier data points in wastewater time series data.

For some sources of uncertainty, such as extraction efficiency or PCR inhibi-
tion, controls can be put in place to ensure that RNA has indeed been extracted
and that the sample is not inhibited20. If these controls fail, the sample can be
removed from the dataset or re-tested. However, there are many other sources of
uncertainty which cannot be easily controlled for. Therefore, a method to identify
outliers arising from such uncontrollable processes would be advantageous.

2.2 Outlier detection

As for any detection method, the first challenge of outlier detection is to know
what it is you are looking for. A widely cited definition, which proves useful for
this thesis, comes from Hawkins21:

an observation which deviates so much from other observations as to arouse
suspicions that it was generated by a different mechanism

In other words outliers are observations which do not follow expectations, and
outlier detection is the process of identifying such data points.

Terminology surrounding outlier detection is varied, with data points being
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referred to as outliers, anomalies, noise, or peculiarities to name a few. Attempts
have been made to distinguish between different types of outliers, e.g. erroneous
or missing data and deviations of interest. The former will generally be the target
of data cleaning efforts while the latter often warrant further study as they may
arise from some process we are unaware of or are not capturing in our models22.

Aguinis et al. recommend several best practices for outlier detection. They
highlight again the importance in distinguishing between error outliers and "inter-
esting" outliers. Furthermore, they note that an intuitive observation of outliers
in visualisations is often the step preceding the employment of statistical outlier
detection methods23. When data sets are single dimensional, simple statistical
methods such as a z-score or interquartile range (IQR) can be used to identify
outliers24.

Outliers in time series data present additional challenges due to the added
dimension of time. Further classification of outliers into global or local outliers is
made, accounting for the increased correlation of data points to their time-bound
neighbours25. Statistical outlier detection methods can be modified to account
for time information, which allows for outlier detection at all points along the
time series26.

Outlier detection in time series is widely applied to several fields including
identifying credit card fraud27,28 and environmental monitoring29–31. These fields
come with the additional challenge of timeliness as, especially in the case of credit
card fraud, the ability to detect outliers in real time is important. These are con-
siderations that should also be applied to outlier detection in WBE, where near
real-time data reporting is advantageous, especially in the context of epidemics32.

2.3 Outlier detection in wastewater time series data

As with all developing fields, there are no standardised data analysis pipelines
for WBE data. Normalisation of quantified viral RNA can be done in a couple of
ways, such as using biomarker concentrations or flow data. Additionally, when
it comes to smoothing noisy data to obtain meaningful signal from wastewater
viral loads, a wide variety of approaches can be adopted33.

To gain an understanding of currently employed outlier detection methods
Google Scholar was queried with the key words "wastewater-based epidemiology"
and "outlier detection".

One approach to detect outliers is to apply outlier detection to the biomarker
or flow data used for normalisation. Rauch et al. propose just this when they
give recommendations of best practices when it comes to working with wastewater
data in the context of modelling and data communication. They suggest simple
metrics such as a box plot applied to the whole data set, but do also stress that
first and foremost manual inspection of wastewater data is crucial because outliers
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and errors can arise from several sources and not all can be easily tracked6. This
approach of using only flow data to detect outliers was adopted by Markt et al..
In their study they had quantitative PCR (qPCR) data which were normalised
with ammonia concentration as a biomarker. Outliers were identified as data
points from days where the flow was greater than the 90th percentile over the
whole time period34. A case study from Madrid adopted a similar approach using
chemical oxygen demand as a marker to anticipate unusual dilution. Here both
anomalously high and low values were used for data filtering35. Such methods,
being independent from viral concentration data, are unable to take into account
the changes in measurement variation with changing concentration and cannot
identify outliers arising from a mechanism other than flow. By using simple
metrics on the whole data set, the time series nature of the data is overlooked
and local outliers are perhaps not identifiable. Additionally, they are difficult
to apply in real-time during the initial stages of a monitoring programme where
a sufficient period of data for calculating the 90th percentile or determining a
"normal" range may be lacking.

Outlier detection methods applied directly to viral concentration data may
overcome some of these limitations. Klaassen et al. used viral RNA concentra-
tions measured in the wastewater to show that they can be used to improve
the predictive performance of a nowcasting model for estimating infection and
transmission rates. In their study they checked the robustness of their model
by comparing results with and without outliers. Outliers were detected by fit-
ting a spline to the non-normalised wastewater concentration data, taking the
deviation of the measurement from the spline and filtering measurements with
a deviation greater than three times the IQR of the deviations36. By applying
outlier detection to the deviations rather than absolute values, local as well as
global outliers can be identified. However, the specific challenge presented by
dPCR measurements (increasing variation with increasing concentration) is not
addressed. Additionally, this approach is not ideal for consistent real-time use
because the IQR of the deviations changes as more data are collected. Despite
the limitations, the authors showed that their models were robust to these out-
liers because their conclusions remained the same with and without the inclusion
of outliers, though they note that variance in the model predictions was reduced
upon removal of outliers.

Manuel et al. also take the deviation of measurements from their smoothed
signal and use a resulting z-score to determine whether a particular time point
is an outlier37. However, their application poses several limitations: they don’t
make direct use of raw measurements, instead they take a 7-day rolling average
viral concentration as an input; they apply wastewater data to a model designed
for case data; and, in the context of this thesis, their smoother requires to be
fitted on historic data making it unsuitable in the early stages of a monitoring
programme and generally more computationally expensive.
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An example of outlier detection in the context of a monitoring programme
comes from Scotland. Here they were interested in identifying high outlier
"peaks" relative to case data. Viral loads were smoothed using smoothing splines
which was done via a generalised additive model (GAM) which assumed the loads
are Tweedie distributed. The probability of each point being a spike was calcu-
lated and a threshold for data removal was set by calibration on manually labelled
data to achieve a desired level of false positives and negatives. This was done in
a real-time manner where only data up to the day of observation were made use
of32. The inclusion of case data in the model presents a limitation for contexts
where such data is unavailable. In addition, it is not clear from the literature
whether the GAM accounts for changing measurement variation with changing
RNA concentration.

Most outlier detection identified in the literature made use of simple detec-
tion metrics applied either to data used for normalisation or to concentration
measurement deviations from a smoothed trend line. In contrast to these ap-
proaches Courbariaux et al. showed how outliers could successfully be detected
using autoregression. They modelled the time series as an autoregressive pro-
cess where each measurement was either an outlier or not. The outlier status
of a particular measurement was modelled as a Bernoulli distribution. In the
case of being a non-outlier the measurement was modelled as the underlying real
quantity plus normally distributed noise, whereas outliers were modelled to arise
from a uniform distribution. A modified Kalman filter was used to determine the
probability distributions of the underlying real values, along with the likelihood
of each point being an outlier. A threshold was selected to turn outlier probabil-
ities into binary classification according to a desired false positive and negative
rate. Parameters of their model were fitted using expectation maximisation38.

Taken together these studies highlight the absence of a computationally inex-
pensive method for outlier detection which fully accounts for the specific nature
of wastewater time series data. Specifically, one able to find both global and local
outliers, to account for dPCR measurement variation and applicable in a real-time
monitoring situation. The next chapters present the development and evaluation
of an outlier detection method able to deal with these three specifications.



Chapter 3

Methods

3.1 Wastewater time series data

The data used in this thesis were generated by the Wastewater Monitoring
Laboratory at the Swiss Federal Institute of Aquatic Science and Technology
(Eawag). This laboratory uses digital polymerase chain reaction (dPCR) to quan-
tify viral RNA extracted from wastewater samples collected at various locations
around Switzerland (Figure 3.1). Daily 24-hour composite wastewater samples
are shipped from treatment plants once per week to the Monitoring Laboratory.
On reception at the lab, samples are processed for viral RNA extraction, concen-
tration and quantification.

Since February 2021 SARS-Cov-2 viral concentrations have been measured for
six wastewater treatment plants using an assay targeting the N1 protein gene of
the SARS-CoV-2 virus and Murine Hepititus Virus as internal control (N1MHV
assay)10. In November 2022 an additional four targets were added to the monitor-
ing program using an assay for Influenza A and B, Respiratory Syncytial Virus,
and SARS-Cov-2 targeting the N2 protein gene (RESPV4 assay)15. In July 2023
these two assays were combined into a single RESPV6 assay [in preparation] and
an additional eight treatment plants were added to the monitoring program. In
total this gives data for five viral targets (SARS-N1, SARS-N2, IAV-M, IBV-M,
RSV-N), from fourteen treatment plants (Figure 3.1), resulting in 70 time se-
ries of varying lengths which were available for method testing and evaluation
(Figure 3.2).

To translate viral concentrations measured in the laboratory to a metric com-
parable between locations they must first be normalised. Normalisation is done
by converting concentration measurements of viral gene copies per litre of wastew-
ater (gc/Lww) into load measurements of viral gene copies per day per person
(gc/day/person) by accounting for flow through the treatment plant system (data
provided by the treatment plants) and catchment population size (taken from
census data). Viral concentration and load measurements are used to model
Rt estimates for the different treatment plants, shared with the Federal Office of
Public Health and displayed publicly on a dashboard maintained by the project39.

8



3. Methods 9

Figure 3.1: Catchments in Switzerland sampled by the Wastewater Monitoring
Laboratory at Eawag. The border colour indicates when the site joined the
monitoring programme. The fill colour indicates the catchment population size.
About 27% of the Swiss population is covered by all of these catchments.

3.1.1 Data processing

Before the data generated by the Wastewater Monitoring Laboratory are used
for modelling purposes or made publicly available, they undergo several quality
control checks. There are three automatic data checks and dPCR reaction results
will be filtered out from the shared dataset when:

1. there are not enough partitions in the dPCR reaction (<15,000);

2. there is too much inhibition in the wastewater matrix (>40%); or

3. a negative control gives a positive signal (≥3 positive partitions).

Further to these automatic checks, some metrics are tracked manually e.g. re-
covery (the proportion of viral RNA successfully extracted from the wastewater
sample) and SARS-CoV-2 N1:N2 ratio. Samples are run in duplicate and only
repeated in the case where both technical replicates fail quality checks. In the
case where only one replicate passes quality checks this replicate will be reported.
Data are also reported with a quality flag indicating if they fall below the limit of
detection (lod). The data used in this thesis are data from dPCR reactions which
have passed all internal lab quality controls, increasing our confidence in their
veracity as an accurate measurement of the RNA concentration in the sample.
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3.1.2 Laboratory variables

In addition to viral concentration, load and the associated quality flag, several
other variables are recorded in the data set. Mainly these are laboratory con-
ditions from the dPCR experiment: a dilution factor, the number of replicates,
total number of partitions, and the volume of a partition. This section describes
these variables and their typical values.

Dilution factor

The dilution factor is the amount the "raw" RNA extract was diluted before being
run on dPCR. Samples are diluted to reduce inhibition of the dPCR reactions.
The dilution factor was known for each sample and was generally three or five.

Number of replicates

This is the number of technical replicates of a single sample run on the dPCR
assay. Generally, it was two for our dataset, however, in cases where a technical
replicate failed quality checks, or samples were tested again, this value could be
higher or lower.

Total partitions

The dPCR set up in the laboratory uses Stilla sapphire chips for running dPCR.
The manufacturer reports an upper limit of 30,000 partitions possible with these
chips. The quality control removes samples with fewer than 15,000 partitions.
On average our partitions were in the middle of this range, at around 22,000. The
total number of partitions was known for each sample and for multiple technical
replicates the average total partitions was taken.

Partition volume

The partition volume is the volume of a single dPCR partition and is depen-
dent on the dPCR reaction reagents and system. For the set up used by the
Wastewater Monitoring Laboratory this volume is 0.519 nL.
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3.1.3 Data labelling

To aid method development a "ground truth" was required to allow different
methods to be compared. Since a standard model to define expected measure-
ments was lacking, an approach to generate these data was required. Taking
inspiration from an outlier detection study in surface water temperature31, do-
main experts who routinely work with the data were asked to manually label
data points they would consider a high outlier. This also reflects the fact that
the observation of outliers in data visualisations triggered the development of a
statistical outlier detection method23 and therefore any method developed should
capture the intuitive models of researchers.

Six individuals were asked to go through the 70 time series graphs and identify
points which they would consider a high outlier. Points which received a majority
vote were then labelled as an outlier. To facilitate this process the average of
technical replicates was taken so that there would be only one data point per day
plotted and graphs were interactive, allowing zooming, in an attempt to minimise
bias due to different scales.

3.2 Outlier detection method

In the following section the proposed method for outlier detection will be in-
troduced, along with definitions of parameters and explanations of assumptions
underlying the method.

The dPCR assay measures viral RNA concentration in the wastewater for a
particular day, t. We consider the viral RNA concentration on a particular day, ct,
to be a random variable with normally distributed noise, which arises from varia-
tion in the sample collection and measurement process. Though this assumption
is not entirely accurate due to negative concentrations being an impossibility, a
normal distribution is nonetheless a good approximation in reality. Additionally,
ct, is calculated from dPCR reaction positive droplet counts which are binomially
distributed20 and a normal distribution is a good continuous approximation of
this.

The viral load for a particular day, lt, can be calculated as

lt =
ct · ft
P

, (3.1)

where ft is the flow through the wastewater treatment plant for that day in
litres and P is the size of the population contributing to the catchment.

This normalisation removes noise in the time series from varying flow through
the sewage system and allows comparison between locations with different catch-
ment population sizes. We assume that lt calculated for each day is an unbiased
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estimate of the true load and therefore the expected value, E[lt], is the true load
in the system on a particular day.

With the benefit of being able to look back on at least one year of viral load
data, plotted sequentially, the points could be described as following a smooth
trend and for each day the value of this trend, T[lt], can be calculated. We
assume that T[lt] ≈ E[lt].

Generally, points manually labelled as outliers were single measurements
which deviated from the trend of their neighbourhood. The first step of the
method therefore attempts to capture this internal judgement by determining
T[lt] and calculating the deviation of the measured load from this trend, denoted

δlt = lt − T[lt]. (3.2)

If all the deviations came from a standard normal distribution, then a tradi-
tional z-score approach to outlier detection could be used24,26. Deviations should
already have a mean of zero, as measurements are assumed to be randomly dis-
tributed around the trend line, however, the standard deviation is not one. Fur-
ther normalisation is therefore required which takes into account the change in
expected variation of measurements with changing concentration.

Here it is possible to benefit from the work demonstrating the change in
measurement variation with concentration in dPCR reactions4. From this we
have

CVct =



√
exp(ct/d·v)−1√
p·n·ct/d·v ν = 0

√
ν2 · 1

ct/d·p·n + 1+ν2

2·p·n otherwise,

(3.3)

which captures the expected coefficient of variation at a particular concentra-
tion. Here n is the number of technical replicates, p is the (average) number of
partitions in the dPCR reaction, v is the volume of a partition, d is the dilution
factor of the sample and ν is the pre-PCR variation. All parameters, apart from
ν, are laboratory variables explained in Section 3.1.2. The pre-PCR variation is
unknown and therefore must be estimated. Section 3.2.1 describes how this was
done.

Equation 3.3 can be used to estimate the expected variation around T[lt]
and normalise δlt . Note, however, that this equation takes concentration rather
than load as an input, and therefore a conversion is required. The inverse of
equation 3.1 can be used to obtain T[ct] from T[lt], modified to avoid zero values
by replacing any value below the lod with the lod:
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T[ct] =

{
T[lt]·P

ft
T[ct] >lod

lod otherwise.
(3.4)

Additionally, rather than calculating the load deviation, the concentration
deviation can be calculated as

δct = ct − T[ct]. (3.5)

CVT[ct] can be used to calculate the expected standard deviation at T[ct] and
this can be used to normalise the deviations:

δ̃ct =
δct

CVT[ct] · T[ct]
. (3.6)

Ultimately this should result in deviations which are standard normal dis-
tributed (δ̃ct ∼ N (0, 1)).

In this case the traditional z-score threshold of three can be applied and a
measurement ct is labelled as

is outlier =

{
1 δ̃ct > 3

0 otherwise,
(3.7)

where 1 represents an outlier observation and 0 a non-outlier observation
(remember we are only interested in high outliers).

Two components remain to be further defined: the pre-PCR variation, ν, and
the method used to determine T[lt]. These are discussed in Sections 3.2.1 and
3.2.2 respectively. The final method is summarised below and in Figure 3.3

1. Find the trend line through viral load measurements.

2. Convert the load trend line into concentration (equation 3.4).

3. Calculate all the deviations between measurement concentrations and the
trend line (equation 3.5).

4. Normalise these deviations by dividing by the expected standard deviation
at the trend line concentration (equations 3.3 and 3.6).

5. Label any data points with a normalised deviation greater than three as an
outlier (equation 3.7).

6. Evaluate using manual outlier labels.
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Figure 3.3: Visualisation of method steps using SARS-N1 data from ARA
Basel/Prorheno with trend decomposition for calculating the trend line and a
pre-PCR variation parameter of 0.6 for normalisation (see Sections 3.2.1 and
3.2.2 for details).
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3.2.1 Estimating pre-PCR variation

The pre-PCR variation parameter represents the noise before PCR. In this case
we assume this to include sources of variation from the sewage system and sample
collection process. The goal of the normalisation - to standardise the deviations
such that δ̃ct ∼ N (0, 1) - was used to define the value of ν. The standard
deviations (sds) were used to select ν rather than the mean because the mean
is expected to be slightly below zero. This is because the load to concentration
conversion replaces zero values with the limit of detection (equation 3.4), skewing
the distribution of measurements around the trend line to the right.

Each trend line method is run at ν values from zero to one at 0.1 intervals.
The pre-PCR variation parameter value giving sds closest to one is used when
further testing the methods. This was evaluated by taking the median standard
deviation over all treatment plants for a particular trend line method and viral
target. The median absolute deviation was used to determine the spread of
values.

3.2.2 Trend line methods

Five methods were chosen for testing. The first three were selected because they
are commonly used for plotting the trend of WBE data and are fast to run33:
rolling mean, rolling median and loess, all of which rely on a centrally-aligned
rolling window. Trend decomposition using loess was also tested. Compared
to plain loess this involves the modelling of a seasonal component in addition
to the trend line40. The final two methods tested make use of a right-aligned
rolling window for determining the expected concentration. These are exponential
smoothing and a weighted rolling median.

One criteria of the trend line method selected is that it must be able to tolerate
missing values as we do not sample every day (generally five samples are taken
each week). For the three rolling functions and loess, missing data were excluded
(e.g. the median could be calculated from five values rather than seven) whereas
for exponential smoothing missing data were interpolated using the method built
into the R function. Trend decomposition was done using a function robust to
missing data.

Additionally, for loess, trend decomposition and exponential smoothing, the
data were transformed into log space before determining the trend line, to prevent
negative trend line values. All five methods are detailed further in the following
sections and summarised in Table 3.1.
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Rolling mean

The rolling mean,

MAk(t) =
1

k

k−1
2∑

i= k−1
2

lt+i, (3.8)

was implemented using the zoo package rollapply function and base R mean
function. A centrally-aligned rolling window of seven days (k = 7) was used as
this is a widely adopted convention for reporting case data, and the mean was
calculated excluding missing data values.

Rolling median

In the same way as for rolling mean, the rolling median,

RMk(t) = median(l
i:t−k−1

2 <i≤t+
k−1
2

), (3.9)

made use of the rollapply function from the zoo package and median func-
tion from base R. Again, a centrally-aligned rolling window of seven days was
used (k = 7) and missing data values were excluded.

Loess

The loess function from the stats package was used to calculate the smoothed
trend line41. In order to prevent negative results, the data were first log trans-
formed. Zero measurements were replaced with 1000 gc/person/day which is a
load corresponding to around half of the lod. Missing data values were excluded.
The span parameter was calculated such that a window of 28 days was used for
smoothing. This is a centrally-aligned window with decreasing weights given to
the observations at the edge of the window.

Trend decomposition

The stlplus function from the package of the same name is used to decompose
the time series into seasonal and trend components. This function has been
adapted from the stats package stl function to handle missing data points40. As
with loess, data were first log transformed and zero measurements were replaced
with 1000 gc/person/day. The "seasonal" component was set to seven days,
considering sample delay effects that we know vary throughout the week. The
trend component was determined using loess with a window size of 28 days.
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Exponential smoothing

Exponential smoothing was carried out using the ets function from the forecast
package42. Again, data were first log transformed and zero measurements were
replaced with 1000 gc/person/day. Missing values were then linearly interpolated
using the na.interp function, also from the forecast package. A model with
additive errors and trend, no seasonal component, and no damping was used.
The first smoothing parameter for the level, α = 0.3, was selected such that
94% of the weight is given to the most recent seven days. The second smoothing
parameter for the trend, β = 0.1, has 90% of the weight over 28 days. This is
because we consider the level to be more closely associated with measurements
closer in time, while smoothing effects of the trend are greater.

Weighted rolling median

Using the zoo package rollapply function, a custom function was written to
calculate the weighted median:

WRMk(t) = weighted_median(li:t−k<i≤t, wj:1≤j≤k), (3.10)

where the weights
∑k

j=1wj = 1 and the weighted median is defined as the
load li satisfying

i−1∑
j=1

wj ≤
1

2
and

k∑
j=i+1

wj ≤
1

2
. (3.11)

Exponentially decreasing weights were given to observations, with most recent
observations receiving the highest weight. Missing data points were then removed
and the observation at half of the remaining weight was selected as the median
value. Again, a seven-day window was used (k = 7), this time right-aligned.
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Table 3.1: Overview of trend line methods and their parametrisation.

Method Conditions

Rolling mean zoo::rollapply()
centred window of seven days, missing values excluded

Rolling median zoo::rollapply()
centred window of seven days, missing values excluded

Loess
stats::loess()
log transformation, span = 28/number of observations,
na.action = exclude

Trend
decomposition

stlplus::stlplus()
log transformation, seasonal window of seven days, trend
window of 28 days

Exponential
smoothing

forecast::ets()
log transformation, AAN model, α = 0.3, β = 0.1,
dampened = FALSE, na.action = interpolate

Weighted
rolling median

zoo::rollapply()
right-aligned window of seven days with exponentially
decreasing weights for historic measurements, missing
values excluded
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3.3 Evaluation of method performance

The main evaluation was to compare the performance of the outlier detection
when the different trend line methods were used. Initially this was done retro-
spectively, and then in a simulated real-time fashion. Results were evaluated for
individual time series (the 70 unique combinations of treatment plant and viral
target) by comparing predicted and manual outlier labels.

Using the manual outlier labels as the ground truth, the predicted labels
were classified as either true positive (TP ), true negative (TN), false positive
(FP ) or false negative (FN). These values can then be used to calculate various
performance metrics such as

sensitivity =
#TP

#TP +#FN
(3.12)

and

specificity =
#TN

#TN +#FP
. (3.13)

The sensitivity or true positive rate gives a measure of the proportion of
outliers correctly identified by the method. Specificity or true negative rate gives
a measure of the proportion of non-outliers correctly labelled43. Both of these
values can be used to calculate

balanced accuracy =
sensitivity + specificity

2
, (3.14)

which gives a single metric to compare methods. Balanced accuracy is pre-
ferred over accuracy, due to the large class imbalance between outliers and non-
outliers43.

3.3.1 Retrospective outlier detection

Retrospective outlier detection describes the fact that a single trend line for each
time series is calculated using the whole data set available and each data point is
labelled based on this single trend line. A single pre-PCR variation parameter as
defined in Section 3.2.1 is used and the performance of all six trend line methods
was evaluated by comparison with the manual outlier labels and calculation of
the described metrics.
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3.3.2 Real-time outlier detection

To gain an understanding of how the methods would perform if used in the
context of a monitoring program, a real-time analysis was simulated. The outlier
status of each data point was predicted as if it was the most recent measurement,
making use of only data up to that particular day to calculate the trend line. The
real-time simulation iterates through the whole data set predicting the status of
each measurement and these results are compared with the retrospective outlier
prediction when the whole data set was made available. Following the approach
for the retrospective outlier detection, a single pre-PCR variation parameter was
used, and the performance of all six trend line methods was evaluated with the
same metrics described above.

3.4 Effect of outlier removal on modelling

Rt was estimated for five selected time series, with and without outliers, using
the R packages estimateR17 and EpiSewer18, which are both used to generate Rt

estimates for the wastewater monitoring dashboard39. This was done to gain an
understanding of the influence of outliers on the modelling output.

EstimateR takes noisy and delayed observations of infection events to estimate
Rt. It does this by smoothing the data using loess, reconstructing a time series
of infection events from this smoothed data before finally using the EpiEstim
package to estimate Rt from the inferred series of infection events. Uncertainty
intervals are generated by creating bootstrap replicates from the data which then
undergo the same estimation steps. In addition to wastewater measurements, the
package is compatible with observations including case confirmations, hospital
admissions or deaths.

The EpiSewer package has been specifically designed for WBE. It adopts a
Bayesian generative model for estimating Rt. Concentration measurements are
taken as observations and are normalised using flow data. Measurement uncer-
tainty is incorporated via Markov Chain Monte Carlo sampling, and estimates
are reported with credible intervals. One aspect of the model is the measurement
distribution, which is the distribution from which the measurement observations
can be expected to arise from. It accounts for the dependence of the measure-
ment noise on the concentration but does not model outliers. Two set ups were
tested: one where this measurement distribution was modelled as a truncated
normal distribution, and one where it was modelled as a gamma distribution.

For selected time series, Rt estimates were calculated with and without out-
lier data points labelled retrospectively using the trend decomposition method.
Initially this was done for the time series containing the largest magnitude out-
lier. An additional four time series were selected which contained outliers in the
beginning of a wave, the peak of a wave, the end of a wave, or in a stationary
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period of time to see if the location of an outlier impacts its effect on model
results. Additionally, to see the "real-time" impact of outliers on the estimation,
the time series data were either used in their entirety or truncated one week after
the last observed outlier. Overall, this resulted in 54 modelled Rt time series.
Results were analysed by visualisation of the Rt estimates.

3.5 Simulating outliers

A simulated data set was created for further method validation and to test as-
sumptions made about the outlier generation process. As input, the simulation
took the expected viral load trend line, and used this to generate measurement
data points for each day. It was assumed that there was a constant daily proba-
bility of a measurement being an outlier and that the "outlier status" of any day
was independent from any other day.

An example viral load trend line to use as an input was generated from the
real-world data (using trend decomposition). This simulation input was taken as
the expected viral load, E[lt]. It was converted into a concentration

E[ct] =
E[lt] · P

ft,
(3.15)

where P is the catchment population and ft is the flow through the treatment
plant on a particular day. These parameters were taken from the real-world data.

The status of each time point as either an outlier or not, ot, was determined
by randomly sampling a Bernoulli distribution,

ot ∼ B(1, p)

where p = outlier proportion.
(3.16)

An average outlier proportion (i.e. average proportion of outlier data points
from all measurements) from the manually labelled data was taken, giving a
probability of 0.005.

Measurements were simulated as a combination of pre-PCR noise, an outlier
addition component, and measurement noise. First the pre-PCR noise around
E[ct] was simulated to define a pre-PCR level, st. This was done by drawing
values from a log-normal distribution with a mean of the expected concentration
and a coefficient of variation equal to the pre-PCR variation parameter ν defined
in Section 3.2.1:

st ∼ Lognormal(µ, σ2)

where µ = log(E[ct])−
σ2

2
, σ2 = log(1 + ν2).

(3.17)
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Though the log-normal distribution deviates from the assumption of a normal
distribution made in Section 3.2, it was selected to ensure only positive values
were simulated.

An "outlier addition" concentration, at was drawn from an exponential dis-
tribution for each outlier time point:

at =

{
0 ot = 0

∼ exp(λ) ot = 1

where λ =
− log(1− 0.99)

4 ·max(E[ct])
.

(3.18)

An exponential distribution was chosen as it can take only positive values, has
a single rate parameter to define, and has an easily usable quantile function. The
maximum outlier magnitude above the maximum trend value was determined
from the real-world data and used along with the quantile function to define λ.

A measurement level,

mt = st + at, (3.19)

was calculated for each time point as a combination of the pre-PCR noise
and outlier addition. The final simulated concentration ct was taken from a log-
normal distribution again, with mean equal to mt and a coefficient of variation
calculated using the measurement error (case when ν = 0 from equation 3.3):

ct ∼ Lognormal(µ, σ2)

where µ = log(mt)−
σ2

2
, σ2 = log

1 +

(√
exp(ct/d · v)− 1
√
p · n · ct/d · v

)2
 .

(3.20)

A simulated data set was generated for each of the 70 time series. To com-
pare how well the simulation recreated real-world data, the distribution of the
deviations of the real-world data and simulated data from the input trend line
were plotted. The complete retrospective and real-time analysis were repeated
and evaluated on the simulated dataset.

Finally, to gain insight into the uncertainty of the method, several simulations
were carried out on a single time series. One set of 50 simulations was done with
the same parameters as before and an additional 50 where the outlier frequency
was set to zero.
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Results

4.1 Manually labelled outliers

Out of the 70 time series given to experts for manual outlier labelling 47 contained
at least one outlier data point. The average outlier frequency was 1.8 per year
for these time series, which decreases to 1.2 per year when the average of all 70
time series is taken. An initial analysis of these manually labelled data points
indicated co-occurrence of N1 and N2 outliers and showed no observable patterns
regarding sample processing days in the laboratory (Figure 4.1).

It was also of interest to see if there were any initial potential explanatory
factors for variations in outlier frequency. Catchment population was hypoth-
esised to play a role in the frequency of observing outliers. Figure 4.2 shows
outlier frequency plotted against catchment population size. While there is no
correlation between outlier frequency and the catchment population size, there
is a decrease in variation of outlier frequency as catchment population increases.

24



4. Results 25

Figure 4.1: Overview of data points marked as high outliers by domain experts.
The vertical line marks when monitoring increased from six treatment plants to
fourteen and the horizontal lines group treatment plants based on when they are
processed in the lab. The colours indicate the different viral targets.
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Figure 4.2: Outlier frequency plotted against catchment population size. The
colours indicate the different viral targets. A small amount of random noise has
been added to the points to reduce overplotting.

4.2 Parameter selection

As described in Section 3.2, the goal of the deviation normalisation is to have
a collection of measurement deviations from the trend line which are standard
normal distributed. The pre-PCR variance parameter was calibrated to yield a
standard deviation of one. Figure 4.3 shows how standard deviation decreases
with increasing pre-PCR variance for each of the trend line methods tested. All
targets follow this trend, however the SARS-CoV-2 curves are generally lower
compared to the other viruses, with the exception of exponential smoothing where
they are higher. Differences between the viral targets could be due to their
different average concentrations in the wastewater. The optimal parameter value
varies between 0.4 - 1 for the different trend line methods and viral targets. A
value of 0.6 was selected for testing because it gave values closest to one for the
most methods and targets.
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Figure 4.3: Standard deviations of measurement deviations normalised with dif-
ferent pre-PCR variance parameters. Lines show the median standard deviation
over the 70 time series with error bars showing the median average deviation of
this range. The colours indicate the different viral targets.
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4.3 Outlier detection method performance

As discussed in Section 3.3, the performance of the different trend line methods
was evaluated by calculating a confusion matrix using the manually labelled
outliers as a reference. This was done for the retrospective and real-time results.
Performance metrics for each method can be seen in Figure 4.4. A perfect trend
line method would have high sensitivity and specificity equal to one. As can be
seen from the methods tested, there is a trade-off between these two values. High
specificity means fewer false positives while high sensitivity means fewer false
negatives.

From the retrospective results, it can be seen that, apart from the rolling
mean, the trend line methods making use of a centrally-aligned window (trend
decomposition, loess and rolling median) have higher sensitivity compared to the
right-aligned methods (exponential smoothing, weighted rolling median). Since
the right-aligned methods have less data available to them for calculating the
trend line (only data before the observation), it is intuitive that they would
perform less well than methods which have data before and after the observation
available.

When the centrally-aligned window methods are applied in real time their
performance decreases. This is due to the reduction in data available to them
for calculating the trend line "at the edge". For the final time point, only half of
the window was available for calculations and as such in the real-time simulation
every outlier label was predicted with half the amount of data compared to the
retrospective approach. Since the right-aligned methods do not make use of this
data in the first place, their performance is unchanged when used in real time.

Due to the large class imbalance (very few outliers compared to many normal
measurements) changes in specificity are very slight, (note the scale of the y-
axis in Figure 4.4). For this reason the balanced accuracy results shown in
Figure 4.5 are largely determined by the sensitivity of the method. Again, the
decrease in performance for the centrally-aligned methods in real time compared
to retrospectively can be observed.
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Figure 4.4: Mean sensitivity and specificity for each method (different colours)
when applied retrospectively (crosses) and in simulated real time (squares). Error
bars show standard deviation of the 70 time series.
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Figure 4.5: Mean balanced accuracy scores for each of the trend line methods.
Cross-hatched bars show results from the retrospective application while square-
hatched bars show results from the real-time simulation. Error bars show stan-
dard deviation of the 70 time series.
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Outlier frequency was also calculated for each time series and again plotted
against catchment population size (Figure 4.6). Generally, the same trend of
decreasing variation with increasing catchment size can be observed. For the
exponential smoothing and loess methods it appears that SARS-CoV-2 time series
have a higher outlier frequency compared to the other targets. The rolling mean
results in an outlier frequency generally below the manual average.

Figure 4.6: Outlier frequency plotted against catchment population size for each
of the methods tested retrospectively (crosses) or in real time (squares). The
colours indicate the different viral targets. The horizontal grey line marks the
average outlier frequency from the manually labelled data set (1.8). A small
amount of random noise has been added to the points to reduce overplotting.
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Specific time series have been examined more closely to gain a deeper under-
standing of the results, and Figure 4.7 shows the trend lines plotted for a time
series where no data points were manually identified as an outlier. In this case
the trends determined by all six trend line methods are comparable.

In the presence of outliers, this agreement changes, and we can see that the
robustness of the method is an important factor in performance. For example,
the rolling median identifies twice as many outliers compared to rolling mean (60
vs. 30). Figure 4.8 shows that in the presence of outliers, the rolling mean can
introduce large fluctuations to the trend line. In this case the value is so extreme
that it is still correctly labelled by all methods as an outlier, however, in several
less extreme cases the outlier goes undetected. Exponential smoothing also ap-
pears to be more susceptible to the extreme outlier, likely due to interpolation of
missing data points around the outlier.

Figure 4.7: Trend lines generated from the different methods (different colours)
when given SARS-N2 data from STEP Neuchatel. This time series contained no
data points manually labelled as an outlier.
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Figure 4.8: Trend lines calculated using SARS-N2 data for ARA Chur with
different trend line methods (different colours).
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Of the four methods making use of a centrally-aligned window, trend decom-
position performs the best when using the manual labelling for evaluation. With
the manual labels used as a reference, 16 data points are considered false neg-
atives, the majority of which (12) are found at the peaks of trend line waves.
This highlights a potential downside of the manual labelling, i.e. that experts
perhaps struggle to intuit the increased variation at higher concentrations com-
pared to lower concentration measurements, especially when viewed on the same
graph, and this could be a contributing factor to the false negative values. Figure
4.9 shows how one manually labelled outlier at the peak of the wave is in fact
within the expected measurement variation whereas there are points at lower
concentrations which are outwith this range that were not manually identified as
outliers.

Figure 4.9: Trend line calculated using SARS-N1 data for ARA Buholz using
trend decomposition. Points are coloured by the result of the outlier detection
metric. The ribbon shows three times the expected standard deviation at the
trend line concentration - points which fall out of this range are marked as outliers
by the algorithm.
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Loess, compared to trend decomposition, identifies 5 fewer outliers and rolling
median a further 5. All 10 of these data points are found at the peaks of waves
highlighting how the "strength" of the trend line method’s smoothing effect im-
pacts outlier identification. Crucially, the trend decomposition and loess methods
make use of a larger window for smoothing compared to the rolling median.

This effect of increased smoothing strength can be seen in results where the
rolling window length of the rolling median is increased. Figure 4.10 shows the
increasingly smooth trend lines and Figure 4.11 shows this impact on the sensi-
tivity and specificity. By increasing the rolling median window from 7 to 14 days,
sensitivity is already increased to match that of the retrospective trend decom-
position, with sensitivity only slightly improved by further window size increases.
Specificity remains higher for rolling median at all window sizes compared to the
trend decomposition.

Interestingly the reverse effect is observed when increasing the window size of
the right-aligned weighted rolling median method (Figure 4.11). Here specificity
increases with increasing rolling window while sensitivity decreases. Figure 4.12
shows how the trend line becomes more affected by outlier points as a larger
window is considered for calculation.

Figure 4.10: Trend line calculated using SARS-N2 data for STEP Porrentruy
using rolling median with increasing window size (darker colours).
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Figure 4.11: Mean sensitivity and specificity for rolling median (yellow) and
weighted rolling median (lilac) when different rolling window sizes are used (dif-
ferent shapes). Error bars show standard deviation of the 70 time series.
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Figure 4.12: Trend line calculated using SARS-N2 data for STEP Porrentruy
using weighted rolling median with increasing window size (darker colours).
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There are some false negatives which do not occur at the peak of a wave
(4 for trend decomposition) and therefore not explainable by the intuition of
measurement variation at the peak. These appear as outliers in terms of viral
load likely due to the flow normalisation, where a high flow value inflates the
viral load. Figure 4.13 shows an example of this where the false negative value
occurs on a day when the flow measurement is greater than the 99.7% quantile.
The panel showing the concentration measurements shows that the false negative
point fell within the expected measurement variation and is therefore not marked
as an outlier.

Figure 4.13: Viral loads for IBV-M from STEP Neuchatel (bottom panel) are a
combination of viral concentration measurements (top panel) and flow readings
(middle panel). Colours of markers indicate classification result, the horizontal
line on the middle panel marks the 99.7% quantile of the flow data.
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4.4 Effect of outlier removal on modelling

To investigate the effect of outlier removal on modelling, first the Rt estimates
from the time series with the greatest magnitude outlier (δ̃ct = 170) were com-
pared. Figure 4.14 shows how the presence of outliers impacted the results. For
estimateR and EpiSewer with the truncated normal distribution, the presence of
outliers impacts results throughout the whole time series, whereas for EpiSewer
with a gamma distribution, the impact of outlier measurements is limited to
their location in time. The EpiSewer estimate without outliers from the trun-
cated normal distribution more closely resembles the estimation with outliers
when the gamma distribution is used.

For all model set ups the removal of outliers can be seen to have an effect.
Generally, outlier removal "pulls" Rt estimates closer to one compared to when
outliers are included. It can also be seen that the Rt "peak" around November
2023 is shifted in time on outlier removal, occurring later and causing a shallower
rise and fall in estimated values.

As mentioned in Section 3.4, comparisons of Rt estimates were also made for
time series with outliers occurring in different points of a wave (7 < δ̃ct < 25)
and real-time effects were investigated by truncating the time series one week
after the last observed outlier. The EpiSewer estimates using a truncated normal
measurement distribution are shown for illustrative purposes. The effects are
also apparent for the other set ups, to a greater (estimateR) or lesser (EpiSewer:
gamma distribution) extent.

The removal of outliers at the beginning of the wave decreases the rate of
increase of Rt and smooths the peak (Figure 4.15). In the middle, meaning
around the maximum of viral loads in the wave, the rate of decrease of Rt is
increased and the lowest Rt value is found sooner in time (Figure 4.16). At the
end of the wave the effects are limited, but generally the estimates are closer
to one (Figure 4.17). Finally, when concentrations are reasonably stationary,
there appears to be no effect of outlier inclusion or exclusion on Rt estimates
(Figure 4.18), though this does not necessarily preclude an effect in the case of a
more extreme outlier.

When considering the real time effects, the first thing to note is that model
uncertainty is greater closer to the present, regardless of the inclusion or exclu-
sion of outliers. The changes still follow the same patterns as described for the
whole time series at the start, middle and end of a wave, however, the effects
are noticeably larger (less overlap between the 50% credible intervals). For the
stationary phase (Figure 4.18) in real time, the presence of the outlier has a
noticeable effect to slightly raise the Rt estimate.
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Figure 4.14: Rt estimates from SARS-N1 data for ARA Chur using either a
truncated normal distribution or a gamma distribution as the measurement dis-
tribution in the model. The data set used either contained outliers (grey) or
had outliers removed before estimation (blue). For the estimateR panel the solid
line represents the mean and the ribbons represent inner and outer uncertainty
bounds. For the EpiSewer panels the solid line represents the median, the darker
ribbon the 50% credible interval and the lighter ribbon the 95% credible interval.
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Figure 4.15: Rt estimates where outliers occur at the start of an infection wave.
Data are IAV-M measurements for ARA Buholz and a truncated normal distri-
bution was used as the measurement distribution in the model. The top panel
shows estimates for the whole time series, while the bottom panel shows estimates
up until one week after the last outlier was identified. The data set used either
contained outliers (grey) or had outliers removed before estimation (purple). The
solid line represents the median, the darker ribbon the 50% credible interval and
the lighter ribbon the 95% credible interval.
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Figure 4.16: Rt estimates where outliers occur in the middle of an infection wave.
Data are SARS-N1 measurements for ARA Zuchwil and a truncated normal dis-
tribution was used as the measurement distribution in the model. The top panel
shows estimates for the whole time series, while the bottom panel shows estimates
up until one week after the last outlier was identified. The data set used either
contained outliers (grey) or had outliers removed before estimation (blue). The
solid line represents the median, the darker ribbon the 50% credible interval and
the lighter ribbon the 95% credible interval.
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Figure 4.17: Rt estimates where outliers occur at the end of an infection wave.
Data are SARS-N2 measurements for STEP Porrentruy and a truncated normal
distribution was used as the measurement distribution in the model. The top
panel shows estimates for the whole time series, while the bottom panel shows
estimates up until one week after the last outlier was identified. The data set
used either contained outliers (grey) or had outliers removed before estimation
(blue). The solid line represents the median, the darker ribbon the 50% credible
interval and the lighter ribbon the 95% credible interval.
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Figure 4.18: Rt estimates where outliers occur in a stationary phase. Data are
IBV-M measurements for ARA Schwyz and a truncated normal distribution was
used as the measurement distribution in the model. The top panel shows esti-
mates for the whole time series, while the bottom panel shows estimates up until
one week after the last outlier was identified. The data set used either contained
outliers (grey) or had outliers removed before estimation (green). The solid line
represents the median, the darker ribbon the 50% credible interval and the lighter
ribbon the 95% credible interval.
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4.5 Outlier simulation

An initial comparison of simulated data with real data was done by comparing
the deviations of concentration measurements from the input trend line. Fig-
ure 4.19 shows the density of these deviations for measurements above the limit
of detection. For most time series these are in good agreement, however for
time series where measurements are at lower concentration and with less defined
trends, agreement is poorer. The peak of deviations for most time series is around
zero, i.e. close to the trend line, as expected.

The retrospective and real-time analyses were repeated for the simulated data.
Figure 4.20 shows the sensitivity and specificity of the different trend line methods
on the simulated data set. Compared to the real-world data, specificity is broadly
similar. Sensitivity on the other hand is lower for all methods except rolling
mean. Additionally, differences in the retrospective performance of the different
methods are minimal, all having a balanced accuracy of around 0.75 (Figure 4.21).
Here it can also be seen that the difference between retrospective and real-time
application of the method is reduced for the centrally-aligned methods, with trend
decomposition showing no difference between the two.

The performance of the different trend line methods was again compared for
different time series. In this case we know the input - our expected viral load - so
it is possible to see how well the trend line methods can capture this. Figure 4.22
shows the different trend lines compared to the input. The greater smoothing
strength of the trend decomposition compared to loess and rolling median can
be seen, but all methods can be said to capture the input.

Since the overall data distribution and trend line performance were compara-
ble with the real data, the defining of measurements as outliers was investigated.
The outlier addition concentration in several cases is likely too low to generate
measurements which fall outside the expected range (Figure 4.23). This would
explain the decrease in sensitivity for the simulation compared to the manually
labelled real data.
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Figure 4.20: Mean sensitivity and specificity for each method (different colours)
when applied retrospectively (crosses) and in simulated real time (squares) on
simulated data. Error bars show standard deviation of the 70 time series.
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Figure 4.21: Mean balanced accuracy scores for each of the trend line methods
for simulated data. Cross-hatched bars show results from the retrospective ap-
plication while square-hatched bars show results from the real-time simulation.
Error bars show standard deviation of the 70 time series.
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Figure 4.22: Trend lines generated from the different methods (different colours)
given simulated data from an input trend line (black).
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Figure 4.23: Simulated measurements when given an input trend line (black),
either considered normal (grey) or an outlier (blue). The plot shows that the
outlier value falls clearly within the range of normally simulated measurements.
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The final analysis was to carry out multiple simulations from the same initial
input to gain a measure of the uncertainty in the process. Since simulating
outlier measurements was not consistently generating measurements which would
be considered an outlier, the analysis focussed on specificity and made use of the
set of simulations where outlier frequency was set to zero. Figure 4.24 shows
the variability of the false positive rate (inverse of specificity) for the different
trend line methods. Assuming the method assumption of normality around the
trend line holds, we would expect a false positive rate of 0.3% since we take
normalised deviations greater than three standard deviations (corresponding to
the 99.7% quantile). Rolling mean falls below this expected value, while trend
decomposition is closer to 2.5% with other methods falling in between the two.

However, the assumption of normality is not strictly true. Since it is not
possible to have negative concentration measurements, data are simulated from
a log-normal distribution rather than a normal distribution. Figure 4.25 shows
that a greater proportion of values from a log-normal distribution of equal mean
and variance fall above the normal distribution 99.7% quantile. For the range
of viral concentrations in the data set, this value corresponds to about 2.1%.
Therefore, most of the trend line methods fall within the expected range of false
positive values.
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Figure 4.24: False positive rate for simulated data with outlier frequency fixed to
zero for the different trend line methods (different colours). Box plots show results
for 50 simulations from a single input trend line. The solid horizontal grey line is
the expected false positive rate assuming a normal distribution (0.003) while the
dashed grey line is the corresponding expected rate for a log-normal distribution
(0.021).
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Figure 4.25: Log normal (red) and normal distribution (green) of same mean
and coefficient of variation. The grey vertical line indicates the 99.7% quantile
of the normal distribution, corresponding to around the 97.9% quantile for the
log normal distribution.



Chapter 5

Discussion

This thesis has presented the development of an outlier detection method which
can be applied in real time to digital polymerase chain reaction (dPCR) wastew-
ater measurement data collected as part of a monitoring programme. While
conceptually similar to previous outlier detection methods discussed in Chap-
ter 2, the method presented in this study is uniquely able to deal with multiple
challenges presented by the specific nature of wastewater-based dPCR data to
allow for efficient outlier detection: local, as well as global outliers are identi-
fied, expected dPCR measurement variation is accounted for, and the method
is applicable in real time. The impact of outliers on modelling results has been
demonstrated using two methods for estimating Rt values. It has been shown that
not only does the magnitude of an outlier measurement impact results in different
ways, but outputs can also be influenced by the specific location of an outlier in
an infection wave. Finally, an approach for simulating wastewater concentration
measurements has been established which is able to generate time series of con-
centration data that shows agreement with real-world data, and which can aid
further method development and evaluation. In the following sections results and
limitations of the analysis are discussed along with possible directions of further
study.

5.1 Labelling outliers

In the absence of a ground truth of outliers, this thesis adopted the approach
of asking experts to label the data set to aid method evaluation. The results
suggest that limitations of this approach are likely due to experts struggling to
intuit the expected variation at different concentrations, especially when plots
cover a wide scale range. Despite this, the most extreme outliers were identified,
and the labelled data set provided a consistent means to compare trend line
method performance.

Taken together, the lack of a pattern in outlier occurrence with lab processing
days and the high level of quality control the data are subject to, lead us to the
working assumption that outliers in the data set are extreme but true values. It

54
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should be noted here that by true we mean the value is a true dPCR measurement
of what was in the sample. This does not directly translate to an assumption that
this is an accurate measurement of the virus present in the catchment, because,
as discussed in Chapter 2, there are many stages of the pipeline where unknown
processes could contribute to outlier generation and result in a measurement that
is not representative of the current viral load of the catchment.

Our understanding of these sources of uncertainty could be further devel-
oped by laboratory experiments to understand variability in specific parts of the
wastewater-based epidemiology (WBE) pipeline. For example, measuring viral
concentrations at different points along a sewage pipeline to understand how
concentration is affected by in-sewer transport; measuring concentration degra-
dation under different storage conditions to understand how sample-processing
delays can impact measurements; or comparing sequencing data from outlier and
non-outlier days to see if there are differences in variant proportions. Having
more information about these aspects of the process can inform model design
and theories about sources of outliers.

Improved model design could ultimately mean that outlier data points could
be incorporated into analyses, a goal supported by our working assumption that
the outlier data points in this data set are extreme but true values. Despite this
assumption of truth, however, currently the processes generating outliers are not
specifically captured by models, and therefore the preferred approach is still to
remove these data points beforehand.

5.2 Applying the method

Although methods making use of a centrally-aligned rolling window were able to
perform better compared to right-aligned methods, they all exhibited a drop in
performance when used in a real-time manner. Therefore, a right aligned method
should be taken forward for consistent use in a monitoring programme. Weighted
rolling median has slightly better specificity, whereas exponential smoothing has
better sensitivity. This sensitivity-specificity trade-off means exponential smooth-
ing is arguably the better method to be used in real time. Since the presence of
outliers can have such an impact on model results (Figure 4.14) it is desirable to
tolerate a few more missing values than to have outliers in the data set.

Another consideration for a real-time monitoring programme is the use of
quality checks on data sources used for normalisation. As discussed in Chapter 2,
extreme flow values can lead to non-representative measurements, corroborated
by the data set used in this thesis, where some viral load outliers were attributable
to high flow values (Figure 4.13). Current practices which could be adopted
along with the outlier detection method for concentration data, include filtering
all measurements where flow is above the 90th percentile34 or values are greater
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than three times the IQR range from the median6. However, it should be noted
that this is not a common occurrence, and possible only around 5% of manually
labelled outliers are explainable by high flow values.

Applying data filtering on the normalisation flow data is a method that may
detect low outliers induced by dilution events. As can be seen from Figure 4.9,
the expected variation includes zero measurements, even at the peak of the in-
fection wave, and therefore the method is not applicable for the detection of low
concentration outliers.

In situations where real-time outlier detection is not a requirement, trend
decomposition or rolling median with a 14-28 day window could be used to give
better results. These methods, which have a stronger smoothing effect, cor-
rectly identify more manually labelled outliers at the peaks of infection waves.
These methods could also be used in combination with a right-aligned method
in real-time, to update labels retrospectively. This has the potential to capture
more outliers, though, depending on the reporting structures of a monitoring pro-
gramme, has potential challenges when communicating data changes to ensure
updated information is shared to all stakeholders.

As shown in the final analysis (Figures 4.24 and 4.25), by using a z-score
of 3 as the threshold for labelling outliers, we can expect some degree of false
positives, (no false positives would mean perfect specificity). If we want to reduce
the number of points marked as an outlier by the detection method, the z-score
threshold could be increased. Doing so still ensures that the most extreme outliers
are identified.

Another means of only capturing extreme outliers could be to incorporate a
measure of uncertainty into the method, so that rather than assigning a binary
prediction of outlier status, a proportion score is given to each point. One way
to do this would be to make use of a trend line method which has some measure
of uncertainty and from which multiple trend lines can be drawn. These trend
lines could each be used to determine the outlier status of data points and then
an average, over all trend line labels, taken to give a proportional measure.

In this thesis the average of technical replicates was taken to generate time
series with a single measurement per day. It would be interesting to make use
of all the data available and apply the method to individual technical replicates.
In its current form, the method can be applied to individual replicates, though
the trend line is still calculated by first taking the average of the individual repli-
cates. Knowing the proportion of time points that have technical measurements
differing in their outlier classification, could help inform assumptions about the
outlier generation process and sources of variation. It is likely such a method
could benefit from an alternative way to calculate the expected measurement
concentration from technical replicates, not just taking the average.

On the other hand, consideration should be made for situations where less
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data are available. The method requires several parameters for the normalisation
calculation (equation 3.3 and Section 3.1.2) which may not be available or known
for other data sets. Further sensitivity analysis should be carried out to assess
the impact estimating or randomly selecting such lab parameters has on results.
If results are sensitive to changes in these parameters, it would be useful to
investigate ways to estimate these parameters for a particular data set. Here,
however, the presence of outliers is likely to pose challenges.

The pre-PCR parameter was estimated as a single value for all time series.
However, it is likely that it is different for different locations and viral targets,
and could be optimised for individual time series. This too could form part
of a sensitivity analysis of the method to see how much results are impacted by
changing pre-PCR variation. Also of interest is that the estimated value (ν = 0.6)
was higher than that estimated by the EpiSewer model (ν = 0.17)4. Since esti-
mated pre-PCR variation depends on the smoothing of measurements, stronger
smoothing will be compensated with higher pre-PCR variation. This can be seen
in Figure 4.3 where the range of optimal ν parameter values is higher for trend
decomposition compared to those for rolling mean. Furthermore, the trend line
methods used are deterministic, whereas the EpiSewer trend contains uncertainty
which could contribute to a weaker smoothing effect. A final consideration for
why these values differ, is the underlying likelihood distribution of measurements,
which was shown to impact estimated results. The pre-PCR median value of 0.17
was obtained by fitting data to the specific dPCR likelihood, whereas the method
presented in this thesis implicitly adopts a normal distribution.

One final consideration for wider applicability of the method presented in
this thesis would be to adapt it for quantitative PCR (qPCR) data as this is
widely used in WBE for data collection. The current normalisation calculation is
specific for dPCR data and therefore another equation for estimating the expected
coefficient of variation for a particular concentration would have to be used to
make the method applicable to qPCR data sets.

5.3 Effect on modelling

As shown in Section 4.4, when data are used to estimate Rt, for a subset of
the 70 time series, changes in model outputs are observed. The magnitude of
these effects is partially due to a combination of the robustness of the model
used and the magnitude of the outlier data point(s), but may also be affected
by where, within an infection wave, they occur. Especially at the start of a
wave, the presence of outliers can show Rt estimates as rising more sharply than
they perhaps are. Since this thesis focused on only one time series with outliers
for each location, it is not possible to conclude how extreme an outlier must be
before it has an effect on results. Further understanding of how the magnitude
of an outlier affects results at different locations could aid in decisions about the
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sensitivity-specificity trade-off for the different trend line methods.

EstimateR uncertainty ranges seem to be greater when concentration mea-
surements are lower and there are no clear trends. Differences in the two EpiSewer
set ups are due to the different distributions that the measurements are assumed
to arise from, either a truncated normal distribution or a gamma distribution.
There is a greater change in results on exclusion of outlier data points when a
truncated normal distribution is used rather than a gamma distribution. This is
likely because, under the truncated normal distribution, the modelled variance
must increase dramatically for the same mean to include these high data points.
Due to its longer tail, the gamma distribution can accept more of these extreme
data points without increasing the modelled variance as much. This highlights
the importance of assessing the sensitivity of models to outliers.

5.4 Outlier simulation

The simulation worked well to generate a time series of concentration measure-
ments analogous to real-world measurements and the outlier detection method
performed well on this data. Sensitivity scores were lower compared to those for
the real data due to the "outlier addition" component of the simulation. Here
a value was drawn from an exponential distribution where the rate was defined
with the quantile function, such that 99% of the values were below four times the
maximum expected concentration (see Section 3.5). While allowing for the high,
positive values associated with an outlier, this distribution also allows for smaller
values which, as can be seen in Figure 4.23, can result in outlier measurements
which are not in fact outliers.

This aspect of the simulation could be improved by drawing outlier addition
values from a Weibull distribution instead. Like the exponential distribution, this
takes only positive continuous values and has an easily useable quantile function
for defining the rate. The required modification would be definition of the shape
parameter which would reduce the likelihood of low outlier addition values. It
would be interesting to see if, when outlier points are more appropriately simu-
lated, the different trend line methods continue to have a similar performance,
or whether they perform in the same pattern as with the real world data.

Outlier points aside, simulation of regular measurements seems to work well.
All trend line methods were able to capture the initial input: the trend decom-
position trend line calculated from the real-world data. It would be interesting
to see how simulation results change when given a different input trend line, such
as the weighted rolling median. Additionally, some parameter sensitivity could
be investigated using the simulation. Since the pre-PCR variation parameter is
defined for the simulated data set, the impact of selecting a wrong parameter
value for outlier detection can be observed.
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5.5 Outlook

Continued development and improvement of outlier detection methods can help
ensure quality data reporting from monitoring programmes, which are becoming a
crucial part of many countries’ public health surveillance schemes44. Additionally,
this can improve modelling results which often guide public health responses to
disease outbreak. As methods in wastewater-based epidemiology advance, there
is hope that underlying processes, especially those contributing to outliers, could
be better understood. Being able to identify outliers enables further study of
them, which could help inform theories about their sources and perhaps shed
light on unknown processes. The outlier detection method presented in this
thesis is a small contribution towards that goal.
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