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Abstract

Dispersion and damping are two characteristics of wave propagation which are
present when different types of waves propagate through a variety of materials in
nature. Materials with such aspects have multiple applications because of their use-
ful electromagnetic properties. Apart from the electromagnetic setting, dispersive
and damped systems have also applications in other fields, such as acoustics and
elasticity. Nevertheless, understanding the effect that dispersion and damping have
on the particle interactions and the material properties is a challenging task.

In this thesis, we study the spectral properties of dispersive and damped materials.
By varying the material parameters and modifying both dispersion and damping,
we obtain results on the dependence of the spectrum of these materials on these
characteristics. Then, considering periodic media and exploiting the underlying
symmetries, we show the existence of strongly localised waves on an interface. This
aspect is a key element in the design of wave guiding and control devices.

We will also consider a specific example of dispersive materials called halide per-
ovskites. Halide perovskites have high absorption coefficient and also they are cheap
and easy to manufacture. Thus, they make excellent choices for making electromag-
netic devices. We will use asymptotic techniques to study the resonance problem
associated to halide perovskites in the two and three dimensional setting. We will
study systems of finitely many halide perovskite resonators in the subwavelength
regime and provide analytic expressions for their resonances. Finally, we will pro-
vide an optimal way to design surfaces of subwavelength halide perovskite resonators
for the detection of frequencies lying in the visible light spectrum.
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Résumé

La dispersion et l’amortissement sont deux caractéristiques de la propagation des
ondes qui sont présents pendant la propagation des differents types d’ondes à travers
une variété de matériaux dans la nature. Les matériaux présentant de tels aspects
ont des applications varieés grâce à leurs propriétés électromagnétiques. En dehors
du cadre électromagnétique, l’étude de la dispersion et de l’amortissement a des
applications dans d’autres domaines, comme l’acoustique et l’élasticité. Néanmoins,
comprendre l’effet de la dispersion et de l’amortissement aux interactions des par-
ticules et aux propriétés des matériaux est une tâche difficile.

Dans cette thèse, nous étudions les propriétés spectrales des matériaux dispersifs et
amortis. En variant les paramètres des matériaux et en modifiant la dispersion et
l’amortissement, nous obtenons des résultats sur la dépendance du spectre de ces
matériaux à ces caractéristiques. Ensuite, en considérant des milieux périodiques et
en exploitant les symétries sous-jacentes, nous montrons l’existence d’ondes forte-
ment localisées sur une interface. Cet aspect est un élément clé dans la conception
des dispositifs de guidage et de contrôle des ondes.

Nous considérerons également un exemple spécifique des matériaux dispersifs, ap-
pelés pérovskites halogénures. Les pérovskites halogénures ont un coefficient d’absor-
ption élevé et ils sont pas chers et faciles à fabriquer. Ces caractéristiques les ren-
dent un choix excellent pour fabriquer des appareils électromagnétiques. Nous allons
utiliser des techniques asymptotiques pour étudier le problème de résonance associé
aux pérovskites halogénures aux dimensions deux et trois. Nous allons étudier des
systèmes d’un nombre fini de résonateurs pérovskites halogénures dans le régime
sous-longueur d’onde et donner des expressions analytiques décrivant les résonances.
Enfin, nous présenterons une manière optimale de créer des surfaces de résonateurs
de pérovskites halogénures de sous-longueurs d’onde pour la détection de fréquences
dans le spectre visible de la lumière.
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Introduction

Photonic crystals: dispersion and damping

Dispersion and damping are two phenomena present in optical nanostrusctures, such
as photonic crystals, which have many applications. The term was first used after
the seminal work carried in [74, 39]. Photonic crystals are optical nanostructures
with non-constant refractive index. This affects the propagation of light in the
structure. They are constituted by regularly repeating regions of varying refractive
index. Light waves may propagate through this structure or propagation may be
disallowed, because of amplitude decay and reflection of energy, depending on their
wavelength.

The dielectric permittivity and the magnetic permeability of these structures are the
material characteristics which explain how the light is impacted while propagating
inside them. In this work, we will assume that the magnetic permeability is constant
and we will study the effect of the permittivity. The dispersive nature of the system
appears in the dielectric permittivity in the form of a dependence on the frequency
of the wave propagation.

Much of the existing theory [9] treats the case where these permittivity functions are
non-dispersive inside the particles of the crystals. However, when working at certain
electromagnetic frequencies, which often include the visible spectrum, it is important
to take into account the oscillatory behaviour of the free electrons in the material.
This behaviour leads to resonances at characteristic frequencies and gives photonic
crystals a highly dispersive character. This is manifested in the permittivity since
we observe a highly non-linear dependence on the frequency with which the light
propagates in the system. Quite often, we also observe the existence of damping
in the system, appearing in the form of a non-zero imaginary part of the dielectric
permittivity. This is translated into increase or loss of energy in the system during
the light propagation. We aim to understand the effect of dispersion and damping
on the light propagation and extend the existing theory to such settings.

In general, photonic crystals present interesting and useful wave propagation prop-
erties. Even very simple photonic crystals, such as those composed of periodically
alternating layers of non-dispersive materials, can display exotic dispersive proper-
ties. As a result, they are able to support band gaps: ranges of frequencies that are
unable to propagate through the material [65]. These band gaps are the fundamen-
tal building blocks for the many different wave guides and wave control devices that
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Introduction

have been conceived. Notable examples include flat lenses [58], invisibility cloaks
[54], rainbow trapping filters [68] and topological waveguides [43].

From a mathematical point of view, we will see how dispersion and damping af-
fect the spectral structure of these materials. In particular, by studying periodic
one-dimensional systems we will obtain the dispersion relation characterising each
material. This expression describes the behaviour of the spectral band and gaps
of the materials. By varying the material parameters and adding dispersion and
damping to the system, we observe how the spectrum of the photonic crystal is af-
fected. We will generalise this result to multi-dimensional systems by providing the
equivalent analytic expressions for the resonance problem. For these settings, we
will work on a particular example of photonic crystals called halide perovskites.

Subwavelength regime

It is expected that the impact that small particles have on waves propagating through
the surrounding medium is minimal. This is even more evident in the subwavelength
regime, i.e. when the particle’s size is significantly smaller than the wavelength of
the incident wave. This phenomenon complicates the study of wave propagation in
these settings. Working in the subwavelength regime means working at very low
frequencies. This implies that the material no longer behaves like a homogeneous
material and hence, the conventional homogenisation techniques cannot be applied.
However, there exist particles which interact strongly with their environment, even
in the subwavelength regime, leading to pronounced scattering and resonance at
subwavelength frequencies, called subwavelength resonators. This property makes
them ideal candidates for the creation of a variety of material structures, called
metamaterials. It has been shown that they display extraordinary properties absent
in common materials [12].

Photonic crystals, and in particular halide perovskites, belong to the category of
metamaterials with strong interaction with incident waves via their high absorption
coefficient. This helps in detecting frequencies in the complete visible light spec-
trum. Thus, they have a crucial role in the creation of microscopic devices, which
detect visible light in the subwavelength regime, i.e. devices that can be even a few
nanometres. This has further implications, as their small size makes them quite
light, cheap and also very efficient.

We will study the resonance problem associated to halide perovskites in the two and
three dimensional settings in the subwavelength regime. By adapting the asymptotic
techniques and taking advantage of the spectrum of the integral operators used, we
are able to obtain expressions for the resonances. In addition, we will study systems
with more than one particles and show the presence of hybridisation, i.e. the separa-
tion of resonances as the number of particles increases due to inter-particle interac-
tions. With numerical experiments, using examples of halide perovskites and their
associated material parameters, we show that for small particles, at subwavelength
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scales, the resonances detected are indeed in the visible light spectrum. Finally,
exploiting these expressions, we propose a mechanism for designing subwavelength
surfaces of halide perovskite particles which can detect light waves with frequencies
lying in the visible spectrum.

Halide perovskites

Halide perovskites are crystals, composed of crystalline lattices which have octa-
hedral shapes and contain atoms of heavier halides, such as chlorine, bromine and
iodine [2]. They have excellent optical and electronic properties, which combined
with the fact that they are cheap and easy to manufacture puts them at the center
of interest for the next generation of electromagnetic devices [38, 52, 64].

A particular benefit of halide perovskites is that their high absorption coefficient
enables microscopic devices (measuring only a few hundred nanometres) to absorb
the complete visible spectrum. Thus, we are able to design very small devices that
are lightweight and compact while also being low cost and efficient. Research is
ongoing to develop perovskites capable of fulfilling their theoretical capabilities for
use in applications such as optical sensors [36], solar cells [64] and light-emitting
diodes [72].

The dielectric permittivity of halide perovskites has been shown to depend heavily
on excitonic transitions, leading to a permittivity that has symmetric poles in the
lower complex plane [52]. In particular, if we denote the dielectric permittivity by
ε, in terms of the frequency ω and wavenumber k, it is given by [52]

ε(ω, k) = ε0 +
ω2
p

ω2
exc − ω2 + ℏωexck2µ

−1
exc − iγω

,

where ωexc is the frequency of the excitonic transition, ωp is the strength of the
dipole oscillator, γ is the damping factor, µexc is related to the non-local response
and ε0 is the background dielectric constant. This expression captures the highly
non-linear dispersive character of the material. We refer to [52] for the values of
these constants for different halide perovskites at room temperature.

Another essential attribute of the halide perovskites is that their first resonance is
magnetic, as observed in [52]. The existing mathematical work focuses on the regime
of the electric field. This renders the mathematical analysis of such materials quite
complicated since the various asymptotic techniques that can be used often fail to
account either for the dispersive part or for the difference between the electric and
the magnetic resonances.
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Wave localisation and topological protection

Materials with electromagnetic properties are being studied under the form of peri-
odic media. When it comes to designing surfaces with beneficial optical properties,
the number of nanoparticles used tends to be extremely large. The existing theory
in such settings shows that these structures converge to periodic ones. An impor-
tant application is the design of wave guiding and control devices. By combining
different periodic materials, we can create interfaces and edges on which the prop-
agating waves are localised. The existence of strongly localised waves in periodic
media is one of the foundations of modern wave physics. Such modes allow for waves
of specific frequencies to be strongly localised at desired locations.

In reality, the construction of perfect periodic media is complicated. Imperfections
can be easily introduced to the system, either by small changes to the material pa-
rameters or by structural modifications such as breaking the symmetry of the particle
positions. An important characteristic of the localised waves is their stability profile
once these so called ”imperfections” are introduced to the material. This is called
topological protection [43]. This field of research was inspired by ideas related to the
famous quantum Hall effect [44] and was successfully translated to classical wave
systems around 15 years ago [73]. This theory uses topological indices associated
to the underlying periodic structures [19] to predict the existence of localised waves
at interfaces and edges of the material. Further, the invariant nature of topological
indices means we can expect that such modes experience enhanced robustness with
respect to imperfections. Given how desirable a priori robustness properties are
for being able to confidently manufacture functional devices, topological waveguides
have emerged as an important sub-field of wave physics [59].

The mathematical theory developed around the topological protection usually con-
siders one-dimensional systems since the fundamental mechanism requires an inter-
face or edge to be introduced in just one axis of periodicity. In addition, it is mostly
focused on non-dispersive systems since they provide great insight in physical set-
tings, such as microwaves and perfect conductors. Exploiting the symmetric charac-
teristics of the periodic structures, we are able to extend these results to dispersive
systems. Viewing the damped systems as small perturbations of the undamped
regime, we prove similar results for materials with damping.
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1. Dispersion, damping and spectrum

1.1. Introduction

The material characteristics of photonic crystals gives them a variety of wave prop-
erties. From non-dispersive to highly dispersive and damped structures, the spectral
properties of these materials are quite exotic. Several different models exist to de-
scribe this behaviour. Most models are variants of the Lorentz oscillator model,
whereby electrons are modelled as damped harmonic oscillators due to electrostatic
attractions with nuclei [51]. A popular special case of this is the Drude model, in
which case the restoring force is neglected (to reflect the fact that most electrons in
metals are not bound to any specific nucleus, so lack a natural frequency of oscilla-
tion). Many other variants of these models exist, for instance by adding or removing
damping from the various models, cf. [61] or [49], and by taking linear combinations
of the different models, as in [62].

A key feature that unites dispersive permittivity models is the existence of singu-
larities in the permittivity. The position of these poles in the complex plane, which
correspond to resonances, are one of the crucial properties that determines how a
metal interacts with an electromagnetic wave. In conventional Lorentz models the
poles appear in the lower complex plane [51]. The imaginary part of the singular
frequency is determined by the magnitude of the damping, and the singularities ac-
cordingly fall on the real line if the damping is set to zero. In the Drude model, the
removal of the restorative force causes the singularities to fall at the origin and on
the negative imaginary axis.

A particularly important example of photonic crystals, that is central to our moti-
vation, are halide perovskites. They have excellent optical and electronic properties
and are cheap and easy to manufacture at scale [52]. As a result, they are being used
in many applications, including optical sensors [36], solar cells [64] and light-emitting
diodes [72].

There are a range of methods that can be used to capture the spectra of photonic
crystals. For one-dimensional systems, explicit solutions typically exist and transfer
matrices are particularly convenient. These were used for Drude materials in [63]
and for undamped Lorentz materials in [49], for example. In multiple dimensions,
studies often resort to numerical simulation (for instance with finite elements). A
valuable approximation strategy is a multi-scale asymptotic method known as high-
frequency homogenisation [28], which can be extended to approximate the dispersion
curves in dispersive media [67].
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1. Dispersion, damping and spectrum

In this chapter, we will study photonic crystals composed of metals with permittiv-
ity inspired by that of halide perovskites, in the sense that it has symmetric poles in
the lower complex plane. After setting out the Floquet-Bloch formulation of the pe-
riodic problem in Section 1.2, we will study the one-dimensional periodic Helmholtz
problem in Section 1.3. We retrieve the dispersion relation which characterises the
halide perovskite system and show how its properties depend on the characteristics
of the dispersive permittivity (namely, being real or being complex and having poles
either on or below the real axis). Finally, in Section 1.4, we use integral methods
and asymptotic analysis in order to obtain the dispersion relation for the two- and
three-dimensional cases, showing how to extend our analysis to multi-dimensional
photonic crystals. This is a product of the work carried in [4].

1.2. Problem setting

In this section, we present the mathematical setting associated to the Drude-Lorentz
model. After applying the Floquet-Bloch theory, we obtain the quasiperiodic prob-
lem and provide the main definitions which describe the spectrum of the photonic
crystal.

1.2.1. Initial Helmholtz formulation

Let us consider N ∈ N particles D1, D2, . . . , DN which together occupy a bounded
domain Ω ⊂ Rd, for d ∈ {1, 2, 3}. The collection of particles Ω will be the repeating
unit of the periodic photonic crystal. We suppose that the permittivity of the
particles is given by a Drude–Lorentz-type model,

ε(ω) = ε0 +
α

1− βω2 − iγω
, (1.1)

where ε0 denotes the background dielectric constant and α, β, γ are positive con-
stants. α describes the strength of the interactions, β determines the natural res-
onant frequency and γ is the damping factor. This is motivated by the measured
permittivity of halide perovskites, as reported in [52]. We choose to use this ex-
pression as a canonical model for dispersive materials whose permittivities have
singularities in the complex frequency space. Notice that (1.1) is singular at two
complex values of ω. These are given by

ω∗
± =

1

2β

(
− iγ ±

√
4β − γ2

)
. (1.2)

By varying the parameters α, β and γ, we can force these singularities to lie in
the lower half of the complex plane (γ > 0), on the real line (γ = 0) or to vanish
completely (β = γ = 0). We will make use of this property when trying to interpret
the dispersion diagrams in the following analysis. We suppose that the particles are
surrounded by a non-dispersive medium with permittivity ε0. We assume that the

6



1.2. Problem setting

particles are non-magnetic, meaning that the magnetic permeability µ0 is constant
on all of Rd.

We consider the Helmholtz equation as a model for the propagation of time-harmonic
waves with frequency ω. This is a reasonable model for the scattering of transverse
magnetic polarised light (see e.g. [55, Remark 2.1] for a discussion). The wavenum-
ber in the background Rd \ Ω is given by k0 := ωε0µ0 and we will use k to denote
the wavenumber within Ω. Let us note here that, from now on, we will suppress the
dependence of k0 and k on ω for brevity. We then consider the system of equations

∆u+ ω2ε(ω)µ0u = 0 in Ω,

∆u+ k20u = 0 in Rd \ Ω,
u|+ − u|− = 0 on ∂Ω,
∂u
∂ν |+ − ∂u

∂ν |− = 0 on ∂Ω,

u(x)− uin(x) satisfies an outgoing radiation condition as |x| → ∞,

(1.3)

where uin is the incident wave, assumed to satisfy (∆ + k20)uin = 0, and the appro-
priate outgoing radiation condition depends on the dimension of the problem and
of the periodic lattice.

1.2.2. Periodic formulation

We will assume that the collection of N particles is repeated in a periodic lattice
Λ. We suppose that the lattice has dimension dl, in the sense that there are lattice
vectors l1, . . . , ldl ∈ Rd which generate Λ according to

Λ := {m1l1 + · · ·+mdl ldl | mi ∈ Z}. (1.4)

The fundamental domain of the lattice Λ is the set Y ∈ Rd given by

Y := {c1l1 + · · ·+ cdl ldl | 0 ≤ c1, . . . , cdl ≤ 1}. (1.5)

The dual lattice of Λ, denoted by Λ∗, is generated by the vectors α1, . . . , αdl satisfying
αi · lj = 2πδij for i, j = 1, . . . , dl. Finally, the Brillouin zone Y ∗ is defined by

Y ∗ := (Rdl × {0})/Λ∗, (1.6)

where 0 is the zero vector in Rd−dl . The Brillouin zone Y ∗ is the space that the
reduced unit cell of reciprocal space.

The periodic structure, denoted by D, is given by

D =

N⋃
i=1

( ⋃
m∈Λ

Di +m

)
.
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1. Dispersion, damping and spectrum

· · · · · ·
D1

D2 D3

D4

D5

D6

D1

D2 D3

D4

D5

D6

D1

D2 D3

D4

D5

D6

Ω

Figure 1.1.: A periodic array of halide perovskite particles. Here, we have six par-
ticles D1, . . . , D6 repeated periodically in one dimension. Each of them
has the halide perovskite permittivity ε(ω) defined by (1.1).

Hence, the problem we wish to study is the following:

∆u+ ω2ε(ω)µ0u = 0 in D,
∆u+ k20u = 0 in Rd \D,
u|+ − u|− = 0 on ∂D,
∂u
∂ν |+ − ∂u

∂ν |− = 0 on ∂D,
u(xl, x0) satisfies the outgoing radiation condition as |x0| → ∞.

(1.7)

1.2.3. Floquet-Bloch theory

In order to study the problem (1.7), we will make use of Floquet-Bloch theory [46].
Let us first give certain definitions which will help with the analysis of the problem.

Definition 1.2.1. A function f(x) ∈ L2(Rd) is said to be κ-quasiperiodic, with
quasiperiodicity κ ∈ Y ∗, if e−iκ·xf(x) is Λ-periodic.

Definition 1.2.2 (Floquet transform). Let f ∈ L2(Rd). The Floquet transform of f
is defined as

F [f ](x, κ) :=
∑
m∈Λ

f(x−m)e−iκ·x, x ∈ Rd, κ ∈ Y ∗.

We have that F [f ] is κ-quasiperiodic in x and periodic in κ. The Floquet transform
is an invertible map F : L2(Rd) → L2(Y × Y ∗), with inverse given by

F−1[g](x) =
1

|Y ∗
l |

∫
Y ∗
g(x, κ)dκ, x ∈ Rd,

where g(x, κ) is extended quasiperiodically for x outside of the unit cell Y .
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1.2. Problem setting

Let us define uκ(x) := F [u](x, κ). Then, applying the Floquet transform to (1.7),
we obtain the following system:

∆uκ + ω2ε(ω)µ0u
κ = 0 in D,

∆uκ + k20u
κ = 0 in Rd \D,

uκ|+ − uκ|− = 0 on ∂D,
∂uκ

∂ν |+ − ∂uκ

∂ν |− = 0 on ∂D,
uκ(xd, x0) is κ-quasiperiodic in xd,

uκ(xd, x0) satisfies the κ-quasiperiodic radiation condition as |x0| → ∞.

(1.8)

The solutions to (1.8) typically take the form of a countable collection of spectral
bands, each of which depends continuously on the Bloch parameter κ. The goal
of our analysis is to identify and explain the gaps between the spectral band. At
frequencies within these band gaps, waves do not propagate in the material and their
amplitude decays exponentially. As a result, they are the starting point for building
waveguides and other wave control devices.

For real-valued permittivities, it is straightforward to define band gaps as the inter-
vals between the real-valued bands.

Definition 1.2.3 (Band gap for real permittivities). A frequency ω ∈ R is said to be
in a band gap of the periodic structure D if it is such that (1.8) does not admit a
non-trivial solution for any κ ∈ R.

We are interested in materials for which the permittivity takes complex values,
corresponding to the introduction of damping to the model. In which case, we elect
to keep the frequency ω ∈ R as a real number but allow the Bloch parameter κ to
take complex values. In which case, the imaginary part of κ describes the rate at
which the waves amplitude decays. It should be noted that it is also quite common
to do the opposite by forcing κ to be real and allowing ω to be complex valued, as
in [11, 67] for example.

In the real-valued case, it is clear that κ belongs to the Brillouin zone Y ∗ (which
has the topology of a torus, due to the periodicity in κ). When κ is complex valued,
its real part still lives in Y ∗ but its imaginary part can take arbitrary values. Thus,
κ lives in a subset of the complex plane that is isomorphic to Y ∗ × R. This can be
thought of as a “generalised” Brillouin zone; this idea has been used to describe the
spectral convergence of non-Hermitian systems in [7].

In our setting, which is a damped model that is characterised by a complex permit-
tivity, we have that κ ∈ C and it is less clear how to define a band gap. Intuitively,
a band gap is a range of frequencies at which the damping is particularly large.
Hence, we provide a modified definition for the notion of a band gap for complex
permittivities in terms of local maxima of the amplitude decay.

9



1. Dispersion, damping and spectrum

−1 0 1

D

ε0 ε(ω)

Figure 1.2.: The one-dimensional setting. The periodically repeated cell is of length
2. Here the interval [−1, 0) is the background and the interval [0, 1) is
the particle.

Definition 1.2.4 (Band gap for complex permittivities). We define a band gap for
complex permittivities to be the set of frequencies ω ∈ R for which (1.8) admits a
non-trivial solution with quasiperiodicity κ ∈ C and |ℑ(κ)| is at a local maximum.

We will first study the problem in the one-dimensional setting. In one dimension,
the problem is easier to manipulate and we are able to retrieve explicit expressions.
Hence, we can get a variety of results concerning the characteristics of the quasiperi-
odic system. In particular, our main goal is to obtain the dispersion relation, an
expression which relates the quasiperiodicities κ ∈ C with the frequencies ω ∈ R,
and study its properties. Then, in Section 1.4 we will provide an analysis for higher
dimensional systems and we will give the equivalent relation.

1.3. One dimension

Let us first treat the Helmholtz problem (1.8) in the one-dimensional case. We will
work on the interval [−1, 1], with [−1, 0) denoting the background and [0, 1) the
particle. A schematic depiction of this is given in Figure 1.2. Hence, the problem
reads as follows:

d2u

dx2
+ µ0ω

2ε(x, ω)u(x) = 0, (1.9)

on the domain [−1, 1], where

ε(x, ω) :=

{
ε0, x ∈ [−1, 0) (background),

ε(ω), x ∈ [0, 1] (particle),
(1.10)

with the boundary conditions

u(1) = e2iκu(−1) and
du

dx
(1) = e2iκ

du

dx
(−1). (1.11)
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1.3. One dimension

1.3.1. Dispersion relation

We will now retrieve an expression for the solution to (1.9). Let us define the
quantities

σ0 := ω
√
ε0µ0, and σc := ω

√
ε(ω)µ0. (1.12)

For many of the results that follow, the crucial quantity will be the contrast between
the material inside the particles and the background medium. With this in mind,
we introduce the frequency-dependent contrast ρ as

ρ(ω) :=
σc
σ0

=

√
ε(ω)

ε0
. (1.13)

Then, the following expression holds for the solution to (1.9).

Lemma 1.3.1. Let u denote a solution to (1.9). Then, u is given by

u(x) =

Aρ sin
(
σ0x
)
+ B cos

(
σ0x
)
, x ∈ [−1, 0),

A sin
(
σcx
)
+ B cos

(
σcx
)
, x ∈ [0, 1],

(1.14)

where A,B ∈ C are two constants.

Proof. We know that a solution to (1.9) must be given by

u(x) =

A1 sin
(
ω
√
ε0µ0x

)
+ B1 cos

(
ω
√
ε0µ0x

)
, x ∈ [−1, 0),

A2 sin
(
ω
√
ε(ω)µ0x

)
+ B2 cos

(
ω
√
ε(ω)µ0x

)
, x ∈ [0, 1],

(1.15)

where A1,A2,B1,B2 ∈ C are constants to be defined. This, also, gives

du

dx
(x) = A1ω

√
ε0µ0 cos

(
ω
√
ε0µ0x

)
− B1ω

√
ε0µ0 sin

(
ω
√
ε0µ0x

)
,

for x ∈ [−1, 0), and

du

dx
(x) = A2ω

√
ε(ω)µ0 cos

(
ω
√
ε(ω)µ0x

)
− B2ω

√
ε(ω)µ0 sin

(
ω
√
ε(ω)µ0x

)
,

for x ∈ [0, 1]. Now, from the boundary transmission conditions in (1.7), we require

lim
x→0−

u(x) = lim
x→0+

u(x) and lim
x→0−

du

dx
(x) = lim

x→0+

du

dx
(x).

These conditions mean we must have that B1 = B2 and A1 =
√
ε(ω)/ε0A2 = ρ(ω)A,

which gives the desired result.
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1. Dispersion, damping and spectrum

Using the boundary conditions (1.11), we can obtain the dispersion relation for
the one-dimensional problem. This is a well-known result, that first appeared in a
quantum-mechanical setting [45] and has since been shown to describe a range of
periodic classical wave systems also [1, 57]. We include a brief proof, for complete-
ness.

Theorem 1.3.2 (Dispersion relation). Let u denote the solution to (1.9) along with
the boundary conditions (1.11). Then, for u to be non-trivial, the quasiperiodicities
κ ∈ C satisfies the dispersion relation

cos(2κ) = cos(σ0) cos(ρσ0)−
1 + ρ2

2ρ
sin(σ0) sin(ρσ0). (1.16)

Proof. From Lemma 1.3.1, we have that u is given by (1.14). Then, using (1.11),
we have

[
sin(σc) + e2iκρ sin(σ0)

]
A+

[
cos(σc)− e2iκ cos(σ0)

]
B = 0,[

σc cos(σc)− e2iκρσ0 cos(σ0)
]
A−

[
σc sin(σc) + e2iκσ0 sin(σ0)

]
B = 0.

(1.17)

We observe that for (1.9) to have a non-zero solution, it should hold[
sin(σc) + e2iκρ sin(σ0)

]
·
[
σc sin(σc) + e2iκσ0 sin(σ0)

]
+

+
[
cos(σc)− e2iκ cos(σ0)

]
·
[
σc cos(σc)− e2iκρσ0 cos(σ0)

]
= 0,

which gives

√
ε(ω)e4iκ +

[
ε0 + ε(ω)√

ε0
sin(σ0) sin(σc)− 2

√
ε(ω) cos(σ0) cos(σc)

]
e2iκ +

√
ε(ω) = 0.

(1.18)

Making some algebraic rearrangements, we observe that

2

√
ε(ω)

ε0

[
cos(σ0) cos(σc)− cos(2κ)

]
− ε0 + ε(ω)

ε0
sin(σ0) sin(σc) = 0. (1.19)

Finally, making the substitutions σc = ρσ0 and
√
ε(ω) = ρ

√
ε0, we obtain the

desired result.

The dispersion relation (1.16) can be used to plot the dispersion curves. For a given
frequency ω, ρ(ω) can be calculated to yield the right-hand side of (1.16), which can
subsequently be solved to find κ. This is shown in Figure 1.3. Since ϵ(ω) is complex
valued, κ will generally take complex values. We plot only the absolute values of both
the real and imaginary parts; as we will see below, this is sufficient to characterise
the full dispersion relation. Notice also that ℜ(κ) ∈ Y ∗ = [−π/2, π/2).
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1.3. One dimension

Singularities:

Re(ω)

Im(ω)

×ω∗
+ω∗

−× 0.97-0.97

-0.25

.

Figure 1.3.: The dispersion relation of the halide perovskite photonic crystal. We
model a material with permittivity given by (1.1) with α = 1, β = 1 and
γ = 0.5. The frequency ω is chosen to be real and the Bloch parameter
κ allowed to take complex values. The permittivity is singular at two
points, which are in the lower complex plane and are symmetric about
the imaginary axis, as indicated in the sketch on the right and (the real
parts) by the crosses on the frequency axes of the plots.

1.3.2. Properties of the dispersion relation

The dispersion relation (1.16) describes the behaviour of the periodic system and
reveals the relationship between the quasiperiodicities κ ∈ C, the frequencies ω ∈ R
and the permittivity ε(ω) of the material. We can use it to derive some simple
results about the dispersion curves. The first thing to understand is the symmetries
of the dispersion curves.

Lemma 1.3.3 (Opposite quasiperiodicities). Let κ ∈ C be a complex quasiperiodicity
satisfying the dispersion relation (1.16) for a given frequency ω ∈ R. Then, the
opposite quasiperiodicity, i.e. −κ, satisfies the same dispersion relation.

Proof. We just have to use that cos(·) is an even function. Then, if κ ∈ C is such
that (1.16) holds, from the fact that cos(−2κ) = cos(2κ), we get that −κ ∈ C also
satisfies (1.16). This concludes the proof.

It is with Lemma 1.3.3 in mind that we are able to plot only the absolute values of
the imaginary parts in Figure 1.3 and the subsequent figures.

1.3.2.1. Real and imaginary parts

In the analysis that will follow, it will be useful to be able to describe the behaviour of
the real and imaginary part of the quasiaperiodicity with respect to the permittivity.
In particular, we will decompose both the quasiperiodicity κ and ρ into real and

13



1. Dispersion, damping and spectrum

imaginary parts, and we will derive this dependence from the dispersion relation.
Since κ ∈ C and ρ ∈ C, let

κ = κ1 + iκ2 and ρ = ρ1 + iρ2, (1.20)

with κ1, κ2, ρ1, ρ2 ∈ R. We will also define L1 and L2, which depend on ω ∈ R, as
follows:

L1(ω) := cos(σ0) cos(σ0ρ1) cosh(σ0ρ2)−

− sin(σ0)

2(ρ21 + ρ22)

[
ρ1(1 + ρ21 + ρ22) sin(σ0ρ1) cosh(σ0ρ2)−

− ρ2(ρ
2
2 − 1 + ρ21) cos(σ0ρ1) sinh(σ0ρ2)

]
,

(1.21)

and

L2(ω) := cos(σ0) sin(σ0ρ1) sinh(σ0ρ2)+

+
sin(σ0)

2(ρ21 + ρ22)

[
ρ2(ρ

2
2 − 1 + ρ21) sin(σ0ρ1) cosh(σ0ρ2)+

+ ρ1(1 + ρ21 + ρ22) cos(σ0ρ1) sinh(σ0ρ2)
]
,

(1.22)

where we note that ρ1, ρ2 and σ0 all depend on the frequency ω, as specified in
(1.12) and (1.13). Then, we have the following result.

Proposition 1.3.4. Let κ ∈ C, given by (1.20), satisfying the dispersion relation
(1.16) for a given frequency ω ∈ R. Then, its real and imaginary parts are given by

ℜ(κ) = ±1

2
arccos

(
L1

cosh(2ℑ(κ))

)
, (1.23)

and

ℑ(k) = 1

2
arcsinh

(
±
√

1

2

[
L 2

1 + L 2
2 − 1 +

√
(1− L 2

1 − L 2
2 )

2 + 4L 2
2

])
, (1.24)

where L1 and L2 are given by (1.21) and (1.22), respectively. We, also, note that
the choice of + or − should be the same in (1.23) and (1.24).

Proof. From (1.20), the dispersion relation (1.16) becomes

cos(2κ1 + i2κ2) = cos(σ0) cos(σ0ρ1 + iσ0ρ2)−
1 + (ρ1 + iρ2)

2

2(ρ1 + iρ2)
sin(σ0) sin(σ0ρ1 + iσ0ρ2),

which is,

cos(2κ1) cosh(2κ2)− i sin(2κ1) sinh(2κ2) =

= cos(σ0)
[
cos(σ0ρ1) cosh(σ0ρ2)− i sin(σ0ρ1) sinh(σ0ρ2)

]
−
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1.3. One dimension

− 1 + ρ21 + 2iρ1ρ2 − ρ22
2(ρ21 + ρ22)

(ρ1 − iρ2) sin(σ0)
[
sin(σ0ρ1) cosh(σ0ρ2)+

+ i cos(σ0ρ1) sinh(σ0ρ2)
]
.

Taking real and imaginary parts, we obtain, for the real part,

cos(2κ1) cosh(2κ2) = cos(σ0) cos(σ0ρ1) cosh(σ0ρ2)−

− sin(σ0)

2(ρ21 + ρ22)

[
ρ1(1 + ρ21 + ρ22) sin(σ0ρ1) cosh(σ0ρ2)−

− ρ2(ρ
2
2 − 1 + ρ21) cos(σ0ρ1) sinh(σ0ρ2)

]
,

(1.25)

and, for the imaginary part,

sin(2κ1) sinh(2κ2) = cos(σ0) sin(σ0ρ1) sinh(σ0ρ2)+

+
sin(σ0)

2(ρ21 + ρ22)

[
ρ2(ρ

2
2 − 1 + ρ21) sin(σ0ρ1) cosh(σ0ρ2)+

+ ρ1(1 + ρ21 + ρ22) cos(σ0ρ1) sinh(σ0ρ2)
]
.

(1.26)

So, from (1.21) and (1.22), we obtain the system{
cos(2κ1) cosh(2κ2) = L1,

sin(2κ1) sinh(2κ2) = L2.
(1.27)

From the first equation, we immediately see that

κ1 = ±1

2
arccos

(
L1

cosh(2κ2)

)
,

then, substituting into the second equation gives

sin

[
arccos

(
L1

cosh(2κ2)

)]
sinh(2κ2) = ±L2.

We know that for x ∈ [−1, 1], we have the identity sin[arccos(x)] =
√
1− x2. Hence,

from the above, we get √
1− L 2

1

cosh2(2κ2)
sinh(2κ2) = ±L2. (1.28)

Similarly, using the fact that cosh2(x)− sinh2(x) = 1 for x ∈ R, we find that√
1− L 2

1

1 + sinh2(2κ2)
sinh(2κ2) = ±L2. (1.29)

Hence, we have

sinh4(2κ2) + (1− L 2
1 − L 2

2 ) sinh
2(2κ2)− L 2

2 = 0.
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1. Dispersion, damping and spectrum

Using the quadratic formula, this gives

sinh2(2κ2) =
1

2

[
L 2

1 + L 2
2 − 1 +

√
(1− L 2

1 − L 2
2 )

2 + 4L 2
2

]
,

and so, we get

κ2 =
1

2
arcsinh

(
±
√

1

2

[
L 2

1 + L 2
2 − 1 +

√
(1− L 2

1 − L 2
2 )

2 + 4L 2
2

])
.

This gives the desired result.

Remark 1.3.5. Another way of viewing that the choice of + or − in (1.23) is the
same as the one in (1.24) is from the fact that we have shown that if κ ∈ C satisfies
(1.16), then −κ does as well, but κ does not.

1.3.2.2. Imaginary part decay

From (1.24), we obtain a result on the decay of the imaginary part of the quasiperi-
odicity κ as ω → ∞. We will first state some preliminary results, before proving the
main theorem.

Lemma 1.3.6. Let the frequency-dependent contrast ρ ∈ C be given by (1.13). Then,
it holds

lim
ω→∞

|ρ| = 1, (1.30)

lim
ω→∞

|ℜ(ρ)| = 1 and lim
ω→∞

|ℑ(ρ)| = 0. (1.31)

Proof. From (1.12), we have

ρ =

√
1 +

α

ε0(1− βω2 − iγω)
,

which gives directly limω→∞ |ρ| = 1. This can be rewritten as

ρ =

√
1 +

α

ε0

1− βω2

(1− βω2)2 + γ2ω2
+ i

α

ε0

γω

(1− βω2)2 + γ2ω2

To ease the notation, let us write

a(ω) := 1 +
α

ε0

1− βω2

(1− βω2)2 + γ2ω2
and b(ω) :=

α

ε0

γω

(1− βω2)2 + γ2ω2
. (1.32)
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1.3. One dimension

Then, we have

ρ = ±

√√a(ω)2 + b(ω)2 + a(ω)

2
+ i

b(ω)

|b(ω)|

√√
a(ω)2 + b(ω)2 − a(ω)

2

 . (1.33)

We observe, from (1.32), that, as ω → ∞,

a(ω) = 1 +O

(
1

ω2

)
and b(ω) = O

(
1

ω3

)
, (1.34)

which gives

lim
ω→∞

a(ω) = 1 and lim
ω→∞

b(ω) = 0.

Also, since α, γ, ε0 > 0, it holds that

lim
ω→∞

b(ω)

|b(ω)| = 1.

Hence, combining these results, we get

lim
ω→∞

|ρ1| = lim
ω→∞

∣∣∣∣∣∣
√√

a(ω)2 + b(ω)2 + a(ω)

2

∣∣∣∣∣∣ = 1

and

lim
ω→∞

|ρ2| = lim
ω→∞

∣∣∣∣∣∣ b(ω)|b(ω)|

√√
a(ω)2 + b(ω)2 − a(ω)

2

∣∣∣∣∣∣ = 0.

This concludes the proof.

Lemma 1.3.7. As ω → ∞, we have that

|L1| ≤ 1 and L2 → 0, (1.35)

where L1 = L1(ω) and L2 = L2(ω) were defined in (1.21) and (1.22).

Proof. From Lemma 1.3.6, we have that, as ω → ∞,

|ρ1| → 1, |ρ2| → 0

and from (1.12), we have that

σ0 → ∞.
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1. Dispersion, damping and spectrum

So, it is essential to understand the behaviour of σ0ρ2 as ω → ∞. Using the same
notations as in the proof of Lemma 1.3.6, we have, without loss of generality on the
± of (1.33),

ρ2 =
b(ω)

|b(ω)|

√√
a(ω)2 + b(ω)2 − a(ω)

2
,

and hence, from (1.12), we have

σ0ρ2 =
√
µ0ε0

b(ω)

|b(ω)|

√√√√√
√
ω4
(
a(ω)2 + b(ω)2

)
− ω2a(ω)

2
.

From (1.34), we see that, as ω → ∞,

ω4a(ω)2 = ω4 +O(1), ω2a(ω) = ω2 +O(1)

and

ω4b(ω)2 = O

(
1

ω2

)
.

Hence, as ω → ∞, √√√√√
√
ω4
(
a(ω)2 + b(ω)2

)
− ω2a(ω)

2
→ 0,

which gives,

lim
ω→∞

σ0ρ2 = 0,

and so

lim
ω→∞

| cosh(σ0ρ2)| = 1 and lim
ω→∞

| sinh(σ0ρ2)| = 0. (1.36)

Thus, (1.21) gives

lim
ω→∞

|L1| = lim
ω→∞

∣∣∣ cos(σ0) cos(σ0ρ1)− sin(σ0) sin(σ0ρ1)
∣∣∣

= lim
ω→∞

∣∣∣ cos(σ0(1 + ρ1)
)∣∣∣ ≤ 1,

which is the desired bound for L1. Similarly, from the triangle inequality applied
on (1.22), we have

|L2| ≤ | sinh(σ0ρ2)|+
1

2(ρ21 + ρ22)

[
|ρ2(ρ22 − 1 + ρ21)|| cosh(σ0ρ2)|+

+ |ρ1|(1 + ρ21 + ρ22)| sinh(σ0ρ2)|
]
.

(1.37)

Using Lemma 1.3.6 and (1.36), we obtain

lim
ω→∞

L2 = 0.

This concludes the proof.
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1.3. One dimension

Using these results, we will describe the behaviour of the imaginary part κ2 of the
quasiperiodicity κ ∈ C as the frequency tends to infinity, i.e., ω → ∞.

Proposition 1.3.8. Let us consider a complex quasiperiodicity κ ∈ C satisfying the
dispersion relation (1.16) with α, β, γ ∈ R>0. Then, it holds that

lim
ω→∞

ℑ(κ) = 0. (1.38)

Proof. Indeed, since κ ∈ C, let us define κ1 := ℜ(κ) and κ2 := ℑ(κ). Then, from
(1.24), we have that κ2 is given by

κ2 =
1

2
arcsinh

(
±
√

1

2

[
L 2

1 + L 2
2 − 1 +

√
(1− L 2

1 − L 2
2 )

2 + 4L 2
2

])
.

From Lemma 1.3.7, we have that, as ω → ∞, L1 remains bounded, whereas L2 → 0.
Thus, the following holds

lim
ω→∞

[
L 2

1 + L 2
2 − 1 +

√
(1− L 2

1 − L 2
2 )

2 + 4L 2
2

]
=
[
L 2

1 − 1 + |1− L 2
1 |
]
= 0,

since we have that |L1| ≤ 1 also from Lemma 1.3.7. Then, from the continuity of
the arcsinh(·) function, the desired result follows.

The decay predicted by Proposition 1.3.8 is shown in Figure 1.3. Due to the damping
in the model, the imaginary part has discernible peaks at the first few gaps, but then
decays steadily to zero at higher frequencies.

1.3.3. The effect of singularities and damping

As mentioned before, the dispersion relation of the halide perovskite particles leads
to dispersion curves which are not trivial to understand in terms of the traditional
viewpoint of band gaps. In order to understand the behaviour, we will examine each
distinct feature of the halide perovskite permittivity, to understand the effect it has
on the spectrum of the photonic crystal.

In particular, we will begin with the simplest case when the permittivity is real
and constant with respect to the frequency ω. Then, we will introduce a dispersive
behaviour to the permittivity by adding singularities at non-zero frequencies. We will
initially suppose that these poles lie on the real axis and will study the behaviour
close to these regions. Finally, we will study the effect of introducing a complex
permittivity, corresponding to damping. Taken together, these results will allow us
to explain the spectra of a halide perovskite photonic crystal.
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1. Dispersion, damping and spectrum

Figure 1.4.: The dispersion relation of a photonic crystal with frequency-independent
material parameters. We model a material with permittivity given by
(1.1) with α = 1, β = 0 and γ = 0. The frequency ω is chosen to be
real and the Bloch parameter κ allowed to take complex values. The
permittivity is never singular in this case.

1.3.3.1. Constant permittivity

The first case we will consider is the one of a real-valued, non-dispersive permittivity,
constant with respect to the frequency ω. In our setting this translates into having
(1.1) with β = γ = 0 and α > 0, i.e.,

ε(ω) = ε0 + α ∈ R>0. (1.39)

This setting has been studied quite extensively. We refer to [24], as a classical refer-
ence for studying the dispersive nature of waves in periodic systems. In Figure 1.4,
we provide an example for the dispersion curves when the permittivity is constant
and real. It is worth noting the following result.

Lemma 1.3.9. Let ε(ω) be the real-valued, non-dispersive permittivity given by (1.39).
Then, if κ ∈ C is a quasiperiodicity satisfying (1.16) for a given frequency ω ∈ R,
then so does κ ∈ C.

Proof. Indeed, since ε(ω) ∈ R>0, then ρ ∈ R>0. Let us take κ ∈ C satisfying (1.16).
Then, we can write κ = κ1 + iκ2, with κ1, κ2 ∈ R. Now, since ρ > 0, we can write

cos(σ0) cos(ρσ0)−
1 + ρ2

2ρ
sin(σ0) sin(ρσ0) =: A > 0.

Thus, (1.16) gives us

cos(2κ1 + 2iκ2) = A,

which becomes the following system{
cos(2κ1) · cosh(2κ2) = A,

sin(2κ1) · sinh(2κ2) = 0.

20



1.3. One dimension

This implies that

κ2 = 0 or κ1 =
m

2
π, m ∈ Z.

If κ2 = 0, then κ = κ1 ∈ R. Thus, κ = κ, which gives the desired result. If κ1 =
m
2 π,

for m ∈ Z, then κ satisfies (1.16) if and only if

cosh(2κ2) = ±A. (1.40)

Since cosh(·) is an even function, we have that −κ2 satisfies (1.40) for the same
frequency ω. Hence, κ = κ1 − iκ2 satisfies (1.16) and this concludes the proof.

Crucially, the dispersion curves shown in Figure 1.4 consist of a countable sequence
of disjoint bands in which κ is real valued. Between each band there is a band gap,
defined in the sense of Definition 1.2.3, in which κ is purely imaginary, corresponding
to the decay of the wave. The occurence of κ being either purely real or purely
imaginary is the mechanism behind Lemma 1.3.9. As we will see below, when we add
singularities or damping to the model, the band gap structure is less straightforward
to interpret.

1.3.3.2. Singular permittivity with no damping

Let us now study the case where the permittivity has a dispersive (and singular)
character with respect to the frequency ω, but there is no damping, i.e., we consider
α, β > 0 and γ = 0. This implies that

ε(ω) = ε0 +
α

1− βω2
. (1.41)

The interesting aspect in this setting is the existence of real poles for the permittivity.
They are given by

ω∗
± = ± 1√

β
.

In Figure 1.5, we observe that near the pole of the permittivity there are infinitely
many band gaps. This was similarly observed recently by [67]. Noting that a band
gap occurs when the magnitude of the right-hand side of (1.16) is greater than one.
We define the function

f(ω) := cos
(
σ0(ω)

)
cos
(
ρ(ω)σ0(ω)

)
−

− 1 + ρ(ω)2

2ρ(ω)
sin
(
σ0(ω)

)
sin
(
ρ(ω)σ0(ω)

)
,

(1.42)

which is the right-hand side of (1.16). We will prove that this takes values greater
than one on a countably infinite number of disjoint intervals within any neighbour-
hood of the singularity. To do so, we will introduce the following notation, which
will be used in our analysis.
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1. Dispersion, damping and spectrum

Singularities:

Re(ω)

Im(ω)

×
ω∗
+×

ω∗
−

1-1

.

Figure 1.5.: The dispersion relation of a photonic crystal with frequency-independent
material parameters. We model a material with permittivity given by
(1.1) with α = 1, β = 1 and γ = 0. The frequency ω is chosen to be
real and the Bloch parameter κ allowed to take complex values. The
permittivity is singular when ω = 1. The lower two plots are display the
same dispersion curves, zoomed into the region around the singularity.
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1.3. One dimension

Notation 1.3.10. Let x, y ∈ R. Then, we use x ↓ y when x → y and x > y.
Similarly, we use x ↑ y when x→ y and x < y.

Then, close to a permittivity pole, the following holds.

Theorem 1.3.11. Let ω∗ denote a pole of the permittivity ε(ω) given by (1.41), i.e.,

ω∗ ∈
{
± 1√

β

}
. Then, for δ > 0, the intervals [ω∗ − δ, ω∗) and (ω∗, ω∗ + δ] contain

infinitely many disjoint sub-intervals, denoted by Ii and Ji, i = 1, 2, . . . , respectively,
that are band gaps.

Proof. We will first prove this result for the interval [ω∗− δ, ω), for δ > 0. It suffices

to show that there are infinitely many points ω†
i ∈ [ω∗−δ, ω∗), i = 1, 2, . . . , for δ > 0

for which f(ω†
i ) > 1 or f(ω†

i ) < −1. Then, the continuity of f around these points

gives us the existence of intervals of the form Ii := [ω†
i − s, ω†

i + s], for i = 1, 2, . . . ,
for small s > 0, such that,

f(ω) > 1 or f(ω) < −1, ∀ ω ∈ Ii, i = 1, 2, . . . .

From (1.16) and (1.42), this gives

cos(2κ) > 1 or cos(2κ) < −1, ∀ ω ∈ Ii, i = 1, 2, . . . .

This is equivalent to the Ii’s, i = 1, 2, . . . being band gaps, since κ becomes complex
in these intervals, i.e. |ℑ(κ)| ̸= 0. Hence, since |ℑ(κ)| is continuous with respect to
ω, we get that it has a local maximum in each of the Ii’s, for i = 1, 2, . . . .
We observe that limω↑ω∗ ε(ω) = +∞. Then, this implies that limω↑ω∗ ρ(ω) = +∞,
and so, we get

lim
ω↑ω∗

1 + ρ(ω)2

2ρ(ω)
= +∞.

Also, as ω ↑ ω∗, we have that σ0 is constant and so, without loss of generality, we can
assume that sin(σ0) > 0 (the same argument holds for taking sin(σ0) < 0). Hence,
there exists δ1 > 0 such that for all ω ∈ [ω∗ − δ1, ω

∗), we have that

1 + ρ(ω)2

2ρ(ω)
>

1

sin
(
σ0(ω)

) ≥ 1. (1.43)

Now, since limω↑ω∗ ρ(ω) = +∞, we have that

lim
ω↑ω∗

ρ(ω)σ0(ω) = +∞. (1.44)

This implies that, for all K > 0, there exists δ2 > 0 such that for all ω ∈ [ω∗−δ2, ω∗)
it holds that |ρ(ω)σ0(ω)| > K.

Now, let δ := max{δ1, δ2} and let I
(−)
δ := [ω∗ − δ, ω∗). Then, (1.44) implies that
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1. Dispersion, damping and spectrum

there exist two families of infinitely many points in I
(−)
δ , denoted by {ω(+)

i }i=1,...,∞

and {ω(−)
i }i=1,...,∞, such that, for all i = 1, . . . ,∞, we have

sin
(
ρ(ω

(+)
i )ω

(+)
i

)
= 1 and sin

(
ρ(ω

(−)
i )ω

(−)
i

)
= −1. (1.45)

We also note that this implies, for all i = 1, . . . ,∞, that

cos
(
ρ(ω

(+)
i )ω

(+)
i

)
= cos

(
ρ(ω

(−)
i )ω

(−)
i

)
= 0. (1.46)

Thus, for all i = 1, . . . ,∞, we have

f
(
ω
(+)
i

)
= −1 + ρ(ω

(+)
i )2

2ρ(ω
(+)
i )

sin
(
σ0(ω

(+)
i )

)
< −1 (1.47)

and

f
(
ω
(−)
i

)
=

1 + ρ(ω
(−)
i )2

2ρ(ω
(−)
i )

sin
(
σ0(ω

(−)
i )

)
> 1. (1.48)

In particular, without loss of generality, let us assume that ω
(+)
0 is the smallest of the

elements in both families {ω(+)
i }i=1,...,∞ and {ω(−)

i }i=1,...,∞. Then, the periodicity
of sin(·) shows that the elements of these families respect the following ordering:

ω
(+)
0 < ω

(−)
0 < ω

(+)
1 < ω

(−)
1 < . . . . (1.49)

Now, the continuity of f around these points allows us to take s > 0 such that

f(ω) < −1, ∀ ω ∈
[
ω
(+)
i − s, ω

(+)
i + s

]
, i = 1, 2, . . . ,

f(ω) > 1, ∀ ω ∈
[
ω
(−)
i − s, ω

(−)
i + s

]
, i = 1, 2, . . . ,

and [
ω
(+)
i − s, ω

(+)
i + s

]⋂[
ω
(−)
i − s, ω

(−)
i + s

]
= ∅, i = 1, 2, . . . .

Finally, the infinity of elements in the families {ω(+)
i }i=1,...,∞ and {ω(−)

i }i=1,...,∞ gives
us the desired result.

We note that for the neighborhood of the form ω ∈ (ω∗, ω∗ + δ] for δ > 0, the proof
remains the same with the slight change of taking the limits as ω ↓ ω∗.

In addition to the occurrence of a countable number of band gaps close to the pole,
in Figure (1.5), we observe that there is an interesting behaviour of the imaginary
part ℑ(κ) of the quasiperiodicity κ as the frequency ω ∈ R approaches a permittivity
pole. In fact, we see that close to a pole, |ℑ(κ)| becomes arbitrarily big. This due
to the resonance occurring here and is strongly related to the existence of infinitely
many band gaps close to the pole. Actually, it is a corollary of Theorem 1.3.11.
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1.3. One dimension

Corollary 1.3.12. Let ω ∈ R and κ ∈ C be the associated quasiperiodicity satisfying
the dispersion relation (1.16) and let f(ω) be the function defined in (1.42). Let
ω∗ ∈ R denote a pole of the undamped permittivity ε(ω), given by (1.41). Then,
for all K > 0, there exists δ > 0, such that for all p ∈ [−K,K], there exists
ωp ∈ [ω∗ − δ, ω∗) such that ℑ(κ(ωp)) = p. That is, |ℑ(κ(ω))| takes arbitrarily large
values as ω ↑ ω∗. The same result holds as ω ↓ ω∗.

Proof. From Theorem 1.3.11, we have that for all K > 0, there exists δ > 0, such
that, for all ω ∈ [ω∗ − δ, ω),

1 + ρ(ω)2

2ρ(ω)
> K.

We have that cos(σ0(ω)) cos(ρ(ω)σ0(ω)) remains bounded close to ω∗ and because
of the continuity of sin(·), we can take sin(σ0(ω)) > 0 in [ω∗− δ, ω). Then, it follows
that, for all K > 0, in [ω∗ − δ, ω),

1 + ρ(ω)2

2ρ(ω)
sin
(
σ0(ω)

)
> K.

But, from Theorem (1.3.11), we have the existence of infinitely many points ω
(+)
0 <

ω
(−)
0 < ω

(+)
1 < ω

(−)
1 < . . . in [ω∗−δ, ω), for which, sin

(
ρ(ω)σ0(ω)

)
oscillates between

1 and -1 in each of the intervals of the form [ω
(+)
0 , ω

(−)
0 ], [ω

(−)
0 , ω

(+)
1 ], . . . , denoted

by Ii, i = 1, 2, . . . . This implies that, for all K > 0, for all p ∈ [−K,K], there exists
ωp ∈ Ii, for i = 1, 2, . . . , such that f(ωp) = p. Since this holds for all K > 0, it
translates to f oscillating and taking all values between +∞ and −∞ in [ω∗− δ, ω∗)
as we get closer to ω∗.
Now, from (1.16) and (1.42), we get that

κ =
−i
2

ln
(
f(ω)±

√
f(ω)2 − 1

)
, (1.50)

where ln(·) denotes the complex logarithm. We see that

ℑ(κ) = 1

2
ℜ
(
ln
(
f(ω)±

√
f(ω)2 − 1

))
.

Although, since we are using the complex logarithm, we have that

ℜ
(
ln
(
f(ω)±

√
f(ω)2 − 1

))
= ln

∣∣∣f(ω)±√f(ω)2 − 1
∣∣∣.

Hence, since we have shown that in [ω∗−δ, ω∗), the function f(ω) oscillates between

+∞ and −∞, we have that
∣∣∣f(ω) ±√f(ω)2 − 1

∣∣∣ has the same behaviour in [ω∗ −
δ, ω∗), but the oscillation takes place between 0 and +∞. Finally, since ln(·) is
an increasing function, we obtain the desired result. Let us note that the proof
is the same when we consider ω ↓ ω∗, with the slight change that we consider
neighborhoods of the form (ω∗, ω∗ + δ].

25



1. Dispersion, damping and spectrum

1.3.3.3. Complex permittivity

We will now study the effect that introducing damping though allowing the per-
mitivitty to be complex has on our one-dimensional system. Starting from the
straightforward real-valued, non-dispersive model considered in Section 1.3.3.1, we
subsequently add damping. For this, we take α ∈ C and β = γ = 0, i.e.,

ε(ω) = ε0 + α ∈ C. (1.51)

The dispersion curves for this setting are shown in Figure 1.6. They are plotted for
α with successively larger imaginary parts, to show the effect of gradually increasing
the damping. We see that the clear structure of successive bands and gaps is grad-
ually blurred out, eventually to the point that the spectrum bears no clear relation
to the original undamped spectrum.

In many ways, the spectrum we obtain in this setting appears to be similar to the
actual halide perovskite particles, as plotted in Figure 1.3. Indeed, all of the results
proved in subsection 1.3.2 hold, with the exception of the imaginary part decay. In
fact, the converse is true, as made precise by the following result.

Lemma 1.3.13. Let κ ∈ C and ω ∈ R be a quasiperiodicity and a frequency, respec-
tively, satisfying the dispersion relation (1.16) with complex-valued, non-dispersive
permittivity given by (1.51). Then,

lim
ω→+∞

|ℑ(κ)| = +∞. (1.52)

Proof. Let us recall that κ2, denoting the imaginary part of κ ∈ C, is given by (1.24),
where L1 and L2 are given by (1.21) and (1.22), respectively. We have that

lim
ω→∞

ρ(ω)σ0(ω) = +∞, (1.53)

since σ0 is linear with respect to ω and ρ does not depend on ω in this setting. This
implies

lim
ω→∞

sinh
(
ρ(ω)σ0(ω)

)
= +∞

and

lim
ω→∞

cosh
(
ρ(ω)σ0(ω)

)
= +∞.

We note that it is enough to show that

lim
ω→∞

|L1| = lim
ω→∞

|L2| = +∞,

since applying this on (1.24) gives that |κ2| → +∞ as ω → +∞. Indeed, (1.21)
gives that

L1 = C1 cosh(σ0ρ2)− C2 sinh(σ0ρ2),
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1.3. One dimension

(a) α = 1 + 0.001i

. .

(b) α = 1 + 0.01i

. .

(c) α = 1 + 0.1i

. .

(d) α = 1 + i

. .

Figure 1.6.: The dispersion relation of a photonic crystal with frequency-independent
complex-valued material parameters. We model a material with permit-
tivity given by (1.1) with α ∈ C, β = 0 and γ = 0. The frequency ω is
chosen to be real and the Bloch parameter κ allowed to take complex
values. The permittivity is never singular in this case. 27



1. Dispersion, damping and spectrum

where

C1 := cos(σ0) cos(σ0ρ1)−
ρ1(1 + ρ21 + ρ22)

2(ρ21 + ρ22)
sin(σ0) sin(σ0ρ1)

and

C2 :=
ρ2(ρ

2
1 − 1 + ρ22)

2(ρ21 + ρ22)
sin(σ0) cos(σ0ρ1).

Using the exponential formulation of the hyperbolic trigonometric functions, we get

L1 =
C1 − C2

2
eσ0ρ2 +

C1 + C2

2
e−σ0ρ2 .

Now, we observe that, as ω → +∞, C1 and C2 are both bounded and C1 −C2 ̸= 0.
Then, from (1.53), we get that

lim
ω→∞

|L1| = +∞.

Similarly, (1.22) gives that

L2 = C̃1 sinh(σ0ρ2)− C̃2 cosh(σ0ρ2),

where

C̃1 := cos(σ0) sin(σ0ρ1) +
ρ1(1 + ρ21 + ρ22)

2(ρ21 + ρ22)
sin(σ0) cos(σ0ρ1)

and

C̃2 :=
ρ2(ρ

2
2 − 1 + ρ21)

2(ρ21 + ρ22)
sin(σ0) sin(σ0ρ1).

Then, we can write

L2 =
C̃1 + C̃2

2
eσ0ρ2 +

C̃2 − C̃1

2
e−σ0ρ2 .

As before, we observe that, as ω → +∞, C̃1 and C̃2 are both bounded and C̃1−C̃2 ̸=
0. Then, from (1.53), we get that

lim
ω→∞

|L2| = +∞.

This concludes the proof
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1.4. Multiple dimensions

1.3.3.4. Discussion

The analysis in this section can be used to understand the dispersion diagram for
the halide perovskite photonic crystal that was presented in Figure 1.3. There are
two crucial observations. First, we saw in Section 1.3.3.2 that the introduction of
singularities in the permittivity led to the creation of countably infinitely many band
gaps in a neigbourhood of the pole, when the pole falls on the real axis. However, this
exotic behaviour is not seen in Figure 1.3, due in part to the introduction of damping
causing the poles to fall below the real axis. This effect can also be explained in terms
of the results in Section 1.3.3.3, where we saw that the introduction of damping to
a simple non-dispersive model smoothed out the band gaps. The behaviour shown
in Figure 1.3 is a combination of these phenomena.

1.4. Multiple dimensions

Let us now treat the periodic structures in two- and three-dimensions. In this
case, to be able to handle the problem concisely using asymptotic methods, we are
interested in the case of small resonators. We will show how the results of the one-
dimensional case can be generalised in multi-dimensional systems of finitely many
resonators. This occurs since we expect that for sufficiently many resonators, this
system converges to a periodic structure. We provide theoretical results for this
setting.

1.4.1. Preliminaries

We will assume that there exists some fixed, smooth domain D, which is the union
of the N disjoint subsets D = D1 ∪D2 ∪ · · · ∪DN , such that Ω is given by

Ω = δD + z, (1.54)

for some position z ∈ Rd, d = 2, 3, and characteristic size 0 < δ ≪ 1. Then, making
a change of variables, the quasiperiodic Helmholtz problem (1.8) becomes

∆uκ + δ2ω2ε(ω)µ0u
κ = 0 in D,

∆uκ + δ2k20u
κ = 0 in Rd \D,

uκ|+ − uκ|− = 0 on ∂D,
∂uκ

∂ν |+ − ∂uκ

∂ν |− = 0 on ∂D,
uκ(xd, x0) is κ-quasiperiodic in xd,

uκ(xd, x0) satisfies the κ-quasiperiodic radiation condition as |x0| → ∞.

(1.55)

We will also make an additional assumption on the dimensions of the nano-particles.
This will allow us to prove an approximation for the values of the modes u|Di ,
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1. Dispersion, damping and spectrum

i = 1, . . . , N, on each particle. The assumption is one of diluteness, in the sense
that the particles are small relative to the separation distances between them. To
capture this, we introduce the parameter ρi to capture the size of the reference
particles D1, . . . , DN . We define ρi :=

1
2(diam(Di)), where diam(Di) is given by

diam(Di) = sup{|x− y| : x, y ∈ Di}. (1.56)

We will assume that each ρi → 0 independently of δ. This regime means that the
system is dilute in the sense that the particles are small relative to the distances
between them.

We will first present certain general results for this system. Then we will give a
more qualitative description of the two-dimensional setting.

1.4.2. Integral formulation

Let Gk(x) be the outgoing Helmholtz Green’s function in Rd, defined as the unique
solution to

(∆ + k2)Gk(x) = δ0(x) in Rd,

along with the outgoing radiation condition, where δ0 is the Dirac delta. It is well
known that Gk is given by

Gk(x) =

{
− i

4H
(1)
0 (k|x|), d = 2,

− eik|x|

4π|x| , d = 3,
(1.57)

where H
(1)
0 is the Hankel function of first kind and order zero. We define the

quasiperiodic Green’s function Gκ,k(x) as the Floquet transform of Gk(x) in the
first dl coordinate dimensions, i.e.,

Gκ,k(x) =


− i

4

∑
m∈Λ

H
(1)
0 (k|x−m|)eim·κ, d = 2,

− 1
4π

∑
m∈Λ

eik|x−m|

|x−m| e
iκ·m, d = 3.

(1.58)

Then, as it will be proved later in Chapter 4, we know that (1.8) has the following
integral representation expression.

Theorem 1.4.1 (Lippmann-Schwinger integral representation formula). A function uκ

satisfies the differential system (1.8) if and only if it satisfies the following equation

uκ(x)− uκin(x) = −δ2ω2ξ(ω)

∫
D
Gκ,δk0(x− y)u(y)dy, x ∈ Rd, (1.59)

where the function ξ : C → C describes the permittivity contrast between D and the
background and is given by

ξ(ω) = µ0(ε(ω)− ε0).
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1.4. Multiple dimensions

1.4.3. Dispersion relation

We will now retrieve an expression which relates the subwavelength resonances of the
system and the quasiperiodicities. The method used is similar to the one developed
in Chapter 5 for systems of finitely many particles.

1.4.3.1. Matrix representation

Let us define the following κ-quasiperiodic integral operators

Kκ,r
Di

: u|Di ∈ L2(Di) → −
∫
Di

Gκ,r(x− y)u(y)dy
∣∣∣
Di

∈ L2(Di) (1.60)

and

Rκ,r
DiDj

: u|Di ∈ L2(Di) → −
∫
Di

Gκ,r(x− y)u(y)dy
∣∣∣
Dj

∈ L2(Dj). (1.61)

Then, the scattering problem has the following matrix representation:
1− δ2ω2ξ(ω)Kκ,δk0

D1
−δ2ω2ξ(ω)Rκ,δk0

D2D1
. . . −δ2ω2ξ(ω)Rκ,δk0

DND1

−δ2ω2ξ(ω)Rκ,δk0
D1D2

1− δ2ω2ξ(ω)Kκ,δk0
D2

. . . −δ2ω2ξ(ω)Rκ,δk0
DND2

...
...

. . .
...

−δ2ω2ξ(ω)Rκ,δk0
D1DN

−δ2ω2ξ(ω)Rκ,δk0
D2DN

. . . 1− δ2ω2ξ(ω)Kκ,δk0
DN



uκ|D1

uκ|D2

...
uκ|DN

 =


uκin|D1

uκin|D2

...
uκin|DN

 .

Since the scattered field is fully determined by the value within each resonator, we
will introduce the notation

uκi := uκ|Di , i = 1, . . . , N. (1.62)

Then, the resonance problem is to find ω ∈ C, such that there exists (uκ1 , u
κ
2 , . . . , u

κ
N ) ∈

L2(D1)× L2(D2)× · · · × L2(DN ), uκi ̸= 0, for i = 1, . . . , N, such that
1− δ2ω2ξ(ω)Kκ,δk0

D1
−δ2ω2ξ(ω)Rκ,δk0

D2D1
. . . −δ2ω2ξ(ω)Rκ,δk0

DND1

−δ2ω2ξ(ω)Rκ,δk0
D1D2

1− δ2ω2ξ(ω)Kκ,δk0
D2

. . . −δ2ω2ξ(ω)Rκ,δk0
DND2

...
...

. . .
...

−δ2ω2ξ(ω)Rκ,δk0
D1DN

−δ2ω2ξ(ω)Rκ,δk0
D2DN

. . . 1− δ2ω2ξ(ω)Kκ,δk0
DN



uκ1
uκ2
...
uκN

 =


0
0
...
0

 .

(1.63)

1.4.3.2. Resonances

Let us now retrieve the relation between the subwavelength resonant frequencies and
the quasiperiodicities, obtained by studying the solutions to (1.63). We will first
recall a definition and a lemma which will help in the analysis of the problem.
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1. Dispersion, damping and spectrum

Definition 1.4.2. Given N ∈ N, we denote by ⌊N⌋ : N → {1, 2, . . . , N} a modified
version of the modulo function, i.e., the remainder of euclidean division by N . In
particular, for all M ∈ N, there exists unique τ ∈ Z≥0 and r ∈ N with 0 < r ≤ N ,
such that

M = τ ·N + r.

Then, we define M⌊N⌋ to be
M⌊N⌋ := r.

We recall the diluteness assumption that we have made on our system, which is
captured by considering small particle size ρ. We define ρ := 1

2 maxi(diam(Di))
where diam(Di) is given by

diam(Di) = sup{|x− y| : x, y ∈ Di}. (1.64)

The next lemma is a variation of Lemma 5.2.7 in Chapter 5.

Lemma 1.4.3. For all i = 1, . . . , N , we denote uκi = uκ|Di, where u
κ is a resonant

mode, in the sense that it is a solution to (1.59) with no incoming wave. Then, for
a characteristic size δ of the same order as ρ, we can write that

uκi = ⟨uκ, ϕ(i)κ ⟩ϕ(i)κ +O(ρ2), i = 1, . . . , N, (1.65)

as ρ → 0, where ϕ
(i)
κ denotes an eigenvector associated to the particle Di of the

potential Kκ,δk0
Di

and ρ > 0 denotes the particle size parameter of D1, . . . , DN . Here,
δ and ρ are of the same order in the sense that δ = O(ρ) and ρ = O(δ). In this
case, the error term holds uniformly for any small δ and ρ in a neighbourhood of 0.

Let us now state the main result of this section.

Theorem 1.4.4. The resonance problem, as δ → 0 and ρ → 0, with δ = O(ρ) and
ρ = O(δ), (1.63) in dimensions d = 2, 3, becomes finding ω ∈ C such that

det
(
Kκ(ω)

)
= 0,

where

Kκ(ω)ij :=

⟨Rκ,δk0
DiDi+1⌊N⌋

ϕ
(i)
κ , ϕ

(i+1⌊N⌋)
κ ⟩, if i = j,

−A κ
i (ω, δ)⟨Rκ,δk0

DjDi
ϕ
(j)
κ , ϕ

(i)
κ ⟩⟨Rκ,δk0

DiDi+1⌊N⌋
ϕ
(i)
κ , ϕ

(i+1⌊N⌋)
κ ⟩, if i ̸= j,

(1.66)

Here, k0 = ω
√
µ0ε0 and

A κ
i (ω, δ) :=

δ2ω2ξ(ω)

1− δ2ω2ξ(ω)λ
(i)
κ

, i = 1, ..., N, (1.67)

with λ
(i)
κ and ϕ

(i)
κ being an eigenvalue and the respective eigenvectors associated to

the particle Di of the potential Kκ,δk0
Di

, for i = 1, 2, . . . , N .
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1.4. Multiple dimensions

Proof. We will provide an outline of the proof of this result, since it follows the exact
same reasoning as, for example, the proof of Theorem 2.8 in [5]. Using the following
pole pencil decomposition,(

1− δ2ω2ξ(ω)Kκ,δk0
Di

)−1
(·) = ⟨·, ϕ(i)κ ⟩ϕ(i)κ

1− δ2ω2ξ(ω)λ
(i)
κ

+Ri[ω](·), i = 1, . . . , N, (1.68)

we get that (1.63) is equivalent to the system of equations

uκi −
δ2ω2ξ(ω)

1− δ2ω2ξ(ω)λ
(i)
κ

N∑
j=1,j ̸=1

⟨Rκ,δk0
DjDi

uκj , ϕ
(i)
κ ⟩ϕ(i)κ = 0, for each i = 1, . . . , N.

The above system is equivalent to

⟨Rκ,δk0
DiDi+1⌊N⌋

uκi , ϕ
(i+1⌊N⌋)
κ ⟩−

− δ2ω2ξ(ω)

1− δ2ω2ξ(ω)λ
(i)
κ

N∑
j=1,j ̸=i

⟨Rκ,δk0
DjDi

uκj , ϕ
(i)
κ ⟩⟨Rκ,δk0

DiDi+1⌊N⌋
ϕ(i)κ , ϕ(i+1⌊N⌋)

κ ⟩ = 0.

From Lemma 1.4.3, we have

uκi ≃ ⟨uκ, ϕ(i)κ ⟩ϕ(i)κ ,

which gives

Kκ(ω)


⟨uκ, ϕ(1)κ ⟩
⟨uκ, ϕ(2)κ ⟩

...

⟨uκ, ϕ(N)
κ ⟩

 =


0
0
...
0

 , (1.69)

where

Kκ(ω)ij :=

⟨Rκ,δk0
DiDi+1⌊N⌋

ϕ
(i)
κ , ϕ

(i+1⌊N⌋)
κ ⟩, if i = j,

−Aκ
i (ω, δ)⟨Rκ,δk0

DjDi
ϕ
(j)
κ , ϕ

(i)
κ ⟩⟨Rκ,δk0

DiDi+1⌊N⌋
ϕ
(i)
κ , ϕ

(i+1⌊N⌋)
κ ⟩, if i ̸= j.

(1.70)

Then, for the system to have a non-trivial solution, we require

det
(
Kκ(ω)

)
= 0,

which gives the desired result.

1.4.4. The two-dimensional case

In the particular case of a two-dimensional system, it is possible to provide a more
detailed and simplified version of the result in Theorem 1.4.4. In particular, we will
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1. Dispersion, damping and spectrum

consider the setting where the periodic structure D is composed of N ∈ N resonators,
denoted by Di, i = 1, . . . , N , which are repeated periodically in the lattice Λ. Let
us recall that in dimension d = 2, the κ-quasiperiodic Green’s function Gκ,r(x) is
given by

Gκ,k(x) = − i

4

∑
m∈Λ

H
(1)
0

(
k|x−m|

)
eim·κ, (1.71)

where H
(1)
0 denotes the Hankel function of the first kind of order zero and has the

following asymptotic expansion as its argument goes to zero:

H
(1)
0 (s) =

2i

π

∞∑
m=0

(−1)m
s2m

22m(m!)2

log(γ̂s)−
m∑
j=1

1

j

 . (1.72)

1.4.4.1. Integral operators

We define the integral operators K
κ,(−1)
Di

: L2(Di) → L2(Di) and K
κ,(0)
Di

: L2(Di) →
L2(Di) by

K
κ,(−1)
Di

[u](x) := − 1

2π
log(γ̂δk0)

∫
Di

∑
m∈Λ

eim·κu(y)dy
∣∣∣
Di

,

K
κ,(0)
Di

[u](x) := − 1

2π

∫
Di

∑
m∈Λ

log
(
|x− y −m|

)
eim·κu(y)dy

∣∣∣
Di

,

and the integral operators R
κ,(−1)
DiDj

: L2(Di) → L2(Dj) and R
κ,(0)
DiDj

: L2(Di) → L2(Dj)
by

R
κ,(−1)
DiDj

[u](x) := − 1

2π
log(γ̂δk0)

∫
Di

∑
m∈Λ

eim·κu(y)dy
∣∣∣
Dj

,

R
κ,(0)
DiDj

[u](x) := − 1

2π

∫
Di

∑
m∈Λ

log
(
|x− y −m|

)
eim·κu(y)dy

∣∣∣
Dj

,

for i = 1, . . . , N . We will provide some results which will help us in the analysis of
the problem.

Definition 1.4.5. We define the integral operators M δk0
Di

and N δk0
DiDj

for i, j = 1, 2 by

M δk0
Di

:= K
κ,(−1)
Di

+K
κ,(0)
Di

and N δk0
DiDj

:= R
κ,(−1)
DiDj

+R
κ,(0)
DiDj

. (1.73)

From the asymptotic expansion of the Hankel function in (1.72), the following
holds.

Proposition 1.4.6. For the integral operators Kκ,δk0
Di

and Rκ,δk0
DiDj

, defined in (1.60)

and (1.61) respectively, we can write

Kκ,δk0
Di

=Mκ,δk0
Di

+O
(
δ2 log(δ)

)
and Rκ,δk0

DiDj
= Nκ,δk0

DiDj
+O

(
δ2 log(δ)

)
, (1.74)

as δ → 0 and with k0 fixed.
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1.4. Multiple dimensions

1.4.4.2. Spectral results

We have the following spectral results for the operators K
κ,(−1)
Di

and Kκ,δk0
Di

, for
i = 1, . . . , N .

Lemma 1.4.7. Let ν
(κ)
−1,i and Ψ

(κ)
−1,i denote a non-zero eigenvalue and the associated

eigenvector of the operator K
κ,(−1)
Di

, for i = 1, . . . , N . Then,

ν
(κ)
−1,i = −|Di|

2π

∑
m∈Λ

eim·κ and Ψ
(κ)
−1,i = 1̂Di , (1.75)

for i = 1, . . . , N , where 1̂Di :=
1Di√
|Di|

and |Di| denotes the volume of Di.

Proof. From the definition of K
κ,(−1)
Di

, for i = 1, . . . , N , we observe that K
κ,(−1)
Di

is

independent of x ∈ Di, and so, normalising on L2(Di), we get

Ψ
(κ)
−1,i = 1̂Di .

Then, the following must hold:

ν
(κ)
−1,i1̂Di = K

κ,(−1)
Di

[1̂Di ] ⇒ ν
(κ)
−1,i1̂Di = −|Di|

2π
1̂Di

∑
m∈Λ

eim·κ

⇒ ν
(κ)
−1,i = −|Di|

2π

∑
m∈Λ

eim·κ.

This concludes the proof.

Here, let us note that the eigenvector Ψ
(κ)
−1,i of the operator K

κ,(−1)
Di

, for i = 1, . . . , N ,

is unique since K
κ,(−1)
Di

has range one.

Lemma 1.4.8. Let ν
(κ)
i denote a non-zero eigenvalue of the operator Mκ,δk0

Di
, for

i = 1, . . . , N , in dimension 2. Then, for small δ, it is approximately given by:

ν
(κ)
i = log(δk0γ̂)ν

(κ)
−1,i + ⟨Kκ,(0)

Di
Ψ

(κ)
−1,i,Ψ

(κ)
−1,i⟩+O(δ2 log(δ)), (1.76)

where ν
(κ)
−1,i and Ψ

(κ)
−1,i denote the eigenvalue and the associated eigenvector of the

potential K
κ,(−1)
Di

, for i = 1, . . . , N , respectively.

Proof. This was proved in Lemma 4.2.10 of Chapter 4.

Since we have considered identical resonators, the symmetry of the system leads to
the following simple result.

Lemma 1.4.9. Let ν
(κ)
−1,i denote the non-zero eigenvalue of the operator K

κ,(−1)
Di

, for
i = 1, . . . , N . Then, it holds that

ν
(κ)
−1,1 = ν

(κ)
−1,2 = · · · = ν

(κ)
−1,N =: ν

(κ)
−1 .
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1. Dispersion, damping and spectrum

1.4.4.3. Resonant frequencies

We will now state a more explicit version of Theorem 1.4.4. This is the main result
of our analysis of the two-dimensional system, which fully characterises the resonant
frequencies of the periodic system.

Proposition 1.4.10. The resonance problem, as δ → 0 and ρ → 0, with δ = O(ρ)
and ρ = O(δ), (1.63) in dimensions d = 2, 3, becomes finding ω ∈ C such that

det
(
Kκ(ω)

)
= 0,

where

Kκ(ω)ij =

{
⟨Nκ,δk0

DiDi+1⌊N⌋
1̂Di , 1̂D(i+1⌊N⌋)⟩, if i = j,

−A κ
i (ω, δ)⟨Nκ,δk0

DjDi
1̂Dj , 1̂Di⟩⟨Nκ,δk0

DiDi+1⌊N⌋
1̂Di , 1̂D(i+1⌊N⌋)⟩, if i ̸= j.

(1.77)

Here, k0 = ω
√
µ0ε0 and

A κ
i (ω, δ) :=

δ2ω2ξ(ω)

1− δ2ω2ξ(ω)ν(κ)
, i = 1, ..., N. (1.78)

with ν(κ) denoting a non-zero eigenvalue of the potential Mκ,δk0
Di

, for i = 1, 2, . . . , N .

Proof. This is a direct consequence of Theorem 1.4.4. We just have to apply (1.74)
and (1.75) to (1.66) and get

Kκ(ω)ij =

{
⟨Nκ,δk0

DiDi+1⌊N⌋
1̂Di , 1̂D(i+1⌊N⌋)⟩, if i = j,

−A κ
i (ω, δ)⟨Nκ,δk0

DjDi
1̂Dj , 1̂Di⟩⟨Nκ,δk0

DiDi+1⌊N⌋
1̂Di , 1̂D(i+1⌊N⌋)⟩, if i ̸= j,

which gives the desired result.

1.5. Conclusion

We have used analytic methods to understand the dispersive nature of photonic
crystals fabricated from metals with singular permittivities. In particular, we con-
sidered a Drude–Lorentz model inspired by halide perovskites that has poles in the
lower complex plane. For a one-dimensional system, we characterised the effect that
each feature of this model has on the dispersion relation. We showed that the intro-
duction of singularities leads to the creation of countably many band gaps near the
poles, whereas the introduction of damping smooths out the band gap structure.
Finally, we showed how the integral methods developed in [3, 5] can be used to
extend this theory to multi-dimensional systems.
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2. Topological protection in the presence
of dispersion

2.1. Introduction

One of the cornerstones of modern wave physics is the existence of strongly localised
eigenmodes in perturbed periodic media. Strong localisation at specific frequencies
is the starting point for the design of many wave guiding and control devices. The
pre-eminent theory in the field of periodic waveguides is the notion of topological
protection [43].

A corresponding mathematical theory for topologically protected modes has been
developed. This theory first emerged in the setting of the Schrödinger equation
[30, 31], but has since been extended to classical wave systems [50, 25]. Many
of the seminal mathematical studies consider one-dimensional systems, since the
fundamental mechanism requires an interface or edge to be introduced in just one
axis of periodicity. However, multi-dimensional systems can be studied by using e.g.
integral operators [10, 13] or a reduction to Dirac operators [32, 29, 15].

The existing mathematical theory mostly studies systems with frequency-independent
material parameters. This is not only a natural toy model but gives a good descrip-
tion of several physical settings (e.g. microwaves and perfect conductors). However,
many important materials are dispersive in desirable frequency ranges. This includes
locally resonant systems (e.g. coupled Helmholtz resonators [75]) and most metals
at optical frequencies. This work extends the mathematical theory of topologically
protected modes to dispersive settings. The main theoretical challenge for doing so
is that the spectrum of the differential operator can no longer be understood using
standard linear eigenvalue theory. Instead, the spectrum is obtained through the
solution of a non-linear eigenvalue problem. Further, many important dispersive
materials have poles and singularities at certain frequencies [4, 67].

In this chapter, we will focus on materials whose permittivity is dispersive and
real-valued (meaning there is no damping in the system). We exploit the work
of [4] which characterised the Bloch spectrum as a function of the singularities of
canonical dispersive permittivities. The main idea is to combine this theory with
the work of [25] (and the previous works upon which it builds, e.g. [30, 50]), which
uses the surface impedance to characterise the existence and topological protection
of interface modes. This is a product of the work carried in [6].
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2. Topological protection in the presence of dispersion

2.2. Mathematical setting

Let us first present the mathematical setting in which we will work. We will consider
materials composed of periodically repeating unit cells, within which the permittivity
is allowed to vary as a function of both frequency and position. A crucial assumption
will be that each unit cell is mirror symmetric. That is, the material’s permittivity
is described by a function ε(x, ω) which is periodic (ε(x, ω) = ε(x + 1, ω)) and
symmetric (ε(x+ h, ω) = ε(x+ 1− h, ω)) in its first variable. Further, our analysis
will require the assumption that ε(x, ω) is a piecewise differentiable, non-decreasing
function of ω, in the sense that ∂ε

∂ω ≥ 0 whenever the derivative exists.

We consider two dispersive materials A and B. Each one is of the form of a semi-
infinite array. The arrays are glued together at x0 = 0 and we assume that the
material A expands towards −∞ and the material B expands towards +∞. In
addition, we assume that each material is constructed by repeating periodically a
unit cell. Each unit cell is the product of layering, i.e., it has particles of two different
permittivities ε1 and ε2, satisfying the conditions above.

Let us denote by D
[1]
i , i = 1, 2, . . . , N +1, and by D

[2]
j , j = 1, 2, . . . , N, the particles

of the unit cell with permittivity ε1 and ε2, respectively. Then, the permittivity of
the system is defined as follows:

ε(x, ω) =

{
ε1(ω), x ∈ D[1] :=

⋃N+1
i=1 D

[1]
i ,

ε2(ω), x ∈ D[2] :=
⋃N

i=1D
[2]
i .

(2.1)

We define the sequence {xn}n∈Z to be the set of endpoints of each one of the peri-
odically repeated cells, i.e., xn = x0 + n for n ∈ Z. We take x0 to be the glue point
of the two materials and so for n > 0 we are in material B and for n < 0, we are in
material A.

In Figure 2.1 we provide a schematic depiction of such an example of periodic cells
for the materials A and B, respectively. Concerning the construction characteristics
of the periodic cell, for materials A and B, we have three particles of permittivity ε1,

i.e., D
[1]
1 , D

[1]
2 and D

[1]
3 , and two particles of permittivity ε2, i.e., D

[2]
1 and D

[2]
2 . We

note that our results can be generalised in settings where the number of particles in
the periodic cells is greater. We also notice the geometry of each one of the periodic
cells, i.e., the symmetric way in which the particles are placed in each periodic cell.

We are interested in finding eigenvalues

Lu = ω2u (2.2)

of the differential operator

Lu := − 1

µ0

∂

∂x

(
1

ε(x, ω)

∂u

∂x

)
. (2.3)
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D
[1]
1

D
[2]
1

D
[1]
2

D
[2]
2

D
[1]
3

θ1 2θ2

material A

θ1µ µ

D
[1]
1

D
[2]
1

D
[1]
2

D
[2]
2

D
[1]
3

θ2 2θ1

material B

θ2µ µ

x−2

θ1 2θ2 θ1

x−1

θ1 2θ2 θ1

x2

. . .

material B

θ2 2θ1 θ2

x1

θ2 2θ1 θ2

x0

. . .

material A

Figure 2.1.: An example of the setting studied. In the unit cell of each material we
have 3 particles of permittivity ε1 and 2 particles of permittivity ε2.
We notice the mirror symmetric way in which the particles are placed
inside the periodic cells. Each material is constituted by a semi-infinite
array created by periodically repeating the unit cell. Our structure is
the result of gluing materials A and B at the point x0.

In particular, the eigenmodes of interest are those which decay as |x| → ∞, such
that they are localised in a neighbourhood of the interface at x0 = 0.

To find candidate eigenvalues ω2 for which localised eigenmodes can occur, it is
valuable to consider the Floquet-Bloch spectrum of the operators associated to ma-
terials A and B. This is the set of eigenmodes which satisfy the Floquet-Bloch
quasi-periodicity conditions

u(x+ 1) = eiκu(x) and
∂u

∂x
(x+ 1) = eiκ

∂u

∂x
(x), (2.4)

for some κ ∈ B := [−π, π]. Hence, these eigenmodes belong to the space of func-
tions

H2
κ :=

{
f ∈ H2

loc : f(x+ 1) = eiκf(x), x ∈ R
}
.

It follows that the localised eigenmodes that we are looking for, have to be in band
gaps of the two materials. This happens because we are looking for solutions to
(2.3), which decay as |x| → +∞. Thus, if the modes are in the bands, then from
(2.4), we see that their magnitude is preserved. Let us also note here that we are
interested in materials A and B which have overlapping band gaps, otherwise such
modes cannot exist in this setting.

On its own, studying the spectrum of the operator L is a complicated task. This
is due to the fact that there is a non-linear dependence of the operator on the
eigenvalues ω2 via ε(x, ω). In addition, the permittivity function ε may present
certain aspect, e.g. poles, which make this analysis even harder. In Chapter 1, we
have studied how these properties of the permittivity function affect the structure
of the spectrum of the differential operator L. In general, its spectrum will consist
of countably many spectral bands. Unusual behaviour can occur near the poles of
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2. Topological protection in the presence of dispersion

the singularity, however, where there can be a countably infinite number of bands
clustered within a finite region of the pole.

We will argue in the same way as in [25] and generalise these results to our dispersive
setting. We will include proofs of most statements for completeness, although some
are straighforward generalisations of [25]. Let us also note that in the case where
the permittivity ε no longer depends on the frequency ω but only on x, we are in a
similar setting as in [50].

2.3. Interface mode existence

The main theoretical challenge is to show that an interface mode exists for the
structure composed of the two materials.

2.3.1. Impedance functions

Let us see a sufficient condition that needs to be satisfied for the interface mode to
exist. We introduce the following notation.

Definition 2.3.1. Let f : R → C be a continuous function and let α ∈ R. Then, we
define

f(α−) := lim
x↑α

f(x) and f(α+) := lim
x↓α

f(x).

The condition that needs to be satisfied for the interface mode to exist is continuity
of both the solution and its derivative at the interface. Using the above notation,
the continuity conditions that needs to be satisfied at the interface x0 can be written
as

u(x−0 ) = u(x+0 ) and

(
1

ε1(ω)

∂u

∂x

)
(x−0 ) =

(
1

ε1(ω)

∂u

∂x

)
(x+0 ). (2.5)

We can now give the definition for the impedance functions.

Definition 2.3.2 (Surface impedances). We define the surface impedances of the prob-
lem (2.2), as follows:

Z−(ω) = − u(x−0 )
1

ε1(ω)
∂
∂xu(x

−
0 )

and Z+(ω) =
u(x+0 )

1
ε1(ω)

∂
∂xu(x

+
0 )
, ω ∈ R. (2.6)

Then, the following result is a direct consequence of the continuity conditions (2.5).

40



2.3. Interface mode existence

Lemma 2.3.3. Let A ⊂ R. Then, a necessary and sufficient conditions for the
existence of an interface localised mode u satisfying (2.2)-(2.4) for x < x0 and
x > x0, for ω ∈ A, is

Z+(ω) + Z−(ω) = 0, ω ∈ A. (2.7)

The question that arises naturally is whether a frequency ω ∈ R exists such that
this condition is satisfied and so, the global mode exists.

2.3.2. Dispersion relation

The quasiperiodic Helmholtz problem (2.2)-(2.4), for each material, is characterised
by a dispersion relation. This is an expression which relates the quasiperiodicity κ
with the frequency ω, such that it describes the spectral bands ω = ωn(κ). It is an
equation of the form:

2 cos(κ) = f(ω), (2.8)

where f : R → R is a function that depends on the material parameters and the
system’s geometry. This function is variously known as the discriminant or Lyapunov
function of the operator Λ [46]. Some examples are provided in e.g. [4, 56].

The analysis that follows stems from understanding the symmetries of the Bloch
modes at the edged of the band gaps. Hence, it will be helpful to know that the
maxima and minima of any band must occur at κ = 0 or κ = ±π. This follows from
the fact that the spectral bands are monotonic functions of κ within the reduced
Brillouin zone [0, π].

Lemma 2.3.4 (Frequency monotonicity). It holds that the frequency ω ∈ R satisfying
(2.8), as a function of the quasiperiodicity κ, is a monotonic function in the reduced
Brillouin zone [0, π].

Proof. Indeed, we differentiate (2.8) with respect to the quasiperiodicity κ and we
get

−2 sin(κ) =
∂f

∂ω

∂ω

∂κ
.

We know that in [0, π], it holds −2 sin(κ) ≤ 0 with the zeros occurring in {0, π}.
It is a direct consequence of this that ∂ω

∂κ keeps a constant sign in (0, π), otherwise
there would exist κ ∈ (0, π), such that sin(κ) = 0, which is a contradiction. Also, if
∂ω
∂κ (κ) = 0, then κ ∈ {0, π}. Thus, ω(κ) is monotonic in the reduced Brillouin zone.
This concludes the proof.

Remark 2.3.5. We note that the above property holds for any sufficiently smooth
function f : R → R.

Thus, since ω is a monotonic function of κ in the reduced Brillouin zone, it follows
that the edges of the spectrum are at 0 and π.
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2. Topological protection in the presence of dispersion

2.3.3. Mirror symmetry

Let us now focus on the geometry inside the periodic cells. The first thing we observe
is the mirror symmetry which is established in the periodic cells of both materials.
Indeed, we observe that for x ∈ [0, 1], we have

ε(x, ω) = ε(1− x, ω). (2.9)

We introduce the parity operator P, which acts on a function f as follows:

(Pf)(x) := f(1− x).

Using (2.3), the mirror symmetry implies

PL(−κ, ω) = L(κ, ω)P, ∀κ ∈ B. (2.10)

As a direct consequence of (2.10), we have the following lemmas.

Lemma 2.3.6. Let ω ∈ R. Then:

• L(−π, ω) = L(π, ω).
• The differential operator L and the parity operator P commute at κ ∈ {0,±π}.

Proof. We divide this proof in two parts, one for each result.

• We know that ω(−κ) = ω(κ). Then, from (2.3), it follows directly that
L(−π, ω) = L(π, ω).

• From (2.10), we get

PL(0, ω) = L(0, ω)P.

We also get

PL(−π, ω) = L(π, ω)P.

We have shown that L(−π, ω) = L(π, ω). This gives

PL(π, ω) = L(π, ω)P

and

PL(−π, ω) = L(−π, ω)P,

which is the desired result.

This concludes the proof.

In order to show the dependence of a solution u on the spatial variable x but also on
both the quasiperiodicity κ and the frequency ω, we will use the notation u[κ](x, ω).
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2.3. Interface mode existence

Lemma 2.3.7. Let λn(κ) := ω2
n(κ) be an eigenvalue of L(κ, ωn), with u[κ](x, ωn)

being the associated eigenvector. Then,

• Pu[κ](x, ωn) is an eigenvector of L(−κ, ωn) with the same eigenvalue λn(κ).

• u[−κ](x, ωn) is also an eigenvector of L(−κ, ωn) with eigenvalue λn(κ).

Proof. We divide this proof in two parts, one for each result.

• We observe that (2.10) is symmetric in term of κ ∈ B, in the following sense:
for all κ ∈ B, it holds that −κ ∈ B, since we have taken B = [−π, π]. Thus,
replacing κ by −κ in (2.10), we get

PL(κ, ω) = L(−κ, ω)P. (2.11)

We also know that

L(κ, ωn)u
[κ](x, ωn) = λn(κ)u

[κ](x, ωn).

Hence,

PL(κ, ωn)u
[κ](x, ωn) = Pλn(κ)u[κ](x, ωn)

= λn(κ)Pu[κ](x, ωn).

So, from (2.11), we get

L(−κ, ωn)Pu[κ](x, ωn) = λn(κ)Pu[κ](x, ωn),

which gives the desired result.

• Let λn(−κ) be an eigenvalue of L(−κ, ωn), with u
[−κ](x, ωn) being the associ-

ated eigenvector, for ωn ∈ R and κ ∈ B. This implies that

L(−κ, ωn)u
[−κ](x, ωn) = λn(−κ)u[−κ]

n (x, ωn).

Although, we know that ωn(−κ) = ωn(κ) and we have that λn(κ) = ω2
n(κ).

Hence, we get

λn(κ) = λn(−κ),

which gives the desired result.

This concludes the proof.

Lemma 2.3.8. Let λn(κ) be a non-degenerate eigenvalue of L(κ, ωn) with u
[κ](x, ωn)

being the associated eigenvector, for κ at the band edges, i.e. κ ∈ {0,±π}. Then,

u[κ](x, ωn) = Pu[κ](x, ωn) or u[κ](x, ωn) = −Pu[κ](x, ωn), for κ ∈ {0,±π}.
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2. Topological protection in the presence of dispersion

Proof. Since we take λn(κ) to be non-degenerate, there exists µ ∈ R such that

u[−κ](x, ωn) = µPu[κ](x, ωn). (2.12)

Let us take κ to be at the band edges κ ∈ {0,±π}. We get for κ = 0

u[0](x, ωn) = µPu[0](x, ωn).

We know that PP = Id. Thus, applying P on both sides, we get

Pu[0](x, ωn) = µu[0](x, ωn),

which gives

u[0](x, ωn) = µ2u[0](x, ωn) ⇒ µ2 = 1.

Thus, either µ = 1, in which case Pu[0](x, ωn) = u[0](x, ωn), or µ = −1, in which
case Pu[0](x, ωn) = −u[0](x, ωn).
Let us now take κ = −π. We have

u[π](x, ωn) = µPu[−π](x, ωn).

Taking κ = π, we have

u[−π](x, ωn) = µPu[π](x, ωn).

Combining these two expressions, we obtain

u[π](x, ωn) = µ2Pu[π](x, ωn) ⇒ µ2 = 1

and

u[−π](x, ωn) = µ2Pu[−π](x, ωn) ⇒ µ2 = 1.

Thus, either µ = 1, in which case Pu[π](x, ωn) = u[π](x, ωn) and Pu[−π](x, ωn) =
u[−π](x, ωn), or µ = −1, in which case Pu[π](x, ωn) = −u[π](x, ωn) and Pu[−π](x, ωn) =
−u[−π](x, ωn). This concludes the proof.

We will call a function symmetric if f = Pf and anti-symmetric if f = −Pf .
Then, it is well known that due to the symmetry of the unit cell, combined with the
periodicity or anti-periodicity that occurs when κ ∈ {0, π}, the modes at the edges
of the bands must be either symmetric or anti-symmetric (see also [25]).

Lemma 2.3.9. Let κ ∈ {0, π} and let ∂u
∂x denote the spatial derivative of u. Then,

either

u is symmetric and ∂u
∂x is anti-symmetric,

or
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2.3. Interface mode existence

u is anti-symmetric and ∂u
∂x is symmetric.

Proof. Let us consider κ at the band edges 0 and π. Then, we know that either
u[κ](x, ωn) = Pu[κ](x, ωn) or u[κ](x, ωn) = −Pu[κ](x, ωn). In the first case, we see
that un is symmetric. In addition,

u[κ](x, ωn) = Pu[κ](x, ωn) = u[κ](1− x, ωn) ⇒
∂u[κ]

∂x
(x, ωn) = −∂u

[κ]

∂x
(1− x, ωn) = −P ∂u

[κ]

∂x
(x, ωn),

which shows that ∂u
∂x is anti-symmetric. Similarly, in the second case, we have that

∂u
∂x is anti-symmetric. Then,

u[κ](x, ωn) = −u[κ](1− x, ωn) ⇒
∂u[κ]

∂x
(x, ωn) =

∂u[κ]

∂x
(x, ωn) = P ∂u

[κ]

∂x
(x, ωn),

which shows that ∂u
∂x is symmetric.

From now on, in order to ease the notation, we will suppress the dependence on

the frequency ωn, and have it indirectly at the subscripts, i.e., u[κ](x, ωn) ≡ u
[κ]
n (x).

A consequence of the symmetries characterised in Lemma 2.3.9 is that the modes
at the edges of the spectral bands may have critical points at x = 0, which can
be characterised based on the modes’ symmetries. These symmetry arguments are
similar to those in [25]. A specific proof for our setting is given in Appendix A.1.2.

Lemma 2.3.10. Let κ ∈ {0, π}. Then, either

u[π]n (0) = 0 and
∂u

[0]
n

∂x
(0) = 0,

or

u[0]n (0) = 0 and
∂u

[π]
n

∂x
(0) = 0.

2.3.4. Bulk index

Let us now define the notion of the bulk index. This is a topological property of the
material which depends on the symmetry of the mode at the edges of a band.

Definition 2.3.11 (Bulk index). Let S := [a, b] denote a band gap. Then, we define
the bulk topological index JS of the band gap S as follows:

JS :=

{
+1, if u is symmetric at a,

−1, if u is anti-symmetric at a.
(2.13)
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2. Topological protection in the presence of dispersion

2.3.5. Frequency existence

Using the symmetry properties that we have proved, we will show that there exists
ω ∈ R, such that (2.7) is satisfied.

2.3.5.1. Impedance evaluation

Let us now see what the impedance functions look like at the edges of a band gap.
These edges occur for κ ∈ {0, π}. The dependence of the impedance functions on
κ is a result of the dependence of the mode u on κ. We introduce the following
notation:

Z±
κ := Z± at κ,

for κ ∈ B. One of the main insights from the work of [25] is the dependence of the
surface impedance on the symmetries of the eigenmodes (and, by definition, on the
bulk index). This can be replicated in our setting with the following lemma.

Lemma 2.3.12. It holds that either

Z±
0 = ±∞ and Z±

π = 0,

or

Z±
0 = 0 and Z±

π = ±∞.

Proof. As mentioned above, from the uniqueness of solution to (2.2), we know that,

for κ ∈ {0, π}, we cannot have u
[κ]
n (0) = ∂u

[κ]
n

∂x (0) = 0. Also, from Lemma 2.3.10, we

have two cases for the values of un and ∂un
∂x at the band edges. We shall treat them

separately.

In the first case, we know that

u[π]n (0) = 0 and
∂u

[0]
n

∂x
(0) = 0.

This implies that

∂u
[π]
n

∂x
(0) ̸= 0 and u[0]n (0) ̸= 0.

Hence, combining these results at κ = 0, we get

lim
x↑0

Z−
0 (ω) = lim

x↑0
− u[0](x, ω)

1
ε1(ω)

∂u[0]

∂x (x, ω)
= ±∞
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2.3. Interface mode existence

and

lim
x↓0

Z+
0 (ω) = lim

x↓0
− u[0](x, ω)

1
ε1(ω)

∂u[0]

∂x (x, ω)
= ±∞.

At κ = π, we see that

lim
x↑0

Z−
π (ω) = lim

x↑0
− u[π](x, ω)

1
ε1(ω)

∂u[π]

∂x (x, ω)
= 0

and

lim
x↑0

Z+
π (ω) = lim

x↑0
− u[π](x, ω)

1
ε1(ω)

∂u[π]

∂x (x, ω)
= 0.

For the second case, we know that

u[0]n (0) = 0 and
∂u

[π]
n

∂x
(0) = 0,

which implies that

∂u
[0]
n

∂x
(0) ̸= 0 and u[π]n (0) ̸= 0.

Using the same reasoning as in the previous case, we get at κ = 0,

lim
x↑0

Z−
0 (ω) = lim

x↑0
− u[0](x, ω)

1
ε1(ω)

∂u[0]

∂x (x, ω)
= 0

and

lim
x↓0

Z+
0 (ω) = lim

x↓0
− u[0](x, ω)

1
ε1(ω)

∂u[0]

∂x (x, ω)
= 0.

Similarly, at κ = π, we get

lim
x↑0

Z−
π (ω) = lim

x↑0
− u[π](x, ω)

1
ε1(ω)

∂u[π]

∂x (x, ω)
= ±∞

and

lim
x↑0

Z+
π (ω) = lim

x↑0
− u[π](x, ω)

1
ε1(ω)

∂u[π]

∂x (x, ω)
= ±∞.

This concludes the proof.
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2. Topological protection in the presence of dispersion

2.3.5.2. Impedance property

In order to ease the notation, let us define:

E(x, ω) :=
1

ε(x, ω)
and ϕ :=

∂u

∂ω
. (2.14)

The following result is due to the work of [25], which says that the surface impedance
functions are strictly decreasing functions of ω, within each band gap. For dispersive
systems, this rests on the aforementioned assumption that ε is a non-decreasing func-
tion of ω. A proof of this result, specific to our setting, is given in Appendix A.1.1.

Theorem 2.3.13. Let us assume that ω ∈ A, where A ⊂ R is a band gap. Then, the
surface impedance decreases with respect to the frequency, i.e.,

dZ+

dω
< 0,

dZ−

dω
< 0, for ω ∈ A.

2.3.5.3. Interface mode existence

Let LA and LB denote the differential operator L for the material A and the ma-
terial B, respectively. We define AA and AB to be two band gaps of LA and LB,
respectively. Let them be given by

AA := [ω+
A , ω

−
A ] and AB := [ω+

B , ω
−
B ].

Let us denote by A the intersection of AA and AB. We assume that it is non-empty,
i.e.,

An = AA ∩ AB ̸= ∅.

This fact is directly related to the structure of the system, i.e., considering materials
A and B whose repeatedly periodic unit cell has the same amount of particles. We
denote it by

A := [ω+, ω−].

Finally, let us denote by JA and JB the bulk topological indices associated to the
material A and the material B, respectively, in A.

Theorem 2.3.14. If

JA + JB ̸= 0,

then no interface mode exists. If

JA + JB = 0,

then there exists a unique frequency ωm ∈ A, for which an interface mode exists.
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2.3. Interface mode existence

Proof. We will divide the proof in two steps, one for each case.

Let us consider:

JA + JB ̸= 0.

We will treat the case κ = 0. The same argument holds for κ = π. From (2.13),
this implies that either u+A, u

+
B are both symmetric or both anti-symmetric. Let us

treat the case of both being symmetric. The anti-symmetric case follows the same
reasoning. From Theorem 2.3.13, we have that Z− is decreasing in A. Then, from
Lemma 2.3.12, we have

Z−
0 (ω+

A) = +∞ ↘ Z−
0 (ω−

A) = 0 in AA.

Similarly, we get

Z+
0 (ω+

B) = +∞ ↘ Z+
0 (ω−

B) = 0 in AB.

We see directly that Lemma 2.3.3 does not hold, and hence, no interface mode exists.

Let us consider:

JA + JB = 0.

We will treat the case κ = 0. The same argument holds for κ = π. From (2.13),
this implies that either u+A is symmetric and u+B is anti-symmetric, or u+A is anti-
symmetric and u+B is symmetric. Let us focus on the first possibility. For the second
one, the same argument will hold. So, we take

u+A symmetric and u+B anti-symmetric at κ = 0.

Then, from Lemma 2.3.12 and Theorem 2.3.13, we see that

Z−
0 (ω+

A) = +∞ ↘ Z−
0 (ω−

A) = 0 in AA.

Using the fact that u+B is anti-symmetric, we get, from Lemma 2.3.12 and Theorem
2.3.13, that

Z+
0 (ω+

B) = 0 ↘ Z+
0 (ω−

B) = −∞ in AB.

Let us now study how Z0 := Z−
0 + Z+

0 behaves in A. Since A ̸= ∅, we observe that

minA ∈
{
ω+
A , ω

+
B

}
.

If minA = ω+
A , then we see that

Z0

(
ω+
A

)
= +∞,
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since Z−
0

(
ω+
A

)
= +∞ and Z+

0

(
ω+
A

)
∈ R<0. Also, if minA = ω+

B , then we see that

Z0

(
ω+
B

)
> 0,

since Z−
0

(
ω+
B

)
∈ R>0 and Z+

0

(
ω+
B

)
= 0. Thus, in any case, we get that

Z0

(
minA

)
> 0.

Similarly, we have that

maxA ∈
{
ω−
A , ω

−
B

}
.

Then, if maxA = ω−
A , we see that

Z0

(
ω−
A

)
< 0,

since Z−
0

(
ω−
A

)
= 0 and Z+

0

(
ω−
A

)
∈ R<0. Also, if maxA = ω−

B , we have that

Z0

(
ω−
A

)
= −∞,

since Z−
0

(
ω−
A

)
∈ R>0 and Z+

0

(
ω−
A

)
= −∞. Hence, in any case, we observe that

Z0

(
maxA

)
< 0.

To sum up these results, we have that

Z0

(
minA

)
> 0 and Z0

(
maxA

)
< 0.

Then, from Theorem 2.3.13, we deduce that

dZ0

dω
< 0 in A. (2.15)

So, since Z0 is continuous and strictly decreasing in A, there exists a unique point
ωm ∈ A at which Z0(ωm) = 0. Therefore, a unique interface mode exists. This
concludes the proof.

Remark 2.3.15. Here, let us recall that we have considered piecewise constant permit-
tivities with respect to x but still dispersive with respect to ω. Although, as mentioned
in Section 2.2, the analysis still applies on permittivity functions which respect the
mirror symmetry in each periodic cell and the results remain the same.
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2.4. Zak phase

Let us now study the Zak phase, an invariant associated to one-dimensional crystals.
This describes the topological properties of our system.

As mentioned at the beginning, we work in the space L2
κ. We equip L2

κ, with the
following inner product:

⟨f, g⟩: =
∫ 1

0
µ0f(x)g(x)dx, f, g ∈ L2

κ. (2.16)

Definition 2.4.1 (Berry connection). We define the Berry connection An(κ) of the
n-th band to be

An(κ) := −i
〈
∂u

[κ]
n

∂κ
, u[κ]n

〉
. (2.17)

Definition 2.4.2 (Zak phase). We define the Zak phase Θn of the n-th gap to be the
integral of the Berry connection An(κ) across the first Brillouin zone, i.e.,

Θn =

∫ π

−π
An(κ)dκ. (2.18)

To see that the Zak phase is well defined, we want to check that it is invariant

mod(2π) with respect to phase changes of the eigenmode u
[κ]
n . This is because a

normalised eigenmode (with ∥u[κ]n ∥ = 1) can always be re-defined by changing the
phase by an integer multiple of κ,

ũ[κ]n = eiζκu[κ]n , ζ ∈ N.

Under this transformation, we can calculate that

Ãn(κ) = −i
〈
∂ũ

[κ]
n

∂x
, ũ[κ]n

〉
= −i

〈
∂

∂x

(
eiζκu[κ]n

)
, eiζκu[κ]n

〉

= −i
∫ 1

0
µ0

(
eiζκ

∂u
[κ]
n

∂x
(x) + iζeiζκu[κ]n (x)

)
eiζκu

[κ]
n (x)dx

= An(κ) +

∫ 1

0
µ0ζu

[κ]
n (x)u

[κ]
n (x)dx

= An(κ) + ζ.

Thus, ∫ π

−π
Ãn(κ)dκ =

∫ π

−π
An(κ)dκ+ 2ζπ,

which gives

Θ̃n(κ) = Θn(κ) + 2ζπ, (2.19)

so Θ̃n and Θn are equal mod(2π).
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Theorem 2.4.3. Let us assume that we have mirror symmetry and that the n-th
eigenvalue of the operator L is non-degenerate. Then, it holds that Θnmod(2π) ∈
{0, π}.

Proof. We recall that, for the assumptions for the theorem, u
[−κ]
n and Pu[κ]n are

proportional to one another, i.e., there exists µ ∈ R, depending on κ, such that

u[−κ]
n = µ(κ)Pu[κ]n .

In addition, we have taken the modes to satisfy ∥un∥ = 1. Hence, we get ∥µ(κ)∥ = 1
and so, we can write

u[−κ]
n = eiδ(κ)Pu[κ]n ,

where δ(κ) is a locally smooth function of κ. Then, we see that

∂

∂κ
u[−κ]
n =

∂

∂κ

(
eiδ(κ)Pu[κ]n

)
⇒ ∂

∂κ
u[−κ]
n = ieiδ(κ)

∂δ

∂κ
Pu[κ]n +

∂Pu[κ]n

∂κ
eiδ(κ).

Taking the inner product with u
[−κ]
n on both sides, we see that∫ 1

0
µ0e

iδ(κ)∂Pu
[κ]
n

∂κ
(x)u

[−κ]
n (x)dx =

∫ 1

0
µ0e

iδ(κ)∂Pu
[κ]
n

∂κ
(x)eiδ(κ)Pu[κ]n (x)dx

=

∫ 1

0
µ0
∂u

[κ]
n

∂κ
(1− x)u

[κ]
n (1− x)dx

= −
∫ 0

1
µ0
∂u

[κ]
n

∂κ
(x)u

[κ]
n (x)dx

= −iAn(κ)

and ∫ 1

0
µ0e

iδ(κ) ∂δ

∂κ
Pu[κ]n (x)u

[−κ]
n (x)dx =

∂δ

∂κ

∫ 1

0
µ0u

[−κ]
n (x)u

[−κ]
n (x)dx

= i
∂δ

∂κ
.

Thus, we get

iAn(−κ) = −iAn(κ) + i
∂δ

∂κ
.

Multiplying by i and integrating over [0, π], we get

−
∫ π

0
An(−κ)dκ =

∫ π

0
An(κ)dκ− δ(π) + δ(0),

which is

−
∫ 0

−π
An(κ)dκ =

∫ π

0
An(κ)dκ− δ(π) + δ(0).
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Thus, we get

Θn = δ(π)− δ(0).

From Lemma 2.3.8, we have that µ(κ) ∈ {±, 1}, for κ = 0, π. This implies that
δ(κ)mod(2π) ∈ {0, π}, for κ = 0, π. If δ(π)mod(2π) = δ(0)mod(2π), then Θn = 0.
If δ(π)mod(2π) ̸= δ(0)mod(2π), then the phase difference is always π. Thus, we get

Θnmod(2π) ∈ {0, π}.

This concludes the proof.

2.5. Asymptotic behaviour

We wish to study the asymptotic behaviour of the modes as x→ ±∞. For this, we
will make use of the transfer matrix associated to this problem.

In the sections to follow, we will consider permittivity functions ε(x, ω) which are
piecewise constant with respect to x in each particle. This method still applies for
permittivities which are mirror symmetric with respect to x, but by suppressing this
dependence, we obtain explicit expressions for the transfer matrices, and so, we have
a more qualitative result.

2.5.1. Transfer matrix method

The transfer matrix method is a way of describing the mode u and its spatial
derivative u′ at each point on the structure with respect to the initial data vec-

tor
(
u(0), ∂u∂x(0)

)⊤
.

We define the segment matrices T (x, ω) by

T (lx, ω) :=

 cos(
√
µ0ε(x, ω)ωlx)

sin(
√

µ0ε(x,ω)ωlx)√
µ0ε(x,ω)ω

−
√
µ0ε(x, ω)ω sin(

√
µ0ε(x, ω)ωlx) cos(

√
µ0ε(x, ω)ωlx)

 , (2.20)

where lx denotes the length of the part of the segment on which x lies.

Let us consider an interval I which is constituted by N segments of length li each,
i = 1, . . . , N . Then, we define the transfer matrix TI(ω) over the interval I to be

TI(ω) :=

N∏
i=1

T (li, ω). (2.21)

If we define the vector ũ(x) :=
(
u(x), ∂u∂x(x)

)⊤
, then the transfer matrix method

describes the mode u at each point x based on the initial data at a point x0, i.e.,

ũ(x) = T[x0,x](ω)ũ(x0). (2.22)
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2. Topological protection in the presence of dispersion

It is clear that the segment matrices T satisfy det(T (x, ω)) = 1 for any x and ω.
Hence, also, the transfer matrix T satisfies det(T (x, ω)) ≡ 1.

The mirror symmetry induced to the system gives

ε(xn + h, ω) = ε(xn+1 − h, ω), h ∈ [0, 1), n ∈ N \ {0}.

Let T
[j]
p denote the transfer matrix over one periodic cell of the material j, with

j ∈ {A,B}. Then, it holds, as in [26, 60], that(
u(xn+1)
∂u
∂x(xn+1)

)
= 1{n≥0}T

[B]
p

(
u(xn)
∂u
∂x(xn)

)
+ 1{n<0}T

[A]
p

(
u(xn)
∂u
∂x(xn)

)
, (2.23)

for n ∈ Z. Also, the symmetry of the system gives(
u(xn−1)
∂u
∂x(xn−1)

)
= 1{n≥0}ST

[B]
p S

(
u(xn)
∂u
∂x(xn)

)
+ 1{n<0}ST

[A]
p S

(
u(xn)
∂u
∂x(xn)

)
, (2.24)

for n ∈ Z, where the matrix S is given by

S :=

(
1 0
0 −1

)
.

Here, let us note that with a direct calculation, we can see that S = S−1.
Applying the quasiperiodic boundary conditions, we get, for each material i,

ũ(xn+1) = eiκũ(xn).

Combining this with (2.23), we get the following problem(
T [j]
p (ω)− eiκI

)
ũ(xn) = 0. (2.25)

2.5.1.1. Spectral properties

Let us now state certain spectral properties of the transfer matrices.

Lemma 2.5.1. Let ω ∈ R \ {ω(±)
p }. Then, T

[j]
p has real eigenvalues denoted by λ

[j]
1

and λ
[j]
2 , satisfying |λ[j]1 | < 1 and |λ[j]2 | > 1, for j ∈ {A,B}.

Proof. Let i ∈ {A,B}. Since det(T
[j]
p (ω)) = 1, we get either

λ
[j]
1 , λ

[j]
2 ∈ R, with |λ[j]1 | < 1 and |λ[j]2 | > 1,

or

λ
[j]
1 , λ

[j]
2 ∈ C, with |λ[j]1 | = |λ[j]2 | = 1 and λ

[j]
1 = λ

[j]
2 .

If the second case holds, then there exists κ such that λ
[j]
1 = eiκ, which implies that

det
(
T
[j]
p (ω)− eiκI

)
= 0 and hence gives a contradiction. Thus, the first case holds,

and so, we obtain the desired result.
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2.5. Asymptotic behaviour

We use this result to obtain information about the asymptotic behaviour of the
modes u(xn) as n→ ±∞.

Theorem 2.5.2. The eigenfrequency ω of a localised eigenmode of the Helmholtz
problem (2.2) must satisfy

(
−V [B]

21 (ω) V
[B]
11 (ω)

)( V
[A]
11 (ω)

−V [A]
21 (ω)

)
= 0, (2.26)

where (V
[A]
11 (ω), V

[A]
21 (ω))⊤ is the eigenvector of the transfer matrix T

[A]
p associated to

the eigenvalue |λ[A]
1 | < 1 and (V

[B]
11 (ω), V

[B]
21 (ω))⊤ is the eigenvector of the transfer

matrix T
[B]
p associated to the eigenvalue |λ[B]

1 | < 1.

Proof. For n ∈ N>0, we have(
u(xn)
∂u
∂x(xn)

)
= (T [B]

p )n(ω)

(
u(x0)
∂u
∂x(x0)

)
= V [B]

(
(λ

[B]
1 )n 0

0 (λ
[B]
2 )n

)
(V [B])−1

(
u(x0)
∂u
∂x(x0)

)
,

(2.27)

and for n ∈ N<0, from the symmetry condition (2.24), we have(
u(xn)
∂u
∂x(xn)

)
= ST [A]

p S

(
u(xn+1)
∂u
∂x(xn+1)

)
(2.28)

= S(T [A]
p )|n|S

(
u(x0)
∂u
∂x(x0)

)
(2.29)

= SV [A]

(
(λ

[A]
1 )n 0

0 (λ
[A]
1 )n

)
(V [A])−1S

(
u(x0)
∂u
∂x(x0)

)
, (2.30)

where λ
[A]
1 , λ

[A]
2 , resp. λ

[B]
1 , λ

[B]
2 , are the eigenvalues of T

[A]
p , resp. T

[B]
p , with |λ[A]

1 | <
1 and |λ[A]

2 | > 1, resp. |λ[B]
1 | < 1 and |λ[B]

2 | > 1, and V [A], resp. V [B], is the matrix
of the associated eigenvectors. We are looking for localised eigenmodes satisfying

lim
n→±∞

u(xn) = 0 and lim
n→±∞

∂u

∂x
(xn) = 0.

We know that

lim
n→±∞

(λ
[A]
1 )|n| = lim

n→±∞
(λ

[B]
1 )|n| = 0

and

lim
n→±∞

(λ
[A]
2 )|n| = lim

n→±∞
(λ

[B]
2 )|n| ̸= 0.
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2. Topological protection in the presence of dispersion

Thus, we wish to find ω, u(x0) and
∂u
∂x(x0) such that(

−V [B]
21 V

[B]
11

)( u(x0)
∂u
∂x(x0)

)
= 0 and

(
−V [A]

21 V
[A]
11

)
S

(
u(x0)
∂u
∂x(x0)

)
= 0, (2.31)

since (V [j])−1 = 1
det(V )

(
V

[j]
22 −V [j]

12

−V [j]
21 V

[j]
11

)
, j ∈ {A,B} and so we multiply the eigen-

value (λ
[j]
2 )|n|, j ∈ {A,B} by the second row vector. Now, we observe that the second

equation in (2.31) shows that (u(x0),
∂u
∂x(x0)) is proportional to (V

[B]
11 ,−V [B]

21 ). Ap-
plying this to the first equation in (2.31), we get(

−V [B]
21 V

[B]
11

)( V
[A]
11

−V [A]
21

)
= 0,

which gives the desired result.

2.5.1.2. Eigenmode decay

From this, we obtain the result concerning the decay of the localised eigenmodes as
n→ ±∞.

Corollary 2.5.3. A localised eigenmode u of (2.2), posed on a medium constituted
by two semi-infinite arrays of different halide perovskites, and its associated eigen-
frequency ω must satisfy

u(xn) = O
(
|λ[A]

1 (ω)||n|
)

and
∂u

∂x
(xn) = O

(
|λ[A]

1 (ω)||n|
)

as n→ −∞,

u(xn) = O
(
|λ[B]

1 (ω)||n|
)

and
∂u

∂x
(xn) = O

(
|λ[B]

1 (ω)||n|
)

as n→ +∞,

where λ
[A]
1 is the eigenvalue of T

[A]
p satisfying |λ[A]

1 (ω)| < 1 and λ
[B]
1 is the eigenvalue

of T
[B]
p satisfying |λ[B]

1 (ω)| < 1.

Proof. This is a direct result from the previous theorem. Indeed, from Theorem

2.5.2, we have that (u(x0),
∂u
∂x(x0))

⊤ is proportional to (V
[B]
11 ,−V [B]

21 )⊤. Thus, we get
from (2.27), for n ∈ Z>0 (

u(xn)
∂u
∂x(xn)

)
= (λ

[B]
1 )n(ω)

(
V

[B]
11

V
[B]
21

)
and from (2.28), for n ∈ Z<0,(

u(xn)
∂u
∂x(xn)

)
= (λ

[A]
1 )|n|S

(
V

[A]
11

V
[A]
21

)
.

This concludes the proof.
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2.6. Robustness with respect to imperfections

2.6. Robustness with respect to imperfections

Now that we have established the existence of an interface mode in each band gap for
dispersive materials, which decays at infinity, we wish to study the effect of system
perturbations. This happens in two different ways:

• Perturbations on the material parameters which have no effect on the symme-
try inside each periodic cell. For this, we will introduce perturbations to the
permittivity functions of the materials.

• Perturbations on the symmetry inside each periodic cell. To study this effect
we will modify the length of two particles in each periodic cell, so that the
symmetry breaks.

2.6.1. Theoretical results

2.6.1.1. Permittivity perturbation

First, we will study changes in the materials while the symmetry is preserved. To
show this effect, we introduce the perturbation function f : R → R, given by

f(x, ω) :=

{
f1(ω), x ∈ D[1],

f2(ω), x ∈ D[2].
(2.32)

The perturbation function f is a piecewise smooth function of the frequency ω and
satisfies ∂f

∂ω < +∞. Then, we define ε̃ to be the perturbed permittivity of the system,
given by

ε̃(x, ω) := ε(x, ω) + δf(ω) =

{
ε1(ω) + δf1(ω), x ∈ D[1],

ε2(ω) + δf2(ω), x ∈ D[2],

where δ > 0 is the perturbation parameter. Then, we obtain the following perturbed
problem {

L̃(κ, ω)u = ω2u,

u(x+ 1) = eiκu(x),
(2.33)

where

L̃u := − 1

µ0

∂

∂x

(
1

ε̃(x, ω)

∂u

∂x

)
. (2.34)

The following definition follows naturally from the perturbation of the system.

Definition 2.6.1 (Perturbed impedance function). We define the surface impedances
associated to the perturbed Helmholtz problem (2.33) by

Z̃−(ω) = − u(x−0 )
1

ε̃1(ω)
∂
∂xu(x

−
0 )

and Z̃+(ω) =
u(x+0 )

1
ε̃1(ω)

∂
∂xu(x

+
0 )
, ω ∈ R. (2.35)
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2. Topological protection in the presence of dispersion

We wish to show that, as δ → 0, an interface mode still exists. For the existence,
Lemma 2.3.3 holds for the perturbed impedance functions. In addition, we observe
that the symmetry of the system has been preserved by the perturbation of the
permittivity. Hence, it is sufficient to show that the perturbed impedance functions
remain decreasing. Then, because of the symmetry of the system, the rest of the
arguments will hold and so, the result will follow.

Theorem 2.6.2. Let us assume that ω ∈ A, where A ⊂ R is a band gap. Then, the
perturbed surface impedances, as δ → 0, are decreasing functions of the frequency ω,
i.e.,

dZ̃+

dω
< 0,

dZ̃−

dω
< 0, for ω ∈ A.

Thus, we have shown that arbitrarily small perturbations on the permittivity of
the system do not affect the existence of an interface mode. In addition, using the
transfer matrix method (explained in Section 2.5.1), we can get an explicit expression
of the solution to (2.33) with respect to the initial data (u(0), ∂u∂x(0)). Because of the
continuous dependence of the solution on δ, it is direct that, as δ → 0, this solution
converges to the one of (2.2). This translates to the following lemma.

Lemma 2.6.3. Let u denote the asymptotically decaying interface mode of (2.2)
in the band gap A and let uδ denote an asymptotically decaying interface mode
associated to the permittivity perturbed problem (2.33) in the band gap Aδ. Then, if
A ∩ Aδ ̸= ∅, it holds that

lim
δ→0

uδ = u.

2.6.1.2. Symmetry perturbation

Let us now introduce a structural perturbation to the system. This will result
in breaking the symmetry inside each periodic cell. This phenomenon is easy to
produce.

We have considered two semi-infinite materials A and B, each one constituted by a
unit cell repeated periodically and glued together at x0 = 0. We have assumed that
each periodic cell is made of two different kinds of particles, one with permittivity

ε1(ω) and one with permittivity ε2(ω), denoted byD
[1]
i andD

[2]
j , with i = 1, . . . , N+1

and j = 1, . . . , N , respectively. The particles are ordered in the following way inside
each periodic cell:

D
[1]
1 − D

[2]
1 − D

[1]
2 − D

[2]
2 − . . . − D

[2]
N − D

[1]
N+1.

We call the position perturbation parameter σ > 0 and we apply the following

procedure. In the material A, we increase the size of the particle D
[1]
N+1 by σ and we
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2.6. Robustness with respect to imperfections

decrease the size of the particle D
[1]
⌊N+2⌋

2

by σ. Then, in a similar way, in the material

B we decrease the size of particle D
[1]
1 by σ and we increase the size of D

[1]
⌊N+2⌋

2

by σ.

Hence, we manage to break the mirror symmetry governing each material. We will
view this more analytically later in Figure 2.4, where we have considered a specific
example for the model.

Let us note here that the position perturbation σ cannot take arbitrarily big values,
as the size of the periodic cell has to remain unaffected. In fact, for this to happen,
we require that

σ ≤ min
A,B

{
|D[1]

1 |,
∣∣∣D[1]

⌊N+2⌋
2

∣∣∣}, (2.36)

where minA,B denotes the minimum over materials A and B, and | · | denotes the
size of each particle. Since we work in the one-dimensional setting, | · | denoted the
length.

Once again, as in Section 2.6.1.1, using the transfer matrix method, we can see
the continuous dependence that the decay mode has on the length of each particle.
Thus, as a direct result, the following lemma holds.

Lemma 2.6.4. Let u denote the asymptotically decaying interface mode of (2.2)
in the band gap A and let uσ denote an asymptotically decaying interface mode
associated to the position perturbation procedure described above in the band gap Aσ.
Then, if A ∩ Aσ ̸= ∅, it holds that

lim
σ→0

uσ = u.

2.6.2. Numerical results

Let us now provide an example, in order to solidify the previous analysis. We
consider dispersive particles with permittivity given by

ε(x, ω) =

{
ε1(ω), x ∈ D[1],

ε2(ω), x ∈ D[2],
where εi(ω) := ε0 +

αi

1− βiω2
, for i = 1, 2,

(2.37)

with ε0, αi, βi ≥ 0, for i = 1, 2. This permittivity function model is inspired from
the examples treated in Chapter 1 and represents the undamped case of a Drude
material or a halide perovskite. In order to obtain analytic results we consider
the model for the periodic cells of materials A and B described in Figure 2.1. We
note that, in this case, each periodic cell is constituted by five particles, three with
permittivity ε1(ω) and two with permittivity ε2(ω). The particles have the following
ordering:

D
[1]
1 − D

[2]
1 − D

[1]
2 − D

[2]
2 − D

[1]
3 .
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2. Topological protection in the presence of dispersion

Let us denote by ω
(±)
i,p the poles of the permittivity (2.1), i.e.,

ω
(±)
i,p = ±

√
βi
βi

. (2.38)

We see that

∂ε

∂ω
(x, ω) =

{
∂ε1
∂ω (ω), x ∈ D[1],
∂ε2
∂ω (ω), x ∈ D[2].

Thus, it holds

∂ε1
∂ω

(ω) =
∂

∂ω

(
ε0 +

α1

1− β1ω2

)
=

2α1β1ω

(1− β1ω2)2
≥ 0

and similarly

∂ε2
∂ω

(ω) ≥ 0,

which gives

∂ε

∂ω
(x, ω) ≥ 0, x ∈ R.

Hence, Theorem 2.3.14 holds. This implies that if we consider a one-dimensional
photonic crystal of the form of Figure 2.1 with permittivity given by (2.37), then,
in each band gap, a topologically protected interface mode exists.

2.6.2.1. Permittivity perturbation

As mentioned previously, we will first study perturbations on the material param-
eters while keeping the symmetry inside each periodic cell intact. This occurs by
introducing a perturbation to the permittivity of the particles and it gives rise to
the perturbed system described by (2.33).

We can see that if the perturbation function f is constant, then the permittivity
is not strongly affected. Hence we will consider perturbation functions which are
dispersive with respect to the frequency ω. In order to simplify the analysis we will
take f1(ω) = f2(ω), for all ω ∈ R.

We will study the perturbation effect for two separate cases of perturbation func-
tions:

1. Perturbation functions which satisfy the assumptions of the original permit-
tivity. In particular, we will consider the following:

f(ω) = − 1

ω2
. (2.39)
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Figure 2.2.: Plot of the frequencies of the interface mode and the edges of the band
gap as perturbations with magnitude δ that preserve the monotonicity
condition are added. In particular, δ times the strictly increasing func-
tion (2.39) is added to the permittivity (2.37). This function is in full
accordance with the initial assumptions on the material permittivities.
We see that as δ → 0, the perturbed interface mode frequency converges
to the unperturbed one, as stated in Lemma 2.6.3. As δ increases, the
size of the band gap increases and the interface mode frequency increases
but still remains inside the band gap.

2. Perturbation functions which does not satisfy the assumptions of the original
permittivity. In particular, we will consider the following:

f(ω) =
1

ω2
. (2.40)

For both cases, we see directly the smoothness of the perturbation function. We will
also work inside the first band gap of the problem (2.33). This region is away from
zero, so we ensure that ∂f

∂ω < +∞.

For the first case, we observe that as the perturbation parameter δ increases, the
size of the band gap increases. Because of the monotonicity of the perturbation
function ϕ, Theorem 2.3.14 holds and so a unique interface mode exists. This fact is
shown in Figure 2.2, where we plot for each value of δ the value of the frequency ω
of the interface mode. We observe that as δ increases, the interface mode frequency
increases as well, which is natural, since the size of the band gap increases. We
also note that, as δ → 0, the interface mode frequency converges to the one of the
unperturbed interface mode, as shown in Lemma 2.6.3.

Let us now move to the second case. It holds that as δ increases, the size of the
band gap decreases. This happens because the perturbation function f , which is
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Figure 2.3.: Plot of the frequencies of the interface mode and the edges of the band
gap as perturbations with magnitude δ that do not preserve the mono-
tonicity condition are added. In particular, δ times the strictly decreas-
ing function (2.40) is added to the permittivity (2.37). As a result,
when δ is sufficiently large, the permittivity function does not respect
the monotonicity assumption. Of course, we see that as δ → 0, the
perturbed interface mode frequency converges to the unperturbed one,
as stated in Lemma 2.6.3. As δ increases, the width of the band gap
decreases. As a result, the perturbed interface mode frequency gets
pushed outside of the band gap. Hence, a localised interface mode no
longer exists for frequency ω in this band gap. The shaded areas are
the spectral bands and the red line represents the frequency of the per-
turbed interface mode as the perturbation parameter δ increases. We
observe that the band gap becomes small for large values of δ and that
the perturbed interface mode frequency is pushed very close to the edge
of the gap.

decreasing, becomes the dominating factor of the perturbed permittivity ε̃. In Fig-
ure 2.3, we observe that as δ increases, the interface mode frequency ω decreases.
In particular, for large values of δ, the band gap becomes very small. On the other
hand, as δ → 0, the original permittivity is still the dominating factor of the per-
turbed permittivity and so, from Theorem 2.3.14, the interface mode still exists and
converges to the unperturbed one.

This closing of the band gap poses problems for the physical implementation of these
systems. In particular, since the edge mode approaches the edge of the band gap,
its eigenfrequency will be close to that of a propagating Bloch mode. As a result,
in any physical device, it is likely than any attempt to use this localised mode for
wave guiding will fail as the nearby propagating mode will also be excited.

62



2.7. Conclusion
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Figure 2.4.: Position perturbation on the periodic cells of each material. We have
considered as values θ1 = 0.1, θ2 = 0.15 and µ = 0.25. We notice that
the largest possible value for σ is 0.15. We see that by modifying the
sizes of the particles, the mirror symmetry inside the unit cell no longer
holds.

2.6.2.2. Symmetry perturbation

Let us now treat the case where the symmetry of the periodic cells breaks. We will
apply the procedure described in Section 2.6.1.2 on the model described in Figure

2.1. In particular, for material A, we reduce the size of the particle D
[1]
2 by σ and

we increase the size of particle D
[1]
3 by σ. Similarly, for material B, we decrease the

size of D
[1]
1 by σ and we increase the size of D

[1]
2 by the same amount. We depict

this position perturbation graphically for the periodic cell of material A and B in
Figure 2.4.

As it is already mentioned, the position perturbation parameter σ cannot take ar-
bitrarily large values, since the length of the periodic cell has to remain the same.
Thus, from the bound (2.36), we see that

0 ≤ σ ≤ θ2.

Studying the existence of an interface mode under the position perturbation regime
is not in accordance with the argument we have presented in Theorem 2.3.14. In
fact, our argument is based on the mirror symmetry governing the periodic cells
and proposes a sufficient but not necessary condition for an interface mode to exist
in a band gap. This symmetry breaks once the position perturbation takes place.
What we can say with certainty is that, if the interface mode exists, then, as the
position perturbation parameter σ → 0, it converges to the unperturbed interface
mode (Lemma 2.6.4). This result is illustrated in Figure 2.5, where we have plotted
the interface mode frequency ω as a function of the position perturbation parameter
σ inside a band gap.

2.7. Conclusion

Studying a one-dimensional system for dispersive materials, we used the mirror
symmetry and the underlying periodic structure of our setting to show that localised
interface modes exist. We explained the behaviour of the Zak phase, a topological

63



2. Topological protection in the presence of dispersion

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14
Position perturbation parameter 

0.700

0.725

0.750

0.775

0.800

0.825

0.850

0.875

0.900

Fr
eq

ue
nc

y 

Perturbed eigenmode frequency
Spectral band

Figure 2.5.: Plot of the interface mode frequency ω as the position perturbation
parameter σ increases. We notice that as σ → 0, the perturbed interface
mode frequency converges to the one of the unperturbed system. Also,
we see that as σ increases, the break of the symmetry inside the unit cell
is more drastic and so, the perturbed interface mode frequency diverges
from the unperturbed one. Although, this divergence is quite small and
the perturbed interface mode frequency remains inside the band gap.
We note that the shaded areas denote the spectral bands.
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2.7. Conclusion

invariant of the system, and we have provided the condition that the interface mode
frequency needs to satisfy for these modes to decay at infinity. Finally, we introduced
imperfections to the system in the form of perturbations on the material permittivity
and the symmetry of the periodic cells and we showed how the decaying modes and
their associated frequencies are affected.
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3. Topological protection in the presence
of damping

3.1. Introduction

As we have mentioned in the previous chapter, strongly localised waves in periodic
media is a subject of intense research in both physics and mathematics. It comes
as a natural consequence, that the study of topological protection is extended to
materials with damping. This feature is present in materials such us metals and
photonic crystals. It appears in the permittivity characterising these structures in
the form of non-zero imaginary part. Physically, this implies that while the wave
travels through the material, there is a change of energy.

In this chapter, we will focus on damped materials, i.e., materials with complex-
valued permittivity functions. We have as our basis the work carried in Chapter 1
and in [25]. The theory developed in the previous works concern materials with no
damping and takes into account only real frequencies. Using interface impedance
function, it characterises the existence of interface modes. Building on that, we
expand on complex frequencies and permittivities and establish similar results.

3.2. Mathematical setting

In this section, we will present the mathematical setting of a damped material with
an interface. We provide the structural characteristics such a system along with the
quasiperiodic differential problem which will help us show the wave localisation.

3.2.1. Damped systems

We consider two materials A and B. Each one is of the form of a semi-infinite
array. The arrays are glued together at the origin and we assume that the material
A expands towards −∞ and the material B expands towards +∞. In addition, we
assume that each material is constructed by repeating periodically a unit cell. Each
unit cell is the product of layering, i.e. it has particles different permittivities. We
denote the permittivity function of material A by εA and of material B by εB.

Our assumptions on the permittivity functions are the following:
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3. Topological protection in the presence of damping

• complex-valued, i.e., εj : R → C,

• periodic, i.e., εj(x) = εj(x+ 1) and

• mirror-symmetric, i.e., εj(x+ h) = εj(x+ 1− h), for h ∈ (0, 1),

where j = A,B.

We define the sequence {xn}n∈Z to be the set of endpoints of each one of the peri-
odically repeated cells, i.e., xn = x0 + n for n ∈ Z. We take x0 to be the glue point
of the two materials, i.e., the interface, and so, for n < 0, we are in material A and
for n > 0, we are in material B.

3.2.2. Differential problem

The differential problem we are studying is the following:

Lu = ω2u (3.1)

with

Lu := − 1

µ0

d

dx

(
1

ε(x)

du

dx

)
, (3.2)

where µ0 ∈ R>0 is the magnetic permeability, which is constant, and ω ∈ C is the
frequency.

As in the previous chapter, our goal is to find eigenvalues of (3.2) for which the
associated eigenmodes are localised in a neighborhood of the interface x0 and decay
as |x| → ∞.

To find candidate eigenvalues ω2 for which localised eigenmodes can occur, it is
valuable to consider the Floquet-Bloch spectrum of the operators associated to ma-
terials A and B. This is the set of eigenmodes which satisfy the Floquet-Bloch
quasi-periodicity conditions

u(x+ 1) = eiκu(x) and
∂u

∂x
(x+ 1) = eiκ

∂u

∂x
(x), (3.3)

for some κ ∈ B := [−π, π]. Hence, these eigenmodes belong to the space of func-
tions

H2
κ :=

{
f ∈ H2

loc : f(x+ 1) = eiκf(x), x ∈ R
}
.

With this formulation of the problem, we observe that for an eigenmode to be
localised at the interface x0, the associated eigenvalue has to lie in the spectral gaps
of the problem (3.1)-(3.3). This holds since, for an eigenvalue in a spectral band,
(3.3) gives that the magnitude of the associated eigenmode is preserved, which is a
contradiction.

Let us also note here that we are interested in materials A and B with overlapping
band gaps, otherwise such modes cannot exist in this setting.

68
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Finally, we equip the space H2
κ with the standard inner product ⟨·, ·⟩, given by

⟨u, v⟩ =
∫
R
u(x)v(x)dx, ∀u, v ∈ H2

κ. (3.4)

3.3. Preliminaries

Let us start by recalling some notions which will be used for the analysis of the
problem.

3.3.1. Impedance functions

We start by defining the notion of the impedance function.

Definition 3.3.1 (Interface impedance). We define the interface impedance of the
problem (3.1) by

Z(ω) := ZA(ω) + ZB(ω), ω ∈ C, (3.5)

where ZA and ZB denote the surface impedances of materials A and B, respectively,
given by

ZA(ω) = − u(x−0 )
1

ε1(ω)
∂
∂xu(x

−
0 )

and ZB(ω) =
u(x+0 )

1
ε1(ω)

∂
∂xu(x

+
0 )
, ω ∈ C. (3.6)

Lemma 3.3.2. Let A ⊂ C. Then, a necessary and sufficient conditions for the
existence of an interface localised mode in A is

ZA(ω) + ZB(ω) = 0, ω ∈ A. (3.7)

3.3.2. Bulk index

Let us now define the bulk index. This topological property shows us the behaviour
of u at the edges of a band gap.

Definition 3.3.3 (Bulk index). Let S denote a band gap and a, b denote its edges.
Then we define the associated bulk topological index JS by

JS :=

{
+1, if u is symmetric at a,

−1, if u is anti-symmetric at a.
(3.8)
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3. Topological protection in the presence of damping

3.4. Undamped systems

Let us start by considering the case of undamped case, i.e. we are in the following
regime

ℑ(εA) = ℑ(εB) = 0.

We denote by Z(U) the interface impedance function for the undamped systems, and

by Z
(U)
j the impedance function of material j, with j = A,B.

First, we will look at the case of ω ∈ R and then we will study the case of ω ∈ C.

3.4.1. Real frequencies

This setting has been studied extensively in Chapter 2 and in [25]. Let LA and LB

denote the differential operator L for the material A and the material B, respectively.
We define ÃU

A and ÃU
B to be two band gaps of LA and LB, respectively, for frequencies

ω ∈ R, such that

ÃU := ÃU
A ∩ ÃU

B ̸= ∅.
Let JA and JB be the bulk topological indices associated to the material A and the
material B, respectively, in ÃU .

In Chapter 2, existence and uniqueness of localised interface modes in a band-gap
is proved.

Theorem 3.4.1. If

JA + JB ̸= 0,

then no interface mode exists. If

JA + JB = 0,

then there exists a unique frequency ωr ∈ ÃU , for which an interface mode exists.

3.4.2. Complex frequencies

Let us now consider complex frequencies ω while still having real valued permittivity
functions. We denote by AU

A and AU
B two band gaps of LA and LB, respectively, in

this regime, such that

AU := AU
A ∩ AU

B ̸= ∅.

Let us recall here that the difference between ÃU and AU is that for ÃU we have
considered ω ∈ R and for AU we have considered ω ∈ C.
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3.4. Undamped systems

Theorem 3.4.2. If there exists ω# ∈ ÃU such that Z(U)(ω#) = 0, then there exists
at least one frequency ω ∈ AU such that Z(U)(ω) = 0.

Proof. Let us assume indeed that there exists ω# ∈ ÃU such that

Z(U)(ω#) = 0.

We observe that ÃU ⊂ AU , since

ÃU = AU
∣∣∣
R
.

This implies that

ω# ∈ AU .

This concludes the proof.

Let us also prove the following lemma which will be of great importance later.

Lemma 3.4.3. The interface impedance function Z(U) has no poles in AU \ ÃU .

Proof. For Z to have a pole in AU \ ÃU , it means that there exists ωp ∈ AU \ ÃU

such that

Z
(U)
A = ∞ or Z

(U)
B = ∞.

Let us assume that Z
(U)
A = ∞. This means that

∂

∂x
u(x−0 , ωp) = 0.

This implies that the boundary value problemLu = ω2
pu, x ∈ [x−1, x0],

∂

∂x
u(x−0 ) = 0,

(3.9)

admits a solution, where the differential operator L is given by (3.2). Although, we
observe that with respect to the inner product (3.4), the differential operator L is
self-adjoint (Appendix A.2.1). Hence, it admits only real eigenvalues which implies
that ω2

p ∈ R. Since, in general, we consider frequencies with non-zero real parts,

this implies that ℑ(ωp) = 0. Thus, ωp ∈ ÃU , which is a contradiction. The case

Z
(U)
B = ∞ follows exactly the same reasoning. This concludes the proof.

Combining this result with the dependence of u on the coefficients of (3.1), we obtain
the following:

Lemma 3.4.4. The interface impedance function Z(U) is holomorphic in AU .
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3. Topological protection in the presence of damping

3.5. Damped systems

Let us now still consider complex frequencies ω but move to complex valued per-
mittivity functions εj , for j = A,B, with small imaginary part. More precisely, we
introduce an arbitrary parameter 0 < δ ≪ 1 and assume that

lim
δ→0

ℑ(εA)(δ) = lim
δ→0

ℑ(εB)(δ) = 0. (3.10)

Essentially, by considering small imaginary parts for εA and εB, we view the case of
complex permittivities as a perturbation of the case of real permittivities. Indeed,

let us denote by Z
(D)
j , j = A,B, the impedance functions of materials A and B,

respectively, and let Z(D) be the associated interface impedance. Then,

lim
δ→0

Z
(D)
j (ω) = Z

(U)
j (ω), (3.11)

for a fixed frequency ω ∈ C and for j = A,B.

We denote by AD
A and AD

B two band gaps of LA and LB, respectively, in this regime,
such that

AD := AD
A ∩ AD

B ̸= ∅.

Lemma 3.5.1. The impedance functions Z
(D)
A and Z

(D)
B have no poles in the interior

of AD.

Proof. We treat the case of Z
(D)
A . Then, using the same reasoning, the result for

Z
(D)
B will follow. We denote by (AD)◦ the interior of AD.

Let us assume that there exists ωp ∈ (AD)◦ such that

Z
(D)
A (ωp) = ∞.

Then, for all εp > 0, there exists r > 0 such that, for all ω ∈ (AD)◦ satisfying
|ω − ωp| < r, it holds that

|Z(D)
A (ω)| > εp.

Then, applying the triangle inequality, we get

|Z(U)
A (ω)|+ |Z(D)

A (ω)− Z
(U)
A (ω)| > |Z(D)

A (ω)| > εp.

Now, letting our arbitrary parameter δ → 0, from (3.11), we have

lim
δ→0

|Z(D)
A (ω)− Z

(U)
A (ω)| = 0,

which gives

|Z(U)
A (ω)| > εp.

This translates to Z
(U)
A having a pole at ωp, which is a contradiction from Lemma

3.4.3. This concludes the proof.
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3.5. Damped systems

Combining this with the dependence of a solution u on the coefficients of (3.1), we
have:

Lemma 3.5.2. The impedance functions Z
(D)
A and Z

(D)
B are holomorphic in the in-

terior of AD.

Applying Lemma 3.5.1 on (3.5), we get the following result.

Corollary 3.5.3. The interface impedance Z(D) is holomorphic in the interior of AD.

This leads to the main result for damped systems.

Theorem 3.5.4. Let us consider two band gaps AU and AD for Z(U) and Z(D),
respectively, such that AU ∩ AD ̸= ∅. Let Z(U) have N roots in the interior of
AU ∩AD. Then, for small δ, Z(D) has N roots in the interior of AU ∩AD, as well.

Proof. Let (AU ∩ AD)◦ denote the interior of AU ∩ AD and let {ωi}Ni=1 be the set
of roots of Z(U) in (AU ∩ AD)◦. From Lemma (3.4.3) and Corollary (3.5.3), we get
that, for each i = 1, . . . , N , there exists ri > 0, such that

Z(D) and Z(U) are holomorphic in Ni,

where

Ni :=
{
ω ∈ AU ∩ AD : |ω − ωi| < ri

}
⊂ (AU ∩ AD)◦.

In addition, from (3.11), we know that

lim
δ→0

|Z(D)(ω)− Z(U)(ω)| = 0, ∀ω ∈ AU ∩ AD,

where AU ∩ AD denotes the closure of AU ∩ AD. It follows that, for small δ,

|Z(D)(ω)| > |Z(D)(ω)− Z(U)(ω)|, ∀ω ∈ ∂Ni,

since, for all κ > 0,

|Z(D)(ω)− Z(U)(ω)| < κ and |Z(D)(ω)| ≠ 0, ∀ω ∈ ∂Ni, i = 1, . . . , N,

where ∂Ni denotes the boundary of Ni. Thus, we can apply Rouché’s Theorem
(Chapter 1, [16]) and obtain that Z(D) and Z(U) have the same number of roots in
Ni, i = 1, . . . , N .

Now, let us assume that there exists ω̃ ∈ (AU ∩AD)◦\⋃N
i=1Ni such that Z(U)(ω̃) ̸= 0

and Z(D)(ω̃) = 0. Thus, for all ε̃ > 0, there exists r̃ > 0, such that

|Z(D)(ω)| < ε̃, for all ω such that |ω − ω̃| ≤ r̃.
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3. Topological protection in the presence of damping

It holds that ∣∣∣|Z(D)(ω) + Z(U)(ω)| − |Z(U)(ω)|
∣∣∣ < |Z(D)(ω)| < ε̃.

Letting δ → 0, this gives

|Z(U)(ω)| < ε̃, for all ω such that |ω − ω̃| ≤ r̃,

which translates to ω̃ being a root for Z. This is a contradiction, since ω̃ ∈ (AU ∩
AD)◦ \⋃N

i=1Ni. This concludes the proof.

3.6. Asymptotic behaviour

Our objective in this section is to obtain the asymptotic behaviour of the modes as
x→ +∞. For this, we will make use, as in Chapter 2, of the transfer matrix method
associated to this problem.

3.6.1. Transfer matrix

Let us define

ũ(x) :=
(
u(x), u′(x)

)⊤
. (3.12)

The symmetry induced to the system is the following:

ε(xn + h, ω) = ε(xn+1 − h, ω), h ∈ [0, 1), n ∈ N \ {0}.

For j = A,B, we denote the transfer matrix associated to the periodic cell of material

j by T
(j)
p , as described in Chapter 2.

The following result holds.

Lemma 3.6.1. The transfer matrix T
(j)
p , for j = A,B, satisfies det(T

(j)
p ) = 1.

We have that(
u(xn+1)
u′(xn+1)

)
= 1{n≥0}T

(B)
p

(
u(xn)
u′(xn)

)
+ 1{n<0}T

(A)
p

(
u(xn)
u′(xn)

)
, (3.13)

for n ∈ Z.

From the symmetry of the model, we also get(
u(xn−1)
u′(xn−1)

)
= 1{n≥0}ST

(B)
p S

(
u(xn)
u′(xn)

)
+ 1{n<0}ST

(A)
p S

(
u(xn)
u′(xn)

)
, (3.14)
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3.6. Asymptotic behaviour

for n ∈ Z, where

S =

(
1 0
0 −1

)
.

Here, let us note that with a direct calculation, we can see that S = S−1.

Applying the quasiperiodic boundary conditions, we get

ũ(xn+1) = eiκũ(xn).

Combining this with (3.13), we get the following problem:(
T (j)
p (ω)− eiκI

)
ũ(xn) = 0, n ∈ N, (3.15)

where j = A, if n < 0 and j = B, if n > 0. From (3.15), we obtain the dispersion
relation for each material given by

det
(
T (j)
p (ω)− eiκI

)
= 0, j = A,B. (3.16)

The dispersion relation relates the quasiperiodicity κ with the frequency ω of the
system and gives the structure of the spectral bands and the spectral gaps of (3.1)-
(3.3) for materials A and B.

From Chapter 2, we have the following spectral property for a transfer matrix T
(j)
p ,

j = A,B.

Lemma 3.6.2. For j = A,B, the transfer matrix T
(j)
p has real eigenvalues denoted

by λ
(j)
1 and λ

(j)
2 , satisfying |λ(j)1 | < 1 and |λ(j)2 | > 1.

We use this result to obtain information about the asymptotic behaviour of the
modes u(xn) as n→ ±∞.

3.6.2. Asymptotic behaviour of damped systems

In order to obtain the asymptotic behaviour of the eigenmodes as n → ±∞, we
follow the same reasoning as in Chapter 2. The result follows.

Theorem 3.6.3. A localised eigenmode u of (3.1), posed on a medium constituted
by two semi-infinite arrays of different materials with damping, and its associated
eigenfrequency ω must satisfy

u(xn) = O
(
|λ(A)

1 (ω)||n|
)

and u′(xn) = O
(
|λ(A)

1 (ω)||n|
)

as n→ −∞,

u(xn) = O
(
|λ(B)

1 (ω)||n|
)

and u′(xn) = O
(
|λ(B)

1 (ω)||n|
)

as n→ +∞,

where λ
(A)
1 is the eigenvalue of T

(A)
p satisfying |λ(A)

1 (ω)| < 1 and λ
(B)
1 is the eigen-

value of T
(B)
p satisfying |λ(B)

1 (ω)| < 1.
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Figure 3.1.: An example of a damped system as studied in Section 3.7. In the unit
cell of each material we have 3 particles of permittivity ε1 and 2 particles
of permittivity ε2. We notice the mirror symmetric way in which the
particles are placed inside the periodic cells. Each material is constituted
by a semi-infinite array created by periodically repeating the unit cell.
Our structure is the result of gluing materials A and B at the point x0.

3.7. Numerical example

We now consider an example of a damped system and show our findings in the
previous sections numerically.

3.7.1. Configuration

Let us consider two materials A and B, each one in the form of a semi-infinite
array, glued at the interface x0. Each material is constructed by a periodically
repeated unit cell. Each unit cell is the product of layering; it contains five particles
of two different permittivities ε1 and ε2. Each permittivity function satisfies the

assumptions of Section 3.2.1. We denote by D
[1]
i , i = 1, 2, 3, and by D

[2]
j , j = 1, 2,

the particles of the unit cell with permittivity ε1 and ε2, respectively. In particular,
the particles obey the following ordering:

D
[1]
1 − D

[2]
1 − D

[1]
2 − D

[2]
2 − D

[1]
3 .

A schematic depiction of this configuration is given in Figure 3.1.

In order to simplify our system, we will assume that the permittivities ε1 and ε2 are
complex valued and constant on each particle. This translates to

ε(x, ω) =

{
ε1, x ∈ D[1] :=

⋃3
i=1D

[1]
i ,

ε2, x ∈ D[2] :=
⋃2

i=1D
[2]
i ,

with ε1, ε2 ∈ C. We consider an arbitrary parameter δ > 0 and we assume that

ℑ(ε1) = c1δ and ℑ(ε2) = c2δ, c1, c2 ∈ R>0.

This allows us to vary the damping of the system by taking different values of δ.
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3.7. Numerical example

3.7.2. Band characterisation

The quasiperiodic Helmholtz problem (3.1)-(3.3), for each material, is characterised
by a dispersion relation, as found in (3.16). This is an expression which relates the
quasiperiodicity κ with the frequency ω, such that it describes the spectral bands
ω = ωn(κ). It is an equation of the form:

2 cos(κ) = f(ω), (3.17)

where f : R → R is a function that depends on the material parameters and the
system’s geometry. This function is variously known as the discriminant or Lyapunov
function of the operator Λ [46]. Some examples are provided in e.g. [4, 56].

From (3.17), we observe that, in order to be in a spectral band, the following two
conditions need to be satisfied:

ℑ(f(ω)) = 0 and |f(ω)| < 2. (3.18)

We will use these conditions to identify the spectral bands and the band gaps of our
quasiperiodic Helmholtz problem, i.e.,

• Band: both condition in (3.18) are satisfied.

• Band gap: at least one of the conditions in (3.18) in not satisfied.

3.7.3. Effect of damping on spectrum

A key feature of the proof given in Sections 3.4 and 3.5 is that, when we consider
δ = 0, i.e.,

ℑ(ε1) = ℑ(ε2) = 0,

we know that there exists a root ωr of Z in the band gap, on the real axis.

In Figure 3.2, we observe how adding damping to the system affects the structure of
the spectrum of (3.1). By fixing the material parameters and increasing the damping
of the system, i.e., increasing δ, we observe a downwards shift of the spectral bands.
In addition, we see how he location of the root of the interface impedance changes
as the damping increases.

It is worth noting that Rouché’s theorem holds for small δ. In fact, as δ increases
the inequality condition of the theorem fails and hence we cannot use this tool.
Although, from the numerics, we observe that even for larger values of the damping,
a root for Z still exists in the according band gaps. In Figure 3.2, we have also
tracked the behaviour of the root associated to the one of the undamped case in the
complex plane. The key aspect of this is that it remains in a spectral band gap.

Along with this, in Figure 3.2, we provide also three example of fixed dampings
which show how the spectral bands and the associated gaps look like. We see where
the root of the interface impedance function Z is located in each spectral gap.
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Figure 3.2.: Spectral bands of the damped system studied in Section 3.7. We ob-
serve how the increase in damping forces the bands to a downwards shift.
Also, we notice how the position of a root of the interface impedance
function Z(D) in a spectral gap changes as the damping changes. For
three different and fixed values of damping, we provide the exact struc-
ture of the spectral bands.
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3.8. Conclusion

3.7.4. Wave propagation

Apart from the material parameters, let us now also fix the damping. We take δ > 0,
so that ℑ(ε1),ℑ(ε2) > 0. For this specific damping, we consider a frequency in a
spectral band gap of (3.1)-(3.3), for which the interface impedance function is zero,
i.e., Z(D)(ω) = 0.

In Figure 3.3, we observe the decaying character of |u| as |x| → ∞. The red lines
denote the positions of the endpoints xi’s. We see how u propagates at the interior
of each unit cell, while its magnitude is localised around the interface x0 and decays
as we move further away from it. The blue curves denote the eigenvalue envelope
given by Theorem 3.6.3. In particular, denoting the eigenvalue envelope by F , we
have:

F (xn) :=

{
|λ(A)

1 (ω)||n|, n < 0,

|λ(B)
1 (ω)||n|, n > 0,

where λ
(A)
1 is the eigenvalue of T

(A)
p satisfying |λ(A)

1 (ω)| < 1 and λ
(B)
1 is the eigenvalue

of T
(B)
p satisfying |λ(B)

1 (ω)| < 1. We observe how the eigenmode follows the decay
rate of the eigenvalue envelope as |x| → ∞. This is the expected behaviour indicated
by Theorem 3.6.3.

3.8. Conclusion

Using the mirror symmetry and the underlying periodic structure of the mathemat-
ical setting considered, we have shown in Chapter 2 that localised interface modes
exist for undamped materials with real frequencies. Having this as starting point,
we prove the existence of localised modes for undamped materials with complex
frequencies. Viewing the damped system as a perturbation regime of the undamped
one by considering small dampings, with Rouché’s theorem, we are also able to show
the existence of localised modes for the damped case as well. Finally, we adapted the
transfer matrix method to the case of damped systems and obtained the asymptotic
behaviour of the localised modes, as |x| → ∞, in terms of the eigenvalues of the
transfer matrix of each material.
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Figure 3.3.: For fixed damping, we see the behaviour of an interface localised mode
as |x| → ∞, for the damped system considered in Section 3.7. The
eigenvalue envelope shows the decay rates in terms of the eigenvalues of
the transfer matrices, as described in Theorem 3.6.3.
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4. Subwavelength halide perovskite
resonators

4.1. Introduction

Halide perovskites are materials which are increasingly being used in optical de-
vices. Their underlying chemistry consists of octohedral-shaped crystalline lattices
containing atoms of heavier halides, such as chlorine, bromine and iodine [2]. When
used in microscopic devices, their high absorption coefficient helps absorb the com-
plete visible spectrum. This, combined with the fact that they are cheap and easy
to manufacture, means they are playing a prominent role in the production of elec-
tromagnetic devices [36, 38, 52, 64, 72].

The dielectric permittivity of a halide perovskite, denoted by ε, show the highly
non-linear character of these materials. It depends on both the frequency ω of the
system and the wavenumber k, while damping is also present. We will consider the
following simplified form of ε:

ε(ω, k) = ε0 +
α

β − ω2 + ηk2 − iγω
, (4.1)

where α, β, γ, η are the material parameters, taken to be positive constants.

Dielectric nano-particles, and other electromagnetic metamaterials, have been stud-
ied using various techniques. In the case of extreme material parameters, such
as small particle size or large material contrast, asymptotic methods can be used
[8, 9, 18, 34]. Likewise, homogenisation has been used to characterise materials
with periodic micro-structures [22, 37]. Multiple scattering formulations are popu-
lar, particularly when a convenient choice of geometry (e.g. cylindrical or spherical
resonators) facilitates explicit formulas [70]. We will use integral methods to study
a general class of geometries and will extend the previous theory, e.g. [8], to the
case of dispersive materials.

For simplicity, let us consider the Helmholtz equation as a model of the propaga-
tion of time-harmonic waves. We will use an approach based on representing the
scattered solution using a Lippmann-Schwinger integral formulation and then us-
ing asymptotic methods to characterise the resonant frequencies in terms of the
eigenvalues of the resulting integral operator (which turns out to be the Newtonian
potential). This approach can handle a very general class of resonator shapes and
can be adapted to study solutions to the Maxwell’s equations [17]. A similar method
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4. Subwavelength halide perovskite resonators

was used in [8] for a simpler, non-dispersive setting. We will show that the asymp-
totic theory developed in [8] and elsewhere can be developed to model real-world
settings and can be used to influence high-impact design problems.

We will first introduce the problem setting and retrieve its integral formulation.
Then, we will study the one particle case for three and two dimensions, using in-
tegral techniques to formulate the subwavelength resonant problem and asymptotic
approximations to study the resonant frequencies. Using these methods, we de-
scribe the hybridisation of two halide perovskite resonators. Again, we treat the
three- and two-dimensional cases separately. Passing from the integral to a matrix
formulation of the problem, we obtain the hybridised subwavelength resonant fre-
quencies. Finally, we examine the case of spherical resonators, making use of the
fact that eigenvalues and eigenfunctions of the Newtonian potential can be computed
explicitly in this case (see also [41]). We show that our findings are qualitatively
consistent with the ones of [8]. Hence, we show that the asymptotic techniques used
in [8] can be generalised to less straightforward and more impactful physical settings.
This chapter is from the work carried in [3].

4.2. Single Resonators

In this section, we present the Helmholtz formulation of the mathematical problem
considered for one halide perovskite subwavelength resonator. We present the inte-
gral methods used for both the two- and three-dimensional case and, using asymp-
totic analysis techniques, we provide formulas for the subwavelength resonances.

4.2.1. Problem Setting

Consider a single resonator occupying a bounded domain Ω ⊂ Rd, for d ∈ {2, 3}. We
assume that the particle is non-magnetic, so that the magnetic permeability µ0 is
constant on all of Rd. We will consider a time-harmonic wave with frequency ω ∈ C
(which we assume to have positive real part). The wavenumber in the background
Rd \ Ω is given by k0 := ωε0µ0 and we will use k to denote the wavenumber within
Ω. We, then, consider the following Helmholtz model for light propagation:

∆u+ ω2ε(ω, k)µ0u = 0 in Ω,

∆u+ k20u = 0 in Rd \ Ω,
u|+ − u|− = 0 on ∂Ω,
∂u
∂ν |+ − ∂u

∂ν |− = 0 on ∂Ω,

u(x)− uin(x) satisfies the outgoing radiation condition as |x| → ∞,

(4.2)

where uin is the incident wave, assumed to satisfy

(∆ + k20)uin = 0 in Rd,
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4.2. Single Resonators

and the appropriate outgoing radiation condition is the Sommerfeld radiation con-
dition, which requires that

lim
|x|→∞

|x| d−1
2

(
∂

∂|x| − ik0

)
(u(x)− uin(x)) = 0. (4.3)

In particular, we are interested in the case of small resonators. Thus, we will assume
that there exists some fixed, smooth and bounded domain D, containing the origin,
such that Ω is given by

Ω = δD + z, (4.4)

for some position z ∈ Rd and characteristic size 0 < δ ≪ 1. Then, making a change
of variables, the Helmholtz problem (4.2) becomes{

∆u+ δ2ω2ε(ω, k)µ0u = 0 in D,

∆u+ δ2k20u = 0 in Rd \D,
(4.5)

along with the same transmission conditions on ∂D and far-field behaviour. The
behaviour of resonators which is of interest is when δ ≪ k−1

0 , meaning that the
system can be described as being subwavelength. We will study this by performing
asymptotics in the regime that the frequency ω is fixed while the size δ → 0.
We will characterise solutions to (4.2) in terms of the system’s resonant frequencies.
For a given wavenumber k, we define ω = ω(k) to be a resonant frequency if it is
such that there exists a non-trivial solution u to (4.2) in the case that uin = 0.

4.2.2. Integral Formulation

Let G(x, k) be the outgoing Helmholtz Green’s function in Rd, defined as the unique
solution to

(∆ + k2)G(x, k) = δ0(x) in Rd,

along with the outgoing radiation condition (4.3). It is well known that G is given
by

G(x, k) =

{
− i

4H
(1)
0 (k|x|), d = 2,

− eik|x|

4π|x| , d = 3,
(4.6)

where H
(1)
0 is the Hankel function of first kind and order zero.

Theorem 4.2.1 (Lippmann-Schwinger Integral Representation Formula). The solution
to the Helmholtz problem (4.2) is given by

u(x)− uin(x) = −δ2ω2ξ(ω, k)

∫
D
G(x− y, δk0)u(y)dy, x ∈ Rd, (4.7)

where the function ξ : C → C describes the permittivity contrast between D and the
background and is given by

ξ(ω, k) = µ0(ε(ω, k)− ε0).
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4. Subwavelength halide perovskite resonators

Proof. We see from (4.5) that ∆u+ δ2ω2ε(ω, k)µ0u = 0 in D, so it holds that

∆u+ δ2k20u = −δ2ω2ξ(ω, k)u,

where ξ(ω, k) = µ0(ε(ω, k)− ε0). Therefore, the Helmholtz problem (4.5) becomes

(∆ + δ2k20)(u(y)− uin(y)) = −δ2ω2ξ(ω, k)u(y)χD(y), y ∈ Rd \ ∂D,

with χD being the indicator function of the set D. Then, we know that for x ∈ Rd

and y ∈ Rd \ ∂D, the following identity holds:

∇y ·
[
G(x−y, δk0)∇y

(
u(y)− uin(y)

)
−
(
u(y)− uin(y)

)
∇yG(x− y, δk0)

]
= −δ2ω2ξ(ω, k)u(y)G(x− y, δk0)χD(y)−

(
u(y)− uin(y)

)
δ0(x− y).

Let SR be a large sphere with radius R large enough so that D ⊂ SR. Integrating
the above identity over y ∈ Sr \ ∂D and letting R→ +∞, we can use the radiation
condition (4.3) in the far field and the transmission conditions on ∂D to obtain the
desired integral representation formula.

We are interested in understanding how the formula from Theorem 4.2.1 behaves
in the case that δ is small. In particular, we wish to understand the operator
Kδk0

D : L2(D) → L2(D) given by

Kδk0
D [u](x) = −

∫
Ω
G(x− y, δk0)u(y)dy, x ∈ D. (4.8)

The Helmholtz Green’s function has helpful asymptotic expansions which facilitate
this. However, the behaviour is quite different in two and three dimensions, so we
must now consider these two settings separately. We will first work on the three-
dimensional case, and then treat the two-dimensional setting as the asymptotic
expansions are more complicated.

4.2.3. Reformulation as a Subwavelength Resonance Problem

In order to reveal the behaviour of the system of nano-particles, we will characterise
the properties of the operator Kδk0

D . We observe that the Lippmann-Schwinger
formulation (4.7) of the problem is equivalent to

(u− uin)(x) = δ2ω2ξ(ω, k)Kδk0
D [u](x).

This is equivalent to

(I − δ2ω2ξ(ω, k)Kδk0
D )[u](x) = uin(x),

which gives

u(x) = (I − δ2ω2ξ(ω, k)Kδk0
D )−1[uin](x),
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4.2. Single Resonators

for all x ∈ D, where I denotes the identity operator. Then, the subwavelength reso-
nance problem is to find ω ∈ C close to 0, such that the operator (I−δ2ω2ξ(ω, k)Kδk0

D )−1

is singular, or equivalently, such that there exists u ∈ L2(D), u ̸= 0 with

u(x)− δ2ω2ξ(ω, k)

∫
D
G(x− y, δk0)u(y)dy = 0, for x ∈ D. (4.9)

4.2.4. Three Dimensions

We consider the three-dimensional case, d = 3. Let us define the Newtonian potential

on D to be K
(0)
D : L2(D) → L2(D) such that

K
(0)
D [u](x) : = −

∫
D
u(y)G(x− y, 0)dy

= − 1

4π

∫
D

1

|x− y|u(y)dy.
(4.10)

Similarly, we define the operators K
(n)
D : L2(D) → L2(D), for n = 1, 2, . . . , as

K
(n)
D [u](x) = − i

4π

∫
D

(i|x− y|)n−1

n!
u(y)dy. (4.11)

Then, in order to capture the behaviour ofKδk0
D for small δ, we can use an asymptotic

expansion in terms of small δ.

Lemma 4.2.2. Suppose that d = 3. The operator Kδk0
D can be rewritten as

Kδk0
D =

∞∑
n=0

(δk0)
nK

(n)
D ,

where the series converges in the L2(D) → L2(D) operator norm if δk0 is small
enough.

Proof. This follows from an application of the Taylor expansion on the operator
Kδk0

D . Indeed, using Taylor expansion on the second variable of G, we can see that

G(x− y, δk0) =

∞∑
n=0

(δk0)
n∂

nG

∂kn
(x− y, k)

∣∣∣
k=0

.

Since we are working in three dimensions,

G(x, k) = − eik|x|

4π|x|
and thus,

G(x− y, 0) = − 1

4π|x− y|
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4. Subwavelength halide perovskite resonators

and

∂nG

∂kn
(x− y, k) = − i

4π

(i|x− y|)n−1

n!
, for n > 0.

Hence,

G(x− y, δk0) =
∞∑
n=0

(δk0)
n∂

nG

∂kn
(x− y, k)

∣∣∣
k=0

=
∞∑
n=0

(δk0)
n

(
− i

4π

)
(i|x− y|)n−1

n!

and then, multiplying by u and integrating over D, gives

Kδk0
D [u](y) =

∞∑
n=0

(δk0)
nK

(n)
D [u](y),

which is the desired result.

4.2.4.1. Eigenvalue Calculation

In order to study the operatorKδk0
D , we need to find its eigenvalues. From Lemma 4.2.2,

if k0 is fixed then we can write our operator as

Kδk0
D = K

(0)
D + δk0K

(1)
D +O(δ2) as δ → 0. (4.12)

Since we know that K
(0)
D is self-adjoint, we know that it admits eigenvalues. Let us

denote such an eigenvalue by λ0, and by u0 the associated eigenvector. Let us now
consider the problem

Kδk0
D uδ = λδuδ, (4.13)

where λδ denotes an eigenvalue of the operator Kδk0
D and uδ denotes the associated

eigenvector. The compactness of the operator Kδk0
D gives us the existence of isolated

eigenvectors. We wish to express λδ as a function of λ0, for small values of δ,

which is a classical idea in perturbation theory. This is possible, since K
(0)
D is a

compact operator and hence, all the eigenvalues are isolated, except from 0. Using
this eigenvalue problem, we will find the resonant frequency ωs and the associated
wavenumber ks of the halide perovskite nano-particle.

Proposition 4.2.3. Let λδ denote a non-zero eigenvalue of the operator Kδk0
D in

dimension three. Then, if δ is small, it is approximately given by

λδ ≈ λ0 + δk0⟨K(1)
D u0, u0⟩. (4.14)
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Proof. Using Theorem 2.3 of [42], eigenvalue perturbation formulas of this kind
are straightforward to obtain, provided that the unperturbed eigenvalue is semi-

simple. Since K
(0)
D is compact, all its non-zero eigenvalues are simple and isolated.

Consequently, we know that there exists an expansion of the form λδ = λ0+ δA, for
some constant A which it remains to calculate. We start by truncating the O(δ2)
term in the expansion (4.12). Then, we have that

Kδk0
D uδ = λδuδ ⇔

(
K

(0)
D + δk0K

(1)
D

)
uδ = λδuδ

⇔ ⟨
(
K

(0)
D + δk0K

(1)
D

)
uδ, u0⟩ = ⟨λδuδ, u0⟩.

Since K
(0)
D is self-adjoint, we have that

λ0⟨uδ, u0⟩+ δk0⟨K(1)
D uδ, u0⟩ = λδ⟨uδ, u0⟩.

Finally, since uδ ≈ u0 we find that

λδ = λ0 + δk0
⟨K(1)

D uδ, u0⟩
⟨uδ, u0⟩

≈ λ0 + δk0⟨K(1)
D u0, u0⟩,

which is the desired result.

The following corollary is a direct consequence of Proposition 4.14.

Corollary 4.2.4. Let λδ denote an eigenvalue of the operator Kδk0
D in three dimen-

sions. Then, if δ is small, it is approximately given by

λδ ≈ λ0 −
i

4π
δk0B, (4.15)

where B := (
∫
D u0(y)dy)

2 is a constant.

Proof. From (4.11), we get that

K
(1)
D [u](x) = − i

4π

∫
D

(i|x− y|)1−1

1!
u(y)dy

= − i

4π

∫
D
u(y)dy.

Let us define the constant B := (
∫
D u0(y)dy)

2. Then, we observe that

⟨K(1)
D u0, u0⟩ =

∫
D

(
− i

4π

)
u0(y)

∫
D
u0(x)dxdy

= − i

4π

(∫
D
u0(y)dy

)2

= − i

4π
B.

Substituting into (4.14) gives the desired result.
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4. Subwavelength halide perovskite resonators

4.2.4.2. Frequency and wavenumber

Let us now find the resonant frequency ωδ and wavenumber kδ associated to this
eigenvalue, which will also constitute the basis of our analysis of the operator Kδk0

D .
From (4.9), we see that if u = uε, then 1 = δ2ω2ξ(ω, k)λδ so, using Corollary 4.15
we have that

ε(ω, k) =
1

µ0δ2ω2
(
λ0 − i

4π δk0B
) + ε0. (4.16)

In order to study halide perovskite particles, we want the permittivity ε(ω, k) to be
given by (4.1), that is,

ε(ω, k) = ε0 +
α

β − ω2 + ηk2 − iγω
, (4.17)

where α, β, γ, η are positive constants. Comparing the two expressions (4.16) and
(4.17) we see that {

αµ0δ
2ω2λ0 − β + ω2 − ηk2 = 0,

γω − µ0
1
4παδ

3ω2k0B = 0.
(4.18)

We study these two equations separately. First, we look at the second equation of
(4.18). We have that

ω

(
γ − µ0

1

4π
αδ3ωk0B

)
= 0,

meaning that

ω = 0 or ω =
4πγ

αµ0δ3k0B
.

For ω = 4πγ
αµ0δ3k0B , we obtain that

ηk2 = (1 + αµ0δ
2λ0)ω

2 − β,

which has solutions

k = ±
√

16π2γ2(1 + αµ0δ2λ0)

α2µ20δ
6k20B2η

− β

η
. (4.19)

The case of ω = 0 is not of physical interest here. Thus, denoting this specific
frequency by ωδ and the associated wavenumber by kδ, we will work with

ωδ =
4πγ

αµ0δ3k0B
and kδ =

√
16π2γ2(1 + αµ0δ2λ0)

α2µ20δ
6k20B2η

− β

η
, (4.20)

where we have chosen the wavenumber kδ to be positive.
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4.2.4.3. Asymptotic analysis

Let us now return to the problem of studying the singularities of the operator (I −
δ2ω2ξ(ω, k)Kδk0

D )−1. We have the following equivalence:

(I − δ2ω2ξ(ω, k)Kδk0
D )−1 = 0 ⇔

(
I − δ2ω2ξ(ω, k)

∞∑
n=0

(δk0)
nK

(n)
D

)−1

= 0.

We define

An := δ2ω2ξ(ω, k)K
(n)
D = −δ2ω2ξ(ω, k)

i

4π

∫
D

(i|x− y|)n−1

n!
u(y)dy.

Then, it holds that(
I − δ2ω2ξ(ω, k)

∞∑
n=0

(δk0)
nK

(n)
D

)−1

=

(
I −

∞∑
n=0

(δk0)
nAn

)−1

=

∞∑
i=0

(
(I −A0 − δk0A1)

−1
∞∑
n=2

(δk0)
nAn

)i

(I −A0 − δk0A1)
−1

= (I −A0 − δk0A1)
−1+

+ (I −A0 − δk0A1)
−1(δk0)

2A2(I −A0 − δk0A1)
−1 +O(δ4).

Thus, the above equivalence yields

(I − δ2ω2ξ(ω, k)Kδk0
D )−1 = 0 ⇔

(
I − δ2ω2ξ(ω, k)

∞∑
n=0

(δk0)
nK

(n)
D

)−1

= 0 ⇔

(I −A0 − δk0A1)
−1 + (I −A0 − δk0A1)

−1(δk0)
2A2(I −A0 − δk0A1)

−1 +O(δ4) = 0.

Using this expression, we obtain the following proposition.

Proposition 4.2.5. Let d = 3 and let ωδ be defined by (4.20). Then, as δ → 0, the
O(δ4) approximation of the subwavelength resonant frequencies ωs and the associated
wavenumbers ks of the single halide perovskite resonator Ω = δD + z satisfy

1− δ2ω2
sξ(ωs, ks)λδ = −δ4k20ω2

sξ(ωs, ks)⟨K(2)
D [uδ], uδ⟩. (4.21)

Proof. For ψ ∈ L2(D), and dropping the O(δ4) term, we have[
(I−A0−δk0A1)

−1+(I−A0−δk0A1)
−1(δk0)

2A2(I−A0−δk0A1)
−1
]
[ψ] = 0. (4.22)

We apply a pole-pencil decomposition, as it is defined in [14], to the term (I −A0−
δk0A1)

−1[ψ] and obtain

(I −A0 − δk0A1)
−1[ψ] =

⟨uδ, ψ⟩uδ
1− δ2ω2

sξ(ωs, ks)λδ
+R(δ)[ψ],
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where the remainder term R(δ)[ψ] can be dropped. Hence, (4.22) is, at leading
order, equivalent to

⟨uδ, ψ⟩uδ
1− δ2ω2ξ(ωs, ks)λδ

+
⟨uδ, ψ⟩uδ

1− δ2ω2
sξ(ωs, ks)λδ

(δk0)
2A2

⟨uδ, ψ⟩uδ
1− δ2ω2

sξ(ωs, ks)λδ
= 0,

which reduces to

uδ
1− δ2ω2

sξ(ωs, ks)λδ
+

uδ⟨K(2)
D [uδ], uδ⟩

(1− δ2ω2
sξ(ωs, ks)λδ)2

δ4k20ω
2
sξ(ωs, ks) = 0,

which can be rearranged to give the desired result.

Remark 4.2.6. In the appendix, we will recover a formula for ⟨K(2)
D [uδ], uδ⟩.

Before we move on to the consequences of this proposition, we recall that

K
(2)
D [u](x) = − i

4π

∫
D

i|x− y|
2

u(y)dy =
1

8π

∫
D
|x− y|u(y)dy.

Thus, we can define the constant F to be such that

⟨K(2)
D [uδ], uδ⟩ =

∫
K

(2)
D [uδ](x)uδ(x)dx =

1

8π

∫
D

∫
D
|x− y|uδ(y)uδ(x)dydx =:

1

8π
F.

So, from (4.21), we see that

1− δ2ω2
sξ(ωs, ks)λδ = −δ

4k20ω
2
sξ(ωs, ks)

8π
F. (4.23)

Then, the following two corollaries are immediate consequences of the Proposi-
tion 4.2.5.

Corollary 4.2.7. Let d = 3. Then, as δ → 0, the O(δ8) approximation of the
subwavelength resonant frequencies of the halide perovskite resonator Ω = δD + z
are given by

1− ω2
s

ω2
δ

λδ(ε(ωs, ks)− ε0)
64π2γ2

α2µ0δ4k20B2
= −δ

4ω2
sk

2
0ξ(ωs, ks)

8π
F. (4.24)

Proof. By a direct calculation and using (4.20), we have

1− δ2ω2
sξ(ωs, ks)λδ = 1− δ2ω2

sµ0(ε(ωs, ks)− ε0)λδ

(4.20)
= 1− δ2

ω2
s

ω2
δ

µ0(ε(ωs, ks)− ε0)λδ
64π2γ2

α2µ20δ
4k20B2

= 1− ω2
s

ω2
δ

λδ(ε(ωs, ks)− ε0)
64π2γ2

α2µ0δ4k20B2
.

Then, using (4.23), the result follows.
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Corollary 4.2.8. Let d = 3. Then, as δ → 0, the O(δ4) approximation of the
subwavelength resonant frequencies of the halide perovskite resonator Ω = δD + z
can be computed as

1− δ2ω2
sξ(ωs, ks)λδ = −ω

2
s

ω2
δ

(ε(ωs, ks)− ε0)
8πγ2F

α2µ0δ2B2
. (4.25)

Proof. Again, we can calculate this directly:

δ4k20ω
2
sξ(ωs, ks)

8π
F =

1

8π
δ4
ω2
s

ω2
δ

k20µ0(ε(ωs, ks)− ε0)ω
2
δ

(4.20)
=

1

8π

ω2
s

ω2
δ

δ4k20µ0(ε(ωs, ks)− ε0)
64π2γ2

α2µ20δ
4k20B2

=
ω2
s

ω2
δ

(ε(ωs, ks)− ε0)
8πγ2

α2µ0δ2B2
.

Then, using (4.23), the result follows.

We finish our analysis of the three-dimensional case with the following proposition.

Proposition 4.2.9. Let d = 3. For ω close to the resonant frequency ωs, the field
scattered by the halide perovskite nano-particle Ω = δD + z can be approximated by

u(x)− uin(x) ≈
1 + δ2ω2G(x− z, δk0)ξ(ω, k)

δ2ω2
(
λδ − λ0 +

i
4π δk0B

)
ξ(ω, k)

⟨uin, uδ⟩
∫
D
uδ, x ∈ D,

for |x− z| ≫ 2π

ω
√

ε(ω,k)µ0
.

Proof. Our goal is to find u ∈ L2(D), u ̸= 0 such that (4.9) is satisfied. Using the
pole-pencil decomposition, for x ∈ D, we can rewrite

u(x)− uin(x) ≈− δ2ω2ξ(ω, k)G(x− z, δk0)
⟨uin, uδ⟩

∫
D uδ

1− δ2ω2ξ(ω, k)λδ
+

+ δ4k20ω
2ξ(ω, k)

⟨K(2)
D [uδ], uδ⟩⟨uin, uδ⟩

∫
D uδ

(1− δ2ω2ξ(ω, k)λδ)2
.

Using (4.21) and plugging it in the above expression, we obtain

u(x)− uin(x) ≈ −δ2ω2ξ(ω, k)G(x− z, δk0)
⟨uin, uδ⟩

∫
D uδ

−δ4k20ω2ξ(ω, k)⟨K(2)
D [uδ], υδ⟩

+ δ4k20ω
2ξ(ω, k)

⟨K(2)
D [uδ], uδ⟩⟨uin, uδ⟩

∫
D uδ

δ8k40ω
4ξ(ω, k)2⟨K(2)

D [uδ], υδ⟩2

=
G(x− z, δk0)⟨uin, uδ⟩

∫
D uδ

δ2k20⟨K
(2)
D [uδ], uδ⟩

+
⟨uin, uδ⟩

∫
D uδ

δ4k20ω
2ξ(ω, k)⟨K(2)

D [uδ], uδ⟩
.
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Thus, defining the constant F := 8π⟨K(2)
D [uδ], uδ⟩, we obtain

u(x)− uin(x) ≈
8π
(
1 + δ2ω2G(x− z, δk0)ξ(ω, k)

)
δ4k20ω

2ξ(ω, k)F
⟨uin, uδ⟩

∫
D
uδ. (4.26)

From Appendix A.3.1.1, we have that

F =
8π

δ2k20

(
λδ − λ0 +

i

4π
δk0B

)
.

Plugging it into (4.26), we obtain

u(x)− uin(x) ≈

≈
8π
(
1 + δ2ω2G(x− z, δk0)ξ(ω, k)

)
δ4k20ω

2ξ(ω, k)F
δ2k20
8π

1

λδ − λ0 +
i
4π δk0B

⟨uin, uδ⟩
∫
D
uδ,

from which the result follows.

4.2.5. Two dimensions

We now turn our attention to the two-dimensional setting. We define the Newtonian

potential on D, K
(0)
D : L2(D) → L2(D), by

K
(0)
D [u](x) := −

∫
D
u(y)G(x− y, 0)dy = − 1

2π

∫
D
log |x− y|u(y)dy.

We also define the operators K
(−1)
D : L2(D) → L2(D) and K

(n)
D : L2(D) → L2(D)

by

K
(−1)
D [u](x) := − 1

2π

∫
D
u(y)dy

and

K
(n)
D [u](x) :=

∫
D

∂n

∂kn
G(x− y, k)

∣∣∣
k=0

u(y)dy.

Then, from the asymptotic expansion of the Hankel function, we have the following
result.

Lemma 4.2.10. Suppose that d = 2. Then, for fixed k0 ∈ C, the operator Kδk0
D

satisfies

Kδk0
D = log(δk0γ̂)K

(−1)
D +K

(0)
D + (δk0)

2 log(γ̂δk0)K
(1)
D +O(δ4 log δ), (4.27)

as δ → 0, with convergence in the L2(D) → L2(D) operator norm and the constant
γ̂ being given by γ̂ := 1

2k0 exp(γ − iπ
2 ), where γ is the Euler constant.
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4.2.5.1. Eigenvalue calculation

We use the same notation for uδ as in Section 4.2.4.1. Let us consider the eigenvalue
problem

Kδk0
D uδ = λδuδ, (4.28)

where λδ denotes a non-zero eigenvalue of the operator Kδk0
D , and uδ denotes an

associated eigenvector. As in the case of dimension d = 3, we now wish to express

λδ in terms of, for small values of δ. This is possible since K
(−1)
D is a compact

operator.

Proposition 4.2.11. Let λδ denote a non-zero eigenvalue of the operator Kδk0
D in

dimension 2. Then, for small δ, it is approximately given by

λδ ≈ log(δk0γ̂)λ−1 + ⟨K(0)
D u−1, u−1⟩+ (δk0)

2 log(δk0γ̂)⟨K(1)
D u−1, u−1⟩, (4.29)

where λ−1 and u−1 are an eigenvalue and the associated eigenvector of the potential

K
(−1)
D .

Proof. Since K
(−1)
D is a compact operator, it has simple eigenvalues so we can use

Theorem 2.3 of [42]. We start by dropping the O(δ4 log(δ)) term on the expansion
(4.27). Then, we have that

Kδk0
D uδ = λδuδ ⇔ (log(δk0γ̂)K

(−1)
D +K

(0)
D + (δk0)

2 log(δk0γ̂)K
(1)
D )uδ = λδuδ

⇔ log(δk0γ̂)λ−1⟨uδ, u0⟩+ ⟨K(0)
D uδ, u−1⟩+

+ (δk0)
2 log(δk0γ̂)⟨K(1)

D uδ, u−1⟩ = λδ⟨uδ, u−1⟩.

Therefore, assuming that uδ ≈ u−1, we can see that

λδ ≈ log(δk0γ̂)λ−1 + ⟨K(0)
D u−1, u−1⟩+ (δk0)

2 log(δk0γ̂)⟨K(1)
D u−1, u−1⟩,

which is the desired result.

The following corollary is a direct consequence of the above proposition.

Corollary 4.2.12. Let λδ denote an eigenvalue of the operator Kδk0
D in dimension 2.

Then, for small δ, it is approximately given by

λδ ≈ log(δk0γ̂)λ−1 −
P
2π

− i(δk0)
2 log(δk0γ̂)G
4π

, (4.30)

where P and G are constants that depend on u−1.
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Proof. We observe that

⟨K(0)
D u−1, u−1⟩ =

∫
D

(
− 1

2π

∫
D
log |x− y|u−1(y)dy

)
u−1(x)dx

= − 1

2π

∫
D

∫
D
log |x− y|u−1(y)u−1(x)dydx

=: − 1

2π
P.

Then, for u ∈ L2(D),

K
(1)
D [u](x) =

∫
D

∂

∂k
G(x− y, k)

∣∣∣
k=0

u(y)dy

=

∫
D

∂

∂k

(
− i

4
H

(1)
0 (k|x− y|)

) ∣∣∣
k=0

u(y)dy

= − i

4π

∫
D

u(y)

|x− y|dy,

and so, we have

⟨K(1)
D u−1, u−1⟩ =

∫
D

(
− i

4π

∫
D

u−1(y)

|x− y|dy
)
u−1(x)dx

= − i

4π

∫
D

∫
D

u−1(y)u−1(x)

|x− y| dydx

=: − i

4π
G.

Hence, from (4.29), we obtain the desired result.

4.2.5.2. Frequency and wavenumber

Let us now find the frequency ωδ and the wavenumber kδ associated to this eigen-
value, which will also constitute the basis of our analysis of the operator Kδk0

D . We
see that (4.9) gives us that

1 = δ2ω2ξ(ω, k)λδ ⇔ 1 = δ2ω2µ0(ε(ω, k)− ε0)λδ.

Using the expression (4.29) for λδ, we see that

ε(ω, k) =
1

µ0δ2ω2
(
log(δk0γ̂)λ−1 − P

2π − i(δk0)2 log(δk0γ̂)G
4π

) + ε0.

Arguing in the same way as in Section 4.2.4.2 and comparing the two permittivity
expressions, we obtain the following system:{

4παδ2ω2µ0 log(δk0γ̂)λ−1 − 2Pαδ2ω2µ0 − 4πβ + 4πω2 − 4πηk2 = 0,

−αδ4ω2µ0k
2
0 log(δk0γ̂)G+ 4πγω = 0.

(4.31)
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4.2. Single Resonators

From the second equation in (4.31), we see that

ω(−αδ4ωµ0k20 log(δk0γ̂)G+ 4πγ) = 0,

which shows us that

ω = 0 or ω =
4πγ

αδ4µ0k20 log(δk0γ̂)G
.

For ω = 4πγ
αδ4µ0k20 log(δk0γ̂)G

, we obtain the equation

4παδ2µ0λ−1 log(δk0γ̂)
16π2γ2

α2δ8µ20k
4
0 log(δk0γ̂)

2G2
−

− 2Pαδ2µ0
16π2γ2

α2δ8µ20k
4
0 log(δk0γ̂)

2G2
− 4πβ+

+ 4π
16π2γ2

α2δ8µ20k
4
0 log(δk0γ̂)

2G2
− 4πηk2 = 0,

which has the solutions

k = ±
√

−β
η
+
(
2παδ2µ0λ−1 log(δk0γ̂)− αδ2µ0P+ 2π

) 8πγ2

ηα2δ8µ20k
4
0 log(δk0γ̂)

2G2
.

Yet again, we discard the case of ω = 0, as there is no physical interest. Denoting
the frequency by ωδ and the wavenumber by λδ, we will work with

ωδ =
4πγ

αδ4µ0k20 log(δk0γ̂)G
,

kδ =

√
−β
η
+
(
2παδ2µ0λ−1 log(δk0γ̂)− αδ2µ0P+ 2π

) 8πγ2

ηα2δ8µ20k
4
0 log(δk0γ̂)

2G2
,

(4.32)

where we have chosen the wavenumber to be positive.

4.2.5.3. Asymptotic analysis

Let us consider ω near ωδ, and define the coefficients

cn =


log(δk0γ̂), n = −1,

1, n = 0,

(δk0)
2n log(δk0γ̂), n ≥ 1.

Then, we can write

Kδk0
D =

+∞∑
n=−1

cnK
(n)
D .
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4. Subwavelength halide perovskite resonators

We are interested in studying the singularities of the operator (I−δ2ω2ξ(ω, k)Kδk0
D )−1.

Setting Bn := δ2ω2ξ(ω, k)K
(n)
D , we find that (I − δ2ω2ξ(ω, k)Kδk0

D )−1 = 0 can be
written as (

I −
+∞∑
n=−1

cnBn

)−1

= 0,

which can be expanded to giveI − log(δk0γ̂)B−1 −B0 − (δk0)
2 log(δk0γ̂)B1 −

+∞∑
n≥2

cnBn

−1

= 0,

which yields

L+ L(δk0)
4 log(δk0γ̂)B2L+O(δ6) = 0,

where we have defined,

L :=
(
I − log(δk0γ̂)B−1 −B0 − (δk0)

2 log(δk0γ̂)B1

)−1
. (4.33)

Using this expression, we have the following proposition.

Proposition 4.2.13. Let d = 2 and let ωδ be defined by (4.32). Then, as δ →
0, the O(δ4) approximations of the subwavelength resonant frequencies ωs and the
associated wavenumbers ks of the single halide perovskite resonator Ω = δD + z
satisfy

1− δ2ω2
sξ(ωs, ks)λδ = −δ6k40 log(δk0γ̂)ω2

sξ(ωs, ks)⟨K(2)
D [uδ], uδ⟩. (4.34)

Proof. Applying a pole-pencil decomposition, we obtain(
I− log(δk0γ̂)B−1−B0−(δk0)

2 log(δk0γ̂)B1

)−1
[·] = ⟨·, uδ⟩uδ

1− δ2ω2
sξ(ωs, ks)λδ

+R(ωs)[·],

where the remainder R(ωs) is analytic in a neighborhood of ωδ and can be dropped.
Thus, dropping the O(δ6) term, we find for ψ ∈ L2(D) that[

L+ L(δk0)
4 log(δk0γ̂)B2L

]
(ψ) = 0.

Applying a pole-pencil decomposition on (4.33), we get

⟨ψ, uδ⟩uδ
1− δ2ω2

sξ(ωs, ks)λδ
+

⟨ψ, uδ⟩uδ
1− δ2ω2

sξ(ωs, ks)λδ
(δk0)

4 log(δk0γ̂)B2
⟨ψ, uδ⟩uδ

1− δ2ω2
sξ(ωs, ks)λδ

= 0.

This implies that

1− δ2ω2
sξ(ωs, ks)λδ = −δ6k40 log(δk0γ̂)ω2

sξ(ωs, ks)⟨K(2)
D [uδ], uδ⟩,

which is the desired result.
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In order to obtain the associated consequences of this proposition, we observe that,
since d = 2, we have that

K
(2)
D [uδ](x) =

∫
D

∂2

∂k2
G(x− y, k)

∣∣∣
k=0

uδ(y)dy

=

∫
D

∂2

∂k2

(
− i

4
H

(1)
0 (k|x|)

) ∣∣∣
k=0

= − i

4

∫
D
− 1

π|x− y|2uδ(y)dy

=
i

4π

∫
D

uδ(y)

|x− y|2dy.

Hence,

⟨K(2)
D [uδ], uδ⟩ =

∫
D

(
i

4π

∫
D

uδ(y)

|x− y|2dy
)
uδ(x)dx (4.35)

=
i

4π

∫
D

∫
D

uδ(y)uδ(x)

|x− y|2 dydx (4.36)

=:
i

4π
S. (4.37)

So, we get that (4.34) is equivalent to

1− δ2ω2
sξ(ωs, ks)λδ =

−iδ6k40 log(δk0γ̂)ω2
sξ(ωs, ks)S

4π
. (4.38)

Remark 4.2.14. In Appendix A.3.1.2 of this paper, we recover a formula for S.

Then, the next two corollaries follow as immediate results.

Corollary 4.2.15. Let d = 2. Then, as δ → 0, the O(δ10 log(δ)3) approximation of
the subwavelength resonant frequencies of the halide perovskite resonator Ω = δD+z
can be computed as

1− ω2
s

ω2
δ

·
16π2γ2λδ

(
ε(ωs, ks)− ε0

)
α2δ6µ0k40 log(δk0γ̂)

2G2
= − iδ

6k40 log(δk0γ̂)ω
2
sξ(ωs, ks)S

4π
. (4.39)

Proof. By a direct computation, we observe that

1− δ2ω2
sξ(ωs, ks)λδ = 1− δ2ω2

sµ0

(
ε(ωs, ks)− ε0

)
λδ
ω2
δ

ω2
δ

(4.32)
= 1− δ2

ω2
s

ω2
δ

µ0

(
ε(ωs, ks)− ε0

)
λδ

16π2γ2

α2δ8µ20k
4
0 log(δk0γ̂)

2G2

= 1− ω2
s

ω2
δ

·
16π2γ2λδ

(
ε(ωs, ks)− ε0

)
α2δ6µ0k40 log(δk0γ̂)

2G2
,

and thus, (4.38) gives the desired result.
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Corollary 4.2.16. Let d = 2. Then, as δ → 0, the O(δ4 log(δ)) approximation of the
subwavelength resonant frequencies of the halide perovskite resonator Ω = δD + z
can be computed as

1− δ2ω2
sξ(ωs, ks)λδ = −ω

2
s

ω2
ε

·
4πiSγ2

(
ε(ωs, ks)− ε0

)
α2δ2 log(δk0γ̂)µ0G2

. (4.40)

Proof. Again, to show this, we need to make a straightforward calculation:

iδ6k40 log(δk0γ̂)ω
2
sξ(ωs, ks)S

4π
=

i

4π
δ6 k40 log(δk0γ̂)

ω2
s

ω2
δ

S µ0
(
ε(ωs, ks)− ε0

)
ω2
δ

(4.32)
=

i

4π
δ6 k40 log(δk0γ̂)

ω2
s

ω2
δ

S µ0
(
ε(ωs, ks)− ε0

) 16π2γ2

α2δ8µ20k
4
0 log(δk0γ̂)

2G2

=
ω2
s

ω2
ε

·
4πiSγ2

(
ε(ωs, ks)− ε0

)
α2δ2 log(δk0γ̂)µ0G2

.

Hence, (4.38) gives the desired result.

We continue our analysis in the same way as in the previous case.

Proposition 4.2.17. Let d = 2. For ω real close to the resonant frequency ωs, the
following approximation for the field scattered by the halide perovskite nano-particle
Ω = δD + z holds:

u(x)− uin(x) ≈
4π
(
1 + δ2ω2ξ(ω, k)G(x− z, δk0)

)
iδ6k40ω

2 log(δk0γ̂)ω2ξ(ω, k)S
⟨uin, uδ⟩

∫
D
uδ, x ∈ D, (4.41)

for |x− z| ≫ 2π

ω
√

ε(ω,k)µ0
.

Proof. As we mentioned at the beginning or our analysis, our goal is to find u ∈
L2(D), u ̸= 0, such that (4.9) is satisfied. Using the pole-pencil decomposition on
this Lippmann-Schwinger formulation of the problem, we can rewrite, for x ∈ D, as
in Corollary 2.3 in [8],

u(x)− uin(x) ≈− δ2ω2ξ(ω, k)G(x− z, δk0)
⟨uin, uδ⟩

∫
D uδ

1− δ2ω2ξ(ω, k)λδ
+

+ δ6k40 log(δk0γ̂)ω
2ξ(ω, k)

⟨K(2)
D [uδ], uδ⟩⟨uin, uδ⟩

∫
D uδ(

1− δ2ω2ξ(ω, k)λδ

)2 ,

which, using (4.38), becomes:

u(x)− uin(x) ≈ G(x− z, δk0)⟨uin, uδ⟩
∫
D uδ

δ4k40 log(δk0γ̂)⟨K
(2)
D [uδ], uδ⟩

+
⟨uin, uδ⟩

∫
D uδ

δ6k40ω
2 log(δk0γ̂)ω2ξ(ω, k)⟨K(2)

D [uδ], uδ⟩
.
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From (4.35), this gives

u(x)− uin(x) ≈
4π
(
1 + δ2ω2ξ(ω, k)G(x− z, δk0)

)
iδ6k40ω

2 log(δk0γ̂)ω2ξ(ω, k)S
⟨uin, uδ⟩

∫
D
uδ,

which is the desired result.

We finish our analysis with the following result.

Proposition 4.2.18. Let d = 2 and δ be small enough. Then, the o(δ4) approximation
of the subwavelength resonant frequencies ωs of the halide perovskite nano-particle
Ω = δD + z satisfies

1− δ2ω2
sξ(ωs, ks)

(
− |D|

2π
log(δk0γ̂) + ⟨K(0)

D [̂ID], ÎD⟩+

+ δ2k20 log(δ)⟨K(1)
D [̂ID], ÎD⟩

))
= O

(
δ4
)
,

(4.42)

where |D| is the volume of D and ÎD = ID/
√

|D|.

Proof. We want to find ωs ∈ C such that(
I − δ2ω2

sξ(ωs, ks)K
δk0
D

)
[u](x) = 0,

which, for small δ, can be written as(
I − δ2ω2

sξ(ωs, ks)
(
log(δk0γ̂)K

(−1)
D +K

(0)
D +(δk0)

2 log(δk0γ̂)K
(1)
D

))
[u](x) =

= O
(
δ6 log(δ)

)
.

Let us denote

M δk0
D := log(δk0γ̂)K

(−1)
D +K

(0)
D + (δk0)

2 log(δk0γ̂)K
(1)
D .

We take ν(δ) ∈ σ(M δk0
D ) and consider the eigenvalue problem for M δk0

D :

M δk0
D [Ψ] = ν(δ)Ψ. (4.43)

We employ the ansatz

Ψ(δ) = Ψ0 +O

(
1

log(δ)

)
,

ν(δ) = log(δ)ν0 + ν1 + δ2 log(δ)ν2 +O
(
δ2
)
.
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From (4.43) and the fact that δ2 log(δk0γ̂) = δ2 log(δ) +O(δ2) we have that(
log(δ)K

(−1)
D + log(k0γ̂)K

(−1)
D +K

(0)
D + (δk0)

2 log(δ)K
(1)
D

)
[Ψ0] =

=
(
log(δ)ν0 + ν1 + δ2 log(δ)ν2

)
[Ψ0] +O

(
δ2
)
.

Equating the O(log δ) terms gives

K
(−1)
D [Ψ0] = ν0Ψ0 ⇒ ν0ÎD = K

(−1)
D [̂ID]

⇒ ν0ÎD = −|D|
2π

ÎD

⇒ ν0 = −|D|
2π

.

Then, equating the O(1) terms gives

log(k0γ̂)K
(−1)
D [̂ID] +K

(0)
D [̂ID] = ν1ÎD ⇒ ν1ÎD = −|D|

2π
log(k0γ̂)ÎD +K

(0)
D [̂ID]

⇒ ν1 = −|D|
2π

log(k0γ̂) + ⟨K(0)
D [̂ID], ÎD⟩.

Using the same reasoning for the O
(
δ2 log(δ)

)
terms, we get

ν2ÎD = k20K
(1)
D [̂ID] ⇒ ν2 = k20⟨K(1)

D [̂ID], ÎD⟩.

Thus,

ν(δ) = log(δ)ν0 + ν1 + δ2 log(δ)ν2 +O
(
δ2
)

= −|D|
2π

log(δ)− |D|
2π

log(k0γ̂) + ⟨K(0)
D [̂ID], ÎD⟩+ δ2k20 log(δ)⟨K(1)

D [̂ID], ÎD⟩+

+O
(
δ2
)

= −|D|
2π

log(δk0γ̂) + ⟨K(0)
D [̂ID], ÎD⟩+ δ2k20 log(δ)⟨K(1)

D [̂ID], ÎD⟩+O
(
δ2
)
.

Using these expressions, 1− δ2ω2
sξ(ωs, ks)M

δk0
D = O(δ6 log(δ)) can be rewritten as

1− δ2ω2
sξ(ωs, ks)

(
− |D|

2π
log(δk0γ̂) + ⟨K(0)

D [̂ID], ÎD⟩+ δ2k20 log(δ)⟨K(1)
D [̂ID], ÎD⟩

+O
(
δ2
))

= O
(
δ6 log(δ)

)
,

from which the result follows.
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δ δ
κ

D1 D2

Figure 4.1.: Two identical spherical halide perovskite resontators D1 and D2 of ra-
dius δ, made from the same material, placed at a distance κ from each
other.

4.3. Hybridisation of two resonators

In this section, we study the resonance problem for a system of two halide perovskite
subwavelength resonators. Using the integral formulation of the problem, we obtain
a matrix representation form which we use to obtain the expressions describing the
subwavelength resonance in both the the two- and the three-dimensional setting.

4.3.1. Three Dimensions

Let us consider two identical halide perovskite resontators D1 and D2 (e.g. the
speres in Figure 4.1), made from the same material. From now on, we will denote the
permittivity by ξ(ω, k), where ω is the frequency and k the associated wavenumber.
In order to generalise our results, we will define it by

ξ(ω, k) :=
µ0α

β − ω2 + ηk2 − iγω
, (4.44)

where the positive constants α, β, γ and η characterise the material.

Then, since there is an interaction between the two resonators, the field u − uin
scattered by the two particles will be given by the following representation formula:

(u− uin)(x) = −δ2ω2ξ(ω, k)

[∫
D1

G(x− y, δk0)u(y)dy +

∫
D2

G(x− y, δk0)u(y)dy

]
,

(4.45)

for x ∈ Rd.

Definition 4.3.1. We define the integral operators Kδk0
Di

and Rδk0
DiDj

, for i, j = 1, 2,
by

Kδk0
Di

: u
∣∣
Di

∈ L2(Di) 7−→ −
∫
Di

G(x− y, δk0)u(y)dy
∣∣∣
Di

∈ L2(Di)
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and

Rδk0
DiDj

: u
∣∣
Di

∈ L2(Di) 7−→ −
∫
Di

G(x− y, δk0)u(y)dy
∣∣∣
Dj

∈ L2(Dj).

Then, the following lemma is a direct consequence of these definitions.

Lemma 4.3.2. The scattering problem (4.45) can be restated, using the Defini-
tion 4.3.1, as(

1− δ2ω2ξ(ω, k)Kδk0
D1

−δ2ω2ξ(ω, k)Rδk0
D2D1

−δ2ω2ξ(ω, k)Rδk0
D1D2

1− δ2ω2ξ(ω, k)Kδk0
D2

)(
u|D1

u|D2

)
=

(
uin|D1

uin|D2

)
. (4.46)

Thus, the scattering resonance problem is to find ω such that the operator in (4.46)
is singular, or equivalently, such that there exists (u1, u2) ∈ L2(D1) × L2(D2),
(u1, u2) ̸= 0, such that(

1− δ2ω2ξ(ω, k)Kδk0
D1

−δ2ω2ξ(ω, k)Rδk0
D2D1

−δ2ω2ξ(ω, k)Rδk0
D1D2

1− δ2ω2ξ(ω, k)Kδk0
D2

)(
u1
u2

)
=

(
0
0

)
. (4.47)

Theorem 4.3.3. Let d = 3. Then, the hybridised subwavelength resonant frequencies
ω satisfy(

1− δ2ω2ξ(ω, k)λδ

)2
− δ4ω4ξ(ω, k)2⟨Rδk0

D1D2
ϕ
(δ)
1 , ϕ

(δ)
2 ⟩⟨Rδk0

D2D1
ϕ
(δ)
2 , ϕ

(δ)
1 ⟩ = 0, (4.48)

where ϕ
(δ)
i , for i = 1, 2, is the eigenfunction associated to the eigenvalue λδ of the

potential Kδk0
Di

.

Proof. We observe that (4.47) is equivalent to(
1− δ2ω2ξ(ω, k)Kδk0

D1
0

0 1− δ2ω2ξ(ω, k)Kδk0
D2

)(
u1

u2

)
− δ2ω2ξ(ω, k)

(
0 Rδk0

D2D1

Rδk0
D1D2

0

)(
u1

u2

)
= 0,

which gives

(
u1

u2

)
− δ2ω2ξ(ω, k)

(1− δ2ω2ξ(ω, k)Kδk0
D1

)−1

0

0
(
1− δ2ω2ξ(ω, k)Kδk0

D2

)−1

(Rδk0
D2D1

u2

Rδk0
D1D2

u1

)
= 0.

(4.49)

Let us now apply a pole-pencil decomposition on the operators
(
1−δ2ω2ξ(ω, k)Kδk0

Di

)−1
,

for i = 1, 2. We see that

(
1− δ2ω2ξ(ω, k)Kδk0

D1

)−1
(·) = ⟨·, ϕ(δ)1 ⟩ϕ(δ)1

1− δ2ω2ξ(ω, k)λδ
+R1[ω](·)
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and (
1− δ2ω2ξ(ω, k)Kδk0

D2

)−1
(·) = ⟨·, ϕ(δ)2 ⟩ϕ(δ)2

1− δ2ω2ξ(ω, k)λδ
+R2[ω](·),

where the remainder terms R1[ω](·) and R2[ω](·) are holomorphic for ω in a neigh-
borhood of ωδ, so can be neglected. Then, (4.49), is equivalent to

(
u1
u2

)
− δ2ω2ξ(ω, k)

 ⟨·,ϕ(δ)
1 ⟩ϕ(δ)

1
1−δ2ω2ξ(ω,k)λδ

0

0
⟨·,ϕ(δ)

2 ⟩ϕ(δ)
2

1−δ2ω2ξ(ω,k)λδ

(Rδk0
D2D1

u2
Rδk0

D1D2
u1

)
= 0.

This gives us the system{
u1 − δ2ω2ξ(ω,k)

1−δ2ω2ξ(ω,k)λδ
⟨Rδk0

D2D1
u2, ϕ

(δ)
1 ⟩ϕ(δ)1 = 0,

u2 − δ2ω2ξ(ω,k)
1−δ2ω2ξ(ω,k)λδ

⟨Rδk0
D1D2

u1, ϕ
(δ)
2 ⟩ϕ(δ)2 = 0.

Applying the operator Rδk0
D1D2

(resp. Rδk0
D2D1

) to the first (resp. second) equation,

and then applying ⟨·, ϕ(ε)2 ⟩ (resp. ⟨·, ϕ(ε)1 ⟩), we find that{
⟨Rδk0

D1D2
u1, ϕ

(δ)
2 ⟩ − δ2ω2ξ(ω,k)

1−δ2ω2ξ(ω,k)λδ
⟨Rδk0

D1D2
ϕ
(δ)
1 , ϕ

(δ)
2 ⟩⟨Rδk0

D2D1
u2, ϕ

(δ)
1 ⟩ = 0,

⟨Rδk0
D2D1

u2, ϕ
(δ)
1 ⟩ − δ2ω2ξ(ω,k)

1−δ2ω2ξ(ω,k)λδ
⟨Rδk0

D2D1
ϕ
(δ)
2 , ϕ

(δ)
1 ⟩⟨Rδk0

D1D2
u1, ϕ

(δ)
2 ⟩ = 0.

This system has a solution only if its determinant is zero. That is, if

1− δ4ω4ξ(ω, k)2(
1− δ2ω2ξ(ω, k)λδ

)2 ⟨Rδk0
D1D2

ϕ
(δ)
1 , ϕ

(δ)
2 ⟩⟨Rδk0

D2D1
ϕ
(δ)
2 , ϕ

(δ)
1 ⟩ = 0,

which gives the desired result.

The following corollary is a direct result of Theorem 4.3.3.

Corollary 4.3.4. Let d = 3. Then, the hybridised subwavelength resonant frequencies
are given by

ω =
iγ ±

√
−γ2 − 4Γ(β + ηk2)

2Γ
, (4.50)

where Γ = −1− δ2αλδ ± αδ2
√

⟨Rδk0
D1D2

ϕ
(δ)
1 , ϕ

(δ)
2 ⟩⟨Rδk0

D2D1
ϕ
(δ)
2 , ϕ

(δ)
1 ⟩.

where ϕδi , for i = 1, 2, is the eigenfunction associated to the eigenvalue λδ of the
potential Kδk0

Di
and the ± in the two expressions do not have to agree.

Proof. We introduce the notationK := ⟨Rδk0
D1D2

ϕ
(δ)
1 , ϕ

(δ)
2 ⟩ andM := ⟨Rδk0

D2D1
ϕ
(δ)
2 , ϕ

(δ)
1 ⟩.

Then, (4.48) becomes(
1− δ2ω2ξ(ω, k)λδ

)2
− δ4ω4ξ(ω, k)2KM = 0
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4. Subwavelength halide perovskite resonators

⇔ 1− δ2ω2ξ(ω, k)λδ ± δ2ω2ξ(ω, k)
√
KM = 0

⇔
(
−1− δ2αλδ ± αδ2

√
KM

)
ω2 − iγω + β + ηk2 = 0,

and the roots to this second degree polynomial are given by

ω =
iγ ±

√
−γ2 − 4Γ(β + ηk2)

2Γ
,

where

Γ = −1− δ2αλδ ± αδ2
√
KM,

with the two ± not necessarily agreeing. Finally, substituting the expressions for K
and M, we obtain the result.

4.3.2. Two Dimensions

Let us move on to the case of dimension d = 2. For simplicity, we again consider
two identical halide perovskite resontators D1 and D2, made from the same material
with permittivity given by the formula (4.44). We define the operators Kδk0

Di
and

Rδk0
DiDj

, for i, j = 1, 2, as in Definition 4.3.1 and we continue by defining the following
integral operators.

Definition 4.3.5. We define the integral operators M δk0
Di

and N δk0
DiDj

for i, j = 1, 2 as

M δk0
Di

:= K̂δk0
Di

+K
(0)
Di

+ (δk0)
2 log(δk0γ̂)K

(1)
Di
,

and

N δk0
DiDj

:= K̂δk0
DiDj

+R
(0)
DiDj

+ (δk0)
2 log(δk0γ̂)R

(1)
DiDj

,

where

K
(0)
Di

: u
∣∣∣
Di

∈ L2(Di) 7−→
∫
Di

G(x− y, 0)u(y)dy
∣∣∣
Di

∈ L2(Di),

K̂δk0
Di

: u
∣∣∣
Di

∈ L2(Di) 7−→ log(γ̂δk0)K̂Di [u]
∣∣∣
Di

∈ L2(Di),

K̂Di : u
∣∣∣
Di

∈ L2(Di) 7−→ − 1

2π

∫
Di

u(y)dy
∣∣∣
Di

∈ L2(Di),

K
(1)
Di

: u
∣∣∣
Di

∈ L2(Di) 7−→
∫
Di

∂

∂k
G(x− y, k)

∣∣∣
k=0

u(y)dy
∣∣∣
Di

∈ L2(Di),

and

R
(0)
DiDj

: u
∣∣∣
Di

∈ L2(Di) 7−→
∫
Di

G(x− y, 0)u(y)dy
∣∣∣
Dj

∈ L2(Dj),
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K̂δk0
DiDj

: u
∣∣∣
Di

∈ L2(Di) 7−→ log(γ̂δk0)K̂DiDj [u]
∣∣∣
Dj

∈ L2(Dj),

K̂DiDj : u
∣∣∣
Di

∈ L2(Di) 7−→ − 1

2π

∫
Di

u(y)dy
∣∣∣
Dj

∈ L2(Dj),

R
(1)
DiDj

: u
∣∣∣
Di

∈ L2(Di) 7−→
∫
Di

∂

∂k
G(x− y, k)

∣∣∣
k=0

u(y)dy
∣∣∣
Dj

∈ L2(Dj).

We observe the following result.

Proposition 4.3.6. For the integral operators Kδk0
Di

and Rδk0
DiDj

, we can write

Kδk0
Di

=M δk0
Di

+O
(
δ4 log(δ)

)
, and Rδk0

DiDj
= N δk0

DiDj
+O

(
δ4 log(δ)

)
, (4.51)

as δ → 0 and with k0 fixed.

Proof. The proof is a direct result of the expansion of the Green’s function in di-
mension d = 2. Indeed, for u|Di ∈ L2(Di), we observe that

Kδk0
Di

[u](x) = −
∫
Di

G(x− y, δk0)u(y)dy
∣∣∣
Di

= −
∫
Di

(
log(γ̂δk0)

1

2π
+G(x− y, 0) + (δk0)

2 log(δk0γ̂)
∂

∂k
G(x− y, k)

∣∣∣
k=0

+O
(
δ4 log(δ)

))
u(y)dy

∣∣∣
Di

=
(
K̂δk0

Di
+K

(0)
Di

+ (δk0)
2 log(δk0γ̂)K

(1)
Di

)
[u](x) +O

(
δ4 log(δ)

)
=M δk0

Di
[u](x) +O

(
δ4 log(δ)

)
.

Similarly, for u|Di ∈ L2(Di),

Rδk0
DiDj

[u](x) = −
∫
Di

G(x− y, δk0)u(y)dy
∣∣∣
Dj

∈ L2(Dj)

= −
∫
Di

(
log(γ̂δk0)

1

2π
+G(x− y, 0) + (δk0)

2 log(δk0γ̂)
∂

∂k
G(x− y, k)

∣∣∣
k=0

+O
(
δ4 log(δ)

))
u(y)dy

∣∣∣
Dj

=
(
K̂δk0

DiDj
+R

(0)
DiDj

+ (δk0)
2 log(δk0γ̂)R

(1)
DiDj

)
[u](x) +O

(
δ4 log(δ)

)
= N δk0

DiDj
[u](x) +O(δ4 log(δ)).

Therefore, our problem is to determine the frequencies ω and the associated wavenum-
ber k, for which the following holds:(

I − δ2ω2ξ(ω, k)Kδk0
D1

−δ2ω2ξ(ω, k)Rδk0
D2D1

−δ2ω2ξ(ω, k)Rδk0
D1D2

I − δ2ω2ξ(ω, k)Kδk0
D2

)(
u1
u2

)
=

(
0
0

)
(4.52)
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for nontrivial u := (u1, u2), such that u|Di ∈ L2(Di), for i = 1, 2.

Proposition 4.3.7. Let d = 2. Then, the hybridised subwavelength resonant frequen-
cies ω satisfy

1− δ2ω2ξ(ω, k)

(
− |D1|

2π
log(γ̂δk0)(1± 1) + ⟨K(0)

D1
[̂ID1 ], ÎD1⟩

+ (δk0)
2 log(δk0γ̂)⟨K(1)

D1
[̂ID1 ], ÎD1⟩ ± ⟨R(0)

D2D1
[̂ID2 ], ÎD1⟩

± (δk0)
2 log(δk0γ̂)⟨R(1)

D2D1
[̂ID2 ], ÎD1⟩

)
= 0,

(4.53)

where the ± symbols coincide.

Proof. The first thing that we do is to observe that, by applying the expansion (4.51)
to (4.52), we reach the problem(

I − δ2ω2ξ(ω, k)M δk0
D1

−δ2ω2ξ(ω, k)N δk0
D2D1

−δ2ω2ξ(ω, k)N δk0
D1D2

I − δ2ω2ξ(ω, k)M δk0
D2

)(
u1
u2

)
=

O(δ4 log(δ))
O
(
δ4 log(δ)

) .

We note that |D1| = |D2|. Then, using the symmetries of the dimer, let us denote

ν̂(δ) : = −|D1|
2π

log(δk0γ̂) + ⟨K(0)
D1

[̂ID1 ], ÎD1⟩+ (δk0)
2 log(δk0γ̂)⟨K(1)

D1
[̂ID1 ], ÎD1⟩

= −|D2|
2π

log(δk0γ̂) + ⟨K(0)
D2

[̂ID2 ], ÎD2⟩+ (δk0)
2 log(δk0γ̂)⟨K(1)

D2
[̂ID2 ], ÎD2⟩,

and

η̂ : = ⟨N δk0
D1D2

[̂ID1 ], ÎD2⟩ = ⟨N δk0
D2D1

[̂ID2 ], ÎD1⟩.

In addition, we have that

K̂δk0
DiDj

[̂IDi ] = K̂δk0
Dj

[̂IDj ].

Now, we define the quantity ν(δ) to be the eigenvalues of the operator M δk0
Di

, that
is,

ν(δ) = ⟨M δk0
D1

[ΨD1 ],ΨD1⟩ = ⟨M δk0
D2

[ΨD2 ],ΨD2⟩,

for the eigenfunctions ΨDi(δ) ∈ L2(Di), ΨDi(δ) = ÎDi + O
(

1
log(d)

)
. Thus, we have

that (4.52) is equivalent to

(
u1

u2

)
− δ2ω2ξ(ω, k)

(I − δ2ω2ξ(ω, k)Mδk0
D1

)−1

0

0
(
I − δ2ω2ξ(ω, k)Mδk0

D2

)−1

(Nδk0
D2D1

u2

Nδk0
D1D2

u1

)
= 0.

(4.54)
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Applying a pole-pencil decomposition, we observe that(
I − δ2ω2ξ(ω, k)M δk0

Di

)−1
[·] = ⟨·, ÎDi⟩ÎDi

1− δ2ω2ξ(ω, k)ν(δ)
+R[ω](·),

where the remainder terms R[ω](·) can be neglected. Hence, (4.54) is equivalent tou1 − δ2ω2ξ(ω, k)
⟨Nδk0

D2D1
u2 ,̂ID1

⟩̂ID1

1−δ2ω2ξ(ω,k)ν(δ)
= 0,

u2 − δ2ω2ξ(ω, k)
⟨Nδk0

D1D2
u1 ,̂ID2

⟩̂ID2

1−δ2ω2ξ(ω,k)ν(δ)
= 0,

which is equivalent to{
⟨N δk0

D1D2
u1, ÎD2⟩ − δ2ω2ξ(ω,k)

1−δ2ω2ξ(ω,k)ν(δ)
⟨N δk0

D1D2
ÎD1 , ÎD2⟩⟨N δk0

D2D1
u2, ÎD1⟩ = 0,

⟨N δk0
D2D1

u2, ÎD1⟩ − δ2ω2ξ(ω,k)
1−δ2ω2ξ(ω,k)ν(δ)

⟨N δk0
D2D1

ÎD2 , ÎD1⟩⟨N δk0
D1D2

u1, ÎD2⟩ = 0.

For this to have a solution, we need the determinant of the matrix induced by this
system to be zero. This gives

1− δ4ω4ξ(ω, k)2

(1− δ2ω2ξ(ω, k)ν(δ))2
⟨N δk0

D1D2
ÎD1 , ÎD2⟩⟨N δk0

D2D1
ÎD2 , ÎD1⟩ = 0.

Given the symmetry of our setting, we have that

⟨N δk0
D1D2

ÎD1 , ÎD2⟩ = ⟨N δk0
D2D1

ÎD2 , ÎD1⟩,

and hence, we get

1− δ2ω2ξ(ω, k)ν(δ)± δ2ω2ξ(ω, k)⟨N δk0
D1D2

ÎD1 , ÎD2⟩ = 0.

This is equivalent to

1− δ2ω2ξ(ω, k)

(
− |D1|

2π
log(δk0γ̂)(1± 1) + ⟨K(0)

D1
[̂ID1 ], ÎD1⟩

+ (δk0)
2 log(δk0γ̂)⟨K(1)

D1
[̂ID1 ], ÎD1⟩ ± ⟨R(0)

D2D1
[̂ID2 ], ÎD1⟩

± (δk0)
2 log(δk0γ̂)⟨R(1)

D2D1
[̂ID2 ], ÎD1⟩

)
= 0,

which is the desired result.

4.4. Example: circular resonators

In this section, we illustrate our results for the case of two-dimensional circular halide
perovskite resonators. We can find the resonant frequencies of a single particle ωs

by solving (4.38). Similarly, the hybridised resonant frequencies of a pair of circular

107



4. Subwavelength halide perovskite resonators

Figure 4.2.: Behaviour of the subwavelength resonances for small circular nano-
particles of radius δ. The resonant frequency ωs of a single circular
methylammonium lead chloride nano-particle is shown. For two circular
nano-particles, made from the same material, we see how the hybridis-
ation causes the frequencies ωdip (dipole) and ωmon (monopole) to shift
either side of ωs.

resonators can be found by solving (4.53). The two solutions of (4.53) are denoted
by ωmon and ωdip, to describe their monopolar and dipolar characteristics. As is
expected from other hybridised systems, it holds that ωmon < ωdip. We plot these
three frequencies as a function of the particle size δ in Figure 4.2(a). Parameter
values are chosen to corresponding to methylammonium lead chloride (MAPbCl3),
which is a popular halide perovskite [52]. We notice that the resonant frequencies for
these resonators lies in the range of visible frequencies, when the particles are hun-
dreds of nanometres in size. This puts the system in the appropriate subwavelength
regime that was required for our asymptotic method.

One thing we observe from Figure 4.2 is that in the δ → 0 limit, the frequencies
coincide. This is because the nano-particles behave as isolated, identical resonators
when δ is very small. Then, as δ increases the single-particle resonance ωs always
stays between the monopole and dipole frequencies of the hybridised case. In Fig-
ure 4.2(a) it appears that the three resonances coincide, however in Figures 4.2(b)
and 4.2(c) we plot ωs − ωmon and ωdip − ωs to show that the three values differ by
several hundred Hertz and satisfy ωmon < ωs < ωdip. The phenomenon of the dipole
frequency ωd being shifted above ωs and the monopole frequency ωm being shifted
below ωs is a typical behaviour of hybridised resonator systems, see e.g. [9].

4.5. Conclusion

We have established a new mathematical approach for modelling halide perovskite
resonators. This is a significant development of the existing theory of subwave-
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length resonators [8, 9], as it generalises the techniques to dispersive settings where
the permittivity of the material depends non-linearly on both the frequency and the
wavenumber. Given the growing use of halide perovskites in engineering applica-
tions, this theory will have a significant impact on the design of advanced devices
[38, 47]. The integral methods used here are able to describe a very broad class of
resonator shapes, so are an ideal approach for studying complex geometries, such as
the biomimetic eye developed by [36].
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5. Highly dispersive subwavelength
resonator systems

5.1. Introduction

When multiple resonators are allowed to influence one another coupling interactions
take place, which can often be complex and difficult to model. Understanding how
these interactions depend on the shapes, sizes and positions of resonators has allowed
scientists and engineers to design devices with exotic and remarkable properties.
Some notable examples include effectively negative material parameters [58, 71],
cloaking devices [54, 27] and bio-inspired structural colouration [66, 77]. The word
metamaterial is a broad term that is often used as a catchall term to encompass
materials whose emergent properties arise due to geometry and structure (as opposed
to purely from chemistry) [40].

For designing complex devices, it is valuable to be able to model systems of coupled
resonators without the need for expensive numerical simulations (e.g. with com-
mercial finite element packages). For this reason, there has been significant math-
ematical interest in developing concise models for coupled resonator systems. A
prominent field in this direction is multiple scattering theory [69]. These techniques
are particularly effective for modelling either small (point) scatterers or systems
whose geometry admits explicit representations (e.g. cylinders or spheres) [70, 35].
For homogeneous circles and spheres, the prominent approach in this direction is
Mie theory, named after Gustav Mie who famously developed so-called multipole so-
lutions for electromagnetic scattering by a sphere [53]. These expressions have been
used many times in the literature for designing complex devices and metamateri-
als [76]. To describe resonators with general and possibly complex shapes, integral
methods can be used [14]. On top of this, asymptotic techniques have helped provide
concise characterisations of complex problems. Homogenisation can be used char-
acterise the effective properties of materials with periodic [22, 37], quasi-periodic
[23] or random [33] micro-structures. Local properties can also be deduced through
asymptotic approaches. For example, asymptotic expansions can be computed when
resonators are very small or have highly contrasting material parameters [8, 9].

Extending existing asymptotic and integral methods to models of dispersive res-
onators, with physically realistic material parameters, has proved to be a challenging
problem. Some recent progress has been made for the well-known Drude model [20]
and for halide perovskites as demonstrated in Chapter 4. In these cases, resonant
frequencies of the coupled resonator system cannot be found by solving a simple
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eigenvalue problem, as the associated eigenvalue problem inherits the non-linearity
of the permittivity relation.

In this chapter, we will use integral methods to study a broad class of geometries
of halide perovskite resonators. This extends the theory developed in Chapter 4 for
one and two resonators to the case of three or more halide perovskite nano-particles.
In Section 5.2, we will present the integral formulation of the resonance problem
that we are studying. We will use asymptotic techniques to show how this system
can be approximated in the case that the resonators are small. In Section 5.3, we
will show how these results can be used to find the resonant frequencies of a coupled
system of circular halide perovskite resonators and present numerical visualisations.
Our results will be for a two-dimensional differential system, however we will show
(in the appendix) how these results can easily be modified to three dimensions.

In the final part of this chapter, in Section 5.4, we will use our asymptotic results
to treat an inverse design problem. In particular, given three wavelengths of vis-
ible light, we will show that a system of three identical circular halide perovskite
resonators can be chosen to resonate at those wavelengths and present an efficient
strategy for deriving the appropriate geometry. This problem is inspired by the
sensitivity of retinal receptor cells to three colours of light (red, blue and green).
This shows that, with the help of our mathematical insight, it is possible to add
customisable colour perception to bioinspired artificial eyes [36, 48]. This is from
the work carried in [5].

5.2. Asymptotic analysis

5.2.1. Problem setting

Let us consider N ∈ N halide perovskite resonators D1, D2, . . . , DN occupying a
bounded domain Ω ⊂ Rd, for d ∈ {2, 3}. We assume that the resonators have
permittivity given by

ε(ω, k) = ε0 +
α

β − ω2 + ηk2 − iγω
, (5.1)

where α, β, γ, η are positive constants. This is motivated by the formula for the per-
mittivity of halide perovskites reported in [52]. The non-linear dependence on both
the frequency ω and the wavenumber k are responsible for the complex, dispersive
behaviour of the material. We assume that the particles are non-magnetic, so that
the magnetic permeability µ0 is constant on all of Rd.

We consider the Helmholtz equation as a model for the propagation of time-harmonic
waves with frequency ω. This is a reasonable model for the scattering of transverse
magnetic polarised light (see e.g. [55, Remark 2.1] for a discussion). The wavenum-
ber in the background Rd \ Ω is given by k0 := ωε0µ0 and we will use k to denote
the wavenumber within Ω. Let us note here that, from now on, we will suppress
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5.2. Asymptotic analysis

the dependence of k0 on ω for brevity. We, then, consider the following Helmholtz
model for light propagation:

∆u+ ω2ε(ω, k)µ0u = 0 in Ω,

∆u+ k20u = 0 in Rd \ Ω,
u|+ − u|− = 0 on ∂Ω,
∂u
∂ν |+ − ∂u

∂ν |− = 0 on ∂Ω,

u(x)− uin(x) satisfies the outgoing radiation condition as |x| → ∞,

(5.2)

where uin is the incident wave, assumed to satisfy

(∆ + k20)uin = 0 in Rd,

and the appropriate outgoing radiation condition is the Sommerfeld radiation con-
dition, which requires that

lim
|x|→∞

|x| d−1
2

(
∂

∂|x| − ik0

)(
u(x)− uin(x)

)
= 0. (5.3)

In particular, we are interested in the case of small resonators. Thus, we will assume
that there exists some fixed domain D, which the the union of N disjoint subsets
D = D1 ∪D2 ∪ · · · ∪DN , such that Ω is given by

Ω = δD + z, (5.4)

for some position z ∈ Rd and characteristic size 0 < δ ≪ 1. Then, making a change
of variables, the Helmholtz problem (5.2) becomes{

∆u+ δ2ω2ε(ω, k)µ0u = 0 in D,

∆u+ δ2k20u = 0 in Rd \D,
(5.5)

along with the same transmission conditions on ∂D and far-field behaviour. We
are interested in the subwavelength behaviour of the system, which occurs when
δ ≪ k−1

0 . We will study this by performing asymptotics in the regime that the
frequency ω is fixed while the size δ → 0. We will characterise solutions to (5.2) in
terms of the system’s resonant frequencies. For a given wavenumber k, we define
ω = ω(k) to be a resonant frequency if it is such that there exists a non-trivial
solution u to (4.2) in the case that uin = 0.

We will also make an additional assumption on the dimensions of the nano-particles.
This will allow us to prove an approximation for the values of the modes u|Di ,
i = 1, . . . , N, on each particle. The assumption is one of diluteness, in the sense
that the particles are small relative to the separation distances between them. To
capture this, we introduce the parameter ρi to capture the size of the reference
particles D1, . . . , DN . We define ρi :=

1
2(diam(Di)) where diam(Di) is given by

diam(Di) = sup{|x− y| : x, y ∈ Di}. (5.6)

We will assume that each ρi → 0 independently of δ. This regime means that the
system is dilute in the sense that the particles are small relative to the distances
between them. These scales described by δ and ρi are depicted in Figure 5.1.
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ρ1

ρ4

ρ5

ρ2

ρ3 ρ6

ρ8

ρ7

D1

D2

D3

D4
D5

D6

D7

D8

δ

Figure 5.1.: A system of eight circular resonators. Here, we see how δ parametrizes
the size of our system. Also, for the diluteness assumption, for a circular
particle Di, i = 1, . . . , 8, we have that the parameter ρi is the radius of
Di.

5.2.2. Integral formulation

Let G(x, k) be the outgoing Helmholtz Green’s function in Rd, defined as the unique
solution to (∆+k2)G(x, k) = δ0(x) in Rd, along with the outgoing radiation condition
(5.3). It is well known that G is given by

G(x, k) =

{
− i

4H
(1)
0 (k|x|), d = 2,

− eik|x|

4π|x| , d = 3,
(5.7)

whereH
(1)
0 is the Hankel function of first kind and order zero. Then, as in Chapter 4,

we have the following result, which gives an integral representation of the scattering
problem.

Theorem 5.2.1 (Lippmann-Schwinger integral representation formula). A function u
satisfies the differential system (5.2) if and only if it satisfies the following equation

u(x)− uin(x) = −δ2ω2ξ(ω, k)

∫
D
G(x− y, k0δ)u(y)dy, x ∈ Rd, (5.8)

where the function ξ : C → C describes the permittivity contrast between D and the
background and is given by

ξ(ω, k) = µ0(ε(ω, k)− ε0).
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5.2. Asymptotic analysis

Thus, a resonant mode of the system (5.2) is a non-trivial solution u to the integral
equation (5.8) that exists when uin(x) = 0. Since the domains D1, . . . , DN are
disjoint, the field u− uin scattered by the N particles can be written as

(u− uin)(x) = −δ2ω2ξ(ω, k)
N∑
i=1

∫
Di

G(x− y, k0δ)u(y), for x ∈ Rd. (5.9)

We are interested in understanding how the formula (5.8) behaves in the case that δ
is small. For this, the asymptotic expansions of the Green’s function will be of great
help. Although, we have to distinguish the cases of two and three dimensions, since
these expansions differ in each case. We will work on the two-dimensional setting
as the asymptotic expansions are more complicated. The same method can be used
in three-dimensions, although the analysis is slightly easier. We present some of the
key details in Appendix A.4.1.

5.2.3. Two-dimensional analysis

Let us assume that we work in dimension d = 2 and let us consider N halide
perovskite resonators D1, D2, . . . , DN , made from the same material. We define the
operators Kk0δ

Di
and Rk0δ

DiDj
, for i, j = 1, 2, . . . , N , i ̸= j, as follows.

Definition 5.2.2. We define the integral operators Kk0δ
Di

and Rk0δ
DiDj

, for i, j =
1, 2, ..., N , by

Kk0δ
Di

: u
∣∣
Di

∈ L2(Di) 7−→ −
∫
Di

G(x− y, k0δ)u(y)dy
∣∣∣
Di

∈ L2(Di)

and

Rk0δ
DiDj

: u
∣∣
Di

∈ L2(Di) 7−→ −
∫
Di

G(x− y, k0δ)u(y)dy
∣∣∣
Dj

∈ L2(Dj).

We continue by recalling from Chapter 4 some results concerning the asymptotic
behaviour of these integral operators.

Definition 5.2.3. We define the integral operators Mk0δ
Di

and Nk0δ
DiDj

, for i, j =
1, 2, . . . , N , i ̸= j, as

Mk0δ
Di

:= K̂k0δ
Di

+K
(0)
Di

+ (k0δ)
2 log(k0δγ̂)K

(1)
Di
,

and

Nk0δ
DiDj

:= K̂k0δ
DiDj

+R
(0)
DiDj

+ (k0δ)
2 log(k0δγ̂)R

(1)
DiDj

,
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where

K
(0)
Di

: u
∣∣∣
Di

∈ L2(Di) 7−→
∫
Di

G(x− y, 0)u(y)dy
∣∣∣
Di

∈ L2(Di),

K̂k0δ
Di

: u
∣∣∣
Di

∈ L2(Di) 7−→ − 1

2π
log(γ̂k0δ)

∫
Di

u(y)dy
∣∣∣
Di

∈ L2(Di),

K
(1)
Di

: u
∣∣∣
Di

∈ L2(Di) 7−→
∫
Di

∂

∂k
G(x− y, k)

∣∣∣
k=0

u(y)dy
∣∣∣
Di

∈ L2(Di),

and

R
(0)
DiDj

: u
∣∣∣
Di

∈ L2(Di) 7−→
∫
Di

G(x− y, 0)u(y)dy
∣∣∣
Dj

∈ L2(Dj),

K̂k0δ
DiDj

: u
∣∣∣
Di

∈ L2(Di) 7−→ − 1

2π
log(γ̂k0δ)

∫
Di

u(y)dy
∣∣∣
Dj

∈ L2(Dj),

R
(1)
DiDj

: u
∣∣∣
Di

∈ L2(Di) 7−→
∫
Di

∂

∂k
G(x− y, k)

∣∣∣
k=0

u(y)dy
∣∣∣
Dj

∈ L2(Dj).

Proposition 5.2.4. For the integral operators Kk0δ
Di

and Rk0δ
DiDj

, we can write

Kk0δ
Di

=Mk0δ
Di

+O
(
δ4 log(δ)

)
, and Rk0δ

DiDj
= Nk0δ

DiDj
+O

(
δ4 log(δ)

)
, (5.10)

as δ → 0 and with k0 fixed.

Since the scattered field is fully determined by the value within each resonator, we
will introduce the notation

ui := u|Di , i = 1, . . . , N. (5.11)

Then, the resonance problem is to find ω ∈ C, such that there exists (u1, u2, . . . , uN ) ∈
L2(D1)× L2(D2)× · · · × L2(DN ), ui ̸= 0, for i = 1, . . . , N, such that
1− δ2ω2ξ(ω, k)Mk0δ

D1
−δ2ω2ξ(ω, k)Nk0δ

D2D1
. . . −δ2ω2ξ(ω, k)Nk0δ

DND1

−δ2ω2ξ(ω, k)Nk0δ
D1D2

1− δ2ω2ξ(ω, k)Mk0δ
D2

. . . −δ2ω2ξ(ω, k)Nk0δ
DND2

...
...

. . .
...

−δ2ω2ξ(ω, k)Nk0δ
D1DN

−δ2ω2ξ(ω, k)Nk0δ
D2DN

. . . 1− δ2ω2ξ(ω, k)Mk0δ
DN



u1
u2
...
uN

 =


0
0
...
0

 .

(5.12)

To ease the notation in what follows, let us define a modified version of the modulo
function. This is modified to always return strictly positive values (this is important
it will be used for matrix indices later). In particular, it is chosen so that N⌊N⌋ = N
for any N ∈ N.

Definition 5.2.5. Given N ∈ N, we denote by ⌊N⌋ : N → {1, 2, . . . , N} a modified
version of the modulo function, i.e., the remainder of euclidean division by N . In
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5.2. Asymptotic analysis

particular, for all M ∈ N, there exists unique τ ∈ Z≥0 and r ∈ N with 0 < r ≤ N ,
such that

M = τ ·N + r.

Then, we define M⌊N⌋ to be
M⌊N⌋ := r.

Here, let us state the following lemma, which will be used to prove the main results
of this subsection.

Lemma 5.2.6. For i = 1, . . . , N , let ϕ
(δ)
i denote the eigenvector associated to the

particle Di of the potential Mk0δ
Di

. Then, we have that

ϕ
(δ)
i = 1̂Di +O

(
1

log δ

)
, i = 1, . . . , N,

where 1̂Di =
1Di√
|Di|

and |Di| is used to denote the volume of Di.

Proof. We refer to Appendix A of [8] for the complete proof of this statement. The
main idea is to notice that the first order of the expansion of the operator Mk0δ

Di

is independent of x ∈ D. Hence, the eigenvectors ϕ
(δ)
i , i = 1, 2, ..., N , should be

constant functions, meaning they can be approximated as ϕ
(δ)
i = 1̂Di + O( 1

log(δ)),

where 1̂Di =
1Di√
|Di|

.

We recall the diluteness assumption that we have made on our system, which is
captured by considering small particle size ρ. We define ρ := 1

2 maxi(diam(Di))
where diam(Di) is given by

diam(Di) = sup{|x− y| : x, y ∈ Di}. (5.13)

Then, in the case that ρ is small, we have the following lemma, which will be used
later.

Lemma 5.2.7. For all i = 1, . . . , N , we denote ui = u|Di, where u is a resonant
mode, in the sense that it is a solution to (5.8) with no incoming wave. Then, for
characteristic size δ of the same order as ρ, we can write that

ui = ⟨u, ϕ(δ)i ⟩ϕ(δ)i +O(ρ2), i = 1, . . . , N, (5.14)

as ρ → 0, where ϕ
(δ)
i denotes the eigenvector associated to the particle Di of the

potential Mk0δ
Di

and ρ > 0 denotes the particle size parameter of D1, . . . , DN . Here,
δ and ρ are of the same order in the sense that δ = O(ρ) and ρ = O(δ). In this
case, the error term holds uniformly for any small δ and ρ in a neighbourhood of 0.

Proof. We refer to Appendix A.4.2.
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5. Highly dispersive subwavelength resonator systems

We can now state the main result in the two-dimensional case.

Theorem 5.2.8. The scattering resonance problem in two dimensions becomes, at
leading order as δ → 0 and ρ→ 0, with δ = O(ρ) and ρ = O(δ), finding ω ∈ C such
that

det(L) = 0,

where the matrix L is given by

Lij =

⟨Nk0δ
DiDi+1⌊N⌋

ϕ
(δ)
i , ϕ

(δ)
i+1⌊N⌋⟩, if i = j,

−Bi(ω, δ)⟨Nk0δ
DjDi

ϕ
(δ)
j , ϕ

(δ)
i ⟩⟨Nk0δ

DiDi+1⌊N⌋
ϕ
(δ)
i , ϕ

(δ)
i+1⌊N⌋⟩, if i ̸= j.

(5.15)

Here, k0 = µ0ε0ω and

Bi(ω, δ) :=
δ2ω2ξ(ω, k)

1− δ2ω2ξ(ω, k)ν
(i)
δ

, i = 1, 2, ..., N, (5.16)

with ν
(i)
δ and ϕ

(δ)
i being the eigenvalues and the respective eigenvectors associated to

the particle Di of the potential Mk0δ
Di

, for i = 1, 2, . . . , N .

Proof. We observe that the integral formulation (5.12) is equivalent to


u1
u2
...
uN

− δ2ω2ξ(ω, k)M



N∑
j=1,j ̸=1

Nk0δ
DjD1

uj

N∑
j=1,j ̸=2

Nk0δ
DjD2

uj

...
N∑

j=1,j ̸=N

Nk0δ
DjDN

uj


=


0
0
...
0

 , (5.17)

where M is the diagonal matrix given by

Mij =


(
1− δ2ω2ξ(ω, k)Mk0δ

Di

)−1
, if i = j,

0, if i ̸= j,

for i, j = 1, . . . , N . From the pole-pencil decomposition, for i = 1, 2, . . . , N , we have

(
1− δ2ω2ξ(ω, k)Mk0δ

Di

)−1
(·) = ⟨·, ϕ(δ)i ⟩ϕ(δ)i

1− δ2ω2ξ(ω, k)ν
(i)
δ

+Ri[ω](·).
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We recall that, as in Chapter 4, the remainder term Ri[ω](·) can be neglected. Thus,
(5.17) gives


u1
u2
...
uN

− δ2ω2ξ(ω, k)M̃



N∑
j=1,j ̸=1

Nk0δ
DjD1

uj

N∑
j=1,j ̸=2

Nk0δ
DjD2

uj

...
N∑

j=1,j ̸=N

Nk0δ
DjDN

uj


=


0
0
...
0

 ,

where M̃ is the diagonal matrix given by

M̃ij =


⟨·,ϕ(δ)

i ⟩ϕ(δ)
i

1−δ2ω2ξ(ω,k)ν
(i)
δ

, if i = j,

0, if i ̸= j.

This is equivalent to the following system

ui −
δ2ω2ξ(ω, k)

1− δ2ω2ξ(ω, k)ν
(i)
δ

N∑
j=1,j ̸=i

⟨Nk0δ
DjDi

uj , ϕ
(δ)
i ⟩ϕ(δ)i = 0, for each i = 1, . . . , N.

(5.18)

Then, applying the operator Nk0δ
DiDi+1⌊N⌋

to (5.18) for each i and taking the product

with ϕ
(δ)
i+1⌊N⌋, gives

⟨Nk0δ
DiDi+1⌊N⌋

ui, ϕ
(δ)
i+1⌊N⌋⟩−

− Bi(ω, δ)
N∑

j=1,j ̸=i

⟨Nk0δ
DjDi

uj , ϕ
(δ)
i ⟩⟨Nk0δ

DiDi+1⌊N⌋
ϕ
(δ)
i , ϕ

(δ)
i+1⌊N⌋⟩ = 0,

(5.19)

for each i = 1, . . . , N . We observe that for j = 1, . . . , N , from Lemma 5.2.7, the
following approximation formula holds:

uj ≃ ⟨u, ϕ(δ)j ⟩ϕ(δ)j .

Applying this to (5.19), we get

⟨Nk0δ
DiDi+1⌊N⌋

ϕ
(δ)
i , ϕ

(δ)
i+1⌊N⌋⟩⟨u, ϕ

(δ)
i ⟩−

− Bi(ω, δ)
N∑

j=1,j ̸=i

⟨Nk0δ
DjDi

ϕ
(δ)
j , ϕ

(δ)
i ⟩⟨Nk0δ

DiDi+1⌊N⌋
ϕ
(δ)
i , ϕ

(δ)
i+1⌊N⌋⟩⟨u, ϕ

(δ)
j ⟩ = 0,

(5.20)
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for each i = 1, . . . , N . This system has the matrix representation

L


⟨u, ϕ(δ)1 ⟩
⟨u, ϕ(δ)2 ⟩

...

⟨u, ϕ(δ)N ⟩

 =


0
0
...
0

 , (5.21)

where L is given by (5.15), which is the desired result.

Corollary 5.2.9. It holds that for 1 ≤ i, j ≤ N ,

Lij =


⟨Nk0δ

DiDi+1⌊N⌋
1̂Di , 1̂Di+1⌊N⌋⟩, if j = i,

−Bi(ω, δ)⟨Nk0δ
DiDi+1⌊N⌋

1̂Di , 1̂Di+1⌊N⌋⟩2, if j = i+ 1⌊N⌋,
−Bi(ω, δ)⟨Nk0δ

DiDj
1̂Di , 1̂Dj ⟩⟨Nk0δ

DiDi+1⌊N⌋
1̂Di , 1̂Di+1⌊N⌋⟩, otherwise.

(5.22)

Proof. We have from Lemma 5.2.6 that the eigenvectors ϕ
(δ)
i , i = 1, 2, ..., N , are by

ϕ
(δ)
i = 1̂Di +O( 1

log(δ)), where 1̂Di =
1Di√
|Di|

. Then, we can directly see the symmetry

argument

⟨Nk0δ
DiDj

1̂Di , 1̂Dj ⟩ = ⟨Nk0δ
DjDi

1̂Dj , 1̂Di⟩.

This implies that

Li,i+1⌊N⌋ = −Bi(ω, δ)⟨Nk0δ
DiDj

1̂Di , 1̂Di+1⌊N⌋⟩2,

which gives the desired result.

5.3. Computation of the coupled resonant frequencies

In Theorem 5.2.8, we have derived an asymptotic formula for the resonant frequen-
cies. This amounts to finding the ω such that det(L(ω)) = 0. In this section, we
will show how to use this asymptotic formula to calculate the resonant frequencies
for physical examples. This calculation is not straightforward, since the integral
operators have highly non-linear dependence on ω. However, an explicit formula
can be derived under an additional assumption. Furthermore, Muller’s method can
be used to find the the frequencies for which the coefficient matrix is singular, given
appropriate initial guesses.
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ρ ρ

ρ

κ

κ κD1 D2

D3

Figure 5.2.: A system of three identical circular resonators can be modelled concisely
using our asymptotic method. We study halide perovskite resontators
D1, D2 and D3 of radius ρ, made from the same material, with centers
placed at a distance κ from each other.

5.3.1. Example: Three circular resonators

Let us consider the case of having three identical circular halide perovskite resonators
D1, D2 and D3. We will assume that the particles are placed at the same distance κ
from each other. This geometry is sketched in Figure 5.2 and will serve as a suitable
example to demonstrate our method. In order to ease the notation, let us write

N12(ω, δ) := ⟨Nk0δ
D1D2

1̂D1 , 1̂D2⟩, N23(ω, δ) := ⟨Nk0δ
D2D3

1̂D2 , 1̂D3⟩

and

N31(ω, δ) := ⟨Nk0δ
D3D1

1̂D3 , 1̂D1⟩.

In order to accelerate the numerical computations and facilitate explicit analytic
results, we will make an additional assumption. This assumption is that Nij(ω, δ)
has no a priori dependence on the frequency ω. This is justified in the specific
case of halide perovskite nano-particles since ε0 is of the same magnitude as the
characteristic size δ. This assumption does not discard the dispersive nature of our
system with respect to the frequency ω ∈ C, since this dependence is due to the
terms Bi(ω, δ), i = 1, . . . , N , where the non-linear dispersive permittivity relation
appears. Further, since we are working with the frequencies of the visible light, it
holds that ω is of the same magnitude as δ−2. Thus, it is reasonable to assume that
δk0 is constant with respect to ω. Since the dependence of Nij on ω always takes
this form, we can assume it to be approximately independent of ω. We will make
this assumption for the results presented in this subsection, and it will be of great
importance in studying the inverse design problem in the following section. We
write N12(ω, δ) = N12(δ), N23(ω, δ) = N23(δ) and N31(ω, δ) = N31(δ). Also, since
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5. Highly dispersive subwavelength resonator systems

the resonators are identical, it means that they are made from the same material and
have the same symmetry. As a result, it holds that B1(ω, δ) = B2(ω, δ) = B3(ω, δ) =:
B(ω, δ). Thus, the matrix L can be rewritten as

L =

 N12(δ) −B(ω, δ)N12(δ)
2 −B(ω, δ)N12(δ)N31(δ)

−B(ω, δ)N12(δ)N23(δ) N23(δ) −B(ω, δ)N23(δ)
2

−B(ω, δ)N31(δ)
2 −B(ω, δ)N23(δ)N31(δ) N31(δ)

 .

(5.23)

Then, seeking ω such that det(L) = 0, gives that

2N12(δ)N23(δ)N31(δ)B(ω, δ)3 +
(
N12(δ)

2 +N23(δ)
2 +N31(δ)

2
)
B(ω, δ)2 − 1 = 0.

(5.24)

We solve (5.24) for B(ω, δ) and denote the three solutions by Bi, for i = 1, 2, 3.
Then, solving for ω ∈ C in (5.16), we have[

µ0αδ
2 + Bi + Biµ0αδ

2ν(δ)
]
ω2 + iBiγω − Biβ − Biηk

2 = 0,

from which we obtain

ωi =

−iBiγ ±
√

−B2
i γ

2 + 4
(
Biβ + Biηk2

)(
µ0αδ2 + Bi + Biµ0αδ2ν(δ)

)
2
(
µ0αδ2 + Bi + Biµ0αδ2ν(δ)

) , i = 1, 2, 3.

(5.25)

It is helpful to illustrate these results by comparing the case of three resonators to
one- and two-particle systems. We plot all these frequencies as a function of the
particle size in Figure 5.3. The resonant frequency for one particle is denoted by

ω
(1)
s and the subwavelength frequencies for the case of two particles will be denoted

by ω
(2)
mon and ω

(2)
dip. These systems were explored in detail in Chapter 4, where it was

shown that that ω
(2)
mon < ω

(1)
s < ω

(2)
dip as a result of the hybridisation. For the case

of three particles, we denote the frequencies by ω
(3)
1 , ω

(3)
2 and ω

(3)
3 , and we observe

that there is also an ordering between them ω
(3)
1 < ω

(3)
2 < ω

(3)
3 . Parameter values

are chosen to corresponding to methylammonium lead chloride (MAPbCl3), which
is a popular halide perovskite [52]. We notice that the resonant frequencies for these
resonators lies in the range of visible frequencies, when the particles are hundreds of
nanometres in size. This puts the system in the appropriate subwavelength regime
that was required for our asymptotic method. As δ → 0, the frequencies of the

different cases converge to ω
(1)
s . This is because the nano-particles behave as isolated,

identical resonators when δ is very small. Then, as δ increases, we observe that there
is a separation between the frequencies of the two particle and three particle case

ω
(3)
1 < ω

(2)
mon < ω

(3)
2 < ω

(2)
dip < ω

(3)
3 . In Figures 5.3(b) and 5.3(c), we can see more

clearly this separation. This is the effect of the hybridisation on the system of
resonators.
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5.3. Computation of the coupled resonant frequencies

Figure 5.3.: Behaviour of the subwavelength resonances for small circular nano-
particles of radius δ. For three circular methylammonium lead chlo-
ride nano-particles, we see how the hybridisation causes the frequencies

ω
(3)
1 , w

(3)
2 and ω

(3)
3 to shift, relative to the uncoupled resonant frequency

of a single particle. We compare them with the hybridised frequencies

ω
(2)
mon, ω

(2)
dip of the two circular particle case and the resonant frequency

ω
(1)
s of the single particle. All the resonators are identical, in the sense

that they are the same size and made from the same material (methy-
lammonium lead chloride).
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5. Highly dispersive subwavelength resonator systems

ρ ρ

ρ

α1

α3 α2

D1 D2

D3

Figure 5.4.: Our asymptotic results can be used to design a system of three iden-
tical resonators with specific resonant frequencies. We study a system
of three identical circular halide perovskite resonators D1, D2 and D3,
each with radius ρ, with centers placed at distances dist(D1, D2) =
α1, dist(D2, D3) = α2 and dist(D1, D3) = α3.

5.4. Inverse design

In this section, we will use our asymptotic results to tackle an inverse design prob-
lem. Let us assume that we are given three identical two-dimensional circular
halide perovskite resonators D1, D2 and D3 of radius ρ ∈ R>0 and three frequencies
ω1, ω2, ω3 ∈ C. Again, we will assume that we are working with nano-particles and
that the frequencies given are of the visible light, and so of order δ−2. We want
to find the appropriate geometry such that the system of three particles resonates
at ω1, ω2 and ω3. This toy problem is inspired by human vision, which is sensitive
to three different colours, and the desire to design systems capable of giving colour
perception to bioinspired artificial eyes made from halide perovskites [36, 48].

Let us denote the separation distances as

α1 = dist(D1, D2), α2 = dist(D2, D3), α3 = dist(D1, D3).

The configuration is sketched in Figure 5.4. Then, our problem is finding α1, α2, α3 ∈
R, such that

det(L)(ω1, δ) = det(L)(ω2, δ) = det(L)(ω3, δ) = 0,

where L is the coefficient matrix given by (5.22). This translates into finding
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5.4. Inverse design

(α1, α2, α3) ∈ R3, such that
2B(ω1, δ)

3N12(δ)N23(δ)N13(δ) + B(ω1, δ)
2
(
N12(δ)

2 +N23(δ)
2 +N13(δ)

2
)
− 1 = 0,

2B(ω2, δ)
3N12(δ)N23(δ)N13(δ) + B(ω2, δ)

2
(
N12(δ)

2 +N23(δ)
2 +N13(δ)

2
)
− 1 = 0,

2B(ω3, δ)
3N12(δ)N23(δ)N13(δ) + B(ω3, δ)

2
(
N12(δ)

2 +N23(δ)
2 +N13(δ)

2
)
− 1 = 0.

(5.26)

Here, let us note that we have suppressed the dependence of the terms Nij , i, j =
1, 2, 3, i ̸= j on the frequencies ωi ∈ C, for i = 1, 2, 3, since, as mentioned in
the previous subsection, it makes physical sense for our model, and the dispersive
character is still preserved.

Our design strategy will have two steps. First, we will find the appropriate charac-
teristic size in order for (5.26) to admit a solution. Then, we derive the condition on
the separation distances that is required to give the desired resonant frequencies.

5.4.1. Linearity of off-diagonal entries

In order to handle (5.26), it will be helpful to establish how the coefficients Nij

depend on the distances between the particles, in the case that δ is small. Let
us first show the following lemma which we will use later and is a consequence of
working with small, circular particles.

Lemma 5.4.1. Let d ∈ R be fixed and A ∈ C be given by A = R cos(t) + iR sin(t),
where R, t ∈ R. Then, as R→ 0, we have that

|A+ d| = |A|+ d+O(R).

Proof. We observe that

|A+ d|2 = |R cos(t) + iR sin(t) + d|2

= R2 cos2(t) + 2dR cos(t) + d2 +R2sin2(t)

and (
|A|+ d

)2
= R2 cos2(t) +R2 sin2(t) + 2d|R cos(t) + iR sin(t)|+ d2.

Hence, as R→ 0,

|A+ d|2 =
(
|A|+ d

)2
+O(R),

which gives the desired result.

We will now state a fundamental result which contributes a lot to the analysis of
the system.
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5. Highly dispersive subwavelength resonator systems

Theorem 5.4.2. There exists S = S(δ),Q = Q(δ) ∈ C, such that as δ → 0

Nij(δ) = S+Qdist(Di, Dj) +O(δ4), i, j = 1, . . . , N,

where dist(Di, Dj) denotes the distance between the unscaled particles Di and Dj,
which does not depend on δ.

Proof. Let us recall that

Nij(δ) = ⟨Nk0δ
DiDj

1̂Di , 1̂Dj ⟩

= ⟨K̂k0δ
DiDj

1̂Di , 1̂Dj ⟩+ ⟨R(0)
DiDj

1̂Di , 1̂Dj ⟩+ (k0δ)
2 log(k0δγ̂)⟨R(1)

DiDj
1̂Di , 1̂Dj ⟩.

We will look at this expression term by term. We observe that

⟨K̂k0δ
DiDj

1̂Di , 1̂Dj ⟩ = − 1

2π
log(k0δγ̂)

∫
Dj

∫
Di

1̂Di(y)dy1̂Dj (x)dx.

Since there is no distance element appearing in the integrand, there is not depen-
dence on the distance between the particles Di and Di. Thus, this is a constant
with respect to the resonator distance,

Kij := ⟨K̂k0δ
DiDj

1̂Di , 1̂Dj ⟩ (5.27)

Next, we have

⟨R(0)
DiDj

1̂Di , 1̂Dj ⟩ = − 1

2π

∫
Dj

∫
Di

log |x− y|1̂Di(y)dy1̂Dj (x)dx

= − 1

2π
√
|Di||Dj |

∫ 2π

0

∫ ρ

0

∫ 2π

0

∫ ρ

0
log
∣∣∣rxeitx − rye

ity + dist(Di, Dj)
∣∣∣ryrxdrydtydrxdtx,

where we have changed to polar coordinates and used the fact that the particles are
circular and identical. From this, we also get |D1| = |D2| = |D3| = πρ2. In addition,
using the Taylor expansion of the logarithm function and Lemma 5.4.1, we have

log
∣∣∣rxeitx − rye

ity + dist(Di, Dj)
∣∣∣ ≃ ∣∣∣rxeitx − rye

ity
∣∣∣+ dist(Di, Dj)− 1 +O(ρ2).

If we define

R(0) := − 1

2π2ρ2

∫ 2π

0

∫ ρ

0

∫ 2π

0

∫ ρ

0

(∣∣∣rxeitx − rye
ity
∣∣∣− 1

)
ryrxdrydtydrxdtx,

then we have that

⟨R(0)
DiDj

1̂Di , 1̂Dj ⟩ = R(0) − ρ2

2
dist(Di, Dj) +O(ρ4). (5.28)

The last term can be rewritten as

⟨R(1)
DiDj

1̂Di , 1̂Dj ⟩ = − i

4π

∫
Dj

∫
Di

1

|x− y| 1̂Di(y)dy1̂Dj (x)dx
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=
−i

4π2ρ2

∫ 2π

0

∫ ρ

0

∫ 2π

0

∫ ρ

0

ryrx∣∣∣rxeitx − ryeity + dist(Di, Dj)
∣∣∣drydtydrxdtx.

Again, using the Taylor expansion and Lemma 5.4.1, we have

1∣∣∣rxeitx − ryeity + dist(Di, Dj)
∣∣∣ ≃ 2 + dist(Di, Dj)−

∣∣∣rxeitx − rye
ity
∣∣∣+O(ρ2)

Hence, defining

R(1) :=
−i

4π2ρ2

∫ 2π

0

∫ ρ

0

∫ 2π

0

∫ ρ

0

(
2−

∣∣∣rxeitx − rye
ity
∣∣∣)ryrxdrydtydrxdtx,

gives

⟨R(1)
DiDj

1̂Di , 1̂Dj ⟩ = R(1) − iρ2

4
dist(Di, Dj) +O(ρ4). (5.29)

Gathering the results (5.27), (5.28) and (5.29), we obtain

Nij(δ) =Kij +R(0) + (k0δ)
2 log(k0δγ̂)R

(1)+ (5.30)

+

[
−ρ

2

2
− iρ2

4
(k0δ)

2 log(k0δγ̂)

]
dist(Di, Dj) +O(δ4), (5.31)

and thus, by defining

Sij := Kij +R(0) + (k0δ)
2 log(k0δγ̂)R

(1)

and

Q := −ρ
2

2
− iρ2

4
(k0δ)

2 log(k0δγ̂),

we get

Nij(δ) = Sij +Qdist(Di, Dj) +O(δ4).

Since the particles are identical, we have directly that S12 = S23 = S13 =: S, from
which the result follows.

Remark 5.4.3. We note that this theorem can also be generalised to the cases where
the resonators are not circular. The adaptation required would be a change in the
definitions of S and Q.

The above theorem allows us to write

N12 = S+Qα1 +O(δ4), N23 = S+Qα2 +O(δ4)

and N13 = S+Qα3 +O(δ4).
(5.32)
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5. Highly dispersive subwavelength resonator systems

5.4.2. Condition on characteristic size

The first thing that we wish to understand is when the system (5.26) has a solution.
Let us write

X = N12N23N13 and Y = N2
12 +N2

23 +N2
13.

Then, (5.26) becomes 
2B(ω1, δ)

3X + B(ω1, δ)
2Y − 1 = 0,

2B(ω2, δ)
3X + B(ω2, δ)

2Y − 1 = 0,

2B(ω3, δ)
3X + B(ω3, δ)

2Y − 1 = 0.

(5.33)

Using the Gauss elimination process, we get that the following equation needs to be
satisfied

B(ω3, δ)
2
[
B(ω1, δ)

3 − B(ω2, δ)
3
][
B(ω3, δ)− B(ω1, δ)

]
=

= B(ω2, δ)
2
[
B(ω1, δ)

3 − B(ω3, δ)
3
][
B(ω2, δ)− B(ω1, δ)

]
.

Expanding this, we obtain that the characteristic size δ needs to satisfy

δ2ν(δ) =
−1

3ω2
1ξ(ω1, k)ω2

2ξ(ω2, k)ω2
3ξ(ω3, k)

·
[
ω4
1ξ(ω1, k)

2ω6
3ξ(ω3, k)

3−

− ω6
1ξ(ω1, k)

3ω4
3ξ(ω3, k)

2 + ω6
2ξ(ω2, k)

3ω4
3ξ(ω3, k)

2−
− ω4

1ξ(ω1, k)
2ω6

2ξ(ω2, k)
3 + ω6

1ξ(ω1, k)
3ω4

2ξ(ω2, k)
2−

− ω4
2ξ(ω2, k)

2ω6
3ξ(ω3, k)

3

]
·
[
ω2
1ξ(ω1, k)ω

4
2ξ(ω2, k)

2+

+ ω2
2ξ(ω2, k)ω

4
3ξ(ω3, k)

2 + ω4
1ξ(ω1, k)

2ω2
3ξ(ω3, k)−

− ω2
1ξ(ω1, k)ω

4
3ξ(ω3, k)

2 − ω4
2ξ(ω2, k)

2ω2
3ξ(ω3, k)−

− ω4
1ξ(ω1, k)

2ω2
2ξ(ω2, k)

]−1

,

(5.34)

for (5.33) to have a solution.

5.4.3. Condition on separation distances

We assume that the condition (5.34) is satisfied. Then, we can reduce our study of
the system (5.33) to finding a solution to{

2B(ω1, δ)
3X + B(ω1, δ)

2Y − 1 = 0,

2B(ω2, δ)
3X + B(ω2, δ)

2Y − 1 = 0.
(5.35)
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5.5. Conclusion

This gives

X =
B(ω2, δ)

2
[
B(ω2, δ)− B(ω1, δ)

]
−
[
B(ω2, δ)

3 − B(ω1, δ)
3
]

2B(ω1, δ)B(ω2, δ)2
[
B(ω2, δ)B(ω1, δ)2 − B(ω1, δ)3

] (5.36)

and

Y =
B(ω2, δ)

3 − B(ω1, δ)
3

B(ω1, δ)2B(ω2, δ)2
[
B(ω2, δ)− B(ω1, δ)

] . (5.37)

Fixing these values for X and Y and varying α3 ∈ R, we get from (5.26),

α2(α3) =
1

Q

−S±
√

−C ±
√
C2 − 4X2(S+Qα3)2

2(S+Qα3)2

 , (5.38)

where C = (S+Qα3)
2[(S+Qα3)

2 − Y ] and

α1(α3) =
1

Q

 X(
S+Qα2(α3)

)(
S+Qα3

) − S

 . (5.39)

Let us also note here, that in order for the distances found to make geometric sense,
we require ∣∣∣α3 − α2(α3)

∣∣∣ ≤ α1(α3) ≤
∣∣∣α3 + α2(α3)

∣∣∣, (5.40)

which gives an additional condition on α3 ∈ R. Therefore, we conclude that the
distances α1, α2 and α3 must lie in the one-dimensional space given by

α1(α3)
α2(α3)
α3

 : α3 ∈ R such that (5.40) holds and δ ∈ R is given by (5.34)

 .

(5.41)

5.5. Conclusion

We have developed an approach for modelling a coupled system of many subwave-
length halide perovskite resonators. Their highly dispersive material parameters
makes this a challenging problem, but, given their rapidly growing usage in electro-
magnetic devices, efficient mathematical methods like ours are becoming increasingly
valuable. Our method is sufficiently concise that we have been able to use it for an
inverse design problem, which would have required significant computational effort
to solve using numerical simulation methods. These results can accelerate the design
of advanced photonic devices [38, 47], including those with complicated structures
and geometries, such as the biomimetic eye developed by [36].
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A. Appendices

A.1. Appendix to Chapter 2

A.1.1. Proofs of impedance monotonicity

A.1.1.1. Proof of Theorem 2.3.13

Proof of Theorem 2.3.13. We assume that we are working in a band gap A. We
apply ∂

∂ω on both sides of (2.2) and we get, using (2.14), that

∂

∂ω

[
∂

∂x

(
E(x, ω)

∂u

∂x

)]
=

∂

∂ω

(
− µ0ω

2u
)
,

which is, from (2.14),

∂

∂x

[
∂

∂ω

(
E(x, ω)

∂u

∂x

)]
= −2µ0ωu− µ0ω

2ϕ

and so

∂

∂x

[
∂E

∂ω
(x, ω)

∂u

∂x
+ E(x, ω)

∂ϕ

∂x

]
= −2µ0ωu− µ0ω

2ϕ. (A.1)

Also, we have

dZ+

dω
=

∂

∂ω

( u

Eu

)
=

1(
E ∂u

∂x

)2 [E∂u∂xϕ− u

(
∂E

∂ω

∂u

∂x
+ E

∂ϕ

∂x

)]
.

Let us define the Wronskian W by

W := E
∂u

∂x
ϕ− u

(
∂E

∂ω

∂u

∂x
+ E

∂ϕ

∂x

)
. (A.2)

Then, we get

dZR

dω
=

W(
E ∂u

∂x

)2 .
We observe that

∂W
∂x

=
∂

∂x

[
E
∂u

∂x
ϕ− u

(
∂E

∂ω

∂u

∂x
+ E

∂ϕ

∂x

)]
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=
∂E

∂x

∂u

∂x
ϕ+ E

(
∂u2

∂x2
ϕ+

∂u

∂x

∂ϕ

∂x

)
− ∂u

∂x

(
∂E

∂ω

∂u

∂x
+ E

∂ϕ

∂x

)
−

− u
∂

∂x

(
∂E

∂ω

∂u

∂x
+ E

∂ϕ

∂x

)
=
∂E

∂x

∂u

∂x
ϕ+ E

∂u2

∂x2
ϕ+ E

∂u

∂x

∂ϕ

∂x
−
(
∂u

∂x

)2 ∂E

∂ω
− E

∂u

∂x

∂ϕ

∂x
−

− u
∂

∂x

(
∂E

∂ω

∂u

∂x
+ E

∂ϕ

∂x

)
=
∂E

∂x

∂u

∂x
ϕ+ E

∂u2

∂x2
ϕ−

(
∂u

∂x

)2 ∂E

∂ω
− u

∂

∂x

(
∂E

∂ω

∂u

∂x
+ E

∂ϕ

∂x

)
= ϕ

∂

∂x

(
E
∂u

∂x

)
− u

∂

∂x

(
∂E

∂ω

∂u

∂x
+ E

∂ϕ

∂x

)
−
(
∂u

∂x

)2 ∂E

∂ω
.

Applying (2.2) and (A.1), we get

∂W
∂x

= −ϕµ0ω2u− u(−2ωµ0u− µ0ω
2ϕ)−

(
∂u

∂x

)2 ∂E

∂ω

= 2µ0ωu
2 −

(
∂u

∂x

)2 ∂E

∂ω
,

which gives

∂W
∂x

= 2µ0ωu
2 −

(
∂u

∂x

)2 ∂E

∂ω
. (A.3)

Integrating with respect to x over the material B, i.e. on [0,+∞], we have

lim
x→+∞

W(x,w)−W(0, w) = 2µ0ω

∫ +∞

0
u2dx−

∫ +∞

0

(
∂u

∂x

)2 ∂E

∂ω
dx.

We know that when the frequency is inside a band gap, the field vanishes as x→ +∞.
This implies that

lim
x→+∞

W(x,w) = 0,

and so

W(0, w) =

∫ +∞

0

(
∂u

∂x

)2 ∂E

∂ω
dx− 2µ0ω

∫ +∞

0
u2dx.

We know that ∂ε
∂ω ≥ 0. This gives

∂E

∂ω
=

∂

∂ω

(
1

ε

)
=

−1

ε2
∂ε

∂ω
≤ 0.

Hence, ∫ +∞

0

(
∂u

∂x

)2 ∂E

∂ω
dx ≤ 0.
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Therefore, we get

dZ+

dω
=

1(
E ∂u

∂x

)2
(
−2µ0ω

∫ +∞

0
u2dx+

∫ +∞

0

(
∂u

∂x

)2 ∂E

∂ω
dx

)
< 0.

We apply the same argument for Z− and we obtain similarly that

dZ−

dω
< 0.

This concludes the proof.

A.1.1.2. Proof of Theorem 2.6.2

Proof of Theorem 2.6.2. The proof follows the same reasoning as the one of Lemma
2.3.3. We first define Ẽ by

Ẽ(x, ω) :=
1

ε̃(x, ω)
.

Applying ∂
∂ω on both sides of (2.33), we get

∂

∂x

[
∂Ẽ

∂ω
(x, ω)

∂u

∂x
+ Ẽ(x, ω)

∂ϕ

∂x

]
= −2µ0ωu− µ0ω

2ϕ, (A.4)

where ϕ := ∂u
∂ω . Also, we have

dZ̃+

dω
=

1(
Ẽ ∂u

∂x

)2
[
Ẽ
∂u

∂x
ϕ− u

(
∂Ẽ

∂ω

∂u

∂x
+ Ẽ

∂ϕ

∂x

)]
.

We define the perturbed Wronskian W̃ by

W̃ := Ẽ
∂u

∂x
ϕ− u

(
∂Ẽ

∂ω

∂u

∂x
+ Ẽ

∂ϕ

∂x

)
, (A.5)

which gives

dZ̃+

dω
=

W̃(
Ẽ ∂u

∂x

)2 .
It follows that

∂W̃
∂x

= ϕ
∂

∂x

(
Ẽ
∂u

∂x

)
− u

∂

∂x

(
∂Ẽ

∂ω

∂u

∂x
+ Ẽ

∂ϕ

∂x

)
−
(
∂u

∂x

)2 ∂Ẽ

∂ω
,
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and so, from (2.33) and (A.4), we get

∂W̃
∂x

= 2µ0ωu
2 −

(
∂u

∂x

)2 ∂Ẽ

∂ω
.

Integrating with respect to x over the perturbed material B, i.e. on [0,+∞], we
have

lim
x→+∞

W̃(x,w)− W̃(0, w) = 2µ0ω

∫ +∞

0
u2dx−

∫ +∞

0

(
∂u

∂x

)2 ∂Ẽ

∂ω
dx.

We know that when in a band gap, the field vanishes as x→ +∞. This implies that

lim
x→+∞

W̃(x,w) = 0,

and so

W̃(0, w) =

∫ +∞

0

(
∂u

∂x

)2 ∂Ẽ

∂ω
dx− 2µ0ω

∫ +∞

0
u2dx.

We observe that

∂Ẽ

∂ω
=

∂

∂ω

(
1

ε̃(x, ω)

)
=

∂

∂ω

(
1

ε(x, ω) + δf(ω)

)
=

−1(
ε(x, ω) + δf(ω)

)2 ( ∂ε∂ω + δ
∂f

∂ω

)
.

Thus, since ∂f
∂ω < +∞, we get

lim
δ→0

∂Ẽ

∂ω
=

−1

ε(x, ω)2
∂ε

∂ω
≤ 0,

since we have that ∂ε
∂ω ≥ 0. Hence,

lim
δ→0

∫ +∞

0

(
∂u

∂x

)2 ∂Ẽ

∂ω
dx ≤ 0.

Therefore, at x = 0, we get

lim
δ→0

dZ̃+

dω
= lim

δ→0

1(
Ẽ ∂u

∂x

)2
(
−2µ0ω

∫ +∞

0
u2dx+

∫ +∞

0

(
∂u

∂x

)2 ∂Ẽ

∂ω
dx

)
< 0.

The same argument holds for Z̃− and so, we obtain that

dZ̃−

dω
< 0.

This concludes the proof.
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A.1.2. Characterisation of eigenmode symmetries

Proof of Lemma 2.3.10. The first thing that we notice is that we cannot have u
[0]
n (0) =

∂u
[0]
n

∂x (0) = 0 or u
[π]
n (0) = ∂u

[π]
n

∂x (0) = 0, since by the uniqueness of solution to the prob-
lem (2.2), it would mean un ≡ 0. Then, from the Lemma 2.3.9, we have two different
cases. We will treat each one separately:

We have un being symmetric and ∂un
∂x being anti-symmetric. At κ = π, from the

symmetry of un, we have that

u[π]n (0) = Pu[π]n (0) = u[π]n (1)

and from (2.4), it holds that

u[π]n (0) = eiπu[π]n (1) = −u[π]n (1).

Combining the two, we get

u[π]n (0) = 0.

Then, at κ = 0, since ∂un
∂x is anti-symmetric, we have that

∂u
[0]
n

∂x
(0) = −P ∂u

[0]
n

∂x
(0) = −∂u

[0]
n

∂x
(1).

But, from (2.4), we have

∂u
[0]
n

∂x
(0) = e0

∂u
[0]
n

∂x
(1) =

∂u
[0]
n

∂x
(1).

Combining the two, we get

∂u
[0]
n

∂x
(0) = 0.

This gives the desired result.

The second case is un being anti-symmetric and ∂un
∂x being symmetric. At κ = 0,

the anti-symmetry of un gives

u[0]n (0) = −Pu[0]n (0) = −u[0]n (1)

and the quasiperiodic boundary condition (2.4) gives

u[0]n (0) = e0u[0]n (1) = u[0]n (1).

Combining the two, we get

u[0]n (0) = 0.
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Then, at κ = π, since ∂un
∂x is symmetric, we have that

∂u
[π]
n

∂x
(0) = P ∂u

[π]
n

∂x
(0) =

∂u
[π]
n

∂x
(1).

But, from (2.4), we have

∂u
[π]
n

∂x
(0) = eiπ

∂u
[π]
n

∂x
(1) = −∂u

[π]
n

∂x
(1).

Combining the two, we get

∂u
[π]
n

∂x
(0) = 0.

This gives the desired result. This concludes the proof.

A.2. Appendix to Chapter 3

A.2.1. Self-adjointness in Lemma 3.4.3

We consider the boundary value problem (3.9). In order to show that the operator
L is self-adjoint, let us consider two solutions, u and v, of (3.9). We will show that

⟨Lu, v⟩ = ⟨u,Lv⟩,
where the inner product ⟨·, ·⟩ is defined in (3.4).

It holds

⟨Lu, v⟩ =
∫ x0

x−1

1

µ0

∂

∂x

(
1

ε(x)

∂

∂x
u(x)

)
v(x)dx

=

[
1

µ0

1

ε(x)

∂

∂x
u(x)v(x)

]x0

x−1

−
∫ x0

x−1

1

µ0

∂

∂x
u(x)

1

ε(x)

∂

∂x
v(x)dx

= − 1

µ0

1

ε(x−1)

∂

∂x
u(x−1)v(x−1)−

∫ x0

x−1

1

µ0

∂

∂x
u(x)

1

ε(x)

∂

∂x
v(x)dx,

since ∂
∂xu(x

−
0 ) = 0. Then,

⟨Lu, v⟩ = − 1

µ0

1

ε(x−1)

∂

∂x
u(x−1)v(x−1)−

[
1

µ0
u(x)

1

ε(x)

∂

∂x
v(x)

]x0

x−1

+

+

∫ x0

x−1

u(x)
1

µ0

∂

∂x

(
1

ε(x)

∂

∂x
v(x)

)
dx

=

∫ x0

x−1

u(x)
1

µ0

∂

∂x

(
1

ε(x)

∂

∂x
v(x)

)
dx

= ⟨u,Lv⟩,
since if v is a solution of (3.9), by taking complex conjugate in (3.1), so is v. This
concludes the proof.
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A.3. Appendix to Chapter 4

A.3.1. Calculation of asymptotic constants

A.3.1.1. Calculation of Three-dimensional Constants

We derive a formula for F, which was a crucial quantity in Section 4.2.4.3, in the
case of a single three-dimensional halide perovskite resonator. We have that

⟨K(2)
D [uδ], uδ⟩ =

1

8π
F.

From (4.23), we observe that

δ2ω2ξ(ω, k) =
8π

8πλδ − δ2k20F
.

Also, we know that ξ(ω, k) = µ0(ε(ω, k)− ε0), and we have shown that

ε(ω, k) = ε0 +
1

µ0δ2ω2
(
λ0 − i

4π δk0B
) .

Substituting this into the above equation, we get

F =
8π

δ2k20

(
λδ − λ0 +

i

4π
δk0B

)
.

Therefore, we obtain that

⟨K(2)
D [uδ], uδ⟩ =

1

δ2k20

(
λδ − λ0 +

i

4π
δk0B

)
.

A.3.1.2. Calculation of Two-dimensional Constants

We derive a formula for S, which was a crucial quantity in Section 4.2.5.3, in the
case of a single two-dimensional halide perovskite resonator. We have that

⟨K(2)
D [uδ], uδ⟩ =

i

4π
S.

From (4.38), we can obtain an expression for S. Indeed, (4.38) is equivalent to

4π = δ2ω2ξ(ω, k)
(
4πλδ − iδ4k40 log(δk0γ̂)S

)
.

We know that ξ(ω, k) = µ0

(
ε(ω, k)− ε0

)
and we have shown that

ε(ω, k) =
1

µ0δ2ω2
(
log(δk0γ̂)λ−1 − P

2π − i(δk0)2 log(δk0γ̂)G
4π

) + ε0.
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Substituting this into the above equality, we get

S =
−i

δ4k40 log(δk0γ̂)

(
4π(λδ − log(δk0γ̂)λ−1) + 2P+ i(δk0)

2 log(δk0γ̂)G
)
.

Therefore, we obtain that

⟨K(2)
D [uδ], uδ⟩ =

1

4πδ4k40 log(δk0γ̂)

(
4π(λδ−log(δk0γ̂)λ−1)+2P+i(δk0)2 log(δk0γ̂)G

)
.

A.4. Appendix to Chapter 5

A.4.1. Three-dimensional analysis for N resonators

Here, we present the fundamentals of the analysis of the problem in the three-
dimensional setting. We considerN ∈ N halide perovskite resontatorsD1, D2, . . . , DN ,
made from the same material. We consider the integral operators Kk0δ

Di
and Rk0δ

DiDj
,

for i, j = 1, 2, ..., N defined as in Definition 5.2.2. Then, the following lemma is a
direct consequence of these definitions.

Lemma A.4.1. The scattering problem (5.9) can be restated, using the Definition 5.2.2,
as
1− δ2ω2ξ(ω, k)Kk0δ

D1
−δ2ω2ξ(ω, k)Rk0δ

D2D1
. . . −δ2ω2ξ(ω, k)Rk0δ

DND1

−δ2ω2ξ(ω, k)Rk0δ
D1D2

1− δ2ω2ξ(ω, k)Kk0δ
D2

. . . −δ2ω2ξ(ω, k)Rk0δ
DND2

...
...

. . .
...

−δ2ω2ξ(ω, k)Rk0δ
D1DN

−δ2ω2ξ(ω, k)Rk0δ
D2DN

. . . 1− δ2ω2ξ(ω, k)Kk0δ
DN




u|D1

u|D2

...
u|DN

 =


uin|D1

uin|D2

...
uin|DN

 .

(A.6)

Thus, the scattering resonance problem is to find ω such that the operator in (A.6) is
singular, or equivalently, such that there exists (u1, u2, ..., uN ) ∈ L2(D1)×L2(D2)×
...× L2(DN ), (u1, u2, ..., uN ) ̸= 0, such that

1− δ2ω2ξ(ω, k)Kk0δ
D1

−δ2ω2ξ(ω, k)Rk0δ
D2D1

. . . −δ2ω2ξ(ω, k)Rk0δ
DND1

−δ2ω2ξ(ω, k)Rk0δ
D1D2

1− δ2ω2ξ(ω, k)Kk0δ
D2

. . . −δ2ω2ξ(ω, k)Rk0δ
DND2

...
...

. . .
...

−δ2ω2ξ(ω, k)Rk0δ
D1DN

−δ2ω2ξ(ω, k)Rk0δ
D2DN

. . . 1− δ2ω2ξ(ω, k)Kk0δ
DN




u1

u2

...
uN

 =


0
0
...
0

 .

(A.7)

This gives the main result of the three-dimensional case.

Theorem A.4.2. The scattering resonance problem in three dimensions becomes find-
ing ω ∈ C, such that

det(K) = 0,
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where the matrix K is given by

Kij =

⟨Rk0δ
DiDi+1⌊N⌋

ϕ
(δ)
i , ϕ

(δ)
i+1⌊N⌋⟩, if i = j,

−Ai(ω, δ)⟨Rk0δ
DjDi

ϕ
(δ)
j , ϕ

(δ)
i ⟩⟨Rk0δ

DiDi+1⌊N⌋
ϕ
(δ)
i , ϕ

(δ)
i+1⌊N⌋⟩, if i ̸= j,

(A.8)

where k0 = µ0ε0ω and

Ai(ω, δ) :=
δ2ω2ξ(ω, k)

1− δ2ω2ξ(ω, k)λ
(i)
δ

, i = 1, ..., N, (A.9)

where λ
(i)
δ and ϕ

(δ)
i are the eigenvalues and the respective eigenvectors associated to

the particle Di of the potential Kk0δ
Di

, for i = 1, 2, . . . , N .

Proof. We observe that (A.7) is equivalent to
1− δ2ω2ξ(ω, k)Kk0δ

D1
0 . . . 0

0 1− δ2ω2ξ(ω, k)Kk0δ
D2

. . . 0
...

...
. . .

...

0 0 . . . 1− δ2ω2ξ(ω, k)Kk0δ
DN



u1
u2
...
uN



− δ2ω2ξ(ω, k)


0 Rk0δ

D2D1
. . . Rk0δ

DND1

Rk0δ
D1D2

0 . . . Rk0δ
DND2

...
...

. . .
...

Rk0δ
D1DN

Rk0δ
D2DN

. . . 0



u1
u2
...
uN

 =


0
0
...
0

 ,

which gives


u1
u2
...
uN

− δ2ω2ξ(ω, k)N



N∑
j=1,j ̸=1

Rk0δ
DjD1

uj

N∑
j=1,j ̸=2

Rk0δ
DjD2

uj

...
N∑

j=1,j ̸=N

Rk0δ
DjDN

uj


=


0
0
...
0

 , (A.10)

where N is the diagonal matrix given by

Nij =


(
1− δ2ω2ξ(ω, k)Kk0δ

Di

)−1
, if i = j,

0, if i ̸= j.

Let us now apply a pole-pencil decomposition on the operators
(
1−δ2ω2ξ(ω, k)Kk0δ

Di

)−1
,

for i = 1, 2, . . . , N . We see that(
1− δ2ω2ξ(ω, k)Kk0δ

Di

)−1
(·) = ⟨·, ϕ(δ)i ⟩ϕ(δ)i

1− δ2ω2ξ(ω, k)λ
(i)
δ

+Ri[ω](·),

139



A. Appendices

where λ
(i)
δ and ϕ

(δ)
i are the eigenvalues and the respective eigenvectors of the poten-

tial Kk0δ
Di

associated to the particle Di, for i = 1, 2, . . . , N . We also recall that the
remainder terms Ri[ω](·) can be neglected, as in Chapter 4. Then, (A.10) becomes


u1
u2
...
uN

− δ2ω2ξ(ω, k)Ñ



N∑
j=1,j ̸=1

Rk0δ
DjD1

uj

N∑
j=1,j ̸=2

Rk0δ
DjD2

uj

...
N∑

j=1,j ̸=N

Rk0δ
DjDN

uj


=


0
0
...
0

 ,

where the matrix Ñ is given by

Ñij =


⟨·,ϕ(δ)

i ⟩ϕ(δ)
i

1−δ2ω2ξ(ω,k)λ
(i)
δ

, if i = j,

0, if i ̸= j.

This is equivalent to the system of equations

ui −
δ2ω2ξ(ω, k)

1− δ2ω2ξ(ω, k)λ
(i)
δ

N∑
j=1,j ̸=1

⟨Rk0δ
DjDi

uj , ϕ
(δ)
i ⟩ϕ(δ)i = 0, for each i = 1, . . . , N.

We apply on the i-th line the operator Rk0δ
DiDi+1⌊N⌋

and then take the product with

ϕ
(δ)
i+1⌊N⌋. Then, we find that

⟨Rk0δ
DiDi+1⌊N⌋

ui, ϕ
(δ)
i+1⌊N⌋⟩−

− δ2ω2ξ(ω, k)

1− δ2ω2ξ(ω, k)λ
(i)
δ

N∑
j=1,j ̸=i

⟨Rk0δ
DjDi

uj , ϕ
(δ)
i ⟩⟨Rk0δ

DiDi+1⌊N⌋
ϕ
(δ)
i , ϕ

(δ)
i+1⌊N⌋⟩ = 0,

(A.11)

for each i = 1, . . . , N . Then, using the definition (A.9), the system (A.11) becomes

⟨Rk0δ
DiDi+1⌊N⌋

ui, ϕ
(δ)
i+1⌊N⌋⟩−

− Ai(ω, δ)
N∑

j=1,j ̸=i

⟨Rk0δ
DjDi

uj , ϕ
(δ)
i ⟩⟨Rk0δ

DiDi+1⌊N⌋
ϕ
(δ)
i , ϕ

(δ)
i+1⌊N⌋⟩ = 0,

(A.12)

for each i = 1, . . . , N . Applying (5.14) to (A.12), we reach the linear system of
equations

K


⟨u, ϕ(δ)1 ⟩
⟨u, ϕ(δ)2 ⟩

...

⟨u, ϕ(δ)N ⟩

 =


0
0
...
0

 , (A.13)
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where K is the matrix given by (A.8).

A.4.2. Proof of Lemma 5.2.7

Proof. We will show that the approximation formula (5.14) holds for sufficiently
small ρ → 0, when δ is also small. It is important to check the uniformity of these
results with respect to δ. In particular, we will take ρ > 0 such that ρ → 0 at the
same rate as δ → 0. That is, ρ = O(δ) and δ = O(ρ). This gives the uniformity of
the error term with respect to a small characteristic size δ.

Our argument is based on Theorem 2.10 of [21]. In particular, once we have shown
that the assumptions of this Theorem hold, Lemma 5.2.7 will follow directly. We
will present this proof in the two-dimensional setting, but it could easily be modified
to three dimensions. Also, for simplicity, we will consider identical resonators, but
the proof will be the same for particles of different sizes.

Recall that in Corollary 5.2.9 we showed that ϕ
(δ)
i = 1̂Di , for i = 1, 2, .., N . As a

result, the desired approximation ui ≃ ⟨u, ϕ(δ)i ⟩ϕ(δ)i +O(ρ2) from (5.14) is equivalent
to ui ≃ ⟨u, 1̂Di⟩1̂Di+O(ρ2). In order to be able to work with fixed spaces of functions,
let us fix a large compact domain K ⊂ R2, which contains all the resonators D, i.e.,
D ⊂ K. Then, for g ∈ L2(K), we define the operator pδ as follows

pρ : g 7−→ ⟨g, 1̂Di⟩1̂Di ∈ L2(K). (A.14)

To be able to use Theorem 2.10 of [21], the conditions that need to be satisfied are
the following:

1. It holds that

lim
ρ→0

∥pρui∥L2(K) = ∥ui∥L2(K), ∀i = 1, . . . , N.

2. For every compact set C ⊂ C \ {0}, it holds

sup
ω∈C

∥L∥sup <∞,

uniformly for all δ > 0 and all ρ > 0, where the norm ∥ · ∥sup is defined for a
square matrix P ∈ CN×N as ∥P∥sup = sup1≤i,j≤N |Pij |.

3. ⟨u, 1̂Di⟩1̂Di converges regularly to ui, i.e.,

• limρ→0 ∥Lpρu − Fu∥sup = 0, where Fu denotes our system without the
use of the approximation formula (5.14).

• For every subsequence ρ′ of ρ, it holds that limρ′→0 ∥ui − pρ′ui∥L2(D) =
0, ∀i = 1, . . . , N.

Let us proceed to their proof.
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A.4.2.1. First condition: Convergence in norm

It holds that

∥pρui∥L2(K) =

(∫
K

∣∣∣∣∫
D
u(y)1̂Di(y)dy1̂Di(x)

∣∣∣∣2 dx
) 1

2

=

(
1

|Di|2
∫
Di

∣∣∣∣∫
Di

u(y)dy

∣∣∣∣ dx) 1
2

=
1√
|Di|

∣∣∣∣∫
Di

u(y)dy

∣∣∣∣ .
Then, from the Cauchy-Schwartz inequality,

∥pρui∥L2(K) ≤
1√
|Di|

(∫
Di

|u(y)|2dy
∫
Di

1dy

) 1
2

= ∥ui∥L2(K).

We can also see that, as ρ→ 0,

∥ui∥L2(K) → 0.

Hence, we have that

lim
ρ→0

∥pρui∥L2(K) = ∥ui∥L2(K). (A.15)

A.4.2.2. Second condition: Matrix norm boundedness

We need to show that, for every compact C ⊂ C \ {0},

sup
ω∈C

∥L∥sup = sup
ω∈C

(
sup

1≤i,j≤N
|Lij |

)
<∞. (A.16)

Indeed, let C denote a compact subset of C \ {0}. Then, C is closed and bounded,
which implies that there exist s1, s2 ∈ C such that |s1| ≤ |ω| ≤ |s2|, for all ω ∈ C.
This gives the following bounds:

log |s1| ≤ log |ω| ≤ log |s2| and |s1|2 log |s1| ≤ |ω|2 log |ω| ≤ |s2|2 log |s2|,
(A.17)

and so, from Definition 5.2.3, we get

sup
ω∈C

∣∣∣⟨Nk0δ
DjDi

1̂Dj , 1̂Di⟩
∣∣∣ <∞, (A.18)

for all i, j = 1, . . . , N, with i ̸= j. Then, from (5.16), we see that the dependence

of B(ω, δ) on ρ is due to the term ν
(i)
δ . Since it holds that ν

(i)
δ → 0 as ρ → 0,

we can see that B(ω, δ) converges to a limit independent of ρ. Also, we note that
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ν
(i)
δ is increasing with respect to ρ, meaning the maximum and minimum of B(ω, δ)
for any ρ in a neighbourhood of zero are well defined and we can derive bounds
that are independent of ρ. Hence, from (5.16) and (A.17), we get that there exist
F1,F2 ∈ [0,∞) such that

F1 ≤ |B(ω, δ)| ≤ F2 (A.19)

for all ω ∈ C, which gives

sup
ω∈C

∣∣∣B(ω, δ)∣∣∣ <∞. (A.20)

Applying (A.18) and (A.20) to the definition of L in (5.22), we obtain the desired
bound (A.16).

A.4.2.3. Third condition: Approximation convergence

For the next part, we have to show a convergence result as ρ → 0 on the matrix
formulations of the problem before and after using (5.14). We will provide this in
the setting of three resonators, since the calculations are lengthy and similar for
N ∈ N particles and so can be easily extrapolated. In this case, we have Lpρu =(
(Lpρu)1, (Lpρu)2, (Lpρu)3

)⊤
, where

(Lpρu)i =⟨Nk0δ
DiDi+1⌊3⌋

1̂Di , 1̂Di+1⌊3⌋⟩⟨u, 1̂Di⟩−
− B(ω, δ)⟨Nk0δ

DiDi+1⌊3⌋
1̂Di , 1̂Di+1⌊3⌋⟩2⟨u, 1̂Di+1⌊3⌋⟩

− B(ω, δ)⟨Nk0δ
DiDi+1⌊3⌋

1̂Di , 1̂Di+1⌊3⌋⟩⟨Nk0δ
Di+2⌊3⌋Di

1̂Di+2⌊3⌋ , 1̂Di⟩⟨u, 1̂Di+2⌊3⌋⟩,

for i = 1, 2, 3 and we define Fu to be our system before the approximation, i.e.,

Fu =


⟨Nk0δ

D1D2
u1, 1̂D2

⟩ − B(ω, δ)
[
⟨Nk0δ

D2D1
u2, 1̂D1

⟩+ ⟨Nk0δ
D3D1

u3, 1̂D1
⟩
]
⟨Nk0δ

D1D2
1̂D1

, 1̂D2
⟩

⟨Nk0δ
D1D2

u1, 1̂D2
⟩ − B(ω, δ)

[
⟨Nk0δ

D2D1
u2, 1̂D1

⟩+ ⟨Nk0δ
D3D1

u3, 1̂D1
⟩
]
⟨Nk0δ

D1D2
1̂D1

, 1̂D2
⟩

⟨Nk0δ
D3D1

u3, 1̂D1
⟩ − B(ω, δ)

[
⟨Nk0δ

D1D3
u1, 1̂D3

⟩+ ⟨Nk0δ
D2D3

u2, 1̂D3
⟩
]
⟨Nk0δ

D3D1
1̂D3

, 1̂D1
⟩

 .

We want to show that

lim
ρ→0

∥Lpρu−Fu∥sup = 0. (A.21)

Indeed, let us treat this difference at each entry separately. Since, the operators
repeat themselves with different indices, and the particles are identical, whatever we
show for the first entry holds for the rest. Hence, our study focuses on

W := lim
ρ→0

∣∣∣⟨Nk0δ
D1D2

1̂D1 , 1̂D2⟩⟨u, 1̂D1⟩ − B(ω, δ)⟨Nk0δ
D1D2

1̂D1 , 1̂D2⟩2⟨u, 1̂D2⟩

− B(ω, δ)⟨Nk0δ
D1D2

1̂D1 , 1̂D2⟨Nk0δ
D3D1

1̂D3 , 1̂D1⟩⟨u, 1̂D3⟩ −
(
⟨Nk0δ

D1D2
u1, 1̂D2⟩
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− B(ω, δ)
[
⟨Nk0δ

D2D1
u2, 1̂D1⟩+ ⟨Nk0δ

D3D1
u3, 1̂D1⟩

]
⟨Nk0δ

D1D2
1̂D1 , 1̂D2⟩

)∣∣∣.
We are going to split W into three differences

W1 := ⟨Nk0δ
D1D2

1̂D1 , 1̂D2⟩⟨u, 1̂D1⟩ − ⟨Nk0δ
D1D2

u1, 1̂D2⟩,

W2 := B(ω, δ)⟨Nk0δ
D2D1

u2, 1̂D1⟩⟨Nk0δ
D1D2

1̂D1 , 1̂D2⟩ − B(ω, δ)⟨Nk0δ
D1D2

1̂D1 , 1̂D2⟩2⟨u, 1̂D2⟩
and

W3 :=B(ω, δ)⟨Nk0δ
D3D1

u3, 1̂D1⟩⟨Nk0δ
D1D2

1̂D1 , 1̂D2⟩−
− B(ω, δ)⟨Nk0δ

D1D2
1̂D1 , 1̂D2⟨Nk0δ

D3D1
1̂D3 , 1̂D1⟩⟨u, 1̂D3⟩.

We will study them separately to show the convergence result. Let us recall that for
u ∈ L2(D)

Nk0δ
DiDj

u = K̂k0δ
DiDj

u+R
(0)
DiDj

u+ (k0δ)
2 log(k0δγ̂)R

(1)
DiDj

u.

Then, we have

W1 =
1

|D1|
√

|D2|
⟨Nk0δ

D1D2
1D1 , 1D2⟩⟨u, 1D1⟩ −

1√
|D2|

⟨Nk0δ
D1D2

u1, 1D2⟩

=
1

|D1|
√

|D2|
⟨K̂k0δ

D1D2
1D1 , 1D2⟩⟨u, 1D1⟩ −

1√
|D2|

⟨K̂k0δ
D1D2

u1, 1D2⟩+

+
1

|D1|
√
|D2|

⟨R(0)
D1D2

1D1 , 1D2⟩⟨u, 1D1⟩ −
1√
|D2|

⟨R(0)
D1D2

u1, 1D2⟩+

+ (k0δ)
2 log(k0δγ̂)

(
1

|D1|
√
|D2|

⟨R(1)
D1D2

1D1 , 1D2⟩⟨u, 1D1⟩−

− 1√
|D2|

⟨R(1)
D1D2

u1, 1D2⟩
)
.

We observe that

1

|D1|
√

|D2|
⟨K̂k0δ

D1D2
1D1 , 1D2⟩⟨u, 1D1⟩ −

1√
|D2|

⟨K̂k0δ
D1D2

u1, 1D2⟩ =

= − 1

|D1|
√

|D2|
1

2π
log(k0δγ̂)

∫
D2

∫
D1

dydx

∫
D1

u(x)dx−

− 1√
|D2|

1

2π
log(k0δγ̂)

∫
D2

∫
D1

u(y)dydx

= − 1

2π
log(k0δγ̂)

∫
D1

u(x)dx

[
1

|D1|
√
|D2|

|D1||D2| −
1√
|D2|

|D2|
]

= 0.

Also,

1

|D1|
√

|D2|
⟨R(0)

D1D2
1D1 , 1D2⟩⟨u, 1D1⟩ −

1√
|D2|

⟨R(0)
D1D2

u1, 1D2⟩ =
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=
1

|D1|
√

|D2|

∫
D2

∫
D1

log |x− y|dydx
∫
D1

u(x)dx−

− 1√
|D2|

∫
D2

∫
D1

log |x− y|u(y)dydx

= W(1)
1 .

We know that for y ∈ D1 and x ∈ D2, it holds

log |α1 − 2ρ| ≤ log |x− y| ≤ log |α1 + 2ρ|. (A.22)

This gives√
|D2| log |α1 − 2ρ|

∫
D1

u(x)dx−
√
|D2| log |α1 + 2ρ|

∫
D1

u(x)dx ≤ W(1)
1 (A.23)

and

W(1)
1 ≤

√
|D2| log |α1 + 2ρ|

∫
D1

u(x)dx−
√
|D2| log |α1 − 2ρ|

∫
D1

u(x)dx. (A.24)

It is direct that as ρ → 0, the left-hand side of (A.23) and the right-hand side of
(A.24), both converge to 0. Thus, as ρ→ 0,

W(1)
1 → 0.

Then,

1

|D1|
√
|D2|

⟨R(1)
D1D2

1D1 , 1D2⟩⟨u, 1D1⟩ −
1√
|D2|

⟨R(1)
D1D2

u1, 1D2⟩ =

=
1

|D1|
√
|D2|

∫
D2

∫
D1

1

|x− y|dydx
∫
D1

u(x)dx− 1√
|D2|

∫
D2

∫
D1

u(y)

|x− y|dydx

= W(2)
1 .

We know that for y ∈ D1 and x ∈ D2, it holds

1

|α1 + 2ρ| ≤
1

|x− y| ≤
1

|α1 − 2ρ| . (A.25)

This gives √
|D2|

|α2 + 2ρ|

∫
D1

u(x)dx−
√
|D2|

|α2 − 2ρ|

∫
D1

u(x)dx ≤ W(2)
1 (A.26)

and

W(2)
1 ≤

√
|D2|

|α2 − 2ρ|

∫
D1

u(x)dx−
√
|D2|

|α2 + 2ρ|

∫
D1

u(x)dx. (A.27)

145



A. Appendices

Again, we see that as ρ→ 0, the left-hand side of (A.26) and the right-hand side of
(A.27), both converge to 0. Thus, as ρ→ 0,

W(2)
1 → 0.

Thus, gathering these results, we get that

W1 = W(1)
1 + (k0δ)

2 log(k0δγ̂)W(2)
1 ,

which, at hand, shows that, as ρ→ 0,

W1 → 0.

Let us now show the convergence of W2 as ρ → 0. Then, we note that this also
gives the convergence of W3, since the calculations are of the same order. Keeping
in mind that limρ→0 B(ω, δ) is finite, we will study

W̃2 :=
W2

B(ω, δ) = ⟨Nk0δ
D2D1

u2, 1̂D1⟩⟨Nk0δ
D1D2

1̂D1 , 1̂D2⟩ − ⟨Nk0δ
D1D2

1̂D1 , 1̂D2⟩2⟨u, 1̂D2⟩,

which is

W̃2 =
[
⟨K̂k0δ

D2D1
u2, 1̂D1⟩⟨K̂k0δ

D1D2
1̂D1 , 1̂D2⟩ − ⟨K̂k0δ

D1D2
1̂D1 , 1̂D2⟩2⟨u, 1̂D2⟩

]
+

+
[
⟨R(0)

D2D1
u2, 1̂D1⟩⟨R

(0)
D1D2

1̂D1 , 1̂D2⟩ − ⟨R(0)
D1D2

1̂D1 , 1̂D2⟩2⟨u, 1̂D2⟩
]
+

+
(
(k0δ)

2 log(k0δγ̂)
)2[

⟨R(1)
D2D1

u2, 1̂D1⟩⟨R
(1)
D1D2

1̂D1 , 1̂D2⟩−

− ⟨R(1)
D1D2

1̂D1 , 1̂D2⟩2⟨u, 1̂D2⟩
]
+
[
⟨K̂k0δ

D1D2
1̂D1 , 1̂D2⟩⟨R

(0)
D2D1

u2, 1̂D1⟩+

+ ⟨K̂k0δ
D1D2

u2, 1̂D1⟩⟨R
(0)
D2D1

1̂D2 , 1̂D1⟩−
− 2⟨K̂k0δ

D1D2
1̂D1 , 1̂D2⟩⟨R

(0)
D1D2

1̂D1 , 1̂D2⟩⟨u, 1̂D2⟩
]
+

+ (k0δ)
2 log(k0δγ̂)

[
⟨K̂k0δ

D1D2
1̂D1 , 1̂D2⟩⟨R

(1)
D2D1

u2, 1̂D1⟩+

+ ⟨K̂k0δ
D1D2

u2, 1̂D2⟩⟨R
(1)
D2D1

1̂D2 , 1̂D1⟩−
− 2⟨K̂k0δ

D1D2
1̂D1 , 1̂D2⟩⟨R

(1)
D1D2

1̂D1 , 1̂D2⟩⟨u, 1̂D2⟩
]
+

+ (k0δ)
2 log(k0δγ̂)

[
⟨R(0)

D1D2
1̂D1 , 1̂D2⟩⟨R

(1)
D2D1

u2, 1̂D1⟩+

+ ⟨R(0)
D1D2

u2, 1̂D2⟩⟨R
(1)
D2D1

1̂D2 , 1̂D1⟩−
− 2⟨R(0)

D1D2
1̂D1 , 1̂D2⟩⟨R

(1)
D1D2

1̂D1 , 1̂D2⟩⟨u, 1̂D2⟩
]

=: W̃(1)
2 + W̃(2)

2 +
(
(k0δ)

2 log(k0δγ̂)
)2

W̃(3)
2 + W̃(4)

2

+ (k0δ)
2 log(k0δγ̂)W̃(5)

2 + (k0δ)
2 log(k0δγ̂)W̃(6)

2 .

We will consider each of the W̃(i)
2 , i = 1, . . . , 6 separately. We observe that

W̃(1)
2 =

1

4π2
log(k0δγ̂)

2

[
1

|D1|
√

|D2|

∫
D1

∫
D2

u(y)dydx

∫
D1

∫
D2

dydx−
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− 1

|D1||D2|
√
|D2|

(∫
D1

∫
D2

dydx

)2 ∫
D2

u(y)dy

]
= 0.

Then,

W̃(2)
2 = ⟨R(0)

D1D2
1̂D1 , 1̂D2⟩

[
⟨R(0)

D2D1
u2, 1̂D1⟩ − ⟨R(0)

D1D2
1̂D1 , 1̂D2⟩⟨u, 1̂D2⟩

]
.

We know that, as ρ→ 0,

⟨R(0)
D1D2

1̂D1 , 1̂D2⟩ → 0

and, up to changing the indices, from (A.23) and (A.24), we have shown that as
ρ→ 0

⟨R(0)
D2D1

u2, 1̂D1⟩ − ⟨R(0)
D1D2

1̂D1 , 1̂D2⟩⟨u, 1̂D2⟩ → 0.

Thus, as ρ→ 0, it holds that

W̃(2)
2 → 0.

Using the same reasoning, we have,

W̃(3)
2 =

(
(k0δ) log(k0δγ̂)

)2
⟨R(1)

D2D1
1̂D2 , 1̂D1⟩

[
⟨R(1)

D2D1
u2, 1̂D1⟩ − ⟨R(1)

D2D1
1̂D2 , 1̂D1⟩

]
where, as ρ→ 0,

⟨R(1)
D1D2

1̂D1 , 1̂D2⟩ → 0

and, up to changing the indices, from (A.26) and (A.27), we have, as ρ→ 0

⟨R(1)
D2D1

u2, 1̂D1⟩ − ⟨R(1)
D1D2

1̂D1 , 1̂D2⟩⟨u, 1̂D2⟩ → 0.

Hence, as ρ→ 0,

W̃(3)
2 → 0.

Now,

W̃(4)
2 =

1

|D1|
√
|D2|

∫
D1

∫
D2

u(y)dydx

∫
D1

∫
D2

log |x− y|dydx+

+
1

|D1|
√
|D2|

∫
D1

∫
D2

dydx

∫
D1

∫
D2

log |x− y|u(y)dydx−

− 2

|D1||D2|
√

|D2|

∫
D1

∫
D2

dydx

∫
D1

∫
D2

log |x− y|dydx
∫
D2

u(y)dy

=
√

|D2|
∫
D1

∫
D2

log |x− y|u(y)dydx−

− 1√
|D2|

∫
D1

∫
D2

log |x− y|dydx
∫
D2

u(y)dy.

Using the bounds (A.22), we have

|D1|
√

|D2|
(
log |α1 − 2ρ| − log |α1 + 2ρ|

)∫
D2

u(y)dy ≤ W̃(4)
2 ,
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and

W̃(4)
2 ≤ |D1|

√
|D2|

(
log |α1 + 2ρ| − log |α1 − 2ρ|

)∫
D2

u(y)dy,

which gives, as ρ→ 0,

W̃(4)
2 → 0.

Then,

W̃(5)
2 =

1

|D1|
√
|D2|

∫
D1

∫
D2

u(y)dydx

∫
D1

∫
D2

1

|x− y|dydx+

+
1

|D1|
√
|D2|

∫
D1

∫
D2

dydx

∫
D1

∫
D2

1

|x− y|u(y)dydx−

− 2

|D1||D2|
√

|D2|

∫
D1

∫
D2

dydx

∫
D1

∫
D2

1

|x− y|dydx
∫
D2

u(y)dy

=
√

|D2|
∫
D1

∫
D2

1

|x− y|u(y)dydx− 1√
|D2|

∫
D1

∫
D2

1

|x− y|dydx
∫
D2

u(y)dy.

Using the bounds (A.25), we have

|D1|
√
|D2|

(
1

α1 + 2ρ
− 1

α1 − 2ρ

)∫
D2

u(y)dy ≤ W̃(5)
2 ,

and

W̃(5)
2 ≤ |D1|

√
|D2|

(
1

α1 − 2ρ
− 1

α1 + 2ρ

)∫
D2

u(y)dy,

which gives, as ρ→ 0,

W̃(5)
2 → 0.

Finally,

W̃(6)
2 =

1

|D1|
√

|D2|

∫
D1

∫
D2

log |x− y|u(y)dydx
∫
D1

∫
D2

1

|x− y|dydx+

+
1

|D1|
√

|D2|

∫
D1

∫
D2

log |x− y|dydx
∫
D1

∫
D2

1

|x− y|u(y)dydx−

− 2

|D1||D2|
√

|D2|

∫
D1

∫
D2

log |x− y|dydx
∫
D1

∫
D2

1

|x− y|dydx
∫
D2

u(y)dy.

Here, we combine the bounds (A.22) and (A.25) and get

2|D1|
√

|D2|
(
log |α1 − 2ρ|
|α1 + 2ρ| − log |α1 + 2ρ|

|α1 − 2ρ|

)∫
D2

u(y)dy ≤ W̃(6)
2 ,
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and

W̃(6)
2 ≤ 2|D1|

√
|D2|

(
log |α1 + 2ρ|
|α1 − 2ρ| − log |α1 − 2ρ|

|α1 + 2ρ|

)∫
D2

u(y)dy,

which gives, as ρ→ 0,

W̃(6)
2 → 0.

Thus, we have shown that for all i = 1, . . . , 6, as ρ→ 0,

W̃(i)
2 → 0,

which shows that

W̃2 → 0, as ρ→ 0.

Also, repeating these calculation and re-indexing, we get

W3 → 0, as ρ→ 0.

Therefore, we have that

W = 0, (A.28)

and hence, (A.21) follows.

Let us now move to the last part of the proof. We observe that for each i = 1, . . . , N,

∥ui − pρui∥L2(D) ≤ ∥u∥L2(D) + ∥pρu∥L2(D) = 2∥u∥L2(D),

where we have used (A.15), and we have that,

∥ui∥L2(D) =

(∫
Di

|u(y)|2dy
)

→ 0, as ρ→ 0.

Therefore, we obtain

∥ui − pρui∥L2(D) → 0, as ρ→ 0,

and so, for each subsequence of ρ′ ∈ R, such that ρ′ → 0,

lim
ρ′→0

∥ui − pρ′ui∥L2(D) = 0. (A.29)

Hence, since (A.15), (A.16) and (A.29) hold, we have shown that all the assumptions
of Theorem 2.10 in [21] hold. Thus, we conclude that the approximation formula
(5.14) holds.
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