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Abstract

Since the breakthrough success of AlexNet in the ILSVRC image
recognition challenge in 2012, Deep Neural Networks (DNNs), and
in particular Convolutional Neural Networks (CNNs), have become
the standard algorithms for a wide range of data processing appli-
cations, including image processing, biomedical applications, Natural
Language Processing (NLP) and many others. Advances in hardware
technology, neural network architectures, and the increasing availabil-
ity of training data have led to the rapid growth of DNN model sizes
and, in turn, complexity.

While many recent Machine Learning (ML) algorithms require
mastodontic computing capabilities and are increasingly run on
datacenter-scale remote servers, small-scale DNNs have proven
themselves helpful in processing highly domain-specific sensor data,
leading to the emergence of the TinyML paradigm.

Under the TinyML paradigm, ML algorithms are deployed on
resource-constrained embedded devices like Microntrollers (MCUs),
which are typically integrated closely with sensors, such that data
can be processed locally, without communication with the outside
world. The goal of TinyML platforms is to process highly specialized
DNN inference under real-time constraints while consuming power
in the order of a few milliwatts and working with on-chip memory
of at most a few megabytes. While such TinyML systems can
achieve orders of magnitude of improvements in terms of energy
efficiency and processing latency, the spartan compute capabilities
and severely limited on-chip memory of MCU-class devices require
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careful co-optimization of ML algorithms, computer architecture,
and low-level deployment software.

In this thesis, we follow a holistic approach to designing highly energy-
efficient TinyML systems. First, we present novel approaches opti-
mize DNNs for TinyML applications, focusing on minimizing mem-
ory and compute requirements while retaining high accuracy. Next,
we implement hardware accelerators for energy-efficient DNNs infer-
ence. Finally, we study the problem of automatic deployment of
large-scale, complex DNNs, and design software tools to generate low-
level performance- optimized code for heterogeneous System-on-chips

(SoCs).

The first part of this thesis focuses on applications and quantiza-
tion algorithms for ML-based time-series processing on MCUs. We
study several sensor-driven TinyML applications, ranging from ges-
ture recognition to keyword spotting. We develop broadly applicable
techniques to adapt state-of-the-art ML algorithms for energy-efficient
real-time inference in severely compute- and memory-constrained em-
bedded devices.

Starting from circuit-level computer arithmetic optimizations, this
thesis’s second part focuses on designing a highly energy-efficient yet
flexible Ternary Neural Network (TNN) accelerator called CUTIE. We
complement this accelerator with a study of ternary DNN quantiza-
tion algorithms and propose quantization strategies that optimally
leverage CUTIE’s architectural features, achieving the highest re-
ported energy-efficiency of any fully digital TNN accelerator reported
in literature.

We further present Temporal Convolutional Network (TCN) exten-
sions for CUTIE, which enable the processing of time-series sensor
data with the accelerator and the integration of the design into a
RISC-V SoC in 22nm FDX technology, called Kraken. We bench-
mark the deployment of a TCN for Dynamic Vision Sensor (DVS)
gesture recognition on the produced Application-specific Integrated
Circuit (ASIC), achieving the lowest per-gesture inference energy re-
ported in literature.
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In the final part, we move from algorithmic optimizations for TinyML
applications to automatic DNN deployment code generation for het-
erogeneous SoCs. We design and implement a DNN deployment
tool, Deeploy, which calculates optimal tiling strategies for comput-
ing systems using software-managed memories and generates opti-
mized platform-specific code to execute modern large-scale DNNs on
memory-constrained embedded SoCs.






Zusammenfassung

Seit dem durchschlagenden Erfolg von AlexNet bei dem ILSVRC-
Wettbewerb im Jahr 2012 sind Deep Neural Networks (DNNs), insbe-
sondere Convolutional Neural Networks (CNNs), zu den Standardal-
gorithmen fiir eine breite Palette von Datenverarbeitungsanwendun-
gen geworden, einschliefflich Bildverarbeitung, biomedizinischen An-
wendungen, Natural Language Processing (NLP) und vielen anderen.
Fortschritte in der Hardwaretechnologie, der Architektur neuronaler
Netze und die zunehmende Verfiigbarkeit von Trainingsdaten haben
zu einem schnellen Wachstum der Grosse und somit der Komplexitét
von DNN-Modellen gefiihrt.

Wiéhrend viele neuere Machine Learning (ML)-Algorithmen masto-
dontische Rechenkapazititen erfordern und zunehmend auf Grossrech-
nern verarbeitet werden, haben sich kleine DNNs bei der Verarbeitung
anwendungsspezifischer Sensordaten als niitzlich erwiesen, was zum
Aufkommen des TinyML-Paradigmas gefiihrt hat.

Unter dem TinyML-Paradigma werden ML-Algorithmen auf ressour-
cenbeschrinkten eingebetteten Systemen wie Microntrollers (MCUs)
eingesetzt, die typischerweise eng mit Sensoren gekoppelt sind, sodass
Daten lokal verarbeitet werden kénnen, ohne mit der Auflenwelt zu
kommunizieren. Das Ziel von TinyML-Plattformen ist es, hochspe-
zialisierte DNN-Inferenz unter Echtzeitbedingungen zu erméglichen,
wahrend sie nur wenige Milliwatt an Leistung verbrauchen und mit
einem On-Chip-Arbeitsspeicher von hiochstens einigen Megabytes aus-
kommen. Obwohl solche TinyML-Systeme Grossenordnungen an Ver-
besserungen hinsichtlich Energieeffizienz und Verarbeitungslatenz er-

ix



reichen konnen, erfordern die spartanischen Rechenkapazitdten und
der stark begrenzte On-Chip-Speicher von MCUs eine sorgfiltige Co-
optimierung von ML-Algorithmen, Computerarchitektur und Compi-
lern.

In dieser Dissertation verfolgen wir einen ganzheitlichen Ansatz zur
Gestaltung energieeffizienter TinyML-Systeme. Zuerst stellen wir neu-
artige Ansétze vor, um DNNs fiir TinyML-Anwendungen zu opti-
mieren, wobei wir uns auf die Minimierung von Speicher- und Re-
chenanforderungen konzentrieren, wihrend wir eine hohe Genauigkeit
beibehalten. Anschlielend implementieren wir Hardwarebeschleuniger
fiir energieeffiziente DNNs-Inferenz. Abschlielend untersuchen wir das
Problem der automatischen Bereitstellung von grossangelegten, kom-
plexen DNNs und entwerfen Softwaretools zur Generierung von lei-
stungsoptimiertem Code fiir heterogene System-on-chips (SoCs).

Der erste Teil dieser Dissertation konzentriert sich auf Anwendungen
und Quantisierungsalgorithmen fiir ML-basierte Verarbeitung von
Zeitreihen auf MCUs. Wir untersuchen mehrere sensorgetriebene
TinyML-Anwendungen, von Gestenerkennung bis hin zu Keyword-
Erkennung. Wir entwickeln breit anwendbare Methoden, um moderne
ML-Algorithmen fiir energieeffiziente Echtzeit-Inferenz in stark
rechen- und speicherbeschriankten Embedded-Gerdten anzupassen.

Ausgehend von Computerarithmetikoptimierungen auf der Schal-
tungsebene konzentriert sich der zweite Teil dieser Dissertation auf
die Entwicklung eines hochgradig energieeffizienten, aber dennoch
flexiblen Ternary Neural Network (TNN)-Hardwarebeschleunigers
namens CUTIE. Wir ergénzen diesen Hardwarebeschleuniger durch
eine Studie iiber terndre DNN-Quantisierungsalgorithmen und
schlagen Quantisierungsstrategien vor, die die architektonischen
Merkmale von CUTIE optimal nutzen, wodurch die hoéchste berich-
tete Energieeffizienz eines vollstandig digitalen TNN-Beschleunigers
in der Literatur erreicht wird.

Wir présentieren dariiber hinaus Temporal Convolutional Network
(TCN)-Erweiterungen fiir CUTIE, die es ermdglichen, Zeitreihen-
Sensordaten mit dem Hardwarebeschleuniger zu verarbeiten und
das Design in einem RISC-V SoC in 22nm FDX-Technologie,
genannt Kraken, zu integrieren. Wir messen die Implementation
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eines TCN fiir Dynamic Vision Sensor (DVS)-Gestenerkennung auf
dem produzierten Application-specific Integrated Circuit (ASIC) und
erreichen dabei die niedrigste pro-Geste-Inferenzenergie, die bisher in
der Literatur berichtet wurde.

Im letzten Teil wechseln wir von algorithmischen Optimierungen fiir
TinyML-Anwendungen zur automatischen DNN-Codegenerierung
fiir heterogene SoCs. Wir entwerfen und implementieren ein
DNN-Codegenerierungstool, Deeploy, das optimale Strategien
zur Aufteilung der Netzwerkberechnung fiir Rechensysteme
mit softwareverwalteten Speichern berechnet wund optimierten
plattformspezifischen Code generiert, um moderne umfangreiche
DNNs auf speicherbeschrankten Embedded-SoCs auszufiihren.
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Chapter 1

Introduction

1.1 Motivation

In recent years, Deep Neural Networks (DNNs), especially Convolu-
tional Neural Networks (CNNs), have positioned themselves as the
cornerstone algorithms across a multitude of data processing applica-
tions, spanning image processing, biomedical fields, Natural Language
Processing (NLP), and many more. Significant advancements in hard-
ware technology have propelled this surge in adoption, the evolution
of neural network architectures, and the burgeoning availability of
training data, contributing to the exponential growth in the size and
complexity of DNN models.

The widespread integration of DNNs into mainstream technology has
been primarily facilitated by breakthroughs in Graphics Processing
Unit (GPU) technology. The seminal AlexNet, often regarded as
the catalyst for the current explosion in Machine Learning (ML) re-
search [1], demonstrated the potential of leveraging multiple General-
Purpose Graphics Processing Units (GPGPUs) for neural network
computation. This milestone has shifted the focus of DNN research
towards harnessing the power of datacenter-class compute clusters to
scale models up to billions of parameters.
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Figure 1.1: Comparison of cloud-based processing (red) and TinyML
on-device processing (green); the TinyML approach minimizes energy
consumption and latency for realtime, sensor-driven applications.

Simultaneously, research into network topologies has been comple-
mented by algorithmic optimizations such as quantization and prun-
ing. These optimizations, coupled with their demands for complex
dataflow and non-standard computer arithmetic, have paved the way
for developing novel hardware accelerators designed to effectively cap-
italize on these complexity-reduction techniques [2-4].

Adding to this, the slowdown in Moore’s law [5] and the halt of Den-
nard scaling [6] emphasize the increasing need for specialized accelera-
tion of DNN workloads. This need has become a critical research area
and a practical requirement for further advancing DNN technologies.
This trend is evident in the ongoing efforts of nearly all major tech
companies, who are actively developing custom hardware accelerators
for datacenter-scale processing of DNN workloads in cloud environ-
ments [2,7].

In contrast to centralized deployment schemes, the emerging field of
TinyML aims to empower the processing of neural networks at the
local level directly on the device where data originates [3,8]. Con-
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sequently, TinyML’s DNN inference faces much more stringent con-
straints, including limited hardware resources, stringent power con-
sumption limitations, and the imperative for minimal processing la-
tency. However, the promise of TinyML extends beyond these chal-
lenges, as it stands to become a pivotal enabler of groundbreaking
applications far surpassing the capabilities of current systems. One
compelling example is the evolution of Virtual Reality (VR) and Aug-
mented Reality (AR) technologies [9], which demand substantial ad-
vancements in DNN inference energy efficiency and accuracy of con-
current real-time algorithms that transform gestures, speech, and user
gaze into actionable information [9-11]. A comparison between the
cloud-based processing approach and on-device processing is shown in
Figure 1.1.

The challenges presented to the burgeoning field of TinyML motivate
and demand innovation across the deep learning technology stack,
including hardware accelerators, System-on-chip (SoC) architectures,
DNN quantization & deployment software, and DNN architectures.

1.2 Machine Learning on the Extreme
Edge: TinyML

TinyML represents the intersection of ML algorithms and ultra-low-
power embedded systems, aiming to bring the advanced information
extraction capabilities of DNNs to the very edge of the technology
frontier onto the smallest and often battery-powered devices such as
wearables, sensors, and various Internet of Things (IoT) devices [12].
The resource constraints of this class of devices require meticulous
optimization to achieve tasks previously thought impractical for such
challenging environments [13].

At its core, TinyML is about overcoming the limitations imposed by
the minimal computational resources, limited memory in the order of
kilo- or few megabytes, and stringent power constraints of Micron-
trollers (MCUs) and other low-power devices [3,8]. It involves not
only the downsizing of existing ML models without significant loss
in accuracy [10,14] but also the development of new algorithms and
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techniques specifically designed for this scale [15]. Combining these
approaches enables the deployment of intelligent functions directly on
MCU-class devices, reducing the need for constant internet connec-
tivity and thus addressing concerns related to data privacy, security,
and latency.

Some key applications of TinyML include the processing of sensor data
like audio, low-resolution images, and accelerometer data close to their
source; as such, DNNs for TinyML applications can be much more op-
timized for their specific sensors and deployment environments than
their datacenter-scale counterparts. Translating these constrained de-
ployment scenarios into lower DNN complexity is paramount to meet-
ing the hardware constraints of TinyML systems, as smaller models
directly translate to lower inference latency and higher energy effi-
ciency, enabling longer battery life on sensor nodes.

Besides DNN architecture optimization, one of the essential design
methods for TinyML is quantization, which aggressively reduces the
memory footprint of DNN models by representing operands and in-
termediate results using fewer bits. This translates to a significantly
reduced memory footprint of DNNs, which addresses the memory con-
straint.

Quantization for TinyML systems

Neural Network (NN) models have proven themselves highly resilient
to errors introduced by approximate computing techniques where in-
termediate results and network parameters are rounded to fit within
a single byte without any retraining in a process called Post-Training
Quantization (PTQ) [15,16]. The compression of network parame-
ters and activations to 8 bit significantly reduces their memory load
compared to their single floating point precision equivalents.

However, quantizing DNNs to perform inference with sub-byte
operands requires a more sophisticated approach than PTQ, as
it often leads to significant degradation in model accuracy if not
carefully managed [15,17]. Techniques such as Quantization-Aware
Training (QAT) come into play here, where the quantization process
is integrated into the training phase itself [16, 18]. This method
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allows the model to learn the quantization noise during training,
making it more robust to the precision loss. Additionally, advanced
techniques like mixed precision training [19], where different parts
of the model use different quantization levels. Custom quantization
schemes tailored to the specific characteristics of the model and its
application domain can further mitigate the accuracy loss.

Dedicated accelerators can leverage more aggressive sub-byte quan-
tization to achieve massive improvements in energy efficiency and
throughput [20] due to a significant reduction in circuit complexity.
For example, while a 32 bit integer product requires a large number of
hardware adders to be performed in a single cycle, a binary product
only requires a single XOR gate [21].

RISC-V SoCs for TinyML

With the introduction of the RISC-V Instruction Set Architecture
(ISA) [22] and the open-source hardware movement, the playing field
for exploring trade-offs in computer architecture, especially for MCU-
class devices, has rapidly increased [23]. The RISC-V ISA, is designed
with support for extensions in mind. This design space has been ex-
plored in recent years to develop application-optimized yet general-
purpose cores. Notably, the xPULP ISA extension family adds sup-
port for low-cost hardware optimizations for Digital Signal Processing
(DSP) and ML applications, like integer Single Instruction Multiple
Data (SIMD) support, hardware loops, and post-load increment in-
structions [20].

However, while ISA extensions help to reduce the number of instruc-
tions required per operation, their potential is ultimately limited by
Flynn’s bottleneck [24], referring to the fact that every executed in-
struction must be fetched and decoded, which forms a ceiling on the
achievable number of operations per cycle and achievable energy effi-
ciency in processor architectures. Accelerators have found their way
into most state-of-the-art TinyML systems as a natural extension of
core-based processing [12] to address this fundamental constraint of
all common computers.
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Hardware Accelerators for TinyML

Hardware accelerators for tinyML applications present a unique set of
challenges and considerations, ranging from the design of their data
path to the integration within an SoC. However, overcoming these
challenges can afford significant improvements in throughput and en-
ergy efficiency over conventional core-based processing and allows the
exploration of algorithms that might be unfeasible or inefficient on
general-purpose computers [25].

A fundamental trade-off in accelerator design is flexibility versus ef-
ficiency; generally, the more specialized the accelerator is for a par-
ticular task or algorithm, the higher its efficiency, but the lower its
flexibility. This means that while a highly specialized accelerator can
perform specific operations with exceptional speed and low power con-
sumption, it may not be adaptable to different algorithms or tasks
without significant redesign, rendering it obsolete. Conversely, a more
flexible accelerator, capable of handling various tasks, may not achieve
the same level of operational efficiency for any single task compared
to its specialized counterpart. This trade-off is critical in the context
of tinyML, where the specific requirements of an application must be
carefully balanced against the inherent resource constraints of extreme
edge devices.

This trade-off applies to virtually all design aspects of accelerators,
but the most significant impact is usually found on their lowest level,
where ML accelerators mainly compute matrix products [4,9,26]. The
design space for datapath architectures implementing matrix multi-
plications is vast; it encompasses a wide range of architectural choices,
from the arrangement of processing elements to data storage and
retrieval methods. These choices significantly impact the accelera-
tor’s performance, energy efficiency, and silicon area usage. For in-
stance, some designs opt for a systolic array architecture that effi-
ciently handles data flow for matrix operations, enhancing parallelism
and reducing memory access latency at significant energy cost spent
on data movement through the array [27]. Other approaches to op-
timizing datapath efficiency include In-Memory Computing (IMC),
where operations are performed directly in on-chip Static Random
Access Memory (SRAM) macros rather than digital compute units.
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Additionally, the choice between on-chip versus off-chip memory, the
strategy for data reuse and caching, and the precision of computation
(e.g., floating-point versus fixed-point arithmetic) further diversify the
design space.

To make full use of the optimization opportunities of deeply special-
ized hardware accelerators while maintaining support for novel DNN
architectures, relying on a single accelerator or compute engine is of-
ten not sufficient; integrating multiple accelerators on a single SoC is
an approach that aims to overcome this issue. However, heterogeneity
in SoC designs introduces further challenges for TinyML.

Heterogeneous SoCs for TinyML

Traditional MCUs are not designed for high-performance comput-
ing, focusing instead on rich peripherals and simple, low-power cores
that allow them to interact with their environment. In contrast, the
tinyML paradigm encourages the design of High-Performance Com-
puting (HPC) inspired systems, favoring multi-core compute clus-
ters [28,29] and dedicated hardware accelerators [25,26, 30] over sin-
gle core systems. This approach centers around the utilization of
multi-core processors for general computational tasks, complemented
by dedicated hardware accelerators specifically designed for Artifi-
cial Intelligence (AI) and machine learning workloads, such as Neural
Processing Units (NPUs) in a single Application-specific Integrated
Circuit (ASIC).

Leveraging synergies between multi-core clusters and hardware accel-
erators enables highly efficient processing of DNNs. Multi-core com-
pute clusters can handle various tasks with parallel processing ca-
pabilities. At the same time, hardware accelerators are optimized for
high-speed, low-power execution of specific computations, such as ma-
trix multiplications or convolutions in various quantization schemes.

Adopting such a dual approach mitigates the limitations of relying
solely on general-purpose computing or specialized acceleration, of-
fering a versatile platform that can adeptly meet the computational
demands of advanced Al algorithms. It aligns well with the con-
straints of extreme edge computing, where efficient use of power is
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paramount. However, optimizing DNNs for such heterogeneous com-
puting architectures requires sophisticated software tools, as the ab-
sence of Memory-Management Units (MMUs) and Operating Systems
(OSs) in MCUs requires software solutions that are capable of splitting
workloads into chunks that fit within the tight memory constraints of
MCUs [3].

NN Deployment on Heterogeneous SoCs

While DNNs have traditionally been trained and executed on GPG-
PUs, where compute and memory resources can be scaled arbitrarily,
and MMUs and OSs take over low-level hardware management tasks,
model deployment for TinyML requires an entirely different approach,
as these management tasks must be handled in software.

To exploit the compute engines of heterogeneous SoCs, deployment
tools must not only generate code for executing optimized low-level
compute kernels but also orchestrate overlapping memory transfers
between various hierarchy levels [3] and calculate an execution sched-
ule to achieve low data marshaling overheads and high compute uti-
lization.

Overcoming these challenges is paramount to enabling efficient model
execution on baremetal hardware. However, to manage state-of-the-
art networks, deployment tools must also account for the memory
constraints of targeted devices; this is especially challenging, as mod-
ern edge AT MCUs feature multiple memory levels [3,31], requiring
operator tiling, which must account for geometrical and performance
constraints. Generating code for such platforms typically requires a
static memory allocation strategy, which implements the tiling strat-
egy to guarantee correct inference on the device.

This thesis studies the TinyML technology stack holistically, address-
ing end-to-end energy efliciency challenges from the modeling, quan-
tization, deployment, and acceleration angles.
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1.3 Outline
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TCN Extensions for CUTIE
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Figure 1.2: Block diagram of this thesis’ structure

In the following, we outline this thesis, as shown in Figure 1.2.
The content presented throughout this thesis has already been
peer-reviewed and published in conference proceedings and journal
papers.

Chapter 2

The second chapter introduces two different TinyML applications
for extracting high-level information from noisy sensor data, gesture
recognition, and keyword spotting. It discusses approaches based on
Temporal Convolutional Network (TCN) and Transformer networks.
Both applications implement 8 bit quantization, and deployment flows
for extreme edge devices. The presented implementations are mea-
sured on their target platforms, achieving state-of-the-art energy effi-
ciency and accuracy for their respective tasks.

Chapter 3

This chapter introduces the CUTIE accelerator and discusses its key
design characteristics. The accelerators are synthesized and imple-
mented in a prototype backend flow in GlobalFoundries 22 nm technol-
ogy, which is used to gather post-layout power simulation estimates.
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It further demonstrates the impact of quantization and sparsity on
CUTIE’s energy efficiency.

Chapter 4

The fourth chapter introduces TCN extensions for CUTIE, introduced
in Chapter 3, to enable support for networks similar to those described
in Chapter 2. Furthermore, the silicon implementation of the extended
accelerator within the Kraken SoC in GlobalFoundries 22 nm technol-
ogy is discussed, and end-to-end measurements on the fabricated ASIC
are presented.

Chapter 5

The fifth chapter introduces Deeploy, a bottom-up compiler for hetero-
geneous TinyML SoCs, like the SoC presented in Chapter 4, to enable
state-of-the-art TinyML DNNs like the ones introduced in Chapter 2.
Through the deployment of a complex decoder-only Transformer net-
work on the Siracusa SoC, Deeploy’s flexibility and adaptability are
demonstrated, leading to leading-edge energy efficiency and through-
put of a Small Language Model (SLM) on an extreme edge device.

Chapter 6

Chapter six summarizes this thesis and offers an outlook on future
challenges and opportunities for TinyML devices and algorithms.

1.4 Contributions

The main contributions of this thesis, as well as the related publica-
tions, are summarized as follows:

1. The training of a novel mixed CNN and TCN model for gesture
recognition, its quantization, and deployment on a state-of-the-
art RISC-V multi-core TinyML system and measurements of the
power consumption on the device (Chapter 2.1, [32]).

2. The design, quantization, and deployment of a linear trans-
former model for audio recognition on an off-the-shelf ARM
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microcontroller, achieving above state-of-the-art word recogni-
tion accuracy and real-time inference on the 96 MHz MCU. On-
device power measurements complete the study (Chapter 2.2,
[33]).

3. The design of an ultra-low energy-per-inference digital accel-
erator for Ternary Neural Networks (TNNs), CUTIE, as well
as an exploration of quantization schemes for TNNs and their
impact on adder tree activity in the accelerator. It is demon-
strated that the accelerator’s design approach of maximizing
architecture parallelism and focusing on ternary over binary val-
ues optimizes energy efficiency. Furthermore, post-layout silicon
estimates of the accelerator are provided (Chapter 3, [34]).

4. The design and implementation of TCN extensions for the
CUTIE accelerator, as well as a silicon implementation of
the design in GlobalFoundries 22nm technology.  Silicon
measurements of the fabricated device improve on the
post-layout estimates, achieving 1POp/J in a wholly digital
design (Chapter 4, [35]).

5. The design and implementation of a novel compiler, Deeploy, for
DNNSs on TinyML devices. Deeploy solves the tiling and static
memory allocation problems for large neural networks deployed
on MCUs with multiple memory hierarchy levels in a single con-
straint program and generates low-level C code supporting the
integration of user-provided kernels. We also present an in-depth
study on end-to-end performance and power consumption for
autoregressive transformer inference on a heterogeneous multi-
core system (Chapter 5, [36]).

1.5 List of Publications

Most of the material covered in this thesis has been published in the
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Chapter 2

Applications and

Quantization
Algorithms for TinyML

In this chapter, we focus on sensor-driven, time series classification
TinyML applications and methodologies for DNN size reduction,
quantization, and deployment on extreme edge devices, achieving
state-of-the-art accuracy, throughput, and energy efficiency.

The problem of time-series classification is pervasive in TinyML ap-
plications, as most sensors used in embedded devices produce low-
dimensional time series, like audio, radar, or accelerometer data. The
approaches described in this chapter, TCNs and Transformers, are
shown to be adaptable to the TinyML domain.

Section 2.1 introduces a dual-stage algorithm for classifying gestures
from radar data consisting of a per-frame CNN and a per-sequence
TCN. Using this dual approach of extracting spatial features from
a CNN and temporal features from a TCN not only minimizes the
model’s memory footprint, compressing it to 92kB, but outperforms
larger, traditional autoregressive models like Long Short-Term Mem-

15
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orys (LSTMs). We demonstrated end-to-end deployment and integra-
tion with the sensor on the GAP8 MCU, achieving real-time prediction
in a power envelope of only 21 mW. We further collected and open-
sourced a dataset collected for this work, which contains 11 gestures
classes from 26 subjects.

Section 2.2 proposes a quantization and deployment methodology to
enable the use of linear attention on off-the-shelf low-power low-cost
32-bit MCUs. As a use case of this methodology, we present the
WaveFormer, a 130 KB neural network based on a linear attention
architecture that achieves a new state-of-the-art accuracy of 99.45 %
on the Google Speech 35 V2 dataset. We further demonstrate the 8-
bit quantization and embedded deployment of the WaveFormer on the
Apollo 4, an ARM Cortex-M4 platform, achieving a latency of 741 ms,
adequate for real-time operation, as well as an energy consumption of
just 8.7mJ per inference.

Section 2.1 has been published in a slightly different form in IEEE
Internet of Things Journal (IOTJ)! and contains minor modifications.
Section 2.2 has been adapted from a publication at the 2024 Design,
Automation & Test in Europe Conference & Exhibition Conference
(DATE)?, and contains further explanations on deployment results
and quantization methodology.

1© 2021 IEEE. Reprinted, with permission, from M. Scherer, M. Magno,
J. Erb, P. Mayer, M. Eggimann, and L. Benini, “TinyRadarNN: Combining Spatial
and Temporal Convolutional Neural Networks for Embedded Gesture Recognition
With Short Range Radars,” IEEFE Internet of Things Journal, vol. 8, no. 13, pp.
10336-10 346, Jul. 2021

2@ 2024 IEEE. Reprinted, with permission, from M. Scherer, C. Cioflan,
M. Magno, and L. Benini, “Work In Progress: Linear Transformers for TinyML,”
in 2024 Design, Automation & Test in Europe Conference & Ezhibition (DATE),
Mar. 2024
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2.1 TinyRadarNN: Combining Spatial
and Temporal CNNs

2.1.1 Introduction

Human-computer Interface (HCI) and Human activity recognition
(HAR) systems provide a plethora of attractive application scenar-
ios with a wide array of solutions, strategies, and technologies [54,55].
Hand gestures are one of the most natural ways for people to interact,
control and engage with devices and machines in the IoT paradigm
[56]. For this reason it is not surprising that one of the emerging tech-
nologies in the context of wearable devices is gesture recognition [57].
Traditionally, the approaches for capturing human gestures are based
on image data or direct measurements of movement, i.e. by using mo-
tion sensors [57-59]. The main types of sensors used in literature are
cameras with and without depth perception, force-sensitive resistors,
capacitive elements and accelerometers to measure the movement of
the subject directly [60]. While these approaches have been shown
to work well in controlled settings, robustness remains a challenge
in real-world application scenarios. Image-based approaches have to
deal with well-known environmental challenges like subject occlusion
and variability in brightness, contrast, exposure and other parameters
[61]. Another drawback of image-based solutions is the comparatively
high power consumption, with commercial sensors like the Kinect sen-
sors having power consumptions in the order of watts [62]. Wearable
systems using motion-based sensing are much less affected by environ-
mental variability and typically use significantly less power, but are
more difficult to adapt to differences in user physique and behaviour.
Approaches based on Wi-Fi have also been studied. On single subjects
they have been shown to achieve high accuracy [59,63], but are gen-
erally restricted to coarse or full-body gestures, due to the low spatial
resolution, signal strength and susceptibility to electromagnetic inter-
ference and multi-path reflections [64-66].

A very promising, novel sensing technology for hand gesture recogni-
tion is based on high frequency and short-range pulsed RADAR sen-
sors [67]. RADAR technology can leverage the advantages of image-
based recognition with reduced challenges from environmental vari-
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ability. The electromagnetic RADAR waves can propagate through
matter, such that it can potentially record responses even if placed be-
hind clothing. Furthermore, recently proposed designs based on novel
sensor implementations can fit within a low power budget [67], com-
patible with the constraints of wearable devices. However, achieving
RADAR-based gesture recognition on the highly constrained comput-
ing platforms available on wearables remains an open challenge.

Battery-operated wearable devices for the Internet of Things, espe-
cially those used for machine learning and data mining applications,
typically host an ARM Cortex-M or RISC-V based microcontroller,
which can achieve power consumption in the order of a few milli-
watts and computational speeds in the order of hundreds of MOp/s
[68—71], while offering memory storage of at most a few megabytes.
Fitting within these limited computational resources to run machine
learning algorithms especially for high-bandwidth sensors, such as im-
agers or RADARs, remains challenging [72,73]. Recently, several re-
search efforts have started to focus on specialized hardware to run
machine learning algorithms, and in particular neural networks on
power-constrained devices [72,74-76]. Parallel architectures leverag-
ing near-threshold operation and multi-core clusters, enabling signifi-
cant increases in energy efficiency, have been explored in recent years
with different application workloads [77] and low-power systems [29)].

The main state-of-the-art approaches to machine learning-based time-
sequence modelling for gesture recognition are Hidden Markov Mod-
els (HMM) [78] and LSTM [79] networks, which both use an internal
state to model the temporal evolution of the signal. In recent years
especially, Artificial Neural Networkss (ANNs) have seen a rapid in-
crease in popularity, with most recent works relying on LSTM-based
approaches [80,81]. The recently proposed RADAR sensing platform
Soli, jointly developed by Infineon and Google, has been studied in
different works, most prominently by Wang et al. [82]. They pro-
pose an LSTM model that achieves an accuracy of above 90% over 11
classes.

In contrast to the state-based modelling of the input signal, TCNs are
stateless in the sense that their computation model does not depend
on the input. This means that they can compute sequential outputs in
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parallel, unlike LSTMs or HMMs [83]. Furthermore, since they only
use stateless layers, TCNs use significantly less memory for buffering
feature maps compared to LSTMs, defusing the memory bottleneck on
embedded platforms. TCNs have increasingly been adopted in many
application scenarios where the classification of data is heavily linked
to its temporal properties, for example, biomedical data [84] or audio
data [85].

This Subsection proposes a novel embedded, highly accurate tempo-
ral convolutional neural network architecture, optimized for low-power
microcontrollers. The proposed model achieves both a memory foot-
print of less than 100 KB, as well as achieving a per-sequence inference
accuracy of around 86.6% for 11 challenging gesture classes, trained
on a multi-user dataset, and 92.4% for a single-user dataset. We
exploit a novel, low-power short-range A1 RADAR sensors from Ac-
coneer® to acquire two rich and diverse datasets, one for a single user
and one for a total of 26 users, each containing 11 gestures. Further,
we leverage a multi-core RISC-V based embedded processor taking
advantage of the emerging parallel ultra-low power (PULP) comput-
ing paradigm to enable the execution of complex algorithmic flows
on power-constrained devices. Similar to Soli, possible deployment
scenarios for the algorithm and processing platform include smart de-
vices like smartphones? and smart thermostats® and even wearables
with small form factor like smartwatches and hearing aids [29]. Due
to the small footprint of less than 30 mm?, the RADAR sensor can be
easily integrated into most wearable devices [86].

We show that highly-accurate, real-time hand gesture recognition
within a power budget of around 120 mW, including the sensor and
processing consumption, is possible with the proposed sensor and com-
puting platform. Experimental evaluations with a working prototype
demonstrate both the power consumption and the high accuracy and
are presented in this Section.

The main contribution of this Section can be summarized as follows:

3https://www.acconeer.com/products
4https://ai.googleblog.com/2020/03/soli-radar-based-perception-and.html
Shttps://www.gearbrain.com/new-google-nest-hub-soli-2649744781.html
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e Design and implementation of a TCN network architecture op-
timized for low-power hand gesture recognition on microcon-
trollers, achieving state-of-the-art accuracy with a total memory
footprint of less than 512 KB.

e Acquistion and labeling of an open-source gesture recognition
dataset featuring 11 challenging, fine-grained hand gestures
recorded with the low-power Acconeer Al pulsed RADAR
sensor to provide a baseline dataset for future research.

e Implementation of the proposed model in a novel parallel RISC-
V based microcontroller, featuring 8 specialized parallel cores for
processing and 512 KB of on-chip memory. The novel, power-
optimized architecture of the processors enables a full-system
power consumption below 100 mW in full active mode.

e Evaluation of the benefits of the algorithm in terms of accuracy,
energy efficiency and inference speed, showing that the processor
consumes only 21 mW, which is orders of magnitude less power
for real-time prediction compared to the state-of-the-art, at a
comparable level of accuracy.

2.1.2 Related Work

Hand gesture recognition is a widely investigated field. However, it
is difficult to put all the research into context, as there are many
different categories of hand gestures, which vary in complexity. Also,
depending on the number of modelled gestures, the sensor used, and
how well diversified the studied dataset is, accuracies vary greatly. In
this Subsection we review RADAR based approaches which are most
directly comparable with our work. We refer the interested reader to
[64,87-92] for image-based, inertial and RF-based gesture recognition.

RADAR-based gesture recognition

Some research has been conducted to exploit RADAR systems or radio
signals to predict hand gestures. The approaches vary in terms of the
application scenario, as well as accuracy and power efficiency. Differ-
ent models without explicit sequence modelling have been employed
in the past, a sample of which is discussed here. Kim et al. use pulsed
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radio signals to determine static hand gestures by analysing the dif-
ferences between reflected waveforms with the help of a 1D CNN. Ac-
curacies of over 90% are achieved for American Sign Language (ASL)
hand signs using a CNN and micro-Doppler signatures [93]. In their
feasibility analysis, Kim and Toomajian use deep convolutional neural
networks to classify ten hand-gestures using micro-doppler signatures
from a pulsed RADAR. Their offline prediction algorithm reaches an
accuracy of 85.6% on a single participant [94]. Using a similar ap-
proach based on micro-doppler signatures and a Frequency-Modulated
Continuous Wave (FMCW) RADAR, Sun et al. showed that infer-
ence accuracy of over 90% on a nine gesture dataset recorded from a
stationary RADAR for driving-related gestures is possible [95].

Different works have used combinations of LSTM cells or Hidden
Markov Models combined with different pre-processing strategies and
convolutional layers to classify both coarse- and fine-grained gestures
with the help of time-sequence modelling. Hazra et al. present a
FMCW-based system which is trained to recognize eight gestures,
reaching an accuracy of over 94% [96]. Targeting embedded, low-
power applications, Lien et al. developed a high-frequency short-
range RADAR specifically for the purpose of hand-gesture recogni-
tion, called Soli. They implement a neural network to classify four
hand gestures. Their final implementation uses a random forest clas-
sifier on those features with an optional bayesian filter of the random
forest output. They use four micro-gestures, which they call ”vir-
tual button” (pinch index), ”virtual slider” (sliding with index finger
over thumb), "horizontal swipe” and ”vertical swipe”. On those four
gestures, they achieve a per-sample accuracy of 78.22% and a per-
sequence accuracy of 92.10% for the bayesian filtered random forest
output [67]. Choi et al. used the Soli sensor and a self-recorded 10
gesture dataset featuring ten participants to train an LSTM-based
neural network. They achieve an accuracy of over 98% using a GPU
for inference computation [97]. Using the Soli sensor, Wang et al. pro-
pose a machine learning model to infer the hand motions contained in
the RADAR signal, based on an ANN network containing both con-
volutional layers and LSTM cells. They employ a fine-grained eleven
gesture dataset recorded using the Soli sensor. While their approach
shows a high average statistical accuracy of 87.17%, their proposed
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model uses more than 600 MB of memory which is several orders of
magnitude more than most low-power microcontrollers offer. More-
over, the Soli sensors are consuming more than 300mW of power,
which will drain any reasonably sized battery for a wearable device in
a few minutes of use [82].

While it has been shown that TCNs can outperform LSTMs for action
segmentation tasks both in terms of accuracy and inference speed
[83,98], the use of TCNs for gesture recognition remains a relatively
unexplored field of research. However, one work by Luo et al. indicates
that classical 2D-TCNs can perform equally well and even outperform
approaches based on LSTM cells and HMMs for gesture recognition
tasks [99].

2.1.3 Background
Range Frequency Doppler Map

Feature maps based on the Fourier transform of the time axis, like the
Range Frequency Doppler Map (RFDM), similarly to micro-Doppler
signatures, have been proven to be effective for machine learning ap-
plications in previous research on gesture recognition [94-97,100]. Tt
relies on the Doppler effect, which quantifies the shift of frequency in
a signal that is reflected from a moving object. This shift of the fre-
quency is correlated to the velocity of the object in the direction of the
sensor. In order to detect changes in velocity, the I/Q signal is Fourier
transformed into the frequency space, where changes in frequency can
be observed. In order to detect the movement of objects in front of
the sensor, multiple sweeps (i.e. time steps) are joined together and
the time signal is Fourier transformed for each range point. As the
sampled signal from each sweep S(¢,7) is time and range discrete the
Discrete Fourier Transform (DFT) is used. The transformed feature
map S(f,r) can be calculated according to the following equation:

T

S(f,r) = ZS(t,r)e

t=0

_27mift
T
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Figure 2.1: Range-Frequency Doppler Map for an example record-
ing. The width and height dimensions correspond to the temporal
frequency and the sampling range, respectively.

Where T is the total number of sample points per recorded distance
point. We only consider the absolute values of this function. An
example RFDM is shown in Figure 2.1.

Temporal Convolutional Networks

Temporal Convolutional Networks are a modelling approach for time
series using dilated 1D-convolutional neural networks, proposed by
Lea et al. [98], which has been used for a multitude of tasks, but
very prominently in speech modelling [101, 102] and general human
action recognition [103]. The basis of TCNs are causal, dilated 1D-
convolutions. Causal refers to the fact that for the prediction of any
time step no future inputs are considered. Thus, the support pixel
of the kernel is always chosen to be the last pixel. This is needed in
a real-time prediction scenario, as in that case only the current and
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Figure 2.2: Layer structure of the TCN. Each input time step is one
1D vector that is generated by flattening the 2D CNN’s output. The
dilation factors used in the network are 1, 2 and 4. The kernel size
for all convolutional filters in the TCN is 2.

I

past data values are available at prediction time. To weigh past data
for sequence predicition, TCNs employ dilated convolutions over the
temporal dimension. By increasing the dilation factor for consecutive
layers the receptive field can be increased rapidly and very long ef-
fective memory of the network can be achieved. Figure 2.2 shows the
data flow of the TCN. The input data for the TCN are the flattened,
1D outputs of a 2D-CNN.

Naturally, the TCN produces one output per time step. In the follow-
ing, we will refer to metrics considering each individual time step as
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per-frame and to metrics considering the time step and all previous
time steps modelled in the TCN as per-sequence.

2.1.4 Low Power Short Range Radar and Dataset

This Subsection describes the properties of the Acconeer low power
short-range RADAR sensor that was used and the parameters of the
datasets that were acquired using the sensor.

Short Range RADAR for Gesture Recognition

The RADAR devices used are novel short-range pulsed Radio De-
tection and Ranging (RADAR) from Acconeer, pulsed with 60 GHz.
These low power devices use only one transmitter and receiver which
reduces the power consumption to tens of Milliwatts. The data re-
turned by these sensors are sampled values of the I/Q signals. The
RADAR sensor is configured to continuously emit pulses at a fixed fre-
quency of feyeep, called RADAR Repetition Frequency (RRF). The
time interval between two pulses is called RADAR Repetition Interval
(RRI).

Let ¢ = 0 be the time at which the sensor sends out a pulse. Assuming
that the transmitter and receiver are at the same position, i.e. being
the same antenna, the response received at t + 2At corresponds to
the reflection echo of an object located at a distance of d = 5%; from
the emitter/receiver, where At is the time-of-flight of the pulse to the
location of the object.

By regularly sampling the signal received after sending a pulse, a
sweep vector containing reflections of objects at different distances
can be computed. The distance resolution Ad of the Acconeer sensor
amounts to 0.483 mm, which corresponds to a time-of-flight of 1.6 ns.

Dataset Specification and Acquistion

To train and evaluate the sensor for hand gesture recognition, two
datasets were gathered: Omne 5-gesture dataset and two 11-gesture
datasets.® The 11-gesture data set features the same gestures as Wang

6The 5G and 11G datasets and code for feature extraction are available for
research purposes at https://tinyradar.ethz.ch
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Figure 2.3: Overview of the gestures used in the dataset by Wang et
al. [82]. The eleven gestures contain fine-grained gestures like ” Finger
Slide”, as well as coarser gestures like ”Push” or ”Pull”.

et al. [82] and the 5-gesture dataset uses a subset of the same 11 ges-
tures, consisting of the ”Finger Slide”, ”Slow Swipe”, ”Push”, ”Pull”
and ”Palm Tilt” gestures. Using the same gestures as Wang et al. [82]
allows for an effective comparison. All eleven gestures are depicted in
Figure 2.3.

The 11-gesture dataset uses two Acconeer sensors with a sweep rate
of 160 Hz each, while the 5-gesture dataset uses a single sensor with a
sweep rate of 256 Hz. Participants were shown Figure 2.3, the approx-
imate height, 20 cm above the sensor board, at which to perform the
gesture, but were given minimal instructions on how to perform the
gestures. The gestures were performed in sitting position, without
any additional inclination. The recording setup was not systemati-
cally varied between different persons and recordings. The 11-gesture
dataset contains a total of 45 recording sessions of 26 different individ-
uals, out of which 20 recordings are recorded from the same person
to evaluate single-user accuracy, while the other 25 recordings are
each recorded from different individuals. Subsets of the 11-gesture
dataset are used to evaluate single user (SU) performance and multi-
user (MU) performance. For the single-user dataset, the aforemen-
tioned 20 recordings from one single individual are used. For the
multi-user dataset, one recording of the same individual is merged
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Table 2.1: Overview of the parameters used to record the dataset

Parameters 5-G 11-G (SU) 11-G (MU)
Sweep frequency 256 Hz 160 Hz 160 Hz
Sensors 1 2 2
Gestures ) 11 11
Recording length 3s <3s < 3s
# of different people 1 1 26
Instances per Session 50 7 7
Sessions per recording 10 5 5
Recordings 1 20 26
Instances per gesture 500 710 910
Instances per person 2500 7700 35
Total Instances 2500 7700 10010
Sweep ranges 10 — 30 cm 7—-30cm 7—-30cm
Sensor modules used XR111 XR112 XR112

with the remaining 25 recordings of different individuals, which re-
sults in a dataset of 26 recordings of 26 different individuals. Thus,
the multi-user and single-user datasets overlap by one recording of
one individual.

A complete overview of the dataset parameters can be found in Table
2.1.

2.1.5 Energy-Efficient and High Accuracy Gesture
Recognition Algorithm

One of the major contributions of this Section is the proposal of a
model to accurately classify hand gestures recorded with a short-range
RADAR sensor. The proposed model enables the reduction of mem-
ory and computational resources, which pose the biggest challenge
for the deployment of a model for small embedded devices such as
microcontrollers.

The constraints for peak memory use and throughput were chosen to
work with microcontrollers like the ARM Cortex-M7 series and RISC-
V based devices with a power budget in the order of tens of milliwatts.
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These microprocessors are very memory-constrained, usually offering
below 512 KB of memory, and achieve optimal operating conditions
when using 8-Bit quantization for the activations and 16- or 8-Bit
quantization for the weights [104].

Preprocessing

Since the dataset consists of periodic samples of distance sweep vec-
tors, we chose to use the well-known approach of stacking a number
TW of sweep vectors into one feature map window of raw data, which
is called a frame. For the proposed network, the number of sweep vec-
tors was chosen to be 32. This corresponds to a total time resolution
of 200 ms per frame for 11-G datasets and 125 ms for the 5-G dataset.
These frames are then processed by normalizing them and computing
their RFDM. While the 2D range-frequency spectrum contains a real
and an imaginary component, only the absolute value of each bin is
used, since the phase component of the spectral representation, while
having the same number of values as the magnitude, did not add any
significant improvement to the overall inference accuracy.

Neural Network Design

For the 11-G dataset, the input feature map size is 492 x 32 x 2
values, as each sensor contributes one channel, the number of time
steps considered are 32 and the number of range points per sweep is
492. Even when compressing each value to 8 bit, the total required
buffer memory for each frame amounts to 246 KB. For successful
time-sequence modelling, the information of multiple frames needs to
be stored and processed. Using the raw frame for multiple time steps
would lead to buffer space requirements in the order of megabytes,
which is not available in commercial microcontrollers.

To solve this issue, the proposed model is based on a combination
of a 2D CNN and a 1D TCN, which are designed to separate the
spatial-temporal modelling problem into two parts; a short-term, spa-
tial modelling problem, which captures little temporal information
and can be solved on the level of individual frames, and a sequence
modelling problem which can be solved on the level of extracted fea-
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Figure 2.4: Overview of the processing algorithm. The raw I/Q sensor
data is first processed by applying a Fourier transform, after which
features are extracted from the frequency maps by processing them
using a 2D CNN. The results of the feature extraction stage are flat-
tened and five time steps are processed using a dilated TCN network.

tures from the first network. The overall data flow is depicted in
Figure 2.4.

Spatial and Short-Term Temporal Modelling

Spatial and short-term temporal modelling can be seen as the task of
extracting spatial and short-term temporal information from a single
frame of RADAR data into a 1D feature vector containing spatial
features that can be accurately classified with a sequence modelling
algorithm. This approach compresses each frame by a factor of 82X,
which allows the extracted features to be stored on the low-memory
microcontrollers for multiple time steps, which is required for accurate
time-sequence prediction. The proposed network for spatial feature
extraction is depicted in Figure 2.5.

Since the width direction of the data frames corresponds to the spatial
dimension, i.e. the distance from the sensor and the height direction
corresponds to the temporal dimension of the frame, the frame width
is considerably greater than the frame height. Since the distance
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Figure 2.5: Layer structure of the 2D CNN. Each Convolutional layer
is followed by a ReLLU activation.

sampling is chosen to be very fine-grained, wide kernels are used, both
for pooling and convolutions. The layer parameters are shown in Table
2.2. The total required buffer memory size for inference for algorithms
using a static allocation of memory is given by the maximum of the
sum of the buffer space required for the input and output feature map
of any layer. For the proposed network, the total required buffer size is
reached in the first layer and amounts to (492-32-2498-10-16)-8 Bit =
368 KB.

Long-Term Temporal Modelling

The features computed by the 2D CNN are processed further with
a TCN. The TCN uses an exponentially increasing dilation factor to
combine features from different time steps into a single feature vector
which can then be passed to a classifier consisting of fully-connected
layers. For the proposed network, five time steps are considered by
the TCN, i.e. five consecutive output feature vectors of the 2D CNN
are used as the input of the TCN. This corresponds to a total effec-
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Table 2.2: Layer architecture of the 2D CNN

Layer Input Output Kernel Padding
2D Conv 32x492x2  32x492x16 3x5 Same
Max Pooling 32x492x16  10x98x16 3x5 Valid
2D Conv 10x98x16 10x98x32 3x5 Same
Max Pooling 10x98x 32 3x19%x32 3x5H Valid
1D Conv 3x19x32 3x19x64 1x7 Same
Max Pooling 3x19x64 3x2x64 1x7 Valid
Flatten 3x2x64 384 - -

tive time window of 1s for the 11-G datasets and 0.625s for the 5-G
dataset. The overall TCN structure, taking into account the expo-
nential dilation steps, is depicted in Figure 2.2.

Each TCN filter in the TCN consists of residual blocks, each consisting
of one depthwise convolution layer followed by a ReLU [105] activa-
tion, the result of which is then added to the original input. This is
slightly different from the original definition of residual blocks in Lea
et al. [98], as normalization layers, dropout layers and one depthwise
convolutional layer are removed to save memory space and execution
time. A graphical comparison of the residual blocks as proposed by
Lea et al. can be seen in Figures 2.1.5 and 2.1.5.

To reduce dimensionality, the output of the 2D CNN is filtered with a
1D Convolution which compresses the number of channels by a factor
of 12x. The compressed features are then collected for a total of
five time steps before being passed to the dilated network. For the
final output classification, the output of the dilated network is passed
to three fully-connected layers. The resulting network structure is
described in Table 2.3.

Training Setup

Both the 2D CNN as well as the TCN were implemented using the
Keras/Tensorflow framework. The RFDM features were extracted
from the dataset and saved before training. Both network parts were
trained together, using a batch size of 128 for a total of 100 epochs.
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Figure 2.6: Comparison of the TCN residual blocks. The proposed
network blocks (right) require a factor 2x less computations and mem-
ory than the original blocks (left), due to using only one convolutional
layer instead of 2.

Table 2.3: Layer architecture of the TCN

Layer Input Output Kernel Dilation
Causal 1D Convolution | 5x384 5% 32 1 -
Causal 1D Convolution 5x32 5x 32 2 1
Adding Layer 5x32 5% 32 - -
Causal 1D Convolution 5x32 5% 32 2 2
Adding Layer 5x32 5x32 - -
Causal 1D Convolution 5x32 5x32 2 4
Adding Layer 5x32 5x32

Fully connected 5x32 5x64 - -
Fully connected 5x64 5x32 - -
Fully connected 5x32 5x11 - -
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The optimizer chosen for training is Adam [106]. Both 5-fold cross-
validation (CV5) and leave-one-user-out cross-validation (LOOCYV)
training runs were performed and are shown in the results Subsection
(Subsection 2.1.6).

2.1.6 Results and Discussion

We evaluated the proposed model and its implementation on embed-
ded hardware in terms of power consumption and inference perfor-
mance on the system-scale. In particular, we present the test setup
and the evaluation of the proposed model in terms of accuracy, mem-
ory and computational requirements in the first subsubsections, com-
paring different features and processing alternatives, while we present
an evaluation of the implementation on a novel RISC-V-based parallel
processor in a later subsubsection.

Experimental Setup

The GAPS from Greenwaves Technologies” is an off-the-shelf RISC-
V-based multicore embedded microcontroller developed for IoT appli-
cations. At its heart, the GAPS features one RISC-V microcontroller
and an octa-core RISC-V processor cluster with support for special-
ized DSP instructions, derived from the PULP open-source project
[77]. The GAP8 memory architecture features two levels of on-chip
memory hierarchy, containing 512 KB of L2 memory and 64 KB of L1
memory.

Figure 2.7 shows the hardware test setup, using evaluation boards
for the GAP8 and A111 RADAR sensor, connected with an ARM
Cortex-M4 evaluation board, which is used to broadcast the data to
both a connected PC and the GAPS.

The trained model was deployed onto the GAP8 with the AutoTiler
tool®, which generates C Code optimized for parallel execution of the
model on the hardware platform.

"https:/ /greenwaves-technologies.com /ai_processor_gap8/
8 https://greenwaves-technologies.com/manuals/BUILD/AUTOTILER/html/index.html
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Figure 2.7: Picture of the hardware setup used to evaluate the system.
The central board is a STM32L4 development board used to interface
the RADAR sensor board (right) with the GAP8 development board
(left).
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Table 2.4: Per-frame and per-sequence inference accuracy of the full
algorithm on the respective test/validation set

Metric ‘ Per-Frame Per-Sequence
5-G SU-CV5 93.83% 95.00%
11-G SU-CV5 89.52% 92.39%
11-G MU-CV5 81.52% 86.64%
11-G MU-LOOCV 73.66% 78.85%

Accuracy of the Algorithm

The inference accuracy of the algorithm can be discussed both in
terms of per-frame accuracy, i.e. considering every frame for only one
time step or in terms of per-sequence accuracy, i.e. the prediction
for each frame taking into account the prediction for the individual
frame at all time steps. To fairly compare results on the same dataset
and frame definition, the per-frame metric is preferable, since it al-
lows to accurately compare different approaches and the impact of
sequence modelling versus single-frame processing. For comparing to
other datasets and frame definitions, the per-sequence accuracy is the
preferable metric, since it levels out the impact of using frames with
higher time resolution and represents more accurately how the net-
work behaves in a practical setting. The final results for the proposed
network, both in terms of per-frame and per-sequence accuracy are
shown in Table 2.4.

For the following paragraphs, the per-frame accuracy is used to discuss
the impact of changes in architecture and pre-processing, while the
per-sequence accuracy is used to compare to other research.

Evaluation of Pre-Processing Methods

To increase classification performance, different pre-extracted features
were evaluated in combination with the features extracted by the con-
volutional neural network. The pre-extracted features are the signal
energy, both for the Signal-over-Range (SOR) as well as the Signal-
over-Time (SOT), the signal variation for the SOR and SOT and
the centre of mass, which measures the intensity of the signal over
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Table 2.5: Overview of the size of different input features

Feature Data Format 5-G  11-G
Raw I/Q Signal TW x RP x 2 26496 62976
Signal Variation 2D (TW-1) x RP x 2 25668 61008
RFDM TW x RP 13248 31488
Signal Energy SOR RP 414 492
Signal Energy SOT ™ 32 32
Signal Variation SOR RP 414 492
Signal Variation SOT ™ 32 32
Centre of mass T™W x 3 96 96

the range of the sensor. An important consideration for embedded
systems is the size of the feature maps since memory is the most
common bottleneck for neural network implementations on microcon-
trollers and similar devices. An overview of the number of values per
feature with respect to the number of sampling windows TW and the
number of range points RP can be found in Table 2.5.

Due to the splitting of the data into windows containing both spa-
tial and temporal information, an evaluation of the preprocessing and
pre-extracted feature performance using the 2D CNN and a fully-
connected layer to estimate the feature quality can be given. Using
this setup, the per-frame training accuracy results in Table 2.6 were
achieved.

The RFDM features provide the best baseline in terms of pre-
processed feature maps, both in terms of memory efficiency as well as
classification performance. The raw data shows similar performance
as the RFDM in the case of a single-frame model, which makes it
important to consider as using the raw data needs no pre-processing,
while all other features do. However, the required energy to calculate
the RFDM features is around 34x less than what is used for
one inference of the 2D-CNN, so the impact of pre-processing on
energy efficiency is negligible. To further increase the accuracy,
combinations of the RFDM with signal energy, variation and centre
of mass were also studied. The per-frame performance of the REDM
features combined with other features can be seen in Table 2.7.
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Table 2.6: Overview of the per-frame performance of different features

for the 2D-CNN

Feature Combination 5-G SU-CV5 11-G MU-CV5
Raw 1/Q Signal 90.35% 69.09%
Signal Variation 2D 89.93% 65.32%
RFDM 91.08% 69.37%
Signal Energy SOR & SOT 70.25% 51.90%
Signal Energy SOR 65.67% 49.95%
Signal Energy SOT 64.40% 40.72%
Signal Variation SOR 38.10% 17.92%
Signal Variation SOT 20.92% 10.57%
Centre of mass 47.56% 33.81%

Table 2.7: Overview of the 2D-CNN per-frame network performance

with combined features

Feature Combination 5-G SU-CV5 11-G MU-CV5
RFDM baseline 91.08% 69.37%
RFDM & signal variation 2D 91.05% 71.93%
RFDM & signal energy SOR 90.99% 70.24%
RFDM & signal variation 91.08% 69.16%
SOR

RFDM & centre of mass 91.34% 70.35%
RFDM & signal variation 76.93% 59.33%
SOT

RFDM & signal energy SOT 91.20% 70.33%
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Table 2.8: Overview of the averaged per-frame accuracy of the whole
network with combined features

Feature Combination 5-G SU-CV5 11-G MU-CV5
Raw I/Q Signal 91.90% 76.91%
RFDM 93.83% 81.52%
RFDM & signal variation 2D 92.75% 78.84%
RFDM & signal energy SOR 93.22% 80.92%
RFDM & centre of mass 91.81% 78.45%
RFDM & signal energy SOT 93.38% 78.99%

As already shown in the evaluation of pre-processing methods, the
added features do not increase accuracy by a significant margin, which
substantiates the choice not to add them for the proposed network.

Hyperparameter Tuning of the TCN

The performance of the network with the added TCN was evaluated
against the performance of the 2D CNN alone. As explained in Sub-
section 2.1.5, the number of TCN filters is independent of the rest of
the network and can be tuned to fit the constraints of the applica-
tion and target hardware. To find the optimal operating point for the
number of filters, the correlation between the number of filters and
the increase in accuracy was evaluated for the 11 gesture dataset and
is shown in Figure 2.8.

As can be seen in the graph, the classification accuracy plateaus after
32 TCN filters. The averaged per-frame accuracy for different selec-
tions of features using 32 TCN filters and five time steps can be seen
in Table 2.8.

As previously discussed in the evaluation of the pre-processing meth-
ods, adding manually extracted features does not positively impact
the overall accuracy of the network.

Further, for all combinations of features, especially with respect to
the 11 gesture multi-user dataset, the TCN improves the per-frame
accuracy of the overall network by a significant margin.
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Figure 2.8: Classification performance vs. number of TCN filters
on the 11-G dataset, using 5-fold cross-validation (blue) and leave-
one-out cross-validation (grey). Even with exponential scaling of the
number of filters, the accuracy stagnates after around 32 filters.
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Table 2.9: Per-frame test accuracy of the whole network for different
sequence modelling approaches using 32 filters

Time steps 5 10 20
LSTM, 32 filters 79.24%  79.69% 80.71%
LSTM, 128 filters 79.29% 80.23% 81.77%
Original TCN, 32 filters 80.50% 80.46% 81.49%
Original TCN, 128 filters 80.55% 80.26% 82.09%
Proposed TCN, 32 filters 80.13% 80.17% 81.45%
Proposed TCN, 128 filters 80.79% 81.32% 82.79%

Table 2.10: Number of parameters required for sequence modelling
using LSTM vs. TCN broken down by number of filters

Filters | 32 64 96 128
LSTM 25.4k 99.8k 223.5k 396.3k
Original TCN 12.4k  49.6k 111.2k 197.4k
Proposed TCN 6.2k 24.8k  55.6k  98.7k

Comparison to LSTM-based Networks

The proposed model’s time-sequence modelling network using custom
TCN layers was also evaluated against a modelling approach based on
LSTMs as proposed by Schmidhuber et al. [79] and a network using
standard TCN layers.

The performance for all three alternatives was evaluated using the
same number of filters and time steps. The per-frame test accuracies
for 32 and 128 filters are shown in Table 2.9.

The number of time steps beyond five does not significantly increase
the inference performance of the network neither for the TCN version
nor for the LSTM version. Besides accuracy, the focus for embedded
deployment is always on network size. Table 2.10 shows the number
of parameters for 32 and 128 filters. Note that the number of time
steps does not impact the number of parameters.

The number of parameters for the TCN-based implementations is
much lower than the number of parameters required for the LSTM-
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Figure 2.9: Overview of the microprocessor’s energy efficiency while
running the algorithm vs. its cluster frequency. To achieve real-time
operation, at least 100 MHz are required.

based implementations. Taking into account the superior accuracy,
smaller memory footprint achieved with the TCN-based implemen-
tations, the TCN models perform better by all evaluated metrics.
Furthermore, using the proposed TCN variant, the number of param-
eters for the sequence modelling part can be reduced by a factor of
4x compared to LSTM-based variants.

Experimental Results

The proposed algorithm, as explained in Subsection 2.1.5, was im-
plemented and evaluated on a GAPuino evaluation board and power
measurements were taken for both the microcontroller as well as the
RADAR sensor. The overall number of weights of the model is split
between the 2D CNN, requiring 22’368 weights and the TCN, requir-
ing 22’917 weights. Using 16 bit quantization and considering the im-
plementation overheads, the network requires just under 92 KB on the
GAPS. In terms of operations, the 2D CNN dominates the overall al-
gorithm, taking up more than 99% of the overall computations, which
total around 42 MOps per inference, taking a total of 5.8 MCycles per
inference on the GAPS.

An overview of the energy consumption with respect to operating
frequency is given in Figure 2.9.
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Table 2.11: Energy breakdown of the algorithm on GAPS8 at 100 MHz

Algorithm Energy per Frame Cycles MACGs
step

FFT 0.12mJ  176-10° -
2D CNN 4.07mJ 5'100-10% 20470 - 103
TCN 0.32mJ 458 - 103 256 - 103
Dense 0.006 mJ 86 - 103 22103
Full Network 4.52mJ 5'820-10% 20'750 - 103

Table 2.12: Power consumption of the RADAR sensor development
board at different sweep frequencies

Sweep frequency ‘ Power consumption Samples
100 Hz 80 mW 300
160 Hz 95 mW 480
256 Hz 144 mW 768

For the system to work in real-time at 5 Hz prediction rate, includ-
ing the sampling of the RADAR sensor and execution of the algo-
rithm, the cluster frequency should be chosen to be at least 100 MHz.
This leads to an average power consumption of 21 mW of the GAP8
microcontroller measured during 2 inference/sleep cycles, with peak
power consumption of 98 mW while running the inference. An overall
breakdown of operations, energy and cycles per inference at a clock
frequency of 100 MHz using 8 cores is shown in Table 2.11.

To consider the overall system performance, the power consumption of
the RADAR sensor has to be taken into account. Measuring the power
consumption of the development board results in an upper bound,
shown in Table 2.12.

Taking into account the power consumption for the RADAR sensors,
we arrive at a system-level power consumption of around 200 mW
when using two RADAR sensors at 160 Hz, and 115 mW when using
one RADAR sensor at 160 Hz.
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Table 2.13: Comparison with previous work

Metric Soli This work
Model size 689 MB 91 KB
Single sensor power consumption 300 mW 95 mW
Total sensor power consumption 300 mW 190 mW
Network inference power — 21 mW
11-G SU Accuracy 94.5% 92.39%
11-G MU-CV5 Accuracy - 86.64%
11-G MU-LOOCV Accuracy 88.27% 78.85%
Number of different users 10 26

Comparison to Previous Work

A direct comparison is most directly possible with previous work in
Wang et al. [82] since we use the same set of gestures and evaluation
metrics. In Table 2.13 we compare our results with those reported by
Wang et al. All accuracies are reported per-sequence, as the definition
of frames is different in [82].

The direct comparison shows that our proposed network performs
comparably accurately, if slightly worse, in all but leave-one-subject-
out cross-validation, to the network proposed by [82]. Nonetheless,
our network size is smaller by a factor of 7°’500x and our power con-
sumption is lower by several orders of magnitudes, as [82] use a GPU
for inference, which operates at tens to hundreds of Watts of power
consumption.

2.1.7 Conclusion

We presented a high-accuracy and low-power hand-gesture recogni-
tion model combining a TCN and CNN model to achieve accuracy
and low memory footprint. The model targets data processing with
short-range RADAR. We further proposed a hand-gesture recognition
system that uses low-power RADAR sensors from Acconeer combined
with a GAPS8 Parallel Ultra-Low-Power processor and can be bat-
tery operated. Two large datasets with 11 challenging hand-gestures
performed by 26 different people containing a total of 20’210 gesture
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instances were recorded, on which the proposed algorithm reaches an
accuracy of up to 92.4%. The model size is only 92kB and the imple-
mentation in GAPS8 shows that live-prediction is feasible with a power
consumption of the prediction network of only 21 mW. The results
show the effectiveness and potential of RADAR-based hand-gesture
recognition for embedded devices, as well as the network design, using
the TCN approach. Further, we provide all necessary data and code
to train the TinyRadarNN on tinyradar.ethz.ch.
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2.2 WaveFormer: Long Sequence Trans-
formers for Edge Devices

2.2.1 Introduction

Following the success of CNNs in the early 2010s, DNNs have be-
come the standard approach for many machine learning applications,
especially time-series processing [107]. While CNNs set records in
statistical accuracy, they have recently been challenged by a newly
emerging type of DNN architecture, the transformer [108]. The trans-
former was initially designed for use in NLP, but its main novelty, the
attention mechanism, has proved helpful in various applications. Con-
sequently, public benchmarks on open-source datasets are dominated
by transformer network architectures in Automatic Speech Recogni-
tion (ASR) [109], speech separation [110], or environmental sound
classification [111].

In parallel with this development, the increasing demand for machine
learning at the edge has led to the cloud computing paradigm being
challenged: most data centers are not equipped to process the amount
of raw data generated by billions of devices fast enough, and battery-
operated devices are not able to sustain the power needed to stream
data continuously to the cloud for months or years without recharging
[72]. Furthermore, energy and latency issues in cloud processing are
compounded by privacy and safety concerns [112]. One solution to
this dilemma is to perform machine learning inference directly on
edge devices with limited memory and computational resources — an
approach often referred to as TinyML.

The main requirement of TinyML, low inference latency enabling
real-time computation, needs to be weighed against the constraints
of MCUs, namely limited computational power, limited storage, and
memory, typically in the order of hundreds of kilobytes, and the lim-
ited available energy in the context of always-on, battery-operated
devices. The new generation of edge computing-focused MCUs are
also able to process sub-word data efficiently by exploiting special-
ized SIMD ISA extensions, which help compensate for the low core
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frequency of such devices and improve the energy efficiency of com-
putation.

While research on TinyML systems has made significant progress in
the past, the main class of networks studied remains CNNs. The
attention layer is the main bottleneck preventing transformers’ adop-
tion for embedded time-series processing. The memory and compu-
tational requirements of the implementation of the conventional at-
tention mechanism scale quadratically with the input length severely
limiting the ability to process long sequences of data. A solution to
this bottleneck is the use of alternative forms of attention [113-116].
While some of these works use heuristic approaches to reduce the
complexity of the attention matrix [115], most rely on random feature
maps to approximate the softmax kernel [113,114, 116], without the
costly explicit calculation of the attention matrix. The latter class of
attention is typically referred to as linear attention.

This Section introduces the necessary building blocks to train and
quantize full transformer models for deployment on MCUs with a
power budget in the order of milliwatts. As a concrete high-impact
application, this Section proposes the WaveFormer, an accurate and
lightweight transformer-based neural network. Experimental evalu-
ation shows that the WaveFormer model improves on the state-of-
the-art in Keyword Spotting (KWS) datasets, namely the 12 and 35
class Google Speech Commands (GSC) datasets [117].

In detail, the main contributions of the Section are as follows:

e We introduce the WaveFormer, a neural network architecture
that uses linear attention and processes raw audio data,
achieving a new state-of-the-art accuracy of 98.8% and 99.1 %
on the GSC 12 and 35 class V2 dataset while requiring only
130 KParameters and 19 MOp per inference.

e We present a novel quantization methodology for neural
networks that contain linear attention layers, which enables
hardware-friendly integer quantization of linear attention
networks. We apply this algorithm to the proposed network,
demonstrating quantized inference without loss of statistical
accuracy.
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e We present hardware latency and power measurements of the
quantized and deployed network on an Ambiq Apollo 4 Cortex-
M4 microcontroller, achieving 741 ms of latency, enabling real-
time operation, and energy consumption of 8.7 mJ per inference.

e We achieve 2.5 x lower memory and 4.7x lower computation
requirements compared to the CNN-based state-of-the-art net-
work on GSC 12 class dataset, as well as 8.5x lower memory
and 4.2x lower computation requirements over the transformer-
based state-of-the-art model on GSC 35 class dataset.

2.2.2 Related Work

As discussed in Section 2.2.1, time series classification tasks, such as
keyword spotting, can largely benefit from the attention mechanism
of transformer models. In the following, we briefly overview some of
the most important works related to transformer models and keyword
spotting in recent years.

Attention Mechanisms

The attention mechanism, as used in transformer literature, was in-
troduced in Vaswani et al. [108], and refers to an operator that uses
three tensor inputs, q(uery), k(ey), and v(alue), and produces a sin-
gle tensor output. Each input tensor has a sequence length dimension
S and an embedding dimension F, and is projected to an inner di-
mension D, using three trainable projections. The full dot-product
attention mechanism is given by Equation 2.1.

Q = quucry K = kacy V =vWale

Attention(Q, K, V) = AxV = SoftMax (M) x V @1)
over rows \/ﬁ
The major bottleneck of this conventional attention mechanism is the
computation of the A x V product, requiring O (82 - D) operations,
where S refers to the sequence length, and D represents the inner
dimension of the attention layer.
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As an alternative to conventional attention, several works [113, 116]
have proposed forms of linear attention, which, at its core, replaces
the quadratic computation cost in sequence length of conventional
attention with quadratic computation cost in the inner dimension,
requiring O (S . D2) operations. Linear attention algorithms rely on
applying the kernel trick with random feature maps ® over the Q
and K matrices to avoid calculating the softmax activation over the
attention matrix A. A possible formulation of the linear attention
mechanism for each row ¢ of the output matrix is given in Equation 2.2.

SN2 (Q) x (@ (K;)) x V)
YN e @Q)" x o (K))

Attention(Q, K, V) [i] ~ (2.2)

While linear attention mechanisms do not offer any [113] or only
asymptotical [116] equivalence with conventional attention, their com-
putational complexity characteristics make them an exciting option
for on-sensor applications like audio processing, where S >> D if
practical approaches can be found to achieve competitive accuracy.

TinyML for Keyword Spotting

Keyword Spotting is one of the most well-studied problems for
TinyML systems, given its real-time, confidential near-sensor
computation requirements. Early work by Zhang et al. [11§]
studied different recurrent, convolutional, and mixed neural network
architectures, which establish a baseline for accuracy on the GSC and
which drove further efforts towards efficient inference on MCUs [119].
Significant improvements were later achieved through the use of
ResNet-based networks [120, 121], at the expense of increasing the
models’ memory and computational requirements.

More recently, transformer networks have been proposed [122,123].
The transformers and convolutional networks for KWS share a com-
mon pre-processing approach, in which short-term spectrograms are
stacked along the time dimension, resulting in a two-dimensional rep-
resentation of the evolution of the short-term frequency spectrum.
Because audio data tends to require sequence lengths in the order of
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thousands but only one sampling dimension per microphone, conven-
tional attention operations are too computationally intensive to be
applied. This Section demonstrates how leveraging linear attention
enables processing raw, uncompressed waveform data, significantly in-
creases accuracy on keyword spotting tasks, and minimizes hardware
requirements.

Transformer Quantization

An integral aspect of TinyML research is the quantization of neural
networks to 8 or fewer bits. The basis of most quantization algorithms
is PACT [16], which introduced trainable parameters for the clipping
bounds of each tensor. Several works have extended the PACT al-
gorithm, mainly focusing on the training convergence characteristics
and initialization strategies of the clipping parameters [18,124,125].

While quantization algorithms for traditional CNNs are well stud-
ied [16,18], 8-bit and mixed precision quantization algorithms, down
to 2 bits [126], for standard Transformers have only recently been pro-
posed [127-131]. To the best of the authors’ knowledge, there is no
previous work on quantized linear attention.

The proposed method in this Section achieves performance beyond the
current state-of-the-art on embedded devices by training and quantiz-
ing a linear attention-based transformer model that operates on raw
waveform data rather than pre-processed spectrogram windows. Our
proposed network achieves an accuracy of 98.8 % and 99.1 % on the
12 and 35 class GSC V2 datasets and decreases model size and num-
ber of computations by 2.5x and 4.7x compared to state-of-the-art
networks. We further present a novel, robust quantization method-
ology for linear attention networks, enabling efficient deployment to
energy-efficient edge devices without loss of accuracy.

2.2.3 WaveFormer

One of the main contributions of this Section is the design of
a KWS network, the WaveFormer. In contrast to other CNN- and
transformer-based neural architectures for KWS [122, 123], the
WaveFormer uses raw audio waveforms. To reduce the feature space,
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WaveFormer Encoder

Convolutional Linear Cross-Attention (CLCA) Point-wise Feed-Forward (PWFF)

@-Dyx8ja

@-pyxsp

Figure 2.10: Overview of the encoder used in the WaveFormer. Each
depthwise convolution uses a kernel size of 5, and each dense con-
volution uses a kernel size of 2. Shapes of intermediate tensors are
annotated above the connecting arrows. H, S, E, and D represent the
number of heads, sequence length, embedding dimension, and inner
dimension, respectively.

the WaveFormer compresses the sequence length in each encoder
block, reducing temporal resolution incrementally. This allows our
model to learn a larger feature space, resulting in higher accuracy.
To apply attention-based algorithms to long sequences found in
audio recordings within the constraints on memory and computation
imposed by embedded machine learning, the WaveFormer uses linear
attention [113,116].

Architecture

The main building block of the WaveFormer architecture is the Con-
volutional Linear Cross-Attention (CLCA) module. The CLCA im-
plements Multi-Head Cross-attention [132] by using a convolutional
projection for Q and a shared convolutional projection to compute the
K and V matrices. Each convolutional projection consists of a depth-
wise convolution followed by a pointwise convolution. The depthwise
convolution uses a configurable stride, which is used to reduce the
sequence length. We found that adding a residual connection with a
pointwise convolution between the downsampling depthwise convolu-
tion of the Q tensor and the output of the linear attention operator
increases training stability. Following popular transformer literature



2.2. WAVEFORMER o1

[108, 122, 123], we use a pointwise feed-forward module in sequence
with the attention block. Finally, we found that a second residual
connection with a strided dense convolution added to the output of
the feed-forward layers increases the network’s accuracy.

The configuration of hyperparameters used in our encoders is as fol-
lows: We use depthwise convolutions with a kernel size of 5 and a
stride of 2 for the Q projection and a stride of 4 for the K,V pro-
jection, as our experiments showed that decreasing the stride of the
K.,V projection does not increase the accuracy of the network. In each
attention block, we project the inputs to 2 heads, with an internal di-
mension that scales proportionally with the embedding dimension.
The feature map activation function in the linear attention used in
this Section, ®, is a ReLLU activation, similar to the generalized linear
attention activation proposed in [113]. All feed-forward layers’ [108]
hidden dimension is equal to 2 - E, and we apply the commonly used
GELU [133] activation. The dropout probability in the encoder is cho-
sen as 0.1, as proposed in [108]. A block diagram of the WaveFormer
encoder is shown in Figure 2.10.

Similar to KWT, LeTR, and other ViT-inspired architectures for con-
ventional transformers [122,123,134], the full WaveFormer consists of
repeated encoder modules. Each encoder module downsamples the
sequence length and optionally expands the embedding dimension.
Afterward, the feature tensor is averaged over the sequence dimen-
sion. The resulting vector is passed into a dense classifier, project-
ing the embedding dimension to the final classification label vector.
The WaveFormer model configuration used throughout this Section

consists of 9 sequential encoders with configuration as shown in Ta-
ble 2.14.

Preprocessing

We resample the input of training, validation, and test inputs from
16.384kHz to 8.192kHz, shortening the sequence length. Since each
sample in the GSC dataset is a one-second recording, the resulting
input sequence length is 8192. We further apply random data aug-
mentation in the form of polarity inversion (p = 0.8), Gaussian noise
(p = 0.01), gain (p = 0.3), and reverb (p = 0.6) on the training
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Table 2.14: Model architecture

Layer Type | Emb. Dim. | Seq. Len. | Head Dim. | MLP Dim.
Encoder 1 8192 4 8
Encoder 4 4096 4 16
Encoder 8 2048 8 16
Encoder 8 1024 8 32
Encoder 16 512 16 32
Encoder 16 256 16 64
Encoder 32 128 32 64
Encoder 32 64 32 128
Encoder 64 32 32 128
Sequence 64 16 - -
Avg. Pool-

ing

Dense Layer 64 1 - -

dataset. Finally, we quantize all inputs by scaling them linearly to
the (—128,127) range, rounding to the nearest integer, and dividing
by 128.

2.2.4 Quantization Algorithm

This section introduces a general linear quantization scheme for trans-
former models using linear attention layers to perform all tensor op-
erations in integer arithmetic. For all operators in the network ex-
cept linear attention and GELU activations, we use the TQT algo-
rithm [18]. For GELU activations, we use the algorithm proposed
in [128]. Building on this framework, we propose a novel quantization
algorithm for linear attention focusing on the numerical stability of
the division operator.

Quantized Linear Attention

As introduced in Section 2.2.2, the linear attention operator requires
three fundamental operations, namely matrix multiplication, addi-
tion, and division. In this Section, we target only matrix multipli-
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cations to be performed in 8-bit integer arithmetic since they form
the bulk of computations in linear attention. In contrast, we do not
perform the division operation with 8-bit integers but 32-bit integers,
as most ISAs do not feature SIMD division extensions, and low pre-
cision division is numerically unstable. Our algorithmic contributions
can be broken down into two core ideas: stabilization of the division
operator and minimization of denominator rounding errors, which we
introduce and motivate in this section.

Stabilization of Division

One core issue of performing divisions in integer arithmetic is avoiding
division by zero. A common way to address this issue is adding a
numerically small constant p to the denominator, guaranteeing that
the denominator is greater than zero. For our quantization algorithm,
we have to take special care that the numerical value of p is at least
as large as the quantum of the denominator; otherwise, it will be
rounded to zero, and division by zero might still occur. To this end,
we introduce an integer parameter 7, which acts as a scaling factor.
As a quantization constraint, we enforce that n - u is larger than the
denominator’s quantum, resulting in Equation 2.3.

. ol e Q)" x (2 (K;j) x V)
Attention(Q, K, V) [i] = J
trention(Q ) N 0(Qi) x @ (Kj) +n-p

(2.3)

Denominator Rounding Error

A second issue of division is non-linear sensitivity to rounding errors in
the denominator. While errors in the numerator of the division affect
the output error linearly, rounding errors in the denominator for val-
ues close to zero affect the output error dramatically. To address the
problem of asymmetric error sensitivity in the division operator dur-
ing quantization, we apply percentile-based clipping to determine the
initial clipping bound values of all quantized tensors. Initializing the
clipping bounds based on a lower and upper percentile of the distri-
bution, rather than the minimum and maximum, limits the dynamic
range of quantized values and suppresses outliers. This increases the
resolution of values closer to zero, which reduces the rounding error for
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such values. Conversely, this clipping strategy increases the rounding
errors of large values. Still, since they affect the output error of the
division operator much less, percentile-based clipping increases the
overall accuracy of quantized linear attention.

2.2.5 Deployment

To deploy networks to off-the-shelf microcontrollers, we developed
DumpO, an extensible neural network deployment toolchain that tar-
gets microcontrollers. DumpO generates C code, which manages in-
termediate buffer memory and calls optimized kernel implementations
of individual layers. Wherever possible, we used open-source CMSIS-
NN [104] kernels and we used a custom kernel for GELU activations
which implements the I-BERT [128] algorithm. Furthermore, we in-
tegrated a kernel for the quantized division described in Section 2.2.4.

As the deployment platform, we target the ARM Cortex-M4-based
Apollo 4 microcontroller®. The Apollo 4 microcontroller supports core
clock frequencies of 96 MHz and 192 MHz. It features three memory
domains, of which two are SRAM-based and one is MRAM-based.
The larger SRAM-based domain, the shared SRAM, features a total
of 1MB of memory, while the smaller domain, the TCM memory,
features 384 kB. The MRAM features 2 MB of memory. To optimize
execution speed on the microcontroller, we set up the linker to deploy
the stack and heap on the TCM memory, which requires a single cycle
for memory accesses. All code, model weights, and other data are
stored in the MRAM and shared SRAM. The memories’ access time
is reduced with a hardware cache, which allows single-cycle access on
hit. The cache miss penalty for the MRAM and SRAM regions are
11 and 7 cycles, respectively.

2.2.6 Experimental Results
Training Setup and Results

We performed all training experiments with a constant setup, de-
scribed in this section. For both the 12 and 35 class problems, we

9https://ambiq.com/apollo4/
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Figure 2.11: Plot of error rate curves for training and validation of the
35 class and 12 class model. Notably, the training-validation margin
is much larger for the 35 class model, indicating better generalization.

train the model for 200 epochs using the Adam optimizer, with an
initial learning rate of 2 x 10™3 with cosine-annealing learning rate
scheduling. For the 12 class problem, we rebalance the class dis-
tribution for train, validation, and test sets using standard settings
[121,139]. Further, we average 20 training runs with different rebal-
ancing split seeding. Since the datasets for the 35 class problem are
fixed, we average four training runs with different seeds. For both
problems, we use the train-validation-test split proposed in [117]. No-
tably, we evaluate the test accuracy on the standard test sets offered
by the Google Speech Commands v2 dataset.

Using this setup, we measure an average accuracy of 99.1 % on the 35
class problem and 98.8 % on the 12 class problem. We also calculate
the standard deviation for our experiments, achieving 0.114 for the 12
class problem, and 0.185 for the 35 class problem.

Unlike related work, we achieved higher accuracy on the 35 class prob-
lem. This is mainly due to two key reasons; first, we do not use
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spectrogram compression on the input waveforms, which allows us
to preserve a much richer feature space, which allows much better
discrimination in the downstream network. Moreover, due to the re-
balancing of the 12 class dataset, which discards most of the dataset,
the 35 class dataset contains significantly more training data, enabling
better network generalization, as shown by the training loss curves in
Figure 2.11. To verify this hypothesis, we trained our proposed model
on the 12 class problem without rebalancing the training set, thus the
learning stage benefits from the same data as the 35 class problem,
but with fewer categories. At the same time, the validation and test
set maintain the sample per class balance as other works [121,139],
therefore ensuring a fair comparison with our method. In this ex-
periment, we achieved an average accuracy of 99.7%, matching the
results on the 35 class problem and outperforming existing work by 1
percentage point.
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Figure 2.12: Validation loss curve of the 30 epoch quantization-aware
training of a 12 class model. After an initial increase in loss, the
percentile clipping quantization strategy recovers, while the max-min
clipping strategy diverges once divisions are quantized.
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Quantization

We used the Quantlib library'® for all quantization experiments.
Quantlib allows the import of a pre-trained network and the
replacement of standard PyTorch layers with layers that implement
fake-quantization algorithms and supports the export of fully inte-
gerized networks in a customized ONNX format. We extended the
library to support percentile-based clipping initialization. Similarly,
we extended the library with support for L BERT quantization [128]
of GELU layers. We used the library’s implementation of the
TQT [18] algorithm to train the clipping bounds for all layers.

We retrained the full-precision models with the Quantlib quantization-
aware layer set for 30 epochs to achieve quantization-aware finetun-
ing. We used an initial learning rate of 5 x 10™* with cosine annealing
scheduling. We start quantizing all convolutions, linear layers, and ac-
tivations except for GELU after the first epoch and the quantization
of GELU and Division layers after 27 epochs. We used the origi-
nal train-validation-test split of the GSC V2 dataset and the same
seed used for training for all quantization and retraining purposes.
Furthermore, we disabled all dropout layers and kept the same data
augmentation as during training.

Figure 2.12 shows the quantization training curves of a 12 class model,
using the percentile-clipping-based strategy described in 2.2.4 and the
default max-min-clipping strategy proposed in the original PACT pa-
per [16]. While both clipping strategies expose an initial drop in
accuracy after the first epoch, the clipping strategy converges to the
original full-precision accuracy after a few epochs. In contrast, the
initial decrease in accuracy for the max-min strategy is much more
significant, and the network does not recover. The retrained, quan-
tized 12 and 35 class networks using the percentile strategy achieve an
accuracy of 98.7 %, and 99.2% on the test dataset, closely matching
their unquantized versions.

10https://github.com/pulp-platform/quantlib
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Deployment Results

The generated implementation requires only 223kB of Read-only
memory for 152kB of weights and 71kB of program code and
other overheads. Furthermore, the implementation requires 197 kB
of Read/Write memory for intermediate buffers. On the Apollo
4 running at 192MHz, one inference requires 142.3 MCycles for
19.8 MOp, leading to a compute intensity of 0.14 Op/Cycle and
an inference latency of 741 ms for sequences of length 8192, while
consuming an average of 11.7mW. Since each input corresponds to a
1s recording, this is sufficient for real-time operation with an energy
cost of 8.7mJ per inference.

Comparison with State-of-the-art

A comparison of our work with other networks on the GSC dataset
is shown in Table 2.15. Notably, our proposed model achieves the
highest absolute Top-1 accuracy reported in the literature for models
of any type, both on the 12 class and the 35 class problem. The most
closely comparable models for the 12 class problem in terms of ac-
curacy, the BC-ResNet-8 [121] and KWT-3 [122] achieve 98.7 % and
98.6 % of accuracy on the test set, 0.1 and 0.2 percentage points less
than our model. Comparing these models in terms of model size and
number of operations, critical metrics for embedded machine learn-
ing, we find that our model uses 2.5x and 41x less parameters and
4.7x and 27.7x fewer operations per inference than the most accurate
models reported in literature, BC-ResNet-8 and KWT-3 [121, 122].
Compared against the state-of-the-art for the 35 class problem, LeTR-
256 [123], we achieve a 0.9 percentage point improvement in terms of
accuracy, as well as a reduction in model size and number of opera-
tions of 8.5x and 4.2x. As mentioned in Section 2.2.6, we attribute
these improvements to two key factors; Firstly, unlike all other mod-
els reported in literature, we do not use compressed spectrogram data
but instead process raw waveforms, enabling deliberate and controlled
compression of the model’s feature space. Secondly, we use a novel
form of linear attention, allowing us to efficiently process long se-
quences within the stringent memory and computational constraints
of a microcontroller.
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2.2.7 Conclusion

This Section presents a novel keyword spotting network architecture
based on linear attention. We show that our model, which, in con-
trast to other state-of-the-art keyword spotting models, does not com-
press raw data before computation, outperforms the state-of-the-art
in terms of accuracy by 0.1 and 0.8 percentage points while at the
same time reducing the number of parameters by 2.5, and the num-
ber of operations by 4.7x. We further propose a novel quantization
scheme for linear attention layers and demonstrate quantization with-
out loss of accuracy, enabling the use of the proposed network on
resource-constrained embedded devices.



Chapter 3

CUTIE: Completely
Unrolled Ternary
Inference Engine

This Chapter presents a 3.1 POp/J fully digital hardware accelera-
tor for ternary neural networks. CUTIE, the Completely Unrolled
Ternary Inference Engine, focuses on minimizing non-computational
energy and switching activity so that dynamic power spent on stor-
ing (locally or globally) intermediate results is minimized. This is
achieved by 1) a data path architecture completely unrolled in the
feature map and filter dimensions to reduce switching activity by fa-
voring silencing over iterative computation and maximizing data re-
use, 2) targeting ternary neural networks which, in contrast to binary
NN, allow for sparse weights which reduce switching activity, and 3)
introducing an optimized training method for higher sparsity of the
filter weights, resulting in a further reduction of the switching activity.
Compared with state-of-the-art accelerators, CUTIE achieves greater
or equal accuracy while decreasing the overall core inference energy
cost by a factor of 4.8 x-21 x.

61
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The following sections have been published in a slightly different form
in the IEEE Transactions on Computer-Aided Design of Integrated
Circuits and Systems'.

3.1 Introduction

Since the breakthrough success of AlexNet in the ILSVRC image
recognition challenge in 2012 [1], CNNs have become the standard
algorithms for many machine learning applications, especially in
the fields of audio and image processing. Supported by advances
in both hardware technology and neural network architectures,
dedicated ASIC hardware accelerators for inference have become
increasingly commonplace, both in datacenter-scale applications as
well as in consumer devices [140]. With the increasing demand to
bring machine learning to IoT devices and sensor nodes at the very
edge, the de facto default paradigm of cloud computing is being
challenged. Neither are most data centers able to process the sheer
amount of data generated by billions of sensor nodes nor can typical
edge devices afford to send their raw sensor data to data centers for
further processing, given their very limited power budget [72]. One
solution to this dilemma is to increase the processing capabilities
of each sensor node to enable it to only send extracted, highly
compressed information over power-intensive wireless communication
interfaces or to act as an autonomous system.

However, the general-purpose microcontrollers typically employed in
these IoT devices are ill-suited to the computationally intensive task
of DNN inference, placing severe limitations on the achievable energy
efficiency. While great strides in terms of energy efficiency have been
made with specialized microcontrollers [77], some applications still re-
quire lower power consumption than what can be achieved with using
32-bit weights and activations in DNN inference. A popular approach
to reducing the power consumption for neural network computations

1©) 2021 IEEE. Reprinted, with permission, from M. Scherer, G. Rutishauser,
L. Cavigelli, and L. Benini, “CUTIE: Beyond PetaOp/s/W Ternary DNN Inference
Acceleration With Better-Than-Binary Energy Efficiency,” IEEE Transactions on
Computer-Aided Design of Integrated Circuits and Systems, vol. 41, no. 4, pp.
1020-1033, Apr. 2022.
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is the quantization of network parameters (weights) and intermedi-
ate results (activations). Quantized inference at a bit-width of 8 bits
has been shown to offer equivalent statistical accuracy while allow-
ing for significant savings in computation energy as well as reducing
the requirements for working memory space, memory bandwidth, and
storage by a factor of 4 compared to traditional 32-bit data formats
[15,141-143].

Pushing along the reduced bit-width direction, recently several meth-
ods to train neural networks with binary and ternary weights and
activations have been proposed [144-149], allowing for an even more
significant decrease in the amount of memory required to run infer-
ence. In the context of neural networks, binary values refer to the set
{-1, +1} and ternary values refer to the set {-1, 0, 1} [144,150]. These
methods have also been used to convert complex state-of-the-art mod-
els to their Binary Neural Network (BNN) or TNN form. While this
extreme quantization incurs sizeable losses in accuracy compared to
the full-precision baselines, such networks have been shown to work
well enough for many applications and the accuracy gap has been
reducing quite rapidly over time [151-153].

Although quantization of networks does not affect the total number
of operations for inference, it reduces the complexity of the required
multipliers and adders, which leads to much lower energy consumption
per operation. For binary networks, a multiplier can be implemented
by a single XNOR-gate [21]. Further, the number of bit accesses
per loaded value is minimized, which not only reduces the memory
footprint but also the required wiring and memory access energy.

While BNNs in particular are fairly well-suited to run on modern
general-purpose computing platforms, to take full advantage of the
potential energy savings enabled by aggressively quantized, special-
ized, digital, low-power hardware accelerators have been developed
[21,27,154,155]. Concurrently to the research in digital neural net-
work accelerators, analog accelerators that compute in-memory, as
well as mixed-signal, have been explored [26,156,157]. While mixed-
signal and in-memory designs hold the promise of higher energy ef-
ficiency than purely digital designs under nominal conditions, their
higher sensitivity to process and noise variations, coupled with the
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necessity of interfacing with the digital world, are open challenges to
achieve their full potential in energy efficiency [158].

Even though both analog and digital accelerators extract immense
performance gains from the reduced complexity of each operation,
there is still untapped potential to further increase efficiency. Most
state-of-the-art binary accelerators use arrays of multipliers with large
adder trees to perform the multiply-and-popcount operation [21, 26,
155,159], which induces a large amount of switching activity in the
adder tree, even when only a single input node is toggled. Adding
to this, even state-of-the-art binary accelerators spend between 30%
to 70% of their energy budget on data transfers from memories to
compute units and vice-versa [26,155]. This hurts efficiency consider-
ably since time and energy spent on moving data from memories to
compute units are not used to compute results. Taking these consid-
erations into account, two major opportunities for optimization are to
reduce switching activity in the compute units, especially the adder
trees, and to reduce the amount of data transfer energy.

In this Chapter, we explore three key ideas to increase the core ef-
ficiency of digital low-bit-width neural network accelerator architec-
tures: first, unrolling of the data-path architecture with respect to the
feature map and filter dimensions leading to lower data transfer over-
heads and reduced switching activity compared to designs that im-
plement iterative computations. Second, focusing on TNNs instead of
BNNs thereby capitalizing on sparsity to statistically decrease switch-
ing activity in unrolled compute units. Third, optimizing the quan-
tization strateqy of TNNs resulting in sparser networks that can be
leveraged with an unrolled architecture. We combine these ideas in
CUTIE, the Completely Unrolled Ternary Inference Engine.

Our contributions to the growing field of energy-optimized aggres-
sively quantized neural network accelerators are as follows:

1. We present the design and implementation of a novel accelerator
architecture, which minimizes data movement energy spending
by unrolling the compute architecture in the feature map and
filter dimensions, demonstrating that non-computational energy
spending can be reduced to less than 10% of the overall energy
budget (Section 3.5.3).



3.2. RELATED WORK 65

2. We demonstrate that by unrolling each compute unit completely
and adjusting the quantization strategy, we directly exploit spar-
sity, minimizing switching activity in multipliers and adders, re-
ducing the inference energy cost of ternarized networks by 36%
with respect to their binarized variants (Section 3.5.4).

3. We present analysis results, showing that the proposed archi-
tecture achieves up to 589 TOp/s/W in an IoT-suitable 22 nm
technology and up to 3.1 POp/s/W in an advanced 7nm tech-
nology, outperforming the state-of-the-art in digital, as well as
analog in-memory BNN accelerators, by a factor of 4.8 in terms
of energy per inference at iso-accuracy (Section 3.5.7).

This Chapter is organized as follows: in Section 3.2, previous work
in the field of neural network hardware accelerators and aggressively
quantized neural networks is discussed. In Section 3.3, we introduce
the proposed accelerator architecture. Section 3.4 details the imple-
mentation of the architecture in the GlobalFoundries 22 nm FDX and
TSMC 7nm FF technologies. In Section 3.5, the implementation
results are presented and discussed, by comparing with previously
published accelerators. Finally, Section 3.6 concludes this Chapter,
summarizing the results.

3.2 Related Work

In the past few years, considerable research effort has been devoted
to developing task-specific hardware architectures that enable both
faster neural network inference as well as a reduction in energy per
inference. A wide range of approaches to increase the energy-efficiency
of accelerators have been studied, from architectural and device-level
optimizations to sophisticated co-optimization of the neural network
and the hardware platform.

3.2.1 Aggressively Quantized Neural Networks

On the algorithmic side, one of the main recent research directions
has been quantization, i.e. representing model weights and interme-
diate activations in lower arithmetic precision. It has been known
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for some time that quantization of network weights to 5bits and
less is possible without a loss in accuracy in comparison to a 32-
bit floating-point baseline model [15,141,142]. Further quantization
of network weights to binary or ternary precision usually results in a
small drop in accuracy, but precision is still adequate for many appli-
cations [147,148,160,161]. Extending the approach of extreme quanti-
zation to intermediate activations, fully binarized and fully ternarized
networks have been proposed [144,150]. These types of networks per-
form very well on easier tasks such as 10-class classification on the
well-established MNIST dataset [162], and efforts have been taken to
improve their performance with novel training approaches [163, 164].
Nevertheless, on more challenging tasks such as classification on the
ILSVRC’12 dataset, they are still significantly less accurate than their
full-precision counterparts [145,146,149,152,165-167]. Figure 3.1 de-
picts the accuracy gap between previously published, strongly quan-
tized neural networks, their full-precision equivalents with identical
architectures and the state-of-the-art full-precision networks on image
classification tasks of increasing difficulty. On higher difficulty tasks,
the gap between quantized networks and their full-precision equiva-
lents grows larger. Furthermore, the gap between the full-precision
architectures from which the quantized networks are derived and the
overall state-of-the-art results reported in literature grows with task
difficulty, indicating a prevalent focus in research activity on easier
tasks and simple networks.

Taking all of this into account, BNNs and TNNs provide a unique
and interesting operating point for embedded devices, since they are
by definition aggressively compressed, allowing for deep model ar-
chitectures to be deployed to highly memory-constrained low-power
embedded devices.

The core idea of binarization and ternarization of neural networks has
been applied in numerous efforts, some of which also study the impact
of the quantization strategy on the sparsity of ternary weight networks
[148,176-178]. While these previous efforts focus on the impact of the
choice of quantization threshold and regularization, we evaluate the
impact of quantization order, rather than threshold or regularization.
Further, we study the effect of sparsity on the energy-efficiency of the
proposed accelerator architecture.
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Figure 3.1: Comparison of state-of-the-art accuracy of highly quan-
tized neural networks of different precisions. FP: state-of-the-art
in unquantized /full-precision neural networks, BWN/TWN: bina-
ry/ternary weight networks, BNIN/TNN: fully binarized/ternarized
neural networks. For the quantized network categories, the accuracy
of the corresponding unquantized baseline networks is shown greyed
out. As task difficulty is increased, a) the performance gap between
the quantized networks and the full-precision baselines increases, and
b) the gap between the unquantized baselines from which the quan-
tized architectures are derived and the full-precision state-of-the-art
widens.
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3.2.2 DNN Hardware Accelerators

While the first hardware accelerators used for neural networks were
general-purpose GPUs, there has been a steady trend pointing towards
specialized hardware acceleration in machine learning in the past few
years [179-182]. Substantial research efforts have focused on explor-
ing efficient architectures for networks using activations and weights
with byte-precision or greater, [7,27,183] different digital ASIC imple-
mentations for binary weight networks and BNNs have been proposed
[21, 143, 154, 155, 184, 185]. Some works have tackled analog ASIC
implementations of TNN accelerators, [156,186], but very few digital
implementations for TNN accelerators have been published [187,188].

At the heart of every digital neural network accelerator lie the process-
ing elements, which typically compute Multiply-Accumulate (MAC)
operations. An important distinction between different architectures,
besides the supported precision of their processing elements, lies in the
way they schedule computations [179]. Most state-of-the-art architec-
tures can be categorized into systolic arrays [4,27,156,184], which are
flexible in how their processing elements are used, or output-stationary
designs, which assign each output channel to one processing element
[155,159,179]. Both approaches trade-off lower area for lower through-
put and increased data transfer energy by using iterative decompo-
sition since partial results need to be stored and either weights or
feature map data need to be reloaded. The alternative to iterative
decomposition pursued in our approach, i.e. fully parallelizing the
kernel-activation dot-products, is not only generally possible for con-
volutional neural networks, but also promises to be more efficient by
increasing data-reuse and parallelism.

The state-of-the-art performance in terms of energy per operation
for digital BNN and TNN accelerators is reported in Moons et al.
[155] and Andri et al. [21], achieving peak efficiencies of around
230 TOp/s/W for 1-bit operations, as well as Knag et al. [159], re-
porting up to 617 TOp/s/W. The state-of-the-art for ternary neural
networks is found in Jain et al. [156], achieving around 130 TOp/s/W
for ternary operations.
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In this work, we move beyond the state-of-the-art in highly quantized
acceleration engines by implementing a completely unrolled data path.
We show that by unrolling the data path, sparsity in TNNs is nat-
urally exploited to reduce the required energy per operation without
any additional overhead, unlike previous works [183,189-191]. To cap-
italize on this effect, we introduce modifications to existing quantiza-
tion strategies for TNNs, which are able to extract 53% more sparsity
at iso-accuracy than by sparsity-unaware methods. Lastly, our work
shows that ternary accelerators can significantly outperform binary
accelerators both in terms of energy efficiency as well as statistical
accuracy.

3.3 System Architecture

This Section introduces the proposed system architecture. First, we
present the data path and principle of operation and explain the levels
of data re-use that the architecture enables, then we discuss consider-
ations for lowering the overall power consumption. Finally, we present
the supported functionality.

3.3.1 High-level Data Path

Figure 3.2 shows a high-level block diagram of the accelerator archi-
tecture. It is optimized for the energy-efficient layer-wise execution
of neural networks. This is achieved first and foremost by a flat de-
sign hierarchy; each output feature map is computed channel-wise
by dedicated compute units, called Output Channel Compute Unit
(OCU). Each OCU is coupled with a private memory block for weight
buffering, which minimizes addressing and multiplexing overheads for
weight memory accesses, reducing the amount of energy spent on data
transfers. The feature map storage buffers are shared between all
OCUs to maximize the re-use of loaded activation data, which again
aims to decrease the data transfer energy.

To exploit the high rate of data re-use possible with CNNs, the design
uses a tile buffer, which produces tiles, i.e. square windows, of the
input feature map in a sliding window manner. These windows are
then broadcast to the pipelined OCUs.
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Figure 3.2: Data-path schematic view of the accelerator core and its embedding into an SoC-level system.
The diagram shows the unrolled compute architecture and encoding/decoding blocks, as well as the weight
and feature map memories and tile buffer module.
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An important aspect of aggressively quantized and mixed-precision
accelerator design is choosing a proper compression scheme for its
values. Since ternary values encode log,(3) & 1.585 bits per symbol,
the most straight-forward compression approach would require 2 bits
of memory per value, leaving one of the four possible codewords un-
used. To reduce this overhead, values are stored 5 at a time, using
8 bits leading to 1.6 bits per symbol. The compression scheme used for
this representation is taken from a recent work by Muller et al. [192].
To transition between the compressed representation and the stan-
dard 2’s complement representation, compression and decompression
banks are used with feature map and weight memories.

Figure 3.2 shows the pipeline arrangement of the OCUs. A key feature
of the architecture is that an output channel computation is entirely
performed on a single OCU. All OCUs need to receive input activa-
tion layers: the broadcast of input activations to OCUs is pipelined
and the OCUs are grouped in stages. This pipeline fulfils multiple
purposes: from a functional perspective, it allows to silence the in-
put to clusters of compute units, which reduces switching activity
during the execution of layers with fewer output channels than the
maximum. Concerning the physical implementation of the design,
pipelining helps to reduce fanout, which further reduces the overall
power consumption of the design. It also reduces the propagation
delay introduced by physical delays due to long wires.

3.3.2 Parametrization

The CUTIE architecture is parametrizable at compile time to support
a large variety of design points. An overview of the design parameters
is shown in Table 3.1. Besides the parameters in Table 3.1, the design’s
feature map memories and weight memories can be implemented using
either Standard Cell Memorys (SCMs) or SRAMs. CUTIE is designed
to support arbitrary odd square kernel sizes K, pipeline depths P,
input channel numbers N; and output channel numbers No which
directly dictate the dimensioning of the compute core, but also of
the feature map memories and the tile buffer. The OCU, as shown
in Figure 3.4, consists of a compute core and a latch-based weight
buffer that is designed to hold two kernels for the computation of one
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Table 3.1: Design parameters of CUTIE

Parameter | Description
Ny Maximum number of channels of input feature map
No Maximum number of channels of output feature
map
K Maximum kernel width and height
Iw Maximum width of input feature map
Iy Maximum height of input feature map
L Maximum number of layers in the queue
P Number of pipeline stages
Ws Number of memory words per pixel

output channel, which amounts to 4 x K2 x N; bits. The feature
map memories are designed to support the concurrent loading of K
full pixels as well as the granular saving of % ternary values. For
these reasons, the word width of the feature map memories is chosen
to be % ternary values. To further allow for concurrent write and
read accesses of up to K pixels, two feature map memories, each with

P x K feature map memory banks, are implemented.

3.3.3 Principle of Operation

The accelerator core processes neural networks layer-wise. To enable
layer-wise execution, networks have to be compiled and mapped to
the core instruction set. The compilation process achieves two main
goals: first, the networks’ pooling layers are merged with the con-
volutional layers to produce fused convolutional layers. Second, the
networks’ convolutional layers’ biases, batch normalization layers, and
activation functions are combined to produce two thresholds that are
used to ternarize intermediate results, similar to constant expression
folding for BNNs [185]. After compilation, each layer consists of a
convolutional layer with ternary weights, followed by optional pooling
functions and finally, an activation function using two thresholds that
ternarizes the result. To map the network to the accelerator, each
layer’s weights are stored consecutively in the weight memories, the
thresholds are stored consecutively in the OCUs’ Threshold FIFO and
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Figure 3.3: Scheduling diagram of the accelerator core and SoC in-
terface. The first two phases are needed to set up the first layer after
reset, every other loading phase overlaps with an execution phase,
which reduces the latency for scheduling a new layer to a single cycle.
The host system can be put in a low-power mode while the accelerator
core computes the network since all layer information is saved inside
the core’s memories.
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the meta-information like input width, stride, kernel size, padding,
and so on are stored in the layer FIFO. All FIFOs, controllers and
scheduling modules combined make up 2% of the total area.

The accelerator is designed to pre-buffer the weights for a full net-
work during its setup phase and re-use the stored weights for multiple
executions on different feature maps. Once at least one layer’s meta-
information is stored and the start signal is asserted, the accelerator’s
controllers schedule the execution of each layer in two phases; first,
the weights for one layer are loaded into their respective buffers in the
OCUs, then the layer is executed, i.e. every sliding window’s result
is computed and written back to the feature map memory. The load-
ing of weights into the OCUs for the next layer and the computation
of the current layer can overlap, leading to a single, fully concurrent
execution phase after buffering the first set of weights, as shown in
Figure 3.3. Once all layers have been executed, the end of inference
signal is asserted, signalling to the host controller that the results are
valid and the accelerator is ready for the next feature map input.

The module responsible for managing the loading and release of sliding
windows is the tile buffer. The tile buffer consists of a memory array
that stores K lines of pixel values implemented with standard cell
latches. Feature maps are stored in a (HxWxC)-aligned fashion in
the feature map memory. To avoid load stalls and efficiently feed data
to the compute core, up to K adjacent pixels at a time are read from
the feature map memory. The load address is computed to always
target the leftmost pixel of a window.

The scheduling algorithm for the release of the windows keeps track
of the central pixel of the next-to-be scheduled window. This can
be used to enable padding: for layers where padding is active, the
scheduler starts the central pixel at the top left corner and zero-pads
the undefined edges of the activation window. In case of no padding,
the scheduler starts the central pixel to the lower-right of the padded
starting position. For all but the first layer in a network, the weight
loading and computation phases overlap such that the weights for the
next layer are pre-loaded to eliminate additional loading latency.

The OCUs form the compute core of the accelerator. Figure 3.4 shows
the block diagram of a single OCU. Each OCU contains two weight
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buffers, each of which is sized to hold all the kernel weights of one
layer. Having two buffers allows executing the current layer while
also loading the next layer’s weights. The actual computations are
done in the ternary multipliers, each of which computes one product
of a single weight and activation. While the input trits are encoded in
the standard two’s complement format, the result of this computation
is encoded differently, i.e. the encoding is given by f:

2610 z=1
flx)y={ 2001 z=-1
2600 =0

This encoding allows calculating the sum of all multiplications by
counting the number of ones in the MSB and subtracting the number
of ones in the LSB of all results, which is done in the popcount mod-
ules. The resulting value is stored as an intermediate result, either
for further processing with the pooling module or as input for the
threshold decider. The threshold decider compares the intermediate
values against two programmable thresholds and returns a ternary
value, depending on the result of the comparison. Notably, the OCU
is almost exclusively combinational, requiring only one cycle of la-
tency for non-pooling layers. Registers are only used to silence the
pooling unit and in the pooling unit itself to keep a running record of
the current pooling window. Since every compute unit computes one
output channel pixel at a time, there are no partial sums that have
to be written back.? However, to support pooling, each compute unit
is equipped with a FIFO, a register, and an Add/Max ALU. In the
case of max pooling, every newly computed value is compared to a
previously computed maximum value for the window. In the case of
average pooling, values are simply summed and the thresholds that
are computed offline are scaled up accordingly. Figure 3.5 shows an
example of the load & store schedule for pooling operations.

Low-power optimizations have been made on all levels of the de-
sign, spanning from the algorithmic design of the neural networks
over the system architecture down to the choice of memory cells.

2Which is a major difference from systolic arrays as well as output stationary
designs!



3.3. SYSTEM ARCHITECTURE 7

Figure 3.5: Example of pooling buffer scheduling for 9x9 feature maps
applying 3 x 3 pooling. The feature map is traversed left- to-right,
top-to-bottom. Blue pixels are stored in the pooling unit’s register,
yellow pixels are stored in the pooling unit’s FIFO for later use and
green pixels are loaded from the pooling unit’s FIFO and compared
to the current value. Best viewed in color.
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for w in range(featuremap_width):
for h in range(featuremap_height):

for co in range(output_channels):
for ci in range(input_channels):
for kw in range(kernel_width):
for kh in range(kernel_height):
out_fm[w] [h] [co] += in_fm[w+kw] [h+kh] [ci]
* kernel [kw] [kh] [ci] [co]

Listing 3.1: Loop unrolling of convolutional layers implemented in
the CUTIE architecture. The highlighted lines 3-8 are computed in
parallel in a single shot, in combinational logic. Each OCU computes
one output pixel channel value, i.e. each OCU computes one instance
of the third loop.

Unlike most state-of-the-art architectures which use either systolic
arrays or output-stationary scheduling approaches with iterative de-
composition [27, 155,156,159, 179, 184,185], the CUTIE architecture
unrolls the compute architecture fully with respect to weight buffering
and output pixel computation, such that no storing of partial results
is necessary; each output channel value is computed in a single cycle,
as shown in Listing 3.1. The proposed design loads each data item
exactly once and reduces overheads in multiplexing by clock gating
unused modules. This applies to both the system level, with pipeline
stages of the compute core that can be silenced, as well as to the mod-
ule level, where the pooling module can be clock gated. To reduce
both leakage and access energy, the feature map and weight memories
can be implemented with standard cell latches, which are clock-gated
down to the level of individual words. Generally, all flip-flops and
latches in the design are clock-gated to reduce power consumption
due to clock activity.

3.3.4 Input Encoding

To run real-world networks on the accelerator, the integer-valued in-
put data has to be encoded with ternary values. We designed a novel
ternary thermometer encoding based on the binary thermometer en-
coding [193]. The binary thermometer encoding is an encoding func-
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tion f, that maps an integer between 0 and M to a binary vector with
M entries.

fNM—>BM
z = f(z)
1 1<z
f(z)i{—l P>

The ternary thermometer encoding is an encoding function g that
maps an integer between 0 and 2M to a ternary vector of size M.

g: NQM — BM
z — g(x)

fle = M) +1

g(x); = sgn(x — M) 5

The ternary thermometer encoding makes use of the additional value
in the ternary number set with respect to the set of binary numbers
and can encode inputs that are twice the size for a binary vector of
a given size. The introduction of Os in the encoding scheme further
helps to reduce toggling activity in the compute units, lowering the
average energy cost per operation. As an example, for M = 128,
and z = 110 the binary thermometer encoding produces [1]''? [~1]"%,
whereas the ternary thermometer encoding produces [—1]*° [0]"'".

3.3.5 Exemplary Instantiations of CUTIE

The architecture of CUTIE is highly parametric. In the following, we
present two practical embodiments of the general architecture, which
we will then push to full implementation. The instantiations of the
accelerator presented in this Section can process convolutions with
a kernel of size 3 x 3 or smaller, using a stride between (1,1) and
(3,3) with independent striding for the width and height dimension.
It further supports average pooling and maximum pooling. Both no
padding and full zero-padding, i.e. padding value of size 1 on every
edge of feature maps, are supported. Depending on the requirements
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of the application, the feature map memory size and weight memory
size should be configured to store the largest expected feature map
and network. For the sake of evaluating the architecture, we chose to
implement one version that supports feature maps up to a size of 32 x
32 pixels for both the current input feature map and the output feature
map using SCMs and another version supporting sizes up to 160 x 120
feature map pixels using SRAMs. The supported feature map memory
size does not restrict the functionality, since feature maps that do
not fit within the memory can be processed in tiles. Assuming the
feature maps need to be transfered from and to an external DRAM
memory which requires 20 pJ/Bit, several orders of magnitude more
energy than accessing internal memory, the critical goal is to minimize
the amount of data transfered from and to external memory. To
achieve that, we propose to adopt the depth-first computing schedule
described in [194].

To estimate the energy cost of processing the feature map in tiles
and to compare the layer-first and depth-first strategies on CUTIE,
we compute the number of processed tiles per layer, the number of
tiles that need to be transfered over the chip’s I/O and the number
of weight kernels that need to be switched for both the depth-first
as well as the layer-first strategies. We assume a network consist-
ing of eight convolutional layers using 3x3 kernels and 128 input and
output channels. Using these results and simulated energy costs for
computations and memory transfers, we compute the additional cost
when processing large feature maps layer- and depth-wise. For large
frames, the cost is clearly dominated by the external memory ac-
cess energy. Table 3.4 shows an exploration over different frame sizes
starting from 32x32 for which no tiling is required and extending to
64x64 and 96x96 that require significant external memory transfer.
We find that by minimizing the feature map movement, the depth-
first strategy consumes significantly less than the layer-first strategy
for practical cases.

While the CUTIE core is designed to be integrated with a host proces-
sor, one key idea to reduce system-level energy consumption realized
in the architecture is the autonomous operation of the accelerator
core. The control implementation allows the accelerator to compute a
complete network without interaction with the host. In the presented
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version, the weight memories, the layer FIFO, and threshold FIFOs
are designed to store up to eight full layers, which can be scheduled
one after another without any further input. In general, the number
of layers can be freely configured, at the cost of additional FIFO and
weight memory.

Besides offering support for standard convolutional layers, the archi-
tecture can be used for depthwise convolutional layers by using weight
kernels where each kernel is all zeros except for one channel. Further,
it can be used for ternary dense layers with input size smaller or equal
to 3 x 3 x 128 = 1'152 and output size smaller or equal to 128 by map-
ping all dense layer matrix weights to the 3 x 3 x 128 weight buffer of
an OCU.

3.4 Implementation

This Section discusses the implementation of the CUTIE accelerator
architecture. The results from physical layouts in a 22 nm technology,
one using SCMs and another using SRAMs, and from synthesis in a
7nm technology are presented and discussed.

3.4.1 Interface Design

The interface of the accelerator consists of a layer instruction queue
and read/write interfaces to the feature map and weight memories.
The interface is designed to allow integration into a SoC design target-
ing near-sensor processing. In this context, a pre-processing module
could be connected to a sensor interface, with a host processor only
managing the initial setup and off-chip communication. This setup
consists of writing the weights into their respective weight memories
and pre-loading the layer instructions into the instruction queue. In
the actual execution phase, i.e. once data is loaded continuously, the
accelerator is designed to autonomously execute the layer instructions
without needing any further input besides the input feature maps and
return only a highly-compressed feature map or even final labels. The
end of computation is signalled by a single-bit interrupt to the host.
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Table 3.2: Estimated energy consumption of a network consisting of
8 convolutional layer without pooling for tiled computation of large
feature maps on a GF 22 SCM implementation including I/O and
external DRAM

Depth-first Layer-first
32x32 7.3 7.31J
Bit accesses from or to external 209kB 209kB
memory
Feature map transfer energy 4.2nJ 4.21nJ
Weight memory transfer energy 0.31nJ 0.31nJ
Computational energy 2.8 2.81J
64 %64 277nd 1069 pJ
Bits moved from or to external 12.6 MB 52.8 MB
memory
Feature map transfer energy 252nJ 1057 nJ
Weight memory transfer energy 2.51nJ 0.31nJ
Computational energy 22.5nd 11.5pd
9696 3734.5nJ 6030.3 1J
Bit accesses from or to external 179.3 MB 300.1 MB
memory
Feature map transfer energy 3586 nJ 6002 nJ
Weight memory transfer energy 14.51J 0.31nJ
Computational energy 1341J 28 uJ
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3.4.2 Dimensioning

The CUTIE architecture is not architecturally constrained to support
a certain number of input/output channels, i.e. it can be parame-
terized to support an arbitrary amount of channels. Since it can be
synthesized with support for any number of channels and feature map
sizes, the proposed implementation was designed to optimize the ac-
curacy vs. energy efficiency trade-off for the CIFAR-10 dataset. To
this end, the compute units were synthesized and routed for different
channel numbers to evaluate the impact of channel number on the
energy efficiency of individual compute units and by extension, the
whole accelerator. The estimations were performed for 64, 128, 256,
and 512 channels. To estimate the energy efficiency of the individ-
ual implementations, a post-layout power simulation was performed,
using randomly generated activations and weights. This experiment
was repeated and averaged over 300 cycles, i.e. 300 independently ran-
domly generated weight tensors and feature maps were used. Further,
post-synthesis simulation estimations for the energy cost of memory
accesses, encoding & decoding, and the buffering of activations and
weights were added. The estimations for the resulting accelerator-level
energy efficiency are shown in Figure 3.6. Since these estimations were
made using a post-layout power simulation of a single OCU, they take
into account the wiring overheads introduced by following the com-
pletely unrolled compute architecture. One of the main drivers for
lower efficiency in the designs with more channels is the decrease in
layout density and an increase in wiring overheads. While energy ef-
ficiency per operation does not directly imply energy per inference, it
is a strong indicator of system-level efficiency.

3.4.3 Implementation Metrics

The accelerator design was implemented with a full backend flow in
GlobalFoundries 22nm FDX and synthesized in TSMC 7nm tech-
nology. The first of two implementations based on GlobalFoundries
22 nm FDX was synthesized using SRAMSs supplied with 0.8 V for fea-
ture map and weight memories and 8 track standard cells operating
at 0.65V. The second of the GF 22nm implementations uses SCM-
based feature map and weight memories as well as 8 track standard
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Figure 3.6: Estimation of accelerator-level energy efficiency using data
from the simulation of single OCUs, assuming SCM-based memories.
Feature maps and weights were drawn from a uniform random distri-
butions. There is a peak in energy efficiency at 128 channels before
falling off for increasing channel numbers.

cells for its logic cells, all supplied with 0.65V. The TSMC 7nm im-
plementation similarly uses SCM-based memories to allow for voltage
scaling. The post-synthesis timing reports show that the GF 22nm
implementations should be able to operate at up to 250 MHz. We
chose to run both the SCM as well as the SRAM implementation
at a very conservative frequency of 66 MHz. Since we did not run
a full backend implementation of the 7nm version, we chose to esti-
mate the performance at the same clock frequency and voltage as the
22nm versions. The total area required by the design is 7.5 mm? for
both 22nm implementations and approximately 1.2mm? at a layout
density of 0.75 for the 7nm implementation. The reason for both
GF 22nm implementations requiring the same amount of area is due
to the larger memories supported in the SRAM implementation, as
explained in Section 3.3.5. A breakdown of the area usage in the
SCM-based 22 nm implementation is shown in Figure 3.7.

For the GF 22nm implementations, the sequential and memory cells
take up around 80% of the overall design’s area, while the clock buffers
and inverters constitute only a very small amount of the total area.
This characteristic is due to the choice of using latch-based buffers for
a lot of the design and clocking the accelerator at a comparatively low
frequency, while also extensively making use of clock-gating at every
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Figure 3.7: Breakdown of the area usage of the SCM implementation

of the accelerator core in 22 nm technology. The majority of the area
is used by the standard cell memories, which are used to store fea-
ture maps and weight kernels. Clock area is negligibly small, due to
deliberate low clock speeds and hierarchical clock gating

level of the design’s hierarchy. Note that even though the area of the
design is storage-dominated, power and energy are not, which is one
of the key reasons for the extreme energy efficiency of CUTIE.

3.5 Results and Discussion

This Section discusses the evaluation results of the proposed acceler-
ator design. First, we discuss the design and training of the network
that is used to evaluate the accelerator’s performance. Next, we dis-
cuss the general evaluation setup. Finally, we present the implemen-
tation and performance metrics and compare our design to previous
work.

3.5.1 Quantized Network Training

The accelerator was evaluated using a binarized and a ternarized ver-
sion of a neural network, using the binary thermometer encoding and
the ternary thermometer encoding for input encoding. The network
architecture is shown in Table 3.3.

Each convolutional layer is followed by a batch normalization layer
and a Hardtanh activation [195] layer. For the quantized versions
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Table 3.3: Layer architecture of the tested CNN
Layer Input Dim Op Kernel Padding
2D Convolution | 126x32x32 297 MOp 3x3
2D Convolution | 128x32x32 302 MOp 3x3
2D Convolution | 128x32x32  302MOp 3x3
Max Pooling 128%x32x 32 - 2x2
2D Convolution | 128x16x16  75.5 MOp 3x3
2D Convolution | 128x16x16 75.5MOp 3x3
Max Pooling 128x16x 16 - 2x2
2D Convolution 128x8%x8  18.9MOp 3x3
2D Convolution 128x8x8 18.9MOp 3x3

NN N N N N N~ S
O R O RFR P OFRKF O
O O H O = O = =
N NN NN N NN N NI NN

Max Pooling 128x8x%8 - 2x2 ,
2D Convolution 128 x4 x4 4.7MOp 3x3 ,
Avg Pooling 128 x4 x4 - 4x4 ,
Fully connected 128 2.6 KOp - -
Total - 1.1 GOp - -

of the network, the activation layer is followed by a ternarization
layer. The preceding convolutional layer, batch normalization layer
and Hardtanh activation layer are merged into a single Fused Convo-
lution layer. Any succeeding pooling layers are then merged as well.
The reason for using Hardtanh activations over, for example, the more
popular ReLLU activation which is also usually used in BNNs is the
inclusion of all three ternary values in the range of the function. We
further found that the Hardtanh activation converged much more re-
liably than the ReLU activation for the experiments we ran. We
have tested networks with depthwise-separable convolutions in place
of standard convolutions but have found that accuracy decreases sub-
stantially when ternarizing these networks, which is in line with the
results in [167]. Further, depthwise-separable convolutions require
twice the feature map data movement, while performing fewer oper-
ations overall. Since CUTIE’s architecture greatly reduces the cost
of the elementary multiply and add operations, the cost of accessing
local buffers is relatively high. Hence, layers that have been optimized
in a traditional setting to minimize the number of operations are not
guaranteed to be energy efficient.
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The approach for training the networks taken in this work is based
on the INQ algorithm [163]. Training is done in full-precision for a
certain number of epochs, after which a pre-defined ratio of all weights
are quantized according to a quantization schedule. These two steps
are iterated until all weights are quantized. One degree of freedom in
this algorithm is the order in which the weights are quantized, called
the quantization strategy. We evaluated three quantization strategies
for their impact on accuracy, and sparsity, which is linked to energy
efficiency for execution on the proposed architecture. The strategies
evaluated in this work are the following:

e Magnitude: Weights are sorted in descending order by their
absolute value

e Magnitude-Inverse: Weights are sorted in ascending order by
their absolute value

o Zig-Zag: Weights are sorted by taking the remaining smallest
and largest values one after another.

For both the ternarized and binarized versions, the weights were
quantized using the quantization schedule shown in Figure 3.8. The
CIFAR-10 dataset was used for training and the CIFAR-10 test data
set was used for all evaluations. The network was trained using the
ADAM optimizer [106] over a total of 200 epochs.

3.5.2 Evaluation Setup

In addition to the quantized network, a testbench was implemented
to simulate the cycle-accurate behavior of the accelerator core. The
testbench generates all necessary signals to load all weights and fea-
ture maps into the accelerator core and load the layer instructions
into the layer FIFO. The 22 nm implementations were simulated us-
ing annotated switching activities from their respective post-layout
netlist to simulate the average power consumption of the acceler-
ator core, including memories, during the execution of each layer.
Analogously, the 7nm implementation was simulated using its post-
synthesis netlist. For power simulation purposes, each layer was run
separately from the rest of the network. This guarantees that each
loading phase is associated with its layer, which is required to properly
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Figure 3.8: Quantization schedule for the presented network. Weights
and feature map pixels are quantized separately, using different sched-
ules. The weight quantization schedule uses a decaying step size,
which starts at 20%, decreases to 10% and finishes with 5% of all
weights.

estimate the energy consumption of a layer. For throughput and effi-
ciency calculations, the following formula for the number of operations
in convolutional layers is used:

I'=2-Iw-Ig-K-K-N;-No

where K corresponds to the side length of the convolutional kernel, Iy,
and Iy are the output features maps’ width and height, and N; & No
are the input and output channel number, respectively. I" corresponds
to the number of additions and multiplications required to compute
each output pixel, i.e. operations for pooling and activations are not
considered. Furthermore, the runtime of each layer is measured be-
tween the loading of the layer instruction and the write operation for
the last output feature map pixel.

3.5.3 Experimental Results

The energy per operation for the 22 nm implementation using different
quantization strategies is shown in Figure 3.11. The energy efficiency
scales almost linearly with the sparsity of the executed network. This
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Figure 3.9: Power breakdown of the accelerator core implementation
in 22nm technology with SCM-based feature map and weight mem-
ories, running the Magnitude-Inverse trained ternary network. The
overall power is clearly dominated by combinational cells, where over
90% of the total power is spent.

trend can be explained by zeros in the adder trees leading to nodes
not toggling, which results in lower overall activity.

A breakdown of power consumption by cell type, as well as by dy-
namic and leakage power is shown in Figure 3.9. The static power
consumption makes up 4.6% of the overall power consumption in the
22nm implementation, most of which stems from the SCMs. No-
tably, the power consumption is dominated by combinational cells
which underlines the effectiveness of the architecture, since this im-
plies most energy is spent in computations, rather than memory ac-
cesses or transfers.

The analysis of the per-layer energy efficiency for both binary and
ternary neural networks reveals a sharp peak in the first layer, which
can be explained with the structural properties of the thermometer
encoding, i.e. the first feature map contains 66.3% zeros on average.
Furthermore, with the decreasing number of operations in deeper lay-
ers, the energy cost of loading the weights increase in proportion to
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Figure 3.10: Overview of the switching probabilities at the multiplier
and adder tree input nodes respectively, smaller is better. For the
binary case, toggling in the multipliers directly translates to switching
activity in the adder trees, while for the ternary case the sparsity of
the network reduces switching activity at the adder tree input nodes
by ~ 2x. Moreover, the smoothness of feature maps is exploited by
unrolling the compute units, which is reflected in a ~ 3x smaller
switching probability compared to an iteratively decomposed model.
Best viewed in color.

the energy cost of computations, which explains the decreasing energy
efficiency in deeper layers.

The binary thermometer encoding and ternary thermometer encoding
were compared for their use with the ternarized network version. The
results show that the ternary thermometer encoding provides a small
increase between 0.5% and 1.5% in test accuracy, while energy effi-
ciency is kept within 2% of the binary thermometer. Further, the drop
in accuracy between the 32-bit full-precision version and the ternary
version can be reduced to as little as 3%.

Finally, the ternary network trained with the Magnitude-Inverse quan-
tization strategy using the ternary thermometer encoding was evalu-
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Figure 3.11: Energy efficiency simulation results on the CIFAR-10
test dataset for the binarized & ternarized networks comparing the
different quantization strategies using the GF 22 nm post-layout power
simulation data. Notably, the energy efficiency per operation increases
with increasing sparsity of the weight kernels as shown in table 3.4.

ated on the post-synthesis netlist of the 7nm implementation, achiev-
ing a peak energy efficiency of 3140 TOp/s/W in the first layer and
an average efficiency of 2100 TOp/s/W.

3.5.4 Comparison of Quantization Strategies

An overview of test accuracy and sparsity for all tested strategies is
given for the binarized and ternarized versions in Table 3.4.

The energy per inference for the most efficient ternary version in 22 nm
adds up to 2.8J, the energy per inference for the best binary ver-
sion to about 4.4pnJ. These results allow three observations: first,
the quantization strategy not only impacts the accuracy of the re-
sulting network but also the distribution of weights - the number of
zeros for the Magnitude-Inverse strategy is more than 8x higher than
for Magnitude, at comparable accuracy. The second observation is
that energy efficiency increases significantly for very sparse networks.
The Magnitude-Inverse strategy trains a network that runs 36% more
efficiently than the one trained with Magnitude for the ternary case.
Lastly, the results imply that the optimal quantization strategy might
be different for the binary and ternary case. Most importantly, for all
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Table 3.4: Impact of quantization strategy on test accuracy and spar-
sity for binarized & ternarized networks on the CIFAR-10 dataset
evaluated in the 22nm SCM implementation

Accuracy Weighty Sparsity Avg. TOp/s/W
Full- 91% - -
Precision
Ternary, TT*
Magnitude 86.5% 7.4% 260 TOp/s/W
Magnitude- 87.4% 60.7% 392TOp/s/W
Inverse
Zig-Zag 88.1% 49.1% 345 TOp/s/W
Ternary, BT*
Magnitude 85.9% 6.9% 262TOp/s/W
Magnitude- 86.8% 60.8% 399 TOp/s/W
Inverse
Zig-Tag 86.6% 49.2%  342TOp/s/W
Binary
Magnitude 83.3% 0% 240 TOp/s/W
Magnitude- 80.1% 0% 248 TOp/s/W
Inverse
Zig-Zag 82.8% 0% 229 TOp/s/W

* BT: Binary Thermometer
* TT: Ternary Thermometer
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training experiments we have run, we have found that ternary neu-
ral networks consistently outperform their binary counterparts on the
CUTIE architecture by a considerable margin, both in terms of ac-
curacy, with 5% higher test accuracy, as well as in terms of energy
efficiency, with 36% lower energy per inference.

3.5.5 Exploiting Feature Map Smoothness

By fully unrolling the compute units with respect to the feature map
channels and weights, we reduce switching activity in the adder tree
of the compute units by an average of 66.6% with respect to archi-
tectures that use an output-stationary approach and iterative decom-
position. Iteratively decomposed architectures require the accelerator
to compute partial results on partial feature maps and weight kernels.
The typical approach to implement this is tiling the feature map and
weight kernels in the input channel direction, and switch the weight
and feature map tiles every cycle. This leads to much higher switching
activity.

In the ternary case, an input node of the adder tree switches when
the corresponding weight value is non-zero and the feature map value
changes. Calculating the mean number of value switches between
neighboring pixels, we found that the binary feature map pixels have
an average Hamming distance of 44 out of 256 bit and the ternary
feature map pixels have an average pixel-to-pixel Hamming distance
of 33 out of 256 bit following the 3-ary encoding of CUTIE. It exploits
this fact by keeping the weights fixed for the execution of a full layer,
which eliminates switching activity due to changing the weight tile
while a previous feature map tile is scheduled. To quantify this effect,
we analyzed the switching activity of the presented network trained
with all quantization strategies on an output-stationary iterative ar-
chitecture model, taking into account the network weights as well.
Figure 3.10 shows the occurring switching activity for CUTIE versus
a model with 2x iterative decomposition for the binary Magnitude
and ternary Magnitude-Inverse trained networks.
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3.5.6 Comparison of Binary and Ternary Neural
Networks

Since the set of ternary values includes the set of binary values, a
superficial comparison between binary and ternary neural networks
on the proposed accelerator architecture is fairly straight-forward, as
binary neural networks can be run on the accelerator as-is. To fairly
compare, however, it is important to discount certain contributions
that only appear because the accelerator core supports ternary oper-
ations. Most importantly, the overhead in memory storage, accesses,
encoding, and decoding should be subtracted, as well as the energy
spent in the second popcount module. To apply these considerations
on the architecture, the following simplifications are made:

e The power used for memory accesses is divided by 1.6.
e The power used in the popcounts of the compute units is halved.
e The power used for encoding and decoding is subtracted.

While these reductions do not account for all differences between the
ternary and a binary implementation of the accelerator, they give a
reasonably close estimate, considering that the power spent in pop-
counts, memories and encoding & decoding modules accounts for
around 80% of the total power budget. Adding up the reductions,
an average of around 30% should be subtracted from the measured
values of the GF 22nm SCM implementation to get an estimate for
the energy efficiency of a purely binary version of the accelerator.
Even including this discount factor into all calculations, the energy of
the binary neural network would be reduced to around 3 nJ, which is
slightly higher than the ternary version. Taking into account that the
achieved accuracy for the ternary neural network comes in at around
88% while the binary version achieves around 83%, the ternary imple-
mentation is both more energy-efficient and more accurate in terms
of test accuracy than the binary version.

3.5.7 Comparison with the State-of-the-Art

A comparison of our design with similar accelerators cores is shown
in Table 3.5. The implementation in TSMC 7nm technology outper-
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forms even the most efficient digital binary accelerator design, imple-
mented in comparable Intel 10nm technology as reported by Knag
et al. [159], by a factor of at least 3.4x in terms of energy efficiency
per operation and 5.9% in terms of energy per inference as well as the
most efficient mixed-signal design as reported by Bankman et al. [26],
requiring a factor of 4.8 x less energy per inference.

For a fairer comparison to other state-of-the-art accelerators, we also
report post-layout simulation results in GF 22nm technology, which
similarly outperforms comparable implementations as reported in
Moons et al. [155] by a factor 2.5, both in terms of peak efficiency
as well as average efficiency per operation. The more practical
comparison between the energy per inference on the same data
set reveals that our design outperforms all other designs by an
even larger margin, i.e. by at least 4.8x, while even increasing the
inference accuracy with respect to all other designs. However, our
design is less efficient in terms of throughput per area compared to
other state-of-the-art designs. This is a deliberate design choice,
which is due to the unrolled architecture of CUTIE.

3.6 Conclusion

In this work, we have presented three key ideas to increase the core
efficiency of ultra-low bit-width neural network accelerators and eval-
uated their impact in terms of energy per operation by combining
them in an accelerator architecture called CUTIE. The key ideas are:
1) completely unrolling the data path with respect to all feature map
and filter dimensions to reduce data transfer cost and switching ac-
tivity by making use of spatial feature map smoothness, 2) moving
the focus from binary neural networks to ternary neural networks to
capitalize on the inherent sparsity and 3) tuning training methods
to increase sparsity in neural networks at iso-accuracy. Their com-
bined effect boosts the core efficiency of digital binary and ternary
accelerator architectures and contribute to what is to the best of our
knowledge the first digital accelerator to surpass POp/s/W energy
efficiency for neural network inference.



Chapter 4

TCN Extensions for
CUTIE

In this Chapter, we introduce a novel processing scheme alongside
minor hardware modifications for TCN networks on the CUTIE accel-
erator introduced in Chapter 3. The design achieves 5.5 nJ/Inference,
12.2mW, 8000 Inference/s at 0.5V for a Dynamic Vision Sensor
(DVS) based TCN, and an accuracy of 94.5 % and 2.72 nJ/Inference,
12.2mW, 3200 Inference/s at 0.5V for a non-trivial 9-layer, 96
channels-per-layer convolutional network with CIFAR-10 accuracy
of 86 %. The peak energy efficiency is 1POp/J outperforming the
state-of-the-art silicon-proven TinyML quantized accelerators by
1.67 x while achieving competitive accuracy.

The following sections have been published in a slightly different form
in the IEEE Micro journal®.

1@ 2022 IEEE. Reprinted, with permission, from M. Scherer, A. D. Mauro,
T. Fischer, G. Rutishauser, and L. Benini, “TCN-CUTIE: A 1,036-TOp/s/W,
2.72-pJ /Inference, 12.2-mW All-Digital Ternary Accelerator in 22-nm FDX Tech-
nology,” IEEE Micro, vol. 43, no. 1, pp. 42-48, Jan. 2023.
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4.1 Introduction

Advances in ML research in recent years have enabled a new direc-
tion of research within the field of embedded systems, called TinyML,
targeting the execution of non-trivial ML tasks within the strict con-
straints of low-power (mW) embedded devices. TinyML is becoming
increasingly pervasive with applications including wearable computer
vision, gesture recognition, and many more. The key challenges in
TinyML are energy efficiency at a few mW of power while ensuring
accurate and fast inference. Specialized TinyML accelerators tackle
both challenges by providing high throughput at low power, but often
they do so by compromising accuracy or by specializing on a single
network topology, with no flexibility. We present a flexible and accu-
rate TinyML architecture, integrating CUTIE, a highly configurable
TNN accelerator based on a fully unrolled compute architecture [34]
within the Kraken RISC-V SoC.

While CUTIE, as presented in Chapter 3, is highly efficient at pro-
cessing single static images, it lacks support for processing temporal
data. However, at the extreme edge, information is typically extracted
from the temporal evolution of sensor data, as shown in Chapter 2.
To adapt CUTIE to the requirements of extreme edge time-series pro-
cessing, we introduce a novel, lightweight TCN extension within the
CUTIE architecture. At their core, TCNs consist of dilated convolu-
tions, which are calculated over the input sequence’s time dimension.
This allows TCN networks to model the evolution of temporal dy-
namics without the training and inference challenges posed by Recur-
rent Neural Networks (RNNs) while using several orders of magnitude
fewer parameters than Transformers, making them ideal for an ultra-
high-efficiency accelerator like CUTIE. In this chapter, we show how
mixed CNN and TCN networks similar to TinyRadarNN described in
Section 2.1 are mapped on the extended TCN-CUTIE accelerator to
achieve state-of-the-art energy efficiency, by studying the implemen-
tation of a gesture recognition network trained on Dynamic Vision
Sensor (DVS) data.

More specifically, we present the deployment and power measurements
of the DVS neural network architecture exploiting our novel TCN
extensions, which achieves an accuracy of 94.5% at an energy cost of
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5.51J per inference, performing gesture recognition from a DVS. To
the best of our knowledge, we are the first to demonstrate a peak core
energy efficiency beyond 1PetaOp/s/W for neural network inference
in an all-digital and flexible platform, measured on a fabricated SoC.

4.2 SoC Implementation
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o | On-Chip
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Figure 4.1: Block diagram of Kraken, including the three switchable
power domains and always-on SoC domain. The CUTIE accelerator
is integrated with a control port connected to the APB and a data
port connected to the high-bandwidth logarithmic interconnect. The
Cluster and Accel 2 IPs are not discussed in this Chapter.

The Kraken SoC is a RISC-V-based microcontroller based on the
Pulpissimo SoC [196]. A RI5SCY core [77] serves as the fabric con-
troller (FC), coordinating the operation of the other subsystems. For
parallel signal processing tasks, it contains an 8-core PULP cluster of
RISC-V cores. Kraken has an extensive set of peripherals for off-chip
communication. They are implemented as pDMA [197] extensions,
freeing the FC from most management duties. On-chip peripherals
include an event unit for interrupt mapping, a RISC-V-compliant de-
bug unit for JTAG control of the chip and a power controller. 4
Frequency-Locked Loop (FLL) modules provide independently run-
time configurable clocks to the pnDMA peripherals, the SoC domain,
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the accelerator (EHWPE) domain, and the PULP cluster. Kraken has
three core supply rails and four core power domains. The SoC, cluster
and EHWPE domains each have a separate supply. Kraken features
task-specific accelerators: In the following sections, we focus on the
TNN inference engine, its integration, and silicon measurements. The
accelerators share their supply voltage, but each is located in its power
domain and can be power-gated individually to minimize current draw
by idle system components. A block diagram of the SoC architecture
is shown in Figure 4.1.

4.3 CUTIE Design

The Completely Unrolled Ternary Inference Engine (CUTIE), is
a highly configurable CNN accelerator architecture for completely
ternarized neural networks, introduced in [34]. In contrast to systolic
arrays, CUTIE uses a completely unrolled compute architecture,
which means that one OCU is allocated for every output channel,
making the computation output-stationary. Further, each OCU
includes weight buffers, minimizing weight data movement. Each
OCU processes a full activation window per cycle, without pipelining
in the compute units, making the architecture also input-stationary.
To fully exploit all opportunities for data reuse in CNNs, a linebuffer
designed to eliminate data access stalling is added. Thanks to this
highly parallel design, CUTIE fully exploits data reuse at all levels
and minimizes data movement. In addition, ternary weights and
activations enable the exploitation of zero values to translate sparsity
into reduced toggling in the compute units. Thus, minimized data
movement and switching activity are the cornerstones of CUTIE’s
efficiency.

In this Chapter, we extend the CUTIE TNN accelerator to support
hybrid 2D-CNN & 1D-TCN networks. As demonstrated in [46], the
combination of low precision, i.e. ternarized, CNN and TCN achieved
superior accuracy in classifying time-distributed data like streams of
events produced by event-based sensors, like DVS cameras. Data
produced by such sensors are characterized by a high level of unstruc-
tured sparsity and exhibit both short and long temporal dynamics. A
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hybrid CNN-TCN approach allows fine-tuning the network capabili-
ties to achieve the highest accuracy when processing event streams.
Specifically, the CNN captures the spatial dependency among neigh-
boring events, that cluster in specific regions of the input feature map,
as well as short temporal dependency among events belonging to con-
secutive time steps; an event happening in the scene tends to persist
over multiple time steps. The 1D TCN extracts longer temporal de-
pendencies among features distributed across the entire sample time
window. 1D-TCNs use dilated convolutions [98], meaning feature map
data is accessed in a strided fashion. The extensions required to sup-
port 1D-TCNs efficiently are twofold: 1) We designed a TCN memory,
enabling dilated feature map data access without stalling, 2) We im-
plemented a scheduling algorithm that maps 1D dilated convolutions
to 2D undilated convolutions, which make use of CUTIE’s efficient
compute architecture.

4.4 TCN Extensions
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Figure 4.2: Block diagram of the 96-channel CUTIE implementation
with TCN extensions, showing the completely unrolled data path.
The insets show the flip-flop based TCN memory and the OCU, which
processes an entire convolution window per cycle. Notably, the OCU
uses a single pipeline stage.
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To support hybrid 2D-CNN & 1D-TCN networks, CUTIE has to be
extended with a small memory, the TCN memory, that can hold the
1D feature vectors that are extracted by each inference of a 2D-CNN.
The TCN memory enables the execution of hybrid 2D-CNN & 1D-
TCN networks, as well as pure 1D processing. The output of the
TCN memory has the same size as the activation memory, which is
achieved by multiplexing three time steps according to the address of
the first required pixel. In the Kraken SoC, the TCN memory was
dimensioned to hold a total of 24 feature vectors, corresponding to
a memory size of only 576 bytes. Nevertheless, 24 time steps are
sufficient to cover a long receptive window even at high framerates: if
the 2D CNN takes as input 15 stacked frames captured at a rate of
300 FPS (5 — 10x the speed of most ordinary cameras), the resulting
receptive time window for a TCN covering 24 time steps is still 1.2s.
Due to its small size, we implemented the TCN memory/ as a flip-flop-
based shift register to reduce leakage power. A block diagram of the
CUTIE TNN accelerator with the proposed TCN memory extension
is shown in Figure 4.2.

The second extension we introduce to the CUTIE accelerator is the
mapping of 1D dilated convolutions. Dilated 1D convolutions with a
kernel length N and dilation factor D of an input  with a kernel w can
be described by their mathematical definition, shown in Equation 4.1:

N
(w*z)[n] = Zn—(k—1)-D]-w[N — k| (4.1)
k=1
where
o+ Jz[n], n>0
Znl = {O, else

is the causally padded input vector x. The main advantage of dilated
convolutions over undilated ones lies in their ability to reach a longer
receptive field in fewer layers. In a TCN with N = 3 and D; = 27,
where D; denotes the i-th layer’s kernel dilation, the receptive field
fr in layer k can be calculated as
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. The receptive field increases exponentially with the number of lay-
ers, decreasing the number of layers needed to cover a given number
of input steps. For the 24 input steps supported by TCN-CUTIE,
the number of layers is reduced from 12 for undilated convolutions
to 5 with exponentially increasing dilations. In a direct implementa-
tion, the elements of & are not accessed contiguously, instead, they
are accessed with a stride of D. Due to the specialized memory hier-
archy of CUTIE, non-contiguous or strided accesses lead to stalling,
decreasing efficiency. To avoid this, we reformulate equation 4.1 as a
2D correlation:

N
(wxx)[n] =Y 2[N — k,mod(n, D)] - w[N — k]
k=1

where
z[n,m] = &[n - D 4+ m)

A visual representation of this mapping is shown in Figure 4.3. To
form the dense 2D feature map, the 1D vector is wrapped around after
D elements. Further, zero padding (shown in white in Figure 4.3) is
applied on the edges to implement the causality required by TCNs as
well as the correct start- and endpoint of the convolution. To respect
the hardware constraints of CUTIE, i.e. weight kernels having size
3x3, the 1D weight kernel is projected into the middle column of the
2D weight kernel, while all other elements in the weight kernels are
set to zero. This mapping ensures that the kernel dot product is only
computed over a single column and the column elements are dilated
by the dilation factor D. Since this mapping is fully equivalent to a
2D convolutional layer and all transforms necessary can be computed
offline and require no data marshalling, it fully and efficiently reuses
the CUTIE architecture with minor hardware overhead.

4.5 TCN-CUTIE Implementation

Thanks to its highly configurable nature, the CUTIE architecture can
be adapted to many application scenarios. In the Kraken SoC, we
dimensioned the memories for feature map sizes of up to 64x64 pixels
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Figure 4.3: Example mapping of a dilated 1D convolution to an undi-
lated 2D convolution for D =3, N = 2

with up to 96 channels. We designed the TCN memory to hold a
total of 24 time steps. Since CUTIE’s throughput per cycle is enor-
mous due to the high degree of parallelism, we used relaxed timing
constraints during synthesis, to enable extensive instantiation of low-
leakage library cells. The CUTIE TNN accelerator’s clock can be
hierarchically clock-gated to minimize idle switching activity in idle
OCUs when network layers have a small number of output channels.
Inference can be triggered via a configuration register or an interrupt
line from I/O peripherals, enabling autonomous data preparation and
inference without intervention from the FC. After inference has con-
cluded, CUTIE asserts an interrupt which is used to wake up the
FC.
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4.6 Kraken Physical Implementation

The Kraken chip has been designed and manufactured in Global-
Foundries 22nm technology, the total die area is 9mm?. The three
Kraken subsystems are implemented as independent clock and power
domains. Both the general-purpose RISC-V-based accelerator and the
EHWPE domain can be entirely power-gated to reduce their leakage
consumption when not in use. The chip can operate in a wide sup-
ply voltage range, i.e., from 0.5V to 0.9V. The chip host a total
of 88 pads, 46 of which can be used either as GPIO or as an alter-
nate function, i.e., as one of the signals of each IO peripherals, in an
all-to-all muxing scheme. Figure 4.4 shows an annotated floorplan
of the Kraken SoC, including the SoC Domain, Cluster, Accelerator
2, as well as CUTIE. The CUTIE accelerator occupies 2.96 mm? of
area. In the CUTIE layout, the area occupied by memory macros
composing the internal buffers, and digital logic are highlighted. The
memories including weight buffers in the OCUs take up 60% of the
total die area of CUTIE, while the rest is used by the compute units.
The additional TCN memory which holds the sequence samples was
implemented in SCM and has a negligible impact of less than 1% on
area.

4.7 FEvaluation

To benchmark the accelerator’s performance against similar state-of-
the-art designs, we measure the execution of a ternarized 9-layer (8
CONV layers, 1 FC classifier) CIFAR-10 network as used in [34,155,
159] with 96 instead of 128 channels. This network achieves an accu-
racy of 86% on CIFAR-10, which is on par with the binarized version
using 128 layers used in [155,159]. Similarly, we execute the hybrid
2D-CNN & 1D-TCN network proposed in [46], consisting of 5 2D-CNN
layers and 4 1D-TCN layers that process 5 time steps. This network
achieves an accuracy of 94.5% on the 12-class DVS 128 dataset.

To evaluate the power consumption of CUTIE, we measured the cur-
rent drawn by the Kraken ASIC on an ASIC tester, while running the
deployed networks on CUTIE using pre-selected inputs which were
randomly drawn from the respective validation set of the datasets
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Figure 4.4: Die micrograph of the Kraken SoC. The top floorplan
shows the four power domains, including SoC, Cluster, Accel 2 and
CUTIE. The bottom floorplan shows the layout of modules within
CUTIE.
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Figure 4.5: Energy per inference and inferences per second for the
CIFAR-10 (upper) and DVS (lower) networks plotted against voltage
using the maximum stable frequency at each corner. All data was
recorded at 25°C.



108 CHAPTER 4. TCN EXTENSIONS FOR CUTIE

'— Efficienc'y
1000} %
50
g 800 ; ﬁ
B I
3 {4002
) =
= v
> c
c 600f 130
Q =
v O
; ;
L
400} 20%
500 . . — Performanc? 110
0.5 0.6 0.7 0.8 0.9

Voltage [V]

Figure 4.6: Peak energy efliciency and throughput plotted against
voltage. One MAC operation corresponds to 2 Ops. Data is calcu-
lated at the maximal frequency for each voltage corner. All data was
recorded at 25°C.
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used for training. The presented power consumption numbers of the
CUTIE accelerator include its memories, but do not include chip I/0
energy. All measurements were performed at room temperature. We
profiled the accelerator’s performance at 25C over a range of 0.5V -
0.9V. Below 0.5V, the integrated SRAM macros start exhibiting bit
errors. In terms of efficiency, we find that the 0.5V operating corner,
operating at 54 MHz achieves the lowest energy per inference of 2.72 1J
and 5.51J at an average throughput of 5.4 TOp/s and 1.2 TOp/s for
the CIFAR-10 and DVS networks, with a peak energy efficiency in
the first layer of the CIFAR-10 network of 1036 TOp/s/W and peak
throughput of 14.9 TOp/s. The operating corner using 0.9 V achieves
the highest peak throughput of 51.7 TOp/s, but a lower peak energy
efficiency of 318 TOp/s/W. Figure 4.5 shows plots for throughput and
energy per inference against voltage for the CIFAR-10 and DVS net-
works. Figure 4.6 shows the peak energy efficiency per operation and
throughput versus voltage for the first layer of the CIFAR-10 network.

4.8 Comparison with State-of-the-Art

Table 4.1 shows a comparison of CUTIE on the Kraken SoC with
state-of-the-art highly quantized digital convolutional network accel-
erators. CUTIE achieves a peak throughput of 56 TOp/s and a peak
energy efficiency of 1036 TOp/s/W, surpassing the highest reported
efficiency in the literature: a BNN accelerator manufactured in a more
advanced technology node [159]. As demonstrated in [34] by the use
of post-layout simulation of a larger configuration of CUTIE, the high
energy efficiency of CUTIE can be explained mainly by two design
characteristics: The source of CUTIE’s efficiency is the minimization
of data movement, which limits the efficiency of comparable accelera-
tors. This is achieved by the fully unrolled architecture, which mini-
mizes the number of accesses to each data item. Secondly, the simple
ternary processing elements and the use of very wide addition trees
leverages sparsity in ternary data indirectly. This is shown in [34],
where ternarized networks with very sparse activations and weights
reduce the inference energy cost on CUTIE by 36%. In this Chapter,
we improve on these characteristics by optimizations in the front- and
backend design flow, as well as using a smaller CUTIE configuration.
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Table 4.1: Comparison of CUTTE with SoA highly quantized digital
accelerators. All listed papers use the CIFAR-10 dataset and 9-layer
CNN, however, this Chapter uses 96 channels instead of 128.

Characteristics [155] [159] | This work
Computation Method digital digital digital
Weight Precision binary binary ternary
Activation Precision binary binary ternary
Technology 28 nm 10 nm 22nm
Dataset CIFAR-10 | CIFAR-10 CIFAR-10
Accuracy 86% 86% 86%
Energy per Inference 13.86 pnJ 3.21J 2.72pnJ
Core Area [mm?] 14 0.39 2.96
Voltage [V] 0.65 | 0.37 | 0.75 05| 09
Throughput [TOp/s] 28 | 3.4 | 163 16 | 56
Peak Core Energy Effi- 230 | 617 | 269 | 1036 | 446
ciency [TOp/s/W]

To evaluate our TCN extensions we compare our design with tra-
ditional TCN accelerators, as well as with Spiking Neural Network
(SNN) accelerators, which purportedly are more energy efficient for
sparse, event-based time-series data like DVS.

Although there are no standard benchmarks or datasets for TCNs, we
can compare the average energy efficiency over an inference for state-
of-the-art designs. In [198], the authors propose a TCN accelerator de-
sign for continuous, ultra-low-power keyword spotting. While running
64 inferences of a 1.5 MOp/inference network per second, they achieve
an average power consumption between 5pW and 15pW, leading to
average energy efficiency of 6.4 TOp/s/W to 19.2 TOp/s/W, measured
by post-synthesis simulation. In direct comparison, our measured av-
erage energy cost per operation on the DVS network is around 5 -
15x lower.

Even when comparing the performance of the TCN extensions with
state-of-the-art SNN accelerators on the DVS 128 dataset, our imple-
mentation meets the best reported accuracy using TNNs in literature,
a network deployed on the IBM Truenorth platform, which achieves a
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statistical accuracy of 94.6%, just 0.1% better than our ternary TCN,
while requiring 3250 more energy per inference [199] than our design.

When comparing with a modern Intel 14nm accelerator implemen-
tation, the measured energy per inference of 5.51J beats the best
reported energy efficiency on a similar DVS and EMG dataset, an
SNN running on the Intel Loihi platform and achieving an accuracy
of 96.0%, by a factor of 63.4x [200].

4.9 Conclusion

We presented the CUTIE implementation in the Kraken SoC and
evaluated its performance. By exploiting minimized data movement
and switching activity coupled with aggressive voltage scaling, we
achieve a peak efficiency of 1036 TOp/s/W, surpassing the SoA in
ultra-low-energy CNN inference by a factor of 1.67x. Similarly, the
implemented TCN extensions are demonstrated to surpass the energy
efficiency of the state-of-the-art by a factor of 5x.

4.10 Outlook

While we studied applications for TCN-CUTIE using DVS camera
data in this chapter, we believe that most TinyML use-case could
leverage our approach of mixed CNN and TCN networks. Further
research could study applications in the audio domain, or in appli-
cations using accelerometer data. Recent studies have also shown
the applicability of TCNs in biomedical applications [201,202], where
mapping to TCN-CUTIE might also be explored to achieve higher
energy efficiency in battery-powered devices.






Chapter 5

Deeploy: Automatic
DNN Deployment for
TinyML SoCs

In this chapter, we demonstrate high-efficiency end-to-end SLM de-
ployment on a Siracusa, a multicore RISC-V (RV32) MCU augmented
with ML instruction extensions and a hardware NPU, N-EUREKA.
To automate the exploration of the constrained, multi-dimensional
memory vs. computation tradeoffs involved in aggressive SLM de-
ployment on heterogeneous (multicore+NPU) resources, we introduce
Deeploy, a novel DNN compiler, which generates highly-optimized
C code requiring minimal runtime support. We demonstrate that
Deeploy generates end-to-end code for executing SLMs, fully exploit-
ing the RV32 cores’ instruction extensions and the NPU: We achieve
leading-edge energy and throughput of 490 1J/Token, at 340 Token/s
for an SLM trained on the TinyStories dataset, running for the first
time on an MCU-class device without external memory.
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The following sections are adapted from a manuscript currently under
review at the International Conference on Compilers, Architectures,
and Synthesis for Embedded Systems!’.

5.1 Introduction

Following the success of Foundation Models (FMs) in NLP [203,204],
an increasing number of fields are starting to formulate and adapt
FMs for high dimensional sensor data that has traditionally been chal-
lenging to process, like decoding neural data [205,206], or training
embodied Al agents [207,208], which may incorporate multi-modal
sensor inputs.

Operating directly on sensory data and in a cyber-physical loop may
lead to solving many outstanding challenges in fields such as brain-
machine interfaces [206] and miniaturized robotics [208]. However,
to materialize this promise, models of this class need to be embod-
ied in physical devices as Embodied Foundation Models (EFMs),
and they must cope with the strict constraints in terms of compute
throughput, power consumption, and footprint typical of edge de-
vices. Unlike datacenter-scale systems, which collect and aggregate
sensor data over sharded resources for high-throughput processing,
embodied Al systems must process sensor data with extremely low
latency and memory capacity under tight power constraints. This is
particularly challenging for the smallest class of Al-oriented comput-
ers: so-called “TinyML” devices operating at the extreme edge, based
on microcontroller-class devices without complex operating systems
or MMUs, relying on user-level software to implement low-level hard-
ware management functionalities. Despite many recent successes with
previous-generation DNNs, the emergence of the TinyML paradigm
for EFMs faces the dual challenge of reducing FMs to a manageable
size and enabling their deployment on tiny devices.

IM. Scherer, L. Macan, V. Jung, P. Wiese, A. Burrello, F. Conti, and L. Benini,
“Deeploy: Enabling Energy-Efficient Deployment of Small Language Models On
Heterogeneous Microcontrollers,” Mar. 2024, under Review at IEEE Transactions
on Computer-Aided Design of Integrated Circuits and Systems (TCAD)
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A first concrete step in this direction is the recent introduction of
SLMs: FMs with tens to a few hundred million, rather than several
billion parameters [209,210]. While most currently available FMs are
focused on processing natural language at a proof-of-concept scale,
the effort towards embedded multi-modal sensor inputs with small-
scale, application-specific FMs offers a highly promising path for the
development of this novel class of models. Much like what happened
with the initial emergence of Deep Learning [211], the evolution of
advanced TinyML applications based on EFMs is currently prevented
by the lack of suitable targets for deployment of these models and,
even more, of deployment frameworks that enable utilizing existing
specialized hardware to its full capabilities.

Deploying tiny EFMs requires overcoming several challenges specific
to the TinyML domain. Large-scale Al inference systems typically
employ heterogeneous computer architectures composed by a con-
ventional host (e.g., an x86 processor) and a very large throughput-
oriented accelerator (e.g., H100 [212], TPU [2]), which is fully ex-
ploited only at large batch sizes. Conversely, TinyML is used for
latency-sensitive applications focusing on real-time inference with-
out batching. As a consequence, TinyML Al inference typically em-
ploys much more specialized accelerator architectures [25,30], lead-
ing to more complex mapping and optimization challenges for DNN
deployment. Furthermore, TinyML’s strict constraints on energy ef-
ficiency and microcontroller-class computer architecture typically re-
quire platform-specific optimization, including memory-aware tiling,
static memory allocation, and latency-hiding Direct Memory Access
(DMA) scheduling, which require advanced compiler support to scale
to complex DNNs like FMs. While several compilers have limited
support for user-defined kernels [213,214], configuring and extend-
ing them requires expert knowledge, and their top-down compilation
approach often clashes with loosely coupled accelerators. Moreover,
mainstream compilers do not address the strict memory constraints
in extreme-edge devices.

In this chapter, we aim to remove the first barrier towards developing
EFM suited for deployment on TinyML platforms: the lack of deploy-
ment frameworks that enable their efficient execution. We demon-
strate, to the best of our knowledge, the first end-to-end tool flow to
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deploy EFMs on heterogeneous microcontroller-class systems. Specif-
ically, we demonstrate the end-to-end deployment of a TinyStories-
class [209] network on Siracusa, an advanced microcontroller in TSMC
16 nm technology featuring embedded non-volatile memory (MRAM)
and two heterogeneous compute engines, namely, an octa-core RV32
compute cluster with instruction extensions for MLL and a multi-mode
CNN NPU, N-FEureka [30]. We present the tooling and algorithms
integrated within our deployment framework, Deeploy.

The contributions of this chapter are as follows:

e We describe Deeploy, a customizable, domain-specific compiler
designed for generating bare metal code fitting the memory
constraints of extreme edge devices. Deeploy supports all
the key computational primitives needed for the execution of
Transformer-based EFMs on heterogeneous extreme edge SoCs
through its bottom-up compilation approach, which allows
applying advanced code optimization on expert-optimized
kernel templates. We further introduce a novel algorithm for
solving the tiling and static memory allocation problems for
multi-level software-managed caches and its integration into
Deeploy.

e We benchmark common Transformer encoder layer configura-
tions, demonstrating that code generated by Deeploy maximizes
engine utilization in heterogeneous, multi-accelerator SoCs. We
achieve data marshaling overheads of just 9% for large work-
loads with high arithmetic intensity executing on the cluster
cores and NPU collaboratively thanks to efficient data move-
ment acceleration and low-overhead offloading mechanisms.

e As a concrete large-scale end-to-end use-case of Deeploy and its
adaptability to heterogeneous hardware platforms, we demon-
strate for the first time the deployment of a TinyStories-class
SLM on Siracusa, a state-of-the-art heterogeneous MCU.
While using on-chip memory only, we achieve a throughput
of 340 Token/s at an energy cost of 4901J for autoregressive
inference. We show that using the flexible deployment flow
enabled by Deeploy for the same SLM allows us to implement
multi-layer KV caching using on-chip memory only, improving
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token throughput by 26 x compared to inference without
caches.

The rest of this chapter is organized as follows: in Section 5.2, previous
work in quantized neural networks, small language models, and neural
network deployment for extreme edge devices is introduced and dis-
cussed. Section 5.3 introduces Deeploy and discusses its deployment
flow for Transformers. Section 5.4 discusses the SLM architecture
used in this Chapter and the approach to mapping it on Siracusa.
In Section 5.5, we present the Siracusa MCU platform. Section 5.6
presents and discusses the end-to-end deployment results, comparing
them to the state-of-the-art. Finally, Section 5.7 concludes this chap-
ter, summarizing the results and contributions.

5.2 Related Work

This Section gives an overview of the state-of-the-art on EFMs, focus-
ing on developments towards improvements in energy efficiency and
model size and tools to deploy DNNs on extreme edge devices.

5.2.1 Small Foundation Models

Recently, the development of decoder-only Large Language Models
(LLMs) such as Llama [203], and Mixtral [215], and their associated
ML pipelines led to a new model type: the Foundation Model (FM).

FMs are pre-trained LLMs, which can be fine-tuned for downstream
tasks at a fraction of the cost of pre-training, making them partic-
ularly relevant for domain specialization. These models have shown
remarkable success in generating coherent and contextually relevant
outputs, much above the capabilities of more traditional architecture
like RNNs. However, LLMs often contain several billion parameters,
requiring GiB of storage space, making them incompatible with ex-
treme edge inference.

Addressing this gap, the emerging field of SLMs has gained significant
traction in the last year. The aim of SLMs is to compact LLMs
down to tens to hundreds of MiB [209,210], mirroring the evolution
of compression of CNNs [15] over the past decade.
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This paradigm shift towards compact FMs is particularly interesting
for TinyML applications. Incorporating smaller FMs, like SLMs, into
embedded devices may enable a new wave of intelligent, responsive,
and autonomous devices built on EFMs. Such systems could bridge
the gap between human-understandable inputs such as text and per-
forming high-level planning and low-level control tasks [216] and make
such advanced capabilities available at the edge, embodied in robots,
appliances, and wearable devices.

In this Chapter, we contribute to the growing field of SLM and EFM
research and aim to lay the foundation for truly embedded SLMs by
providing a foundational deployment flow that supports a wide range
of FMs, from autoregressive decoder-only ones to encoder-only ones.

5.2.2 Quantized Transformer Models

Neural network quantization has been an active field of research for
the past decade, as the promises of reduced parameter storage and
higher compute efficiency on reduced-precision operands drive the de-
velopment of increasingly aggressive quantization methods [13,15].

Improvements in energy efficiency are significant when switching from
floating-point point computation to integer arithmetic [17,128] due
to the reduced hardware complexity required to implement the fun-
damental operations using integer arithmetic. One commonly used
approach to quantize DNNs is QAT, where the model is trained to
overcome quantization effects that occur when using lower-precision
values for weights and activations [16,18]. However, QAT often re-
quires computationally expensive retraining of the model and access to
representative datasets, which are not readily available. PTQ methods
can be applied to quantize models without retraining while conserving
full-precision accuracy [217,218]. Especially in the domain of FMs,
PTQ has been successfully applied [219,220] to reduce the computa-
tional cost of quantization. In this Chapter, we apply state-of-the-art
PTQ on a publicly available pretrained SLM to achieve quantized
inference without loss of accuracy, a prerequisite for energy-efficient
inference on extreme edge devices.
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5.2.3 Neural Network Deployment for Extreme
Edge Devices

Building on the trends of model quantization and compression, as well
as research into more computationally efficient DNNs [221], DNN in-
ference on mobile and embedded devices has become a flourishing
field of research [25,30,222]. While model deployment on mobile
devices like smartphones follows similar approaches to server-scale
deployment, relying on the ample compute- and memory resources,
hardware-managed caches, and operating systems to carry out task
scheduling available to this class of devices, deeply embedded devices
face much more severe constraints in deployment. This is especially
true for the new generation of MCU-class devices focusing on AT appli-
cations. In contrast to their predecessors, these MCUs feature multi-
core compute clusters, DNN accelerators, and on-chip memory of up
to 10 MiB, split into multiple software-managed memory hierarchy
levels [25,28,30].

To optimally leverage the compute capabilities of such complex sys-
tems, network deployment must simultaneously optimize the execu-
tion schedule and tiling of operators and orchestrate overlapping mem-
ory transfers using DMAs to achieve low data marshaling overheads
and high compute utilization. While modern top-down compilers like
MLIR and TVM [213,214] allow integration of most common ISAs and
accelerator APIs, their focus is not on meeting the stringent memory
constraints of this class of TinyML devices. Prior work like Dory [3],
CoSa [31], and others [223,224] have addressed these challenges for
CNNs by focusing on operator tiling to fit the target’s memory con-
straints. However, these approaches assume a single-cluster memory
hierarchy, with undivided memory at each level, and a simple life-
time model for network tensors, which are fundamentally stateless
across inference rounds. These simplifying assumptions do not hold
for complex heterogeneous multi-accelerator hardware and advanced
SLM networks [225,226].

Moving beyond these prior works, we propose a novel constraint pro-
gramming algorithm that enables co-optimizing tiling and memory
allocation, which overcomes the limitations of previous approaches by
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supporting data flows with complex lifetimes (e.g. KV caching) as
required by EFMs.

5.3 Deeploy

In this Section, we provide an overview of the Deeploy compilation
flow. In contrast to most state-of-the-art compilers for DNNs, which
lower DNN representations top-down into predefined primitives that
need to be implemented by each backend [8,213,214], Deeploy employs
a bottom-up compilation approach, where the compiler implements
networks by composing user-provided C kernels, extending them with
code generation passes to implement tiling and memory allocation.
This bottom-up approach to compilation provides three key advan-
tages: first, it supports reusing hand-optimized kernel libraries com-
monly available for most ISAs and accelerators. Second, it can be
easily extended to support highly customized non-standard compute
platforms, including heterogeneous SoCs featuring multiple accelera-
tors for which a low-level compiler backend may not exist. Third, it
allows easy integration of novel operators found in emerging Trans-
former architectures without invasive modifications to the deployment
flow.

Deeploy is organized in three building blocks; the Frontend validates
and transforms the graph representation into a representation that
suits the platform and assigns kernel templates to each operator. The
Midend performs all tiling and static memory allocation computa-
tions, guaranteeing that the computed program schedule may execute
without unscheduled runtime memory spills. Finally, the Backend
uses the optimized graph representation generated in the Frontend,
and the generated tiling schedule and memory allocation map gen-
erated in the Midend to create executable code through a series of
code generation passes. All deployment targets share the same execu-
tion flow, and Deeploy uses a configurable platform abstraction, the
Deployment Platform, which allows it to steer operators’ mapping,
optimization, and lowering according to the platform’s configuration.
An overview of the Deeploy execution flow is shown in Figure 5.1.
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5.3.1 Data Structures

Deeploy distinguishes between three types of buffers: Variable
Buffers, Transient Buffers, and Constant Buffers. Variable
Buffers represent tensors that contain data that is not constant
at compile-time, i.e., network inputs, outputs, and intermediate
activations. Constant Buffers represent compile-time constant data
used in inference, i.e., network weights and other network parameters.
Lastly, Transient Buffers represent scratchpad memory locations for
kernel execution, e.g., im2col buffers for convolution kernels [20,104],
or reorder buffers for efficient transposition kernels. Typically, the
amount of space used in Transient Buffers depends on the operator’s
parametrization, distinguishing them from Variable Buffers. In
contrast to simpler DNN topologies, EFMs employ data structures
that require advanced allocation strategies, such as the KV caches
of autoregressive SLMs, as they have more complex buffer lifetime
requirements than intermediate tensors found in CNNs. Addressing
these constraints requires a more sophisticated management of the
buffers’ lifetime and memory allocation than in other deployment
tools targeting extreme edge devices [3,31].

The distinction between global and local section buffers is relevant
for code generation; global objects are allocated as global C variables,
while local objects are only accessible in the inference code. As such,
global variables are alive throughout an inference execution, while lo-
cal variables are allocated and deallocated as the network’s execution
schedule requires.

5.3.2 Frontend

Deeploy’s Frontend is designed around ingesting quantized Open Neu-
ral Network Exchange (ONNX) graphs produced by DNN and Trans-
former quantization tools like Quantlib [227]. Deeploy implements
a configurable lowering pass system based on pattern matching of
ONNX graphs to enable efficient and customizable graph-lowering
strategies. Each lowering pass consists of a user-defined replacement
function and a source pattern, which describes the sub-graph that
should be replaced. Using the replacement function, each lowering
pass uses the matched sub-graph to generate a target pattern, which
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replaces the source pattern. Using this system, the first processing
step in the Frontend is transforming the input graph into a custom,
platform-specific ONNX dialect using lowering passes provided by the
Deployment Platform. The user further defines operator mappings be-
tween custom operators and the engines available in the target plat-
form to control the code generation on the level of individual opera-
tors.

Common TinyML kernel libraries like CMSIS-NN and PULP-NN |[20,
104] offer kernels for fused linear operators and activations, which can
be lowered into by matching pairs of linear operators and quantiza-
tion operators. Besides operator fusion optimization passes, Deeploy
also supports the minimization and insertion of data marshaling op-
erators like transpositions to match the data layout requirements of
kernel libraries. An example of such an operator insertion pass is
adding transpositions operators to optimize the data layout of the B
matrix for General Matrix Multiplication (GEMM) kernels of type
Y = aAB + BC for better data access locality.

The second step after transforming the input graph into the platform-
specific dialect in the Frontend is parsing, during which every operator
in the network is analyzed to construct an initial context of buffers
used in the network’s execution, and Type Inference & Kernel Se-
lection where every buffer in the context is assigned a type. The
types used in Deeploy correspond to standard C types (e.g., int8-t,
float32) or custom data types, depending on the kernels used by the
Deployment Platform. To guarantee a valid type assignment, Deeploy
propagates type information top-to-bottom. The user must only pro-
vide the input types for every graph’s input tensor to achieve this;
then, using this information, Deeploy matches the input types of each
operator with one of the kernel signatures provided by the Deployment
Platform.

The final result of the Frontend is an assignment of low-level kernel
templates to every operator in the lowered platform-specific ONNX,
which satisfies the type constraints imposed by the network’s opera-
tors.
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Figure 5.2: Example of the co-optimization of tiling and static memory allocation algorithm for one
memory level in Deeploy. First, the lifetime of each tensor in the graph is calculated under the execution
schedule shown on the left. Next, the memory scheduler constructs an adjacency matrix of the tensor
graph and extracts the cost vector from the tile constraint flow shown in the middle. Finally, Deeploy
applies a coordinate transform within the CP. On the right-hand side, the 2D bin packing solution is
presented with the naive solution on top, and the solution found by Deeploy is shown below.
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5.3.3 Midend

The second stage of Deeploy’s execution flow, the Midend, receives
the platform-specific ONNX graph and the kernel assignment for each
operator from the Frontend. The Midend’s purpose is to perform all
optimization operations required to generate low-level optimized C
code for the target platform in the Backend. The Midend is divided
into two optimization steps: Memory Level Annotation and Tiling &
Memory Scheduling. To model the CP used to compute the tiling and
static memory allocation solution, Deeploy uses Google’s ORTools.

Memory Level Annotation

The memory level annotation step annotates every buffer in the com-
pilation context with a memory hierarchy level. The motivation for
defining the storage location of every tensor is to model code gen-
eration constraints closely to the hardware; most embedded systems
designed for TinyML applications use multiple memory or cache lev-
els [25,30] to optimize the trade-off between storage density and mem-
ory access latency. While Deeploy supports the tiling of buffers, di-
rectly assigning buffers’ memory levels to lower cache levels can lead to
performance improvements. When targetting accelerators that would
otherwise be limited by the available bandwidth towards higher-level
caches, controlling memory allocation has a significant performance
impact [30].

Tiling

The second processing step in the Midend is Tiling & Memory
Scheduling. For every kernel template chosen in the Frontend, the
target platform must specify a Tile Constraint (T'C). The TC models
the geometric and platform-specific constraints for tiling an operator.
For a tiling solution to be correct, all geometric constraints must
hold. For example, the spatial dimensions of a softmax activation’s
output tile must be the same as its input tile’s dimensions. As
such, geometric constraints do not depend on the implementation
of an operator. While it is possible to tile large tensor operators
down to single instructions when targeting processor cores, the same
does not hold for accelerators. Specifying TCs and platform-specific
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constraints on a per-kernel basis is especially important for handling
the tiling problem for loosely-coupled accelerators since they
typically only support specific dimensions to be tiled, owing to their
specialized datapaths [25,30].

Similarly to the Type Inference & Kernel Selection flow, the Tile Con-
straint Flow (TCF) is applied top-to-bottom through the execution
schedule of the network, adding the geometric and platform-specific
tile constraints of every operator to the CP. Furthermore, the TCF
adds one symbolic variable per dimension per tensor in the network
to the CP and a symbolic variable for every tensor, representing its
size as the product of all dimension variables. Using this formulation,
the solution of the CP represents the size of the largest tile.

Memory Scheduling

After the geometrical constraints of every mapped kernel template in
the network are collected and added to the CP, Deeploy’s memory
scheduler calculates the lifetime of every tensor in the network over
the user-provided execution schedule of the ONNX graph as shown in
Figure 5.2. As previously mentioned, this is an essential step for au-
toregressive Transformers that must accommodate short-lived tensors
(e.g., intermediate activations, residuals) and long-lived buffers (such
as KV caches).

Deeploy’s memory scheduler computes a tiling path using the De-
ployment Platform’s memory hierarchy model to assign a sequence of
memory transfers through the different memory levels. Using the cal-
culated lifetimes and the tensor’s size variable computed before, the
memory scheduler models the problem of computing a static mem-
ory allocation schedule as a 2D bin packing problem [225,228], where
the horizontal axis represents lifetime, and the vertical axis represents
memory address space.

Similar to other state-of-the-art algorithms [225], Deeploy’s schedul-
ing CP works with Tetris scheduling introduced in TetriSched [229],
where memory buffers are scheduled one after another, adding to the
maximum load of each of their lifetime’s bins. To solve the tiling and
allocation problem in a single shot, the memory allocation of each
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buffer is coupled to the tiling solution, which requires expressing the
order in which they are scheduled within the CP as well.

The first step to modeling the memory allocation problem is to pick
a random schedule of memory buffers and compute the adjacency
matrix A of the tensor graph. We collect the memory size of each
buffer, represented as an integer variable of the CP, in a cost vector
C. For any permutation matrix P, A’ = P x A x PT is a valid
adjacency matrix with associated cost vector C’ = P x C. A valid
N x N permutation matrix can be expressed as:

Dij € [0, 1] VZ,] c [O,N - 1]
N-1

pi)jzl VJG[O,N—l]
=0
N-1

pii=1 Vi e [0,N —1]
1=0

Next, the total memory load is computed iteratively using A’ & C':
since we use Tetris scheduling, we add each buffer’s memory size to
the size of the last scheduled buffer whose lifetime overlaps. We use a
vector of intermediate variables containing one entry for each buffer,
H, representing the memory load in the lifetime region of each buffer.
The vector H is computed as follows:

Hy=0
Hj = maxizo.,,j_l (A,[], Z] . HIL) + OJI

The total worst-case memory load for all execution steps is then com-
puted as memory load = max;—q._ n (H;).

In contrast to other static memory schedule algorithms, which fo-
cus on calculating an optimal solution for memory blocks of fixed
size, our algorithm combines the constraints on tile sizes and memory
layout calculation into a single CP; this allows Deeploy to simultane-
ously optimize static memory allocation as well as tile sizing to control
memory use during the entire inference process, which is critical to
matching the memory constraints of extreme-edge SoCs with the com-
plex buffer lifetime requirements of Transformers. An overview of the
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co-constrained tiling and static memory allocation algorithm is shown
in Figure 5.2.

5.3.4 Backend

Every kernel template picked in the Frontend is assigned a list of code
generation passes by the Deployment Platform. Each code generation
pass operates on a code segment, starting from the original kernel tem-
plate, and may add to or modify its code segment. Besides enabling
integration of custom passes, Deeploy offers standard code generation
passes required for generating correct code, e.g., memory allocation
and deallocation generation, which inserts calls to heap-based alloca-
tors or sets pointers to predefined memory locations calculated during
Tiling & Memory Scheduling.

An essential set of code generation passes is centered around gener-
ating closures for code segments. In the context of Deeploy, closure
generation consists of three parts: the closure function itself, which
encapsulates a code segment; the closure environment, which contains
every free variable used within the code segment and must be passed
to the closure function; and the closure invocation, which is either an
offloading function or a call to the closure function.

Deeploy implements closures as standard C functions by generating a
function call around the target code segment and passing the closure
environment as a struct pointer. Deeploy captures the relevant free
variable expressions by analyzing the Abstract Syntax Tree (AST)
of the underlying code segment using the Mako templating library
[230]; since the function signature of the kernel template is known to
Deeploy, it can extract arguments used in the kernel template that
refer to local buffers, and pass them to the closure using an argument
struct. During code generation, the closure generation pass hoists
the closure function definition into the global context, inserts code
for constructing the argument struct and returns the function call
to the hoisted closure as the new code segment for subsequent code
generation passes.

An important application for Deeploy’s closures is to facilitate op-
erator offloading, which is required for programming processor-based
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Kernel Signature

: // Function stignature .
, void gemv_s8_s8(int8_t* input, int8_t* weight, 1
1 int32_t* bias, int8_t* output, !
! uint16_t M, uint16_t N, uint16_t 0); X

Kernel Template

T T T T TS EEEEEEEEEE 1
1 // Kernel Template 1

:gemv_s8_s8(${A}, ${B}, NULL, ${C}, 1, ${N}, ${0B); !

Cluster Offloading
Global Definitions

:typedef struct {

1 int8_tx* A;

! int8_t* B;

1 int8_t* C;

1} GEMV_closure_args_t;

:void GEMV_closure(void* GEMV_closure_args){
GEMV_closure_args_t* args =
(GEMV_closure_args_t*) GEMV_closure_args;
int8_t* _A = args->A; int8_t* _B = args->B;
int8_t* _C = args—>C;

gemv_s8_s8(_A, _B, NULL, _C, 1, ${N}, ${0}); }

// GEMV Closure Call
GEMV_closure_args_t GEMV_closure_args = {
A = ${A}; .B = ${B}; .C = ${C};
3
// Parallelize Closure over eight cores
pi_cl_team_fork(GEMV_closure, &GEMV_closure_args, 8);

Figure 5.3: Bottom-up offloading closure generation for a GEMYV ker-
nel. All arguments that refer to non-global Variable Buffers or Con-
stant Buffers are captured and used to generate a closure struct type-
def and a closure function that unpacks the argument struct and calls
the original kernel. Finally, the kernel template is replaced with a
function pi_cl_team_fork, which takes the newly generated closure as
an argument and offloads its execution to all eight cluster cores.
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Figure 5.4: Overview of the Llama model deployed in this chapter. The eight decoder layers of the
model are shown on the left and consist of an RMSNorm - Self-Attention - RMSNorm - Feed-Forward
layer stack. Input () in the self-attention inset corresponds to the token input. Input (2) corresponds
to the rotational embedding used in Llama models. Input @) are the KV cache inputs used during
autoregressive inference. Notably, during autoregressive inference, the new row of the K and V matrices
computed on the input token are appended to the KV cache.
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accelerators like compute clusters or loosely-coupled, memory-mapped
accelerators like NPUs. An example of closure generation for operator
offloading to the octa-core cluster is shown in Figure 5.3.

Tiling code generation is implemented as a pass as well. Deeploy
supports DMA engines and uses them in tiling code generation to
move tiles between different memory hierarchy levels according to the
tiling solution computed in Tiling & Memory Scheduling. To hide the
latency of DMA transfers, Deeploy can configure tiling for operators
to use double-buffering, which constrains the tiling solution to reserve
twice the required space for every input- and output tile. During code
generation, Deeploy schedules data fetching and writeback to occur
in parallel with kernel execution to minimize latency.

5.4 TinyStories Llama Model

As a concrete example of our deployment flow for next-generation
EFMs, we quantize and deploy an SLM on a heterogeneous MCU,
Siracusa, introduced in Section 5.5. We chose a Llama2 model pre-
trained on the tinyStories dataset [209] from HuggingFace?, with a
hidden size d,, = 64, h = 16 parallel attention heads, N = 8 layers
and an intermediate size dyy = 256 for the feed-forward layer. The
model architecture is shown in Figure 5.4. Note that, however, any
SLM fitting the memory constraints of the target platform can be
deployed with the same flow.

Like all other decoder-based language models, the Llama model we use
in this Chapter has two fundamental inference modes, which we refer
to as autoregressive inference mode and parallel inference mode, and
generates its response in two distinct phases, the prompting phase and
generation phase; the prompting phase ingests the initial sequence of
user input tokens, whereas the generation phase generates the model’s
output tokens autoregressively.

2https://huggingface.co/Maykeye/TinyLLama-v0



132 CHAPTER 5. DEEPLOY

5.4.1 Prompting Phase

Inferences follow a two-pass regime: First, the text input is translated
into a sequence of tokens, typically referred to as the prompt. The
prompt can have an arbitrary sequence length S, up to the size of
the context window of the model.

In the first pass of the model, the prompt is processed to produce
the first output token. Since all tokens of the prompt are available ab
initio, the decoder can process them in a parallel single-shot fashion by
applying causal-masking of the attention matrix [108]. This first pass
generates the first token output and the K and V matrices, which may
be reused in the subsequent generation phase. This process parallels
the function of encoder layers used in the first Transformer models
[108].

5.4.2 Generation Phase

In the generation phase of the inference process, output tokens are
generated one at a time using the previous token outputs as the
model’s input. While every step of the generation phase may use
the same parallel inference mode described in the previous Section,
doing so would require recomputing all previous tokens’ K and V
submatrices. Therefore, the K and V matrices of previous inference
steps are typically cached in memory to avoid the quadratic cost of
recomputing them [108].

As the parallel inference mode and autoregressive inference mode re-
quire different trade-offs in memory allocation for KV caching and
storage of intermediate results we deploy them using separate ONNX
models which reflect these trade-offs: For the parallel inference mode
we export an ONNX model with a single input and output for the
token sequence and outputs for the computed KV submatrices which
are stored for the next generation phase. For the autoregressive infer-
ence mode, we use an ONNX model that additionally requires cached
KV submatrices. While computing outputs using KV caches is sig-
nificantly more efficient regarding the absolute number of operations,
loading and storing the K'V caches induces significant data movement,
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and the smaller operator dimensions make the generation phase much
more challenging to accelerate.

5.4.3 Quantization Setup

To quantize the SLM for deployment on extreme edge devices with
integer-focused SIMD processors and DNN accelerators, we used
QuantLib [227] with the Trained Quantization Thresholds (TQT)
algorithm for PTQ [18]. QuantLib inserts requantization layers after
operators which results in higher bitwidth outputs. Furthermore, it
harmonizes scaling factors for operators like addition and concate-
nation and replaces various operators with their quantization-aware
equivalents. Following this, we use a single token to execute PTQ
over three inference epochs. Initially, we collect statistics to initialize
the clipping bound for all activations and weights. At the end of
the second epoch, we quantize all linear operations, and in the final
epoch, we quantize non-linear operations, including Softmax and
RMSNorm. Subsequently, the model is projected to the integer
domain and exported as an ONNX graph. To leverage the advanced
hardware support for SIMD operations in the PULP Cluster and
Siracusa’s NPU, N-Fureka, we chose to quantize all activations and
weights used in matrix multiplication to 8 bit integer precision. We
use I-BERT’s approximation for Softmax [128] and the Hardswish
approximation for Swish activations [221]. Moreover, we perform
all divisions in RMSNorm [231] layers with 32bit numerators and
denominators to preserve accuracy.

5.5 Deployment Platform

This Section introduces the hardware platform used in this Chapter
as a deployment target to deploy the SLM introduced in Section 5.4
and goes over the NPU-specific Deployment Platform implementation
in Deeploy.
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5.5.1 Siracusa

Siracusa [30], is a low-power, heterogeneous RISC-V MCU imple-
mented in TSMC 16 nm technology, which is the multi-accelerator
SoC targetted in this Chapter. Siracusa is designed for efficient Al
inference, which can leverage its dedicated NPU, N-FEureka, and gen-
eralistic DSP tasks, which can exploit both dedicated XpulpNN ISA
extensions [20] enabling SIMD processing of low-precision integers,
as well as an accelerator cluster of eight RISC-V cores which enable
Single Program Multiple Data (SPMD) processing.

To enable single-latency access from cluster cores to the L1 Tightly-
coupled Data Memory (TCDM), all cores and the 16 L1 memory
banks are connected through a TCDM interconnect using one 32-bit
port each, granting a total memory bandwidth of 256 bit/cycle to the
compute cluster. The cluster’s TCDM memory banks are also accessi-
ble from the N-Eureka accelerator using 9-bank wide, 288 bit accesses.
To manage contention on accesses to the single-ported memory banks,
Siracusa integrates a lightweight, programmable access arbiter, which
allows the set the maximum number of stall cycles for the accelerator;
if accesses from the core-side interconnect cause accelerator access to
stall for the programmed number of cycles, the arbiter will stall core
accesses and grant it to N-FEureka.

The N-FEureka accelerator uses a mixed-weight-precision bit-serial dat-
apath, which is optimized for executing dense 3x3, depthwise 3x3,
and dense 1x1 convolution operations with 8 bit activations and 2 bit
to 8bit convolution weights [30]. To support the bit-serial nature of
the datapath, N-FEureka requires its weights to be stored in a non-
standard bit-interleaved data format, which requires offline transpo-
sition, padding, and bit shuffling of CNN weight tensors. N-Fureka
is designed as an output-stationary accelerator, opting to cache small
input tiles and streaming weights. To execute operations larger than
its internal buffers, it integrates a hardware tiler with a programmable
number of tiles and strides between dimensions and fixed tile sizes that
match the buffer sizes. To increase the available memory bandwidth
for N-Fureka’s weights and minimize off-chip access to fetch weights,
the cluster integrates a Neural Memory Subsystem (NMS), which
contains two dedicated 4 MiB memory subsystems, implemented in



5.5. DEPLOYMENT PLATFORM 135

SRAM and Magnetoresistive Random Access Memory (MRAM) tech-
nology respectively, which are designed to hold weights for the N-
Eureka accelerator and are attached through a dedicated 256 bit/cycle
weight data port.

The compute cluster and N-FEureka are located in a shared clock do-
main, the heterogeneous cluster, which communicates with the rest of
the SoC, mainly consisting of a controller core, 2 MiB L2 memory, and
peripherals, through a 64 bit wide Advanced eXtensible Interface Bus
(AXTI) bus, which can be used by a DMA integrated within the cluster,
to transfer data between the L1 and L2 memories autonomously.

While Siracusa is equipped with significant computing capabilities
through two dedicated accelerators and sizeable on-chip memory, de-
ploying an advanced neural network on this device is a challenging
problem. While weight storage for layers that can be executed on
N-Eureka is plentiful, all other layers’ activation, weight, and output
tensors must be tiled to fit within 256 KiB of L1 memory. Further-
more, memory transfers between L2 and L1 should be orchestrated
using the DMA to minimize stalling.

5.5.2 Deeploy Integration

We address the deployment challenges posed by Siracusa’s heterogene-
ity through an augmented Deployment Platform model. This subsec-
tion gives an overview of the additions implemented to use Deeploy for
deploying SLMs on Siracusa and, more generally, of the modifications
needed to support a generic new platform in our deployment tool.

As Deeploy’s core primitives are optimized kernels, we chose the
PULP-NN [20] kernel library, which integrates parallel kernels
as well as single-core implementations, as our target for utilizing
the octa-core cluster. The PULP-NN kernels focus on efficient
implementations of fused linear and quantization layers. We support
fused layers through lowering passes that match the supported
operator combinations and merge them in the Frontend of Deeploy.
We further added fused linear operator TCs, which add kernel-specific
constraints besides providing general geometric constraints.
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Figure 5.5: Overview of the Siracusa SoC featuring its DSP-enhanced
octa-core RISC-V cluster and host controller (red), NPU (orange),
complex memory hierarchy with two levels of scratchpad memory and
a Neural Memory Subsystem (blue), two arbitrated interconnects to-
wards the L1 memory and an AXI interconnect (green), and periph-
erals such as the cluster DMA and chip-level I/O (purple).
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We implement function offloading to both the NPU and the octa-core
compute cluster in Siracusa using the closure system, as detailed in
Section 5.3.4.

The N-FEureka accelerator provides greater compute capabilities than
the octa-core cluster for CNN operators, achieving a peak throughput
in the range of hundreds of GOp/s for pointwise and 3x3 convolu-
tions. Even though SLMs do not employ these types of operations,
we add a custom linear layer to pointwise convolution lowering pass
that converts GEMM operators with compile-time constant weight
matrices into pointwise convolutions. This method allows us to de-
ploy all linear layers in Transformer models, as shown in Figure 5.4,
on the NPU.

For this lowering pass, we consider GEMM operation of type Y =
aAB + BC, where @) are appropriately integer-quantized numbers:

AGQMXN BEQNXO CEQMXO YGQMXO

Similarly, we define the pointwise convolution operator as ¥ = A ®
B + C, with the same dimension definition used in PyTorch:

A c QH><W><CM Be Qthxlxlxcm
Ce QH><W><Cout Y € QHXWXCout

We map the dimensions of the pointwise convolution to those of a
GEMM operation by setting H := 1, W = M, C;, = N, and
Cout := O. For this mapping to succeed, the C operand in the GEMM
operation must be reducible to a dimension of [1 x O], i.e., all rows
in the matrix are identical.

Lastly, we annotate all pointwise convolution weights previously trans-
formed from the GEMM operators to be allocated in the NMS, allow-
ing the accelerator to leverage its significantly larger bandwidth.

5.5.3 Deployment Setup

As explained in Section 5.4, the dual inference modes of decoder-only
models require different deployment strategies, as the autoregressive
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Table 5.1: Compiler performance metrics for the 128th autoregressive inference step using the NPU with
NMS Deployment scenario with varying numbers of decoder layers

Number of decoder layers 1 2 3 4 5 6 7 8
Number of operators 32 64 96 128 160 192 224 256
Deeploy compilation time [s] 11265517 | 792 1172 | 169 | 22.25 28
Text section size [kB] 424 | 61.8 | 84.4 | 105.7 | 128.1 | 150.1 | 171.5 | 194.8
Data section size [kB] (input and output 10.4 | 18.6 | 26.8 | 35.0 | 43.2 | 51.4 | 59.5 | 67.7
buffers)

Data section size [kB] (requantization 7.0 | 15.3 | 23.6 | 31.9 | 40.2 | 485 | 57.8 | 66.1
parameters)

Weight memory section size [kB] (point- 64 | 128 | 192 256 320 384 448 512

wise convolution parameters)
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inference mode requires significant memory for KV caching. We de-
ploy two model prototypes to accommodate this difference, one for
autoregressive inference mode and one for parallel inference mode.

The autoregressive inference mode model uses additional network in-
puts corresponding to the previous sequences’ KV caches. Other than
that, the deployment setup between both models is equal. We allocate
all graph inputs and outputs as global Variable Buffers in Siracusa’s
L2 memory, and annotate all local Variable Buffers modeling interme-
diate tensors in L2 as well. In deployment scenarios that use Siracusa’s
NMS, we allocate all linear layer weights in the NMS but use L2 for
all activations.

Unless stated differently, all network operators are executed on the
cluster and use Deeploy’s TCF to generate tiled inference code, which
orchestrates transfers of input, weight, and output tensors between
the L2 memory and the L1 memory. For operators executed on the
NPU, weights are stored in the NMS in their entirety and ingested
by the accelerator without moving them into L1 first, leveraging the
increased available bandwidth from the NMS.

5.6 Results

This section discusses the measurement results of deploying the TinyS-
tories SLM on Siracusa and benchmarking results of general Trans-
former layers. First, we present the quantized model’s accuracy re-
sults. Next, we discuss the setup used to measure performance results
on Siracusa. Finally, we present our benchmarking and end-to-end
silicon measurements.

5.6.1 Quantization Results

We consider the average accuracy in a zero-shot setting to evalu-
ate our quantized model on various tasks. We consider the Hel-
laswag [232], OpenBookQA [233], WinoGrande [234], ARC-Easy and
ARC-Challange [235], BoolQ [236], and PIQA [237] datasets and use
the Language Model Evaluation Harness [238]. The comparative re-
sults, displayed in Table 5.2, clearly indicate that our quantized model
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Linear Layer Benchmark
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Figure 5.6: Performance results for linear layer operators offloaded on
N-FEureka using Deeploy code generation. The highlighted inset shows
that the NMS’ added storage and bandwidth leads to performance
gains of up to 2.1 X in memory-bound operator configurations. In
large linear layer configurations, the speedup achieved by the NPU
is 25 x compared to the octa-core implementation, and another 1.6 x
when using the NMS for weights.
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Figure 5.7: Cycle breakdown of parallel inference in the studied SLM.
Due to the larger contribution of operations from matrix multipli-
cations using the NMS performance of ofloaded GEMM operators
increases by 17.8 x, and end-end-performance improves by 61 % for
sequence length 32 while maintaining low overheads of only 9 %, even
when fully leveraging both the cluster and NPU.
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Table 5.2: Comparison of Average Accuracy

Model Type Avg Accuracy (%)
TinyLlama-5M BF16 31.59 £+ 1.09
TinyLlama-5M INT8 PTQ 32.15 + 1.11
TinyStories-GPT2-3M FP32 32.29 + 1.11
TinyStories-3M FP32 32.61 + 1.10
TinyStories-8M FP32 36.79 + 1.13
TinyStories-33M FP32 35.63 + 1.13
GPT-Neo 125M FP32 40.39 + 1.15
MobileLLM 125M FP32 47.00
TinyLlama-1.1B-Chat- FP32 49.41 4+ 1.23
v0.4

maintains its accuracy, even showing a slight increase compared to the
standard full-precision baseline model.

To give an idea of the accuracy levels achieved by other SLMs with
similar complexity, we also include accuracy results in Table 5.2 for
different TinyStories model [209] and a variant using the GPT-2 ar-
chitecture®, GPT-NEO [239], MobileLLM [240], as well as the signif-
icantly larger TinyLlama [210].

5.6.2 Deployment Evaluation Setup

To evaluate the model’s performance in autoregressive mode and for
causally masked parallel inference, we measure each inference step
individually with code generated by Deeploy. We start from empty
KV caches for causally masked parallel inference and process N input
tokens simultaneously. We start from the KV caches of the previ-
ous inference step for all experiments in autoregressive mode. While
Deeploy supports longer sequences, we follow the convention set by
Eldan et al. and limit the context window to 256 tokens [209]. To
calculate the average throughput and energy per token, we take the
average over all 256 inference steps.

Shttps://huggingface.co/calum/tinystories-gpt2-3M
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We report all power numbers measured on a Siracusa prototype board
using a Keysight N6715C DC, supplying all operating voltages and
measuring current. We perform all experiments under nominal con-
ditions, i.e., 0.8V supply voltage and 360 MHz operating frequency
of the cluster domain. We measure power consumption for every in-
ference by averaging the power consumption of the model run in a
continuous loop.

We measure four distinct deployment scenarios: In the first scenario,
Single Core Deployment, we only generate code using a single RISC-V
core. In the second scenario, Octa-Core Deployment, we generate code
using all eight RISC-V cores of the cluster without using the NPU.
In the third scenario, NPU without NMS Deployment, we generate
code using all eight RISC-V cores and N-Fureka without offloading
weights to the NMS. In the last scenario, NPU with NMS Deployment,
we generate code using all eight RISC-V cores and N-Fureka with
the NMS. We use the Siracusa Deployment Platform in Deeploy to
generate code for all scenarios.

5.6.3 Microbenchmarking Results

To validate our approach of offloading GEMM operators on N-FEureka,
we first measure the performance of N-Fureka and the RISC-V clus-
ter on GEMM kernels. Specifically, we study the performance of the
Q, K, and V projections in the attention layer and linear layer per-
formance in feed-forward layers for different sequence lengths S in
parallel inference mode. For the Llama model we study in this chap-
ter, these projections use dimensions 256 — 64 and 64 — 256. Our
measurements are shown in Figure 5.6.

Transitioning from single-core to octa-core cluster execution, we mea-
sure a performance improvement of 6.2 x, thanks to the low-overhead
parallelization on the cluster cores. Transforming the linear layer
operators into pointwise convolutions, as explained in Section 5.5.2,
enables execution on the NPU, which reduces latency by 25 x com-
pared to the octa-core implementation due to the NPU’s significant
compute resources for convolution operations. Furthermore, we re-
duce data movement by allocating the convolution weights to the
NPU’s NMS, increasing the effective memory bandwidth available to
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N-FEureka. These optimizations improve performance, especially on
memory-bound tasks, like linear layers in attention blocks with low
sequence length, by 2.1 x compared to NPU execution without the
NMS.

We further profile the execution performance of a representative en-
coder layer as commonly found in non-regressive Transformer mod-
els. For our benchmarking, we chose a configuration with hidden size
dy, = 64 and h = 16 parallel attention heads and an intermediate
size dyy = 256, paralleling the decoder layer in Figure 5.4. We mea-
sure an increase in throughput of 17.8 x when leveraging the NPU to
compute linear layers, improving end-to-end performance for encoder
layers by 61 %. We further quantify the overheads due to tiling and
data marshaling overheads, measuring an end-to-end overhead of only

9%.

5.6.4 Compiler Evaluation

To study the scalability of our code generation approach, we break
down the SLM network, measuring compiler metrics for varying net-
work depth. For each configuration, we profile code size, constant
data size, and input- and output buffer size for a single inference step
in NPU with NMS Deployment, namely the 128th autoregressive in-
ference step. We generate all code with Deeploy and compile the
resulting C Code using clang-15. Our results are shown in Table 5.1.

We notice that while code size grows proportionally to the number of
operators in the workload, the total size of the binary is dominated
by weight storage in the NMS. We further see that while compilation
time grows superlinearly with the number of operators in the network,
the maximum compilation time of 28 s does not pose a bottleneck for
practical purposes.

5.6.5 End-to-end Deployment Results

We thoroughly evaluate the SLM deployed on Siracusa by benchmark-
ing the two operating phases required to execute SLM, namely the
prompting phase and the generation phase.
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Table 5.3: Cumulative latency and energy for a 256-step inference of
the SLM on Siracusa using the NPU with NMS

Parallel ~ Autoregressive Speedup & .
Energy Reduction
Inference Inference .
Ratio
Latency [s] 17.6 0.75 23 x faster
Energy [mJ] 3193 125 26 x more efficient

Table 5.3 displays the cumulative runtime and energy for executing a
256-step inference in parallel mode and in autoregressive mode, where
KV caching is used. The autoregressive mode outperforms the paral-
lel mode, achieving a 23 x speedup and a 26 X improvement in energy
efficiency. These improvements directly result from avoiding the costly
recomputation of K'V matrices. Averaging the autoregressive infer-
ence mode’s cumulative latency and energy over 256 steps, we achieve
an average throughput of 340token/s at an average energy cost of
490 nJ /token.

Since the autoregressive mode maximizes the data reuse across the
whole inference process, this mode can be considered both during the
prompting and generation phases detailed in Section 5.4. However,
this strategy leads to sub-optimal results as running in parallel mode
for the prompting phase enables better utilization of the NPU without
excessive recomputation of K’V matrices, as tokens are not fed back
in this phase.

The parallel inference mode’s performance for the SLMs studied in
this work follows the trend of the benchmark shown in Figure 5.7.
While we benchmark the end-to-end performance of decoder-only
models in this work, the results in Figure 5.7 also apply to
encoder-based transformer models, as the parallel inference mode
is equivalent to encoder layer execution in such networks. In
autoregressive mode the speedup achieved by employing the NPU is
only 19%, which can be attributed to the mode’s smaller operator
sizing, leading to stalling of the accelerator due to reconfiguration
overheads. Additionally, the average proportion of time spent for
data marshaling is 40% for the autoregressive versus just 14 %
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for the parallel modes, underlining the memory access intensity
inherent to KV caching, which drastically reduces the number of
computations leading to reduced arithmetic intensity. A detailed
analysis of runtime and breakdown of operator intensity for
end-to-end autoregressive inference is shown in Figure 5.8 plots (1)

and (2).

5.6.6 Deployment Overheads

An important metric for the quality of generated code is the utilization
of the system’s compute engines. To profile the quality of our code,
we measured the overheads incurred by Deeploy for each autoregres-
sive inference step in NPU without NMS Deployment and NPU with
NMS Deployment, shown in Figure 5.8, plot (3). The main differ-
ence between the two scenarios is whether Siracusa’s NMS is used for
compile-time constant GEMM weights. While the reduction in over-
heads decreases from 33 % to 7 % with increasing sequence lengths and
arithmetic intensity, the weight memory drastically reduces the rela-
tive time spent on data movement in the first steps of inference. This
reduction of overheads is a crucial advantage of the bottom-up com-
pilation approach employed by Deeploy; while other compilers might
not consider low-level architectural features like memory hierarchy or
only expose a simplified model, Deeploy allows complete control over
memory allocation and code generation to leverage knowledge of the
target architecture fully.

5.6.7 Comparison with tinyML Compilers

While we designed Deeploy to deploy state-of-the-art and emerging
SLMs, we also report results on more classical CNN and ANN work-
loads, as defined in the MLPerf tiny benchmark [241]. We compare
Deeploy with the state-of-the-art open-source Dory tool [3] using the
same open-source CNN kernels for PULP MCUs [20] we used in this
work. To ensure a fair, compiler-focused comparison, we do not use
the NMS or the NPUs of Siracusa. In this mode, both compilers
only deploy cluster kernels with equivalent memory constraints. As
a third data point, we add measurements of Deeploy-generated code
on Siracusa when using the NMS and NPU. Our results are shown in
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Table 5.4: Latency results of Dory and Deeploy on the MLPerf Tiny benchmark, running on Siracusa at

a clock frequency of 360 MHz.

Siracusa w/o NPU

Siracusa w/o NPU

Siracusa w/ NPU

Benchmark Dory Deeploy Deeploy
DS-CNN 1.4ms 1.4ms 0.39ms
MobileNetv1 5.6 ms 5.6 ms 0.69 ms
ResNet 3.7ms 3.7ms 0.60 ms
ToyAdmos 0.24 ms 0.24 ms 0.11ms
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Table 5.4. We find that Deeploy generates code with an equivalent
latency of Dory up to 1% of variation, underlining that even though
Deeploy chooses a more general compilation approach than Dory, it
does not incur any performance penalties.

5.6.8 Comparison with the State-of-the-art

Currently, most efforts on EFM deployment target models with more
than a billion parameters on high-end Microprocessors (MPUs) and
embedded processors such as the I.MX95 or NVIDIA Orin or mo-
bile phone chips, featuring multi-GiB external memories and multi-W
power envelopes [242,243]. Even though our performance and effi-
ciency are extremely competitive, quantitative comparisons against
these deployments would be unfair in our favor as we target much
smaller SLMs.

Considering SLMs in the 100s million parameters range, we compare
our implementation on Siracusa with another small-scale Llama model
for edge devices, MobileLLM, by Liu et al. [240]. Liu et al. deploy a
125 MParameter SLM on an iPhone 13 featuring an A15 Bionic chip
in 5nm technology using the highly optimized Metal Performance
Shaders (MPS) backend for Apple devices, achieving a throughput of
64 Token/s. While their paper does not profile the exact energy con-
sumption of their models during inference, Liu et al. optimistically
estimate the energy consumption of their setup with 12.5mJ per to-
ken. Compared to this estimate, our implementation uses 26 x less
energy per token while achieving 5 x more throughput, for a total
130 x higher energy efficiency. When normalizing throughput with
the number of operations per token of their network, we find that
they achieve an equivalent of 4800 TinyStories Llama tokens per sec-
ond. Under this estimate, our end-to-end energy efficiency on Siracusa
implemented in an older 16 nm TSMC technology node is 1.7 x higher.

A comparison with a similar-scale (10s million parameters) model
as ours is possible against the llama2.c [244] implementation of the
TinyStories-15M model on a Samsung Galaxy Watch 4, demonstrated
to achieve 22.1 Token/s [245] using an Exynos W920 dual-core ARM
Cortex-A55 processor [246]. Neglecting the power consumption of Dy-
namic Random Access Memory (DRAM) accesses, only considering a
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power consumption of 300mW per core in Samsung 5nm technol-
ogy [247], we estimate the power consumption during inference as
600 mW. Under this assumption, the Galaxy Watch 4 achieves an en-
ergy efficiency of 27 mJ per token, 55 x lower than ours. Normalizing
for operations per token, our energy efficiency is 13.4 x greater, even
though the Exynos W920 is implemented in an advanced Samsung
5nm technology node.

5.7 Conclusion

In this Chapter, we presented Deeploy, a novel compiler for DNNs
allowing broad customizability of deployment flows. We presented
the integration of Siracusa, a heterogeneous RISC-V SoC featuring
an octa-core compute cluster and an NPU. We demonstrate the de-
ployment of a SLM trained on the TinyStories dataset on Siracusa,
achieving a state-of-the-art throughput of 340 Token/s at an average
energy cost of 4901J per token in autoregressive inference mode by
efficiently leveraging on-chip KV caching.

We further analyzed in detail the efficiency of our generated code via
microbenchmarks, achieving data marshaling overheads of only 9%
on Transformer encoder layers, even when fully utilizing both cluster
cores and NPU collaboratively.

Lastly, we demonstrated that while data marshaling overheads are
significant in the autoregressive inference mode, the energy savings
compared to executing the generation phase of SLM in parallel mode
outweigh this drawback, reducing the energy cost per token by 26 x
while increasing throughput by 23 x.

In future work, we plan to leverage Deeploy’s flexibility to support
emerging computer architecture innovations, such as multi-accelerator
SoCs integrating Compute-In Memory (CIM) macros. Furthermore,
we’ll investigate approaches to address the data movement challenges
posed by the autoregressive inference mode more effectively.
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Conclusion

This chapter summarizes the contributions presented in the previous
chapters, concluding this thesis.

6.1 Main Results

Radar-based Gesture Recognition for Extreme Edge
Devices

We presented a dual-stage algorithm for classifying gestures from
radar data consisting of a per-frame CNN and a per-sequence TCN.
Using this dual approach of extracting spatial features from a CNN
and temporal features from a TCN not only minimizes the model’s
memory footprint, compressing it to 92 kB but outperforms larger, tra-
ditional autoregressive models like LSTMs. We demonstrated end-to-
end deployment and integration with the sensor on the GAP8 MCU,
achieving real-time prediction in a power envelope of only 21 mW.

151
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Linear Transformers for Embedded Keyword Spot-
ting

We introduced a novel neural network architecture based on linear At-
tention, the WaveFormer, which enables long-sequence Transformer
inference on TinyML-class devices. We demonstrated that the ar-
chitecture outperforms the state-of-the-art networks based on spec-
trogram analysis by ingesting raw waveforms, achieving 98.8 % and
99.1% accuracy on the Google Speech V2 12 and 35 class datasets
while requiring 2.5,x fewer operations and 4.7 x less parameters. We
further described a quantization algorithm for this network and de-
ployed the network on an ARM microcontroller, achieving real-time
inference performance at a power consumption of 11.7 mW.

Energy-efficient Acceleration of TNNs

We presented CUTIE, a fully ternary CNN accelerator focusing on
minimizing non-computational energy and switching activity so that
dynamic power spent on storing intermediate results is minimized. We
demonstrate the end-to-end energy efficiency impact of CUTIE’s un-
rolled datapath architecture, the reduced switching activity in adder
trees due to sparsity in TNNs, and optimized sparsity-aware training
methods. Overall, CUTIE and its TCN extensions achieve a peak
energy efficiency of 1036 TOp/J, outperforming the state-of-the-art
silicon-proven TinyML quantized accelerators by 1.67 x while achiev-
ing competitive accuracy.

Deployment Algorithms for Heterogeneous SoCs

We addressed the challenges of DNN deployment on heterogeneous
tinyML SoCs with Deeploy, a bottom-up compiler, allowing user-
provided kernel libraries to be integrated. We demonstrate end-to-end
deployment of an autoregressive SLM for the first time on a MCU us-
ing on-chip memory only by using Deeploy’s novel single shot tiling
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and static memory allocation algorithm, achieving leading-edge en-
ergy efficiency of 490 nJ/Token, at 340 Token/s.

6.2 Future Work and Outlook

In this Section, we give an overview of possible continuations of the
work done in this thesis based on the results presented. At the end of
this Section, we provide an outlook and conclude this thesis.

Aggressive Quantization Techniques for Attention

While CUTIE provides state-of-the-art energy efficiency and the train-
ing and quantization methods presented in this thesis allow for train-
ing ternary CNNs, they are not immediately applicable to the Atten-
tion mechanism in Transformers. Exploring aggressive quantization
for Attention could enable significant energy savings in Transformers,
which are paramount to drive adoption of this class of networks in
TinyML devices.

Foundation Models for the Extreme Edge

The prevailing trend in the ML community is pointing towards FMs,
but the TinyML research community has not yet adapted them. The
reasons for this technology gap are manifold, but an important reason
is that current-generation FMs use billions of parameters and inherit
their model structure from NLP. Studying FMs from the perspective
of TinyML, considering sensor-driven, application-specific input en-
coding and aggressively reducing their size could facilitate adoption
and, in turn, drive software and hardware specialization to unlock
improvements in inference energy efficiency.
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Automatic Compiler Tuning for Heterogeneous
SoCs

Deeploy enables exploration of DNN deployment strategies on het-
erogeneous SoCs. Still, it works in a feed-forward operating mode,
which limits the practical feasibility of exploring the exponential op-
erator mapping design space. Especially when scaling TinyML SoCs
to multiple accelerators, a broader set of optimization techniques and
exploration methods are needed to generate optimal code.

Outlook

In the next step, we aim at extending Deeploy with support for CIM
accelerators and multi-cluster systems and improve the tools’” map-
ping and scheduling optimization methods. We further believe that
by exploring ternary-weighted Transformers and Foundation Models,
we can enable accelerator performance on a similar level to CUTIE,
enabling a new approach for Foundation Models for the extreme edge.
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AT Artificial Intelligence

ANN Artificial Neural Networks

AR Augmented Reality

ASIC Application-specific Integrated Circuit
ASR Automatic Speech Recognition

AST Abstract Syntax Tree

AXI Advanced eXtensible Interface Bus

BNN Binary Neural Network

CIM Compute-In Memory

CLCA Convolutional Linear Cross-Attention
CNN Convolutional Neural Network

CP Constraint Program

DFT Discrete Fourier Transform

DMA Direct Memory Access

DNN Deep Neural Network

DRAM Dynamic Random Access Memory
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DSP Digital Signal Processing
DVS Dynamic Vision Sensor

EFM Embodied Foundation Model

FC fabric controller

FLL Frequency-Locked Loop

FM Foundation Model

FMCW Frequency-Modulated Continuous Wave

GEMM General Matrix Multiplication

GPGPU General-Purpose Graphics Processing Unit
GPU Graphics Processing Unit

GSC Google Speech Commands

HAR Human activity recognition
HCI Human-computer Interface
HMM Hidden Markov Models
HPC High-Performance Computing

IMC In-Memory Computing
IoT Internet of Things
ISA Instruction Set Architecture

KWS Keyword Spotting

LLM Large Language Model
LSTM Long Short-Term Memory
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MAC Multiply-Accumulate

MCU Microntroller

ML Machine Learning

MMU Memory-Management Unit

MPS Metal Performance Shaders

MPU Microprocessor

MRAM Magnetoresistive Random Access Memory

NLP Natural Language Processing
NMS Neural Memory Subsystem
NN Neural Network

NPU Neural Processing Unit

OCU Output Channel Compute Unit
ONNX Open Neural Network Exchange

OS Operating System

PTQ Post-Training Quantization

QAT Quantization-Aware Training

RADAR Radio Detection and Ranging
RFDM Range Frequency Doppler Map
RNN Recurrent Neural Network

RRF RADAR Repetition Frequency
RRI RADAR Repetition Interval

SCM Standard Cell Memory
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SIMD Single Instruction Multiple Data
SLM Small Language Model

SNN Spiking Neural Network

SoC System-on-chip

SOR Signal-over-Range

SOT Signal-over-Time

SPMD Single Program Multiple Data
SRAM Static Random Access Memory

TC Tile Constraint

TCDM Tightly-coupled Data Memory
TCF Tile Constraint Flow

TCN Temporal Convolutional Network
TNN Ternary Neural Network

TQT Trained Quantization Thresholds

VR Virtual Reality
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