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A B S T R A C T

Performant machine learning models are becoming increasingly complex
and large. Due to their black-box design, they often have limited utility
in exploratory data analysis and evoke little trust in non-expert users.
Interpretable and explainable machine learning research emerges from
application domains where, for technical or social reasons, interpreting or
explaining the model’s predictions or parameters is deemed necessary. In
practice, interpretability and explainability are attained by (i) constructing
models understandable to users by design and (ii) developing techniques
to help explain already-trained black-box models.

This thesis develops interpretable and explainable machine learning
models and methods tailored to applications in biomedical and healthcare
data analysis. The challenges posed by this domain require nontrivial
solutions and deserve special treatment. In particular, we consider practical
use cases with high-dimensional and unstructured data types, diverse
application scenarios, and different stakeholder groups, which all dictate
special design considerations.

We demonstrate that, beyond social and ethical value, interpretabil-
ity and explainability help in (i) performing exploratory data analysis,
(ii) supporting medical professionals’ decisions, (iii) facilitating interaction
with users, and (iv) debugging the model. Our contributions are struc-
tured in two parts, tackling distinct research questions from the perspective
of biomedical and healthcare applications. Firstly, we explore how to de-
velop and incorporate inductive biases to render neural network models
interpretable. Secondly, we study how to leverage explanation methods to
interact with and edit already-trained black-box models.

This work spans several model and method families, including inter-
pretable neural network architectures, prototype- and concept-based mod-
els, and attribution methods. Our techniques are motivated by classic
biomedical and healthcare problems, such as time series, survival, and med-
ical image analysis. In addition to new model and method development, we
concentrate on empirical comparison, providing proof-of-concept results
on real-world biomedical benchmarks.
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Thus, the primary contribution of this thesis is the development of in-
terpretable models and explanation methods with a principled treatment
of specific biomedical and healthcare data types to solve application- and
user-grounded problems. Through concrete use cases, we show that inter-
pretability and explainability are context- and user-specific and, therefore,
must be studied in conjunction with their application domain. We hope
that our methodological and empirical contributions pave the way for fu-
ture application- and user-driven interpretable and explainable machine
learning research.
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Z U S A M M E N FA S S U N G

Die Aufgaben im maschinellen Lernen werden zunehmend komplexer und
größer. Aufgrund des Black-Box-Designs vieler Modelle haben sie oft nur
begrenzten Nutzen in der explorativen Datenanalyse und erwecken wenig
Vertrauen bei Nicht-Experten. Die Forschung im Bereich von interpretier-
baren und erklärbaren Methoden des maschinellen Lernens entsteht aus
Anwendungsbereichen, in denen es aus technischen oder sozialen Gründen
notwendig ist, die Vorhersagen oder Parameter des Modells interpretie-
ren oder erklären zu können. In der Praxis wird Interpretierbarkeit und
Erklärbarkeit erreicht durch (i) die Entwicklung von Modellen, die von
Anwendern von vornherein verstanden werden können, und (ii) die Ent-
wicklung von Techniken, die helfen, bereits trainierte Black-Box-Modelle
im Nachhinein zu erklären.

Diese Arbeit entwickelt interpretierbare und erklärbare Methoden des
maschinellen Lernens, die auf Anwendungen in der biomedizinischen und
Datenanalyse zugeschnitten sind. Die Herausforderungen, die dieses Ge-
biet mit sich bringt, erfordern neue Lösungen und verdienen besondere
Aufmerksamkeit. Insbesondere betrachten wir praktische Anwendungsfäl-
le mit hochdimensionalen und unstrukturierten Datentypen, vielfältigen
Anwendungsszenarien und unterschiedlichen Interessengruppen, die alle
besondere Anforderungen benötigen.

Wir zeigen, dass Interpretierbarkeit und Erklärbarkeit über den sozialen
und ethischen Wert hinaus helfen kann bei (i) der Durchführung explo-
rativer Datenanalysen, (ii) der Unterstützung von Entscheidungen medi-
zinischer Fachkräfte, (iii) der Erleichterung der Interaktion mit Nutzern
und (iv) dem Debuggen des Modells. Unsere Beiträge sind in zwei Teile
gegliedert, die unterschiedliche Forschungsfragen behandeln. Erstens un-
tersuchen wir, wie induktiven Verzerrung integriert werden können, um
neuronale Netzwerkmodelle interpretierbar zu machen. Zweitens untersu-
chen wir, wie erklärbare Methoden genutzt werden können, um mit bereits
trainierten Black-Box-Modellen zu interagieren und diese zu bearbeiten.

Diese Arbeit umfasst mehrere unterschiedliche Modell- und Methoden-
familien: interpretierbarer neuronaler Netzwerkarchitekturen, prototypba-
sierte und konzeptbasierter Modelle sowie Attributionsmethoden. Unsere
Techniken sind motiviert durch klassische biomedizinische Probleme wie
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Zeitreihen-, Überlebens- und Bildanalyse. Neben der Entwicklung neuer
Modelle und Methoden konzentrieren wir uns auch auf den empirischen
Vergleich und liefern Proof-of-Concept-Ergebnisse auf realen biomedizini-
schen Benchmarks.

Somit liegt der primäre Beitrag dieser Arbeit in der Entwicklung interpre-
tierbarer und erklärbarer Methoden mit einer systematischen Behandlung
spezifischer biomedizinischer Datentypen, um anwendungs- und nutzer-
bezogene Probleme zu lösen. Durch konkrete Anwendungsfälle zeigen
wir, dass Interpretierbarkeit und Erklärbarkeit kontext- und nutzerspezi-
fisch sind und daher im Zusammenhang mit ihrem Anwendungsbereich
untersucht werden müssen. Wir hoffen, dass unsere methodischen und
empirischen Beiträge den Weg ebnen für zukünftige anwendungs- und nut-
zergetriebene Forschung im Bereich des interpretierbaren und erklärbaren
maschinellen Lernen.
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N O TAT I O N

Below, we outline the notation and terminology used throughout the thesis.
Additional relevant and specific notation will generally be explained within
corresponding chapters. When necessary, we will remark on the shorthand
and overridden notation.

frequently used symbols

S , S a set

D a dataset

N dataset size

p feature space dimensionality

a, b, α, β a scalar value

a, b, α, β a vector

x a feature vector

[x, z] concatenation

i, j, k, l indices

xj the j-th component of a vector

xS a vector of components [xi : i ∈ S ], where S ⊂N

xi the feature vector of the i-th data point

xi,j the j-th component of the i-th feature vector

y a response variable

ŷ an estimate

A, X, Φ a matrix

Xi,: the i-th row of a matrix

X:,j the j-th column of a matrix

Xi,j the component (i, j) of a matrix

t time

xt a multivariate time series at time t

{xt}t a multivariate time series

xj
t the j-th variable in a multivariate time series at time t

xviii



notation xix

f (·), g(·), h(·) a function

f (·)j the j-th output of a multivariate function

β a coefficient vector

θ, φ, ψ function parameters
∂ f
∂x the partial derivative of f w.r.t. x

J f
x the Jacobian matrix of f w.r.t. x

`(·, ·) a loss function

Ω(·) a regulariser

1{·} an indicator function

‖·‖p the `p-norm

b·c the floor function

exp {·} the exponential function

softplus (·) the softplus activation function

ReLU (·) the rectified linear unit activation function

sigmoid (·) the sigmoid activation function

Γ(·) the gamma function

d (·, ·) a distance function

p (·) a probability distribution

p (·|·) a conditional probability distribution

N (µ, Σ) a multivariate Gaussian distribution with the mean µ
and covariance matrix Σ

x ⊥⊥ y independence between random variables x and y

x ⊥⊥ y|z conditional independence between random variables x
and y given z

Cov (x, y) covariance between random variables x and y

DKL (·‖·) the Kullback–Leibler divergence

Ep(·) [·] the expected value w.r.t. a probability distribution p (·)

abbreviations

ACC accuracy

AFT accelerated failure time

ANOVA analysis of variance

ARI the adjusted Rand index



xx notation

AS Alvarado score

AUPR the area under precision-recall curve

AUROC the area under the receiver operating characteristic

AwA the Animals with Attributes 2 dataset

BA balanced accuracy

CAL calibration slope

CAV concept activation vector

CBM concept bottleneck model

CE cross-entropy

CNN convolutional neural network

CT computed tomography

CV cross-validation

ELBO evidence lower bound

EOD equal opportunity difference

fMRI functional magnetic resonance imaging

GAM generalised additive model

GC Granger causality

GLM generalised linear model

GMM Gaussian mixture model

ICU intensive care unit

IID independent and identically distributed

KM Kaplan–Meier

LSTM long short-term memory

LVM latent variable model

MC Monte Carlo

MCMC Markov chain Monte Carlo

MIMIC Medical Information Mart for Intensive Care

ML machine learning

MLP multilayer perceptron

MNIST the Modified National Institute of Standards and Technology
database

MSE mean squared error



notation xxi

MT multitask

NMI normalised mutual information

NN neural network

NSCLC non-small cell lung cancer

PAS pediatric appendicitis score

PET positron emission tomography

PH proportional hazards

PR precision-recall

RF random forest

ReLU rectified linear unit

SENN self-explaining neural network

SGVB stochastic gradient variational Bayes

SPD statistical parity difference

SPINN sparse-input neural network

SRU statistical recurrent unit

t-SNE t-distributed stochastic neighbour embedding

TPR true positive rate

US ultrasonography

VAE variational autoencoder

VAR vector autoregression

VCM varying-coefficient model

VLM vision-language model

XAI explainable artificial intelligence





1
I N T R O D U C T I O N

At the time of writing, machine learning (ML) models are claimed to have
achieved near- or super-human performance at many conventional bench-
marking tasks [1], such as character [2] and natural image [3] recognition.
With the widespread use of opaque models, e. g. ensembles [4], [5], neural
networks [6], [7], and, more recently, foundation models [8], [9], which
to the untrained eye are black-box systems, the need for interpretable and
explainable ML becomes apparent. If we seek to harness these rich model
classes beyond simple prediction or generation, for instance, to produce
novel or actionable insights into the relations present in the data or the
model itself [10], the brute-force black-box approach has limited utility.

For the purposes of the introduction, let us provide an informal, working
description of interpretability and explainability [11], which will be treated
in depth in Chapter 2. Interpretable ML refers to models understandable to
a human expert or user by design, i. e. before (ante hoc) training, validation,
or introspection. Such models are also referred to as glass or grey boxes.
In contrast, explainable ML concerns itself with developing explanation
techniques that help understand black-box models after (post hoc) they have
been trained.

While, in many cases, interpretability or explainability is not necessary,
beyond their social and ethical value [12], models and methods that follow
these principles may help attain a few practical goals. Among them are the
use cases considered in the current thesis: (i) performing scientific discov-
ery and exploratory data analysis (Chapters 3–4), (ii) building user trust
and supporting decisions (Chapter 5), (iii) facilitating interaction with hu-
man users (Chapter 6), and (iv) helping model debugging (Chapter 7).
Below, we comment on these directions, citing concrete examples from the
general literature.

In particular, an interpretable model or an explanation method can lead
to hypotheses about causal relationships among the variables observed [13],
[14] or help explore and understand such links better [15]. For example,
neural-network-based approaches have been used to discover unknown
physics [16], [17] and test long-standing hypotheses in semiotics [18].
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2 introduction

Moreover, performant models and methods tailored towards a concrete
end-user group can garner trust and become instrumental in decision
support. For instance, sparse predictive models conforming to the format
of risk scores and checklists [19]–[21], ubiquitously utilised by medical
professionals in the clinical setting, have better prospects for acceptance and
usability in practice than a naïve black box, assuming both have comparable
predictive performance.

Another important characteristic of some model and method families
is their capability to be interacted with, for example, by manipulating
internal parameters or representations [22]. Human–model interaction [23]
may have special utility in decision support systems where a user works
collaboratively with an ML algorithm. By editing the model’s internals, a
human can better understand the system’s behaviour [24] and selectively
correct its mistakes, improving the predictive performance.

Lastly, a classic use case of interpretability and explainability is model
debugging [13], [15], [25]: interpretations and explanations can help design
ML models that are more robust and generalisable and expose undesirable
reliance on sensitive information. For instance, interpretable ML can reveal
spurious associations [26] and discrimination against disadvantaged groups
[27] within predictive models.

Much of the contemporary methods research addressing the goals listed
above has exclusively concentrated on the classification tasks and simple
natural image benchmarks [28]. In contrast, this thesis will study appli-
cation strategies for biomedical and healthcare data, which give rise to
nontrivial technical challenges. Such data originate from experiments and
observational studies in biology and medicine [29], typical examples being
computational imaging, electronic health records, and physiological signals.
Notably, many problems from this domain are high stakes and, therefore,
require a greater degree of accountability and transparency. Interpretability
and explainability can, in part, address these needs and ease the entry of
ML methods into research and clinical practice.

One major challenge in such applications is unique and rich input and
output structures that cannot always be accommodated by a naïve predic-
tion problem. For example, consider time series [30] and medical image [31]
analysis, where individual observations are not independent and the feature
space may be high-dimensional, comprising multiple views or even modali-
ties [32], [33]. Such data types and tasks require specialised interpretable
model classes and explanation techniques.



1.1 scope and contributions 3

Another characteristic of the biomedical and healthcare domain partially
addressed within this thesis is the diversity of contexts and stakeholder
groups [34]. Medical researchers, clinical professionals, patients, and ap-
plied data scientists may all raise distinct questions about the data and
models they face. Thus, interpretability and explainability become highly
context-dependent because the data type, task, and stakeholder should all
factor into the methods’ design choices.

Motivated by the practical goals and challenges described so far, this
doctoral thesis will address the following broad research questions through
the lens of biomedical and healthcare applications.

Question 1. How can we develop and incorporate inductive biases in neural-
network-based models to render them interpretable?

Question 2. How can we leverage post hoc explanation methods to interact with
and edit neural-network-based models?

Specifically, throughout this manuscript, we will introduce novel models
and methods related to Questions 1 and 2. The methodological chapters of
the thesis (Chapters 3–7) are grouped into two parts (Parts I and II), each
tackling the respective research question.

1.1 scope and contributions

Having outlined the general directions and questions of our research, we
now pinpoint the scope and contributions of the thesis. Individual chap-
ters comprising this manuscript may be roughly characterised w.r.t. three
essential aspects: (i) model or method family, (ii) technical problem or goal
addressed, and (iii) data type. These characteristics are reflected schemati-
cally in Figure 1.1, which provides a visual roadmap through the chapters.
Note that Chapter 2 is not part of this figure since it does not introduce a
new model or method but rather lays down the technical background on
interpretable and explainable ML.

As mentioned, Part I of this thesis will treat ante hoc interpretable models
with applications to time series, medical image, and survival analysis. The
models described by Chapters 3–5 are utilised to learn nonlinear dependen-
cies in multivariate time series (structure learning), discover subgroups in
high-dimensional survival data, and interpret multiview medical images
via clinically relevant findings. Chapters 6 and 7 from Part II leverage post
hoc explanation methods to interact with and debias black-box models. Both
chapters will consider applications to medical image classifiers.



4 introduction

Part I: ante hoc interpretable models

Part II: post hoc explanation methods

black-box model

explanation method

explanation

glass-box model

medical imagestime series

biomedical and healthcare data

survival data

interpretation

Chapter 3
structure learning

Chapter 5
medical image
interpretation

Chapter 6
interaction

Chapter 7
debiasing

Chapter 4
subgroup discovery

t

Figure 1.1: Schematic roadmap of the thesis. The manuscript consists of two
parts: on intrinsically interpretable, i. e. glass-box, models (Part I)
and explanation techniques for black-box approaches (Part II) in
application to biomedical and healthcare data. Every chapter tackles
a different technical problem on a specific data type. Note that, in
this thesis, ante hoc interpretable models are leveraged to gain new
insights about the data, whereas post hoc explanation methods are
utilised to edit and interact with the model.



1.1 scope and contributions 5

Chapter
Ante/Post
Hoc?

Model/Method
Family

Data Type Goal
Degree of
Supervision

3

Nonlinear Time Series
Structure Learning

ante hoc
self-explaining
neural networks

time series structure learning self-supervised

4

Prototype-based
Explanations for Deep
Survival Analysis

ante hoc prototype-based
survival data,
medical images

survival analysis,
subgroup discovery

weakly supervised

5

Concept-based
Models in the Wild

ante hoc concept-based
multiview
medical images

medical image
interpretation,
multiview
classification

strongly supervised

6

Beyond Concept
Bottlenecks

post hoc concept-based medical images
human–model
interaction

strongly supervised

7

Interplay between
Explanation and
Fairness

post hoc attribution medical images
algorithmic
fairness

strongly supervised

Table 1.1: Thesis structure. Individual chapters may be characterised through
different lenses: (i) ante hoc interpretable model vs. post hoc explanation
method, (ii) model or method family, (iii) type of biomedical or health-
care data, (iv) technical goal or problem addressed, and (v) degree
of supervision assumed. Chapter 2 has been omitted, as it does not
introduce a novel model or method.

Table 1.1 provides a more detailed summary of the scope and structure.
In addition to the three aspects discussed above, we report specific model
and method classes and the assumed degree of supervision. Motivated by
diverse application scenarios, we will study interpretable neural network
architectures, prototype- and concept-based models, and concept- and
attribution-based explanation techniques. For the uninformed reader, these
model and method classes will be explained in Chapter 2.

The scenarios we will investigate assume varying degrees of supervision
[35]. In particular, Chapter 3 can be categorised into self-supervised learn-
ing [36], which leverages intrinsic structure within data for supervision.
Chapter 4 is most closely related to the weakly-supervised setting [37], where
the given labels are partial and noisy. Lastly, Chapters 5–7 will assume
strong supervision as described by Otálora et al. [38], which, in addition to
the target variable, requires access to so-called strong labels, e. g., in our
case, these are high-level human-understandable attributes, also referred to
as concepts. While the form of supervision provides a helpful perspective to
describe the different learning scenarios, notably, it will not be the primary
focus of our discussion throughout this thesis.

In summary, our primary contribution is the development of inter-
pretable models and explanation techniques with a principled treatment
of specific biomedical and healthcare data types to solve application- and
user-grounded problems. Below, we will discuss the contributions of in-
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dividual chapters. The summaries we provide are relatively nontechnical,
and further details can be found in the respective sections.

To begin with, Chapter 2 will provide a scoping review of the recent
literature on interpretable and explainable ML. We will define basic concepts
and outline a model- and methods-centric perspective on the state of the
art. This chapter contributes to the vast survey literature and, in contrast
to the reviews with high-level treatment of the topic or limited scope, will
focus on concrete examples.

In Chapter 3, opening Part I, we will tackle the problem of inferring
relations within multivariate time series, also known as structure learning,
under nonlinear dynamics. Building on the previous literature, we will
introduce a class of interpretable neural-network-based models for time
series analysis. Due to the nature of the underlying problem, our empirical
evaluation will be limited to synthetic data. However, we will propose
several plausible applications in biosignal analysis and remote patient
monitoring.

Subsequently, Chapter 4 will turn to survival analysis, another prob-
lem central to biomedical and healthcare applications. It will introduce a
probabilistic generative model to cluster high-dimensional and unstruc-
tured survival data. Next to time-to-event prediction, the clustering will
help discover outcome- and covariate-driven patient subgroups and devise
prototype-based explanations for the nonlinear relationship with the sur-
vival time. Alongside simpler benchmarks, we will apply our method to
computed tomography images from lung cancer patients.

From Chapter 5 onward, we will concentrate on the more parsimonious
concept-based models and methods that leverage high-level attributes in-
stead of directly handling output-input relationships. We will enhance an
existing class of concept-based neural network models to scale them up to
the typical challenges of medical imaging datasets: the presence of multiple
views and the incompleteness of the observed concept variables. The pri-
mary application will be the prediction of appendicitis in pediatric patients
based on abdominal ultrasound images.

Chapter 6, the first of the two in Part II, will explore concept-based
prediction in the post hoc setting. We will introduce a simple procedure for
interacting with a black-box neural network via concept variables to steer
the model’s predictions. Moreover, we will investigate various fine-tuning
strategies to increase the effectiveness of such concept-based “interventions”.
In addition to simulated and natural image data, we will evaluate our
methods on publicly available chest radiograph datasets.
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Finally, Chapter 7 will investigate post hoc model editing and the interface
between explainable machine learning and algorithmic fairness. Concretely,
our goal will be to debias black-box models w.r.t. some sensitive attributes,
i. e. to mitigate the model’s sensitivity to characteristics like ethnicity or
gender. We will introduce criteria for pruning neural networks based on the
attribution explanation methods and also explore a fine-tuning approach to
reduce bias directly. Similar to Chapter 6, we will demonstrate the utility of
our methods on chest X-ray classifiers.

1.2 publications

The contents and text of Chapters 2–7 are based on the following preprints
and peer-reviewed publications:1

R. Marcinkevičs and J. E. Vogt, Interpretability and explainability: A machine learning zoo
mini-tour, arXiv:2012.01805, 2020. doi: 10.48550/arXiv.2012.01805.

R. Marcinkevičs and J. E. Vogt, “Interpretable models for Granger causality using self-
explaining neural networks”, in 9th International Conference on Learning Representations, ICLR
2021, OpenReview.net, 2021. doi: 10.48550/arXiv.2101.07600.

L. Manduchi†, R. Marcinkevičs†, M. C. Massi, T. J. Weikert, A. Sauter, V. Gotta, T. Müller,
F. Vasella, M. C. Neidert, M. Pfister, B. Stieltjes, and J. E. Vogt, “A deep variational approach
to clustering survival data”, in 10th International Conference on Learning Representations, ICLR
2022, OpenReview.net, 2022. doi: 10.48550/arXiv.2106.05763.

R. Marcinkevičs, E. Ozkan, and J. E. Vogt, “Debiasing deep chest X-ray classifiers using intra-
and post-processing methods”, in Proceedings of the 7th Machine Learning for Healthcare Confer-
ence, Z. Lipton, R. Ranganath, M. Sendak, M. Sjoding, and S. Yeung, Eds., ser. Proceedings
of Machine Learning Research, vol. 182, 2022, 504. doi: 10.48550/arXiv.2208.00781.

R. Marcinkevičs and J. E. Vogt, “Interpretable and explainable machine learning: A methods-
centric overview with concrete examples”, WIREs Data Mining and Knowledge Discovery,
vol. 13, no. 3, e1493, 2023. doi: 10.1002/widm.1493.

R. Marcinkevičs†, S. Laguna†, M. Vandenhirtz, and J. E. Vogt, “Beyond concept bottleneck
models: How to make black boxes intervenable?”, in NeurIPS 2023 Workshop on XAI in
Action: Past, Present, and Future Applications, 2023. doi: 10.48550/arXiv.2401.13544.

R. Marcinkevičs†, P. Reis Wolfertstetter†, U. Klimiene†, K. Chin-Cheong, A. Paschke, J.
Zerres, M. Denzinger, D. Niederberger, S. Wellmann, E. Ozkan, C. Knorr, and J. E. Vogt,
“Interpretable and intervenable ultrasonography-based machine learning models for pe-
diatric appendicitis”, Medical Image Analysis, vol. 91, 103042, 2024. doi: 10.1016/j.media.
2023.103042.

1 Herein, “†” denotes shared first authorship.
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During doctoral studies, the author has also contributed to the articles listed
below that are not directly included in the current work:

N. Nowak, T. Gaisl, D. Miladinovic, R. Marcinkevics, M. Osswald, S. Bauer, J. Buhmann,
R. Zenobi, P. Sinues, S. A. Brown, and M. Kohler, “Rapid and reversible control of human
metabolism by individual sleep states”, Cell Reports, vol. 37, no. 4, 109903, 2021. doi:
10.1016/j.celrep.2021.109903.

I. Daunhawer, T. M. Sutter, R. Marcinkevičs, and J. E. Vogt, “Self-supervised disentangle-
ment of modality-specific and shared factors improves multimodal generative models”,
in Pattern Recognition. DAGM GCPR 2020, Z. Akata, A. Geiger, and T. Sattler, Eds., Cham:
Springer International Publishing, 2021, 459. doi: 10.1007/978-3-030-71278-5_33.

R. Marcinkevics†, P. Reis Wolfertstetter†, S. Wellmann, C. Knorr, and J. E. Vogt, “Using ma-
chine learning to predict the diagnosis, management and severity of pediatric appendicitis”,
Frontiers in Pediatrics, vol. 9, 2021. doi: 10.3389/fped.2021.662183.

P. Roig Aparicio, R. Marcinkevičs, P. Reis Wolfertstetter, S. Wellmann, C. Knorr, and J. E.
Vogt, “Learning medical risk scores for pediatric appendicitis”, in 20th IEEE International
Conference on Machine Learning and Applications (ICMLA), Pasadena, CA, USA: IEEE, 2021.
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2
I N P U R S U I T O F I N T E R P R E TA B I L I T Y A N D
E X P L A I N A B I L I T Y

This chapter provides a scoping literature review on interpretable and
explainable machine learning, defining key concepts and establishing a
taxonomical methods- and model-centric perspective. We will overview
a few interpretable model classes and explanation techniques originating
from classical computational statistics and delve into more modern yet
closely related advances from the machine learning literature. We focus pri-
marily on the supervised learning scenario, as most settings studied in the
remainder of the thesis include some form of supervision (Table 1.1), either
explicitly or implicitly. This chapter is based on the contents and text of
the preprint “Interpretability and Explainability: A Machine Learning Zoo
Mini-tour” [39] and publication “Interpretable and Explainable Machine
Learning: A Methods-centric Overview with Concrete Examples” [40].

2.1 what’s in a name?

As the name of this chapter suggests, there exist numerous terms often
utilised synonymously to describe the desired property of a model or, more
broadly, a system, for instance, “interpretability” [11], [13], [15], [41], “’explain-
ability” [11], [41], [42], “intelligibility” [26], [43], or “understandability” [13],
[44], [45]. Despite the abundance of recent literature broadly attributed to
the areas such as interpretable and explainable machine learning, the com-
munity has neither agreed on universal definitions for the terms above nor
established if there exist any substantial differences among the desiderata
that are usually embedded in such terms.

For convenience, within the scope of this thesis, we demarcate inter-
pretable and explainable ML as suggested by Rudin [11]. Namely, inter-
pretable machine learning concerns itself with the models that are inter-
pretable ante hoc, i. e. by design, so-called white-, glass-, or grey-box models.
In contrast, explainable ML develops techniques and diagnostics that help
understand an opaque or black-box model post hoc. Beyond this, many
criteria could be used to establish taxonomies of interpretable models and

9
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Figure 2.1: Overview of the interpretable and explainable machine learning
listing the characteristics commonly used to taxonomise models
and methods. Concrete examples are shown in italics. Taken from
Marcinkevičs and Vogt [40].

explanation techniques [13], [15], [25], [41]. Figure 2.1 lists a few such
properties commonly described in the literature.

For example, many interpretable models by design belong to specific
classes that possess some properties motivated by the application at hand,
for instance, linearity [46], monotonicity [21], [47], or additivity [26], [43],
[45], [48]. The scale at which the models are interpreted and explained
may range from instance-specific to global. Some works postulate that
explanations should be actionable, i. e. they should instruct the user on
how to revert algorithmic decisions [12], [49]. Another property of the
explanation methods often cited in the literature is agnosticism w.r.t. the
model explained [50]: some techniques are tailored to specific model classes,
whereas others treat the model as a complete black box. Above, we listed
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just a few salient properties used to characterise models and methods, and
a systematic review is beyond the scope of the current chapter.

In the following sections, we will attempt to pinpoint the problems
that interpretable models and explanation techniques address in more
technical terms. Furthermore, we will describe specific model and method
classes relevant to the following chapters in more detail and with concrete
examples.

2.2 preliminaries and notation

Firstly, let us introduce the typical supervised learning scenario [35] and
some notation used throughout this chapter as a minimal running example.
We assume given a dataset {(xi, yi)}N

i=1 where each data point (xi, yi) is a
tuple of features xi ∈ X and labels yi ∈ Y and, thus, lives in the domain
D = X × Y . If the data are tabular, then X ⊆ Rp where p denotes the
number of features. One of the most well-studied supervised learning
problems in the general and interpretable ML literature is classification: in
this task, labels are categorical, i. e. Y = {1, . . . , C} where C is the number
of classes. A prevalent special case is C = 2, known as binary classification.

In supervised learning, the goal is to find a model f : X → Y predicting
labels from the given features as accurately as possible. The standard
approach to learning is to minimise some loss function ` : F ×D → R+ on
the given training data, where F = { f : X → Y} and ` ( f , (x, y)) quantifies
the model’s prediction error for data point (x, y), e. g. think of the mean
squared error (MSE), cross-entropy (CE), or 0-1 loss. The alternative notation
we will consider is ` : Y × Y → R+ where the loss for data point (x, y) is
given by ` ( f (x) , y). Herein, the prediction made by the model is denoted
by ŷ = f (x). Unless specified otherwise, we will adhere to the setting and
notation above. Further notation is introduced on p. xviii.

2.3 interpretable machine learning

Rudin [11] argues that a specific all-purpose definition of interpretability
cannot exist, as this notion is domain-specific. For example, sparse predic-
tive models are deemed interpretable in genomics data analysis, whereas
in medical image analysis, sparsity at the input level, i. e. in the pixel space,
is hardly desirable. Despite this, interpretability in the typical supervised
learning scenario has been broadly defined through constrained empirical
risk minimisation [51], [52].



12 in pursuit of interpretability and explainability

Definition 2.3.1 [Informal, Interpretable Machine Learning, Dziugaite, Ben–
David, and Roy [51] and Rudin et al. [52]]. Given a domain D = X × Y ,
function class F = { f : X → Y}, set of interpretable models FI ⊆ F ,
loss function ` : F × D → R+, interpretability penalty Ω : F → R+,
penalty weight C ∈ R+, and dataset {(xi, yi) : 1 ≤ i ≤ N, (xi, yi) ∈ D}, the
interpretable supervised learning setup is given by

min
f∈F

1
N

N

∑
i=1

` ( f , (xi, yi)) + C ·Ω ( f ) , subject to f ∈ FI . (2.1)

The definition above augments classical supervised learning by including
the interpretability penalty in the objective, representing so-called soft con-
straints, and introducing hard constraints specified by FI . Both the penalty
and constraints can be adapted according to the domain-specific considera-
tions, and the tradeoff between predictive performance and interpretability
can be controlled via parameter C. Although we restrict the discussion to
supervised learning, as Rudin et al. [52] point out, Definition 2.3.1 is readily
applicable to various unsupervised setups where F , D, and ` would need
to be redefined appropriately.

Beyond reasoning about the interpretability of some model f , there exist
works on assessing the simplicity of learning problems [53], trying to un-
derstand the tradeoff between predictive performance and interpretability
and formulate when interpretable models perform “well enough”.

Following the abovementioned setting, interpretable models can be differ-
entiated based on their class, determined by FI , and penalties that encode
soft interpretability constraints. Below, we explore a few model classes and
inductive biases common in the interpretable ML literature. These concrete
examples are relevant to understanding the general “logic” and prior work
behind the new methods introduced in the following chapters of this thesis.

2.3.1 Rule-based Models and Scoring Systems

Logic and, specifically, rules are arguably one of the most human-friendly
ways of representing our datasets and hypotheses [54], [55]. Rule-based
models are usually applied to classification tasks and can be thought of as
(ordered) sets of if-then rules that must be evaluated on the given input to
arrive at the prediction.
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Example 2.3.1 [If-then Rule Lists]. Let X = {0, 1}2 and Y = {0, 1}. Below
is an example of a rule-based classifier consisting of two rules:

R1: IF x1 = 0 AND x2 = 0 THEN ŷ = 1

R2: IF x1 = 1 AND x2 = 1 THEN ŷ = 1

Note that a negative prediction (ŷ = 0) is returned if no rules apply for the
given feature vector x.

While a single or a few if-then rules are easy to understand and evaluate
by hand, unregularised rule lists can quickly become incomprehensible in
datasets with many features and complex relationships. Therefore, some
works have focused on learning better structured, i. e. more interpretable,
lists. For example, decision trees [56] can be seen as an instance of rule lists
admitting a simple visual representation. Some research efforts have focused
on explicitly reducing the number of rules [57], i. e. pruning. Another
line of work has developed a method to convert sparse linear models
with pairwise feature interactions into rule lists [58]. Further improvement
includes learning lists where the rules are ordered monotonically according
to the predicted probability of the positive label [21], [59], [60].

Scoring systems are another class of parsimonious models related to
rule-based approaches. In the healthcare domain, risk scores are ubiquitous,
e. g. the APACHE score [61] used for classifying the disease severity or
the SOFA score [62] for assessing organ failure in intensive care unit (ICU)
patients. Most of these have been designed ad hoc based on the domain
expert knowledge, i. e. not in a data-driven manner. In contrast, supersparse
linear integer models (SLIM) [19], [20] are linear classification models with
integer-valued parameters which mimic the format of the conventional risk
scores yet are learnt from the data (Definition 2.3.2).

Definition 2.3.2 [Supersparse Linear Integer Models, Ustun and Rudin [19]].
Consider X = {0, 1}p and Y = {−1, 1}. Let f (x) = β>x be a supersparse
linear integer model. Its optimal parameters are defined by the following
integer linear programme (ILP):

min
β

1
N

N

∑
i=1

1{yi β
>xi≤0} + λ0 ‖β‖0 + λ1 ‖β‖1 , subject to β ∈ B, (2.2)

where 1 denotes an indicator function, B = {−L,−L + 1, . . . , U − 1, U}p,
L, U ∈N, and λ0, λ1 > 0 are penalty term weights.
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Observe that per Definition 2.3.2, SLIMs have integer-valued coefficients
β ∈ B, and the predicted score given by β>x is a sum of integral coefficients
for the nonzero features in x. Also note that the objective in Equation 2.2
includes penalties on both the `0- and `1-norms of the coefficient vector,
and, hence, the optimal parameters will be sparse and the model itself
consequently more interpretable (Section 2.3.2). Another essential advantage
of the ILP formulation above is that domain-specific considerations can
be readily incorporated by specifying additional constraints [19]. Recent
work has focused on learning even more parsimonious predictive models
by solving similar ILPs, for example, to construct predictive checklists [63].

In summary, while if-then rules offer a simple representation of the
data and possible hypotheses, many additional inductive biases can be
incorporated into rule-based models to improve their interpretability, e. g.
sparsity, linearity, and monotonicity. Other related model classes are risk
scores and predictive checklists, whose format is loosely inspired by medical
scoring systems. The apparent limitation of such models is their reliance
on discretised tabular features and, hence, the necessity for careful feature
engineering when working with unstructured data types.

2.3.2 Sparsity-inducing Regularisation

As mentioned above regarding SLIMs, sparsity helps improve the inter-
pretability of the model and data representation [64], [65]. When referring
to supervised learning and linear models in particular, sparsity usually
implies having few nonzero parameters, i. e. the model relies on fewer fea-
tures. Such a constraint can be imposed by introducing an `0-norm penalty
into the optimisation objective (Equation 2.2). Optimisation under such
regularisation can be computationally infeasible, so various approximations
have been introduced.

A standard approach is to replace the `0-norm with its convex relax-
ation. For instance, Lasso (least absolute shrinkage and selection operator)
constrains the `1-norm of the coefficient vector [66]. This classical regular-
isation technique has seen many extensions and practical applications in
generalised linear models (Definition 2.3.5), e. g. in logistic [67] and Cox
[68] regression.
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Definition 2.3.3 [Lasso Regression, Tibshirani [66]]. Consider X = Rp. Let
f (x) = β>x be a linear model. Then, the Lasso estimator is given by solving
the following problem:

min
β∈Rp

1
N

N

∑
i=1

` ( f (xi) , yi) + λ ‖β‖1 , (2.3)

where λ > 0 is the penalty term weight.

Below, we will briefly introduce a couple of generalisations of the objective
and the problem setting from Definition 2.3.3. To address high-dimensional
regression problems, i. e. cases where p� N, the elastic net regularisation
[69] combines Lasso and ridge penalties into Ω ( f ) = (1− α) ‖β‖1 + α ‖β‖2

2,
where α ∈ (0, 1) controls the relative weights of the Lasso and ridge terms.

Another noteworthy setting explored in the literature is the case of
grouped features [70], [71], wherein the features are arranged into nonover-
lapping groups. The group Lasso regularisation (Definition 2.3.4) yields the
coefficients that are sparse w.r.t. the groups, i. e. the weights are all either
zero or nonzero for all features within a specific group.

Definition 2.3.4 [Group Lasso Regression, Yuan and Lin [71]]. Consider
X = Rp. Assume given M feature groups G1, . . . ,GM s.t.

⋃M
j=1 Gj = {1, . . . , p}

and Gj ∩ Gk = ∅ for all 1 ≤ j 6= k ≤ M. The group Lasso estimator is ob-
tained by solving

min
β∈Rp

1
N

N

∑
i=1

` ( f (xi) , yi) + λ
M

∑
j=1

∥∥∥βGj

∥∥∥
2

, (2.4)

where λ > 0 is the penalty term weight.

In addition to the overall penalty weight λ, group-specific coefficient

norms
∥∥∥βGj

∥∥∥
2

may be weighted individually, for instance, according to
the group sizes or domain knowledge and considerations. Moreover, the
approach above is readily extensible to groups that may overlap, i. e.
Gj ∩ Gk 6= ∅ for some (j, k). Generally, scenarios beyond the standard
`1-norm regularisation (Equation 2.3) are known as structured sparsity
[72] and assume that features are “organised” into some form of groups
(Equation 2.4), networks, or other structures. Adaptive methods even exist
that facilitate learning both the parameters and group structure in bilevel
optimisation [73].
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Overall, sparsity is an inductive bias instrumental in learning parsimo-
nious and hence, interpretable predictive models. Sparsity can be easily
formalised and attained for classes other than rule lists or risk scores (Sec-
tion 2.3.1), for example, as outlined above, for generalised linear models. In
the later chapters, we will demonstrate that sparsity can also be helpful in
more complex model classes. Nevertheless, for sparsity to be meaningful, it
must be defined w.r.t. some human-understandable and preferably high-
level features, and the model must be able to disentangle the parameters
and “contributions” belonging to the individual inputs [74].

2.3.3 Generalised Linear, Generalised Additive, and Varying-Coefficient Models

Many conventional modelling techniques from statistics can be deemed
interpretable, as they come with a battery of diagnostics and facilitate
direct interpretation of their parameters, e. g. the effect of an individual
feature in linear regression can be read off directly from its coefficient
[75]. Generalised linear models (GLM) [76], [77] form a bedrock of modern
regression modelling. As evidenced by the name, GLMs are a general class
with linear, logistic, and Poisson regression as special cases.

Definition 2.3.5 [Generalised Linear Models, Nelder and Wedderburn [76]].
Consider X = Rp and let g be an appropriately chosen monotonically
increasing function. A generalised linear model is given by

f (x) = g−1
(

β>x
)

, (2.5)

where β ∈ Rp are regression coefficients. β>x is usually called the linear
predictor, and g is the link function.

Below, we will consider two extensions of GLMs that can capture more
sophisticated relationships than those given by Equation 2.5. Neverthe-
less, these extended classes still adhere to the interpretable format from
Definition 2.3.5, in that contributions and parameters belonging to indi-
vidual features can be disentangled. This characteristic of the GLMs and
their extensions is well apparent from the schematic summaries shown in
Figure 2.2.
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Figure 2.2: Schematic representation of the (a) generalised linear models (GLM)
and their extensions: (b) generalised additive models (GAM) and
(c) varying-coefficient models (VCM). Circular and rectangular nodes
correspond to variables and functions, respectively.
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One reasonable modification is to allow nonlinearities in individual
variables while still keeping the input to g−1 additive—generalised addi-
tive models (GAM) [48] build on this idea of representing the response
variable as a nonlinear but additively separable function [78] of features
(Figure 2.2b).

Definition 2.3.6 [Generalised Additive Models, Hastie and Tibshirani [48]].
A generalised additive model is given by

f (x) = g−1

(
p

∑
j=1

sj
(

xj
))

, (2.6)

where sj are smooth learnable functions, sometimes called shape functions [43].

Typically, sj are estimated using smoothing splines [79] whose smooth-

ness is controlled by including the penalty term Ω ( f ) = ∑
p
j=1

∫ [
s′′j (x)

]2
dx

into the loss function. A recent line of works [26], [43], [45] argues in favour
of using non-smooth shape functions, e. g. boosted stumps and trees, es-
pecially to capture relationships with abrupt changes. Beyond univariate
nonlinearities, Lou et al. [45] explore GAMs with pairwise interactions
among the features by introducing terms sj,k

(
xj, xk

)
for 1 ≤ j 6= k ≤ p in

Equation 2.6, thus, trading off complete additive separability for increased
model flexibility. In addition to the smoothness of shape functions, other
inductive biases can be incorporated into GAMs. For instance, Liu et al. [80]
propose sparse additive models by combining GAMs with sparse linear
modelling (Definition 2.3.3).

Like GAMs, varying-coefficient models (VCM) [81]–[83] are a generalisa-
tion of GLMs (Definition 2.3.5). Instead of smooth nonlinearity in features,
VCMs allow for smoothly-varying coefficients. In addition to the feature
vector x, these models depend on another set of variables r, referred to as
“effect modifiers”, that modulate the coefficients of the individual features
(Figure 2.2c).

Definition 2.3.7 [Varying-coefficient Models, Hastie and Tibshirani [81]].
Varying-coefficient models have the following form:

f (x, r) = g−1

(
p

∑
j=1

xjβ j(rj)

)
, (2.7)

where β j are smooth coefficient functions mapping effect modifiers rj to
varying coefficients for 1 ≤ j ≤ p.
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In practice, the effect modifiers r can be represented by the covariates
x themselves or by some exogenous factors, such as time or space. The
formulation in Definition 2.3.7 arises naturally from many real-world mod-
elling problems, e. g. in longitudinal and spatiotemporal data. VCMs are
an extension of the two classes presented above (Equations 2.5–2.6). On the
one hand, when the effect modifiers are constant, Equation 2.7 is equivalent
to the definition of the GLM (Equation 2.5); on the other hand, when the
features are constant, VCMs become equivalent to GAMs (Equation 2.6).
Observe that, generally, without further assumptions, as opposed to GAMs,
VCMs are not additively separable and, hence, can model high-order feature
interactions.

To summarise, generalised linear models and their extensions allow
modelling the relationship between features and labels via a monotonic link
function and provide a unifying perspective on several classical regression
models. GLMs still follow an interpretable format wherein the inverse of
the link function is applied to the linear predictor. GAMs and VCMs build
on the interpretable form of GLMs and incorporate nonlinearities, relying
on additivity and smoothness constraints to keep a certain degree of local
interpretability. Although similar to linear and sparse models (Section 2.3.2),
GLMs and their extensions rely on having a comprehensible feature space;
several recent works have explored related model classes that could be
applied to unstructured data [84]–[87].

2.3.4 Interpretable Neural Networks

The last three decades of machine learning research and practice have
seen immense progress brought about by advancements in deep learning
[6], [7]. The prolific growth in model complexity and size [88] sparks an
even greater interest in and creates a more urgent demand for developing
interpretable neural network (NN) models. Below, we will overview a few
recent lines of research that, in some manner, tackle this problem. Figure 2.3
shows schematic sketches of several salient network architectures from the
works mentioned in the current section.



20 in pursuit of interpretability and explainability

x θ �

h
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Figure 2.3: Simplified schematic representation of the (a) self-explaining neural
networks (SENN), (b) contextual explanation networks (CEN) and
(c) concept bottleneck models (CBM). Circular and rectangular nodes
correspond to variables and functions, respectively; bold letters de-
note vector variables.

In Sections 2.3.1–2.3.2, we have discussed sparsity-inducing regularisation
in the context of linear models. Similar techniques have been explored in
application to various neural network architectures. For instance, Feng and
Simon [89], [90] thoroughly study, theoretically and empirically, sparse-
input neural networks (SPINN) and ensembles composed thereof. The
backbone of SPINNs is a standard fully connected neural network, or
multilayer perceptron (MLP). However, the loss function of SPINNs includes
the sparse-group Lasso penalty [91], an extension of the group Lasso from
Definition 2.3.4, on the input-layer weights grouped by the input variable.
Thus, thanks to the sparsity-inducing regularisation, the first layer of a
SPINN effectively performs feature selection. Several concurrent works
investigate similar approaches, such as deep feature selection [92], which
applies a sparse mask at the input of a neural network, and LassoNet [93],
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which, in addition to the input-layer sparsity, introduces a linear skip layer
and utilises a modified hierarchical penalty motivated by the hierarchy
principle [94]. Beyond the supervised learning scenario, similar model
design principles have been leveraged in time series analysis, e. g. Tank
et al. [95] and Khanna and Tan [96] focus on recurrent neural network
architectures, adapting SPINNs to autoregressive time series modelling.

Another research direction can be loosely described as developing neu-
ral networks mimicking the structure of the generalised linear models
and their generalisations (Section 2.3.3). These extensions usually amortise
some of the model parameters using neural nets; in the context of Fig-
ure 2.2, this amounts to replacing some of the nodes in the computational
graph with NNs. Two representative examples are the models proposed
by Alvarez Melis and Jaakkola [84] and Al-Shedivat, Dubey, and Xing
[85], both of which can be seen as neural-network-based extensions of
the VCMs (Definition 2.3.7). In particular, self-explaining neural networks
(SENN) by Alvarez Melis and Jaakkola [84] combine two neural networks
outputting varying coefficients and mapping raw features to high-level
concepts: f (x) = g−1 (θ (x)� h (x)) (Figure 2.3a). Contextual explanation
networks (CEN; Figure 2.3b) by Al-Shedivat, Dubey, and Xing [85] cast
VCMs into a deep probabilistic setting where the label is assumed to be
generated conditionally on the features and parameters, in their turn,
conditioned on some context variables, i. e. effect modifiers (r in Equa-
tion 2.7). Similarly, another line of work combines GAMs and neural net-
works [86], [87]. The motivation behind these works is the improvement
in the interpretability of neural networks and the scalability of the GAMs,
which in their original form are not fully differentiable and, hence, cannot
be readily incorporated into modular deep learning frameworks.

Beyond the classical statistical perspective on the interpretability of NNs,
many works explore the utility of the attention mechanism [97]–[99], which
can help understand relationships between the network’s inputs and out-
puts and has become a workhorse of many modern models for natural
language processing and sequential data. For example, Schwab, Miladi-
novic, and Karlen [100] introduce the attentive mixture of experts models
that equip a mixture of connected expert subnetworks with a regularised
attention mechanism, which can help evaluate feature importance. Nauta,
Bucur, and Seifert [101] leverage attention to a similar end to infer time
series structure using convolutional neural networks. Despite its popularity
and practicality, some works have scrutinised the use of the unregularised
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attention mechanism for interpreting NNs [102], [103], observing that atten-
tion weights often disagree with other feature importance measures, such
as output-input gradients (Section 2.4).

Most model designs mentioned so far focus mainly on predictive mod-
elling and seek interpretability in the raw feature space. A different ap-
proach, prevalent in the literature, concentrates on representation learning
[104]. Although many of the techniques below do not explicitly postu-
late interpretability as a desideratum, arguably, it is among the ultimate
goals of representation learning. For instance, many generative models
try to learn disentangled representations in an unsupervised and weakly-
or semi-supervised manner [105]–[110]. Ideally, the components of such
representations should be uniquely correlated with the ground-truth factors
of variability. Apart from generative modelling, there is a renewed inter-
est in concept-based prediction models [22], [111]–[114], which split the
prediction into two consecutive steps (Figure 2.3c): (i) high-level human-
understandable concept prediction based on the input features and (ii) label
prediction based on the concept values predicted in the first step, i. e. a
classifier f can be decomposed as f (x) = g (h (x)), where h maps input
features to the concepts. An expert user can understand predictions made
by such models by examining the concepts and may even interact with
the model by editing its intermediate representations. Thus, in addition to
mere model “introspection”, interpretations can help bring humans into
the algorithmic decision-making loop.

This section has given a general scoping overview of the numerous at-
tempts at designing interpretable neural networks with a specific focus on
the trends that are related to and have inspired the work described in the
following chapters of this thesis. Although the methodological advance-
ments are seemingly abundant, many of them do not venture beyond the
classification task and disregard more specialised problem settings, e. g.
clustering, multiview and multimodal learning, time series and survival
analysis, or interactive learning. Thus, many technical problems at the
interface of interpretable ML and well-established application areas remain
unaddressed or under-explored, especially for deep learning.
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2.4 explainable machine learning

Although ante hoc interpretability is conceptually compelling, there are
many practical reasons why interpretability “by design” may not always
be feasible. For instance, the model may be proprietary, and its parameters
may not be made accessible to the users; or, at the development time,
the concerns about interpretability did not arise and, hence, were not
addressed, whereas redesigning and retraining the model might be costly
or even impossible. Explainable ML, sometimes also broadly referred to as
explainable artificial intelligence (XAI) [115], [116], studies methods and
algorithms for explaining black-box models post hoc [11], i. e. after they have
been trained. Explanations can take on various forms, e. g. visual, symbolic,
or textual, and, in some instances, many of them could be thought of as
model diagnostics [117], summarising which parts of the given input or
which data points from the training set have contributed to the prediction.

This section will briefly summarise several well-established explanation
method families, specifically, the techniques developed for or applicable to
NN models. Needless to say, many methods exist beyond the scope of deep
learning, originating from classical statistical learning research, e. g. partial
dependence plots [5] and feature importance measures [4].

2.4.1 Attribution Methods

Attribution methods offer a practical approach to explaining output-input
relationships and are used ubiquitously as a model diagnostic for deep
neural networks in applied research. For instance, works by Kelley et al.
[118] and Arcadu et al. [119] are typical examples from the biomedical
literature.

Definition 2.4.1 [Informal, Attribution, Sundararajan, Taly, and Yan [120]].
Consider X = Rp. Given a black-box model f : Rp → R, an input x ∈ X ,
and a reference input x0 ∈ X , an attribution for the prediction ŷ = f (x) at

input x relative to the baseline x0 is a vector A f (x, x0) =
(

a1 · · · ap

)>
where aj quantifies the “contribution” of xj to ŷ.

Definition 2.4.1 provides an informal characterisation of attributions, and
the technical details on how specifically the function A f is defined and what
properties it satisfies vary from one attribution method to another. Also,
note that not all attribution methods require a baseline input; therefore, A f
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may be constant w.r.t. x0. Typically, x0 is a signal-free input, such as the
zero vector or the empirical average computed across the training set.

To illustrate this informal definition using a concrete example, let us
consider an attribution measure that has inspired many follow-up works in
modern literature. Shapley value regression [121], [122] leverages a game-
theoretic approach to attribution based on Shapley values [123]. Recent
works [124] have introduced model-agnostic approximations of Shapley
value analysis that are computationally scalable and can be applied to
neural network models. Similarly, there exist model-specific methods for
computing Shapley values, e. g. in tree-based models [125].

Definition 2.4.2 [Shapley Value Regression, Lundberg and Lee [124]]. Given
an input x ∈ Rp, Shapley value for the j-th feature xj is given by

∑
S⊆{1,...,p}\{j}

|S|! (p− |S| − 1)!
p!

[
fS∪{j}

(
xS∪{j}

)
− fS (xS )

]
, (2.8)

where fS ∈ F is the model trained on the inputs with features from S .

As seen from Equation 2.8, the Shapley value for a given regression
model ( f ) and input (x) quantifies the expected change in the predicted
value after removing the feature of interest (j) from among the inputs.
Although a sensible measure of the feature’s contribution, the naïve defini-
tion in Equation 2.8 requires retraining the model on exponentially many
subsets of the feature set {1, . . . , p} and, therefore, in practice, requires
approximation.

Beyond the sensitivity analysis performed by removing the covariate
of interest and retraining the model, many attribution techniques have
been developed for differentiable models, including NNs, and, thus, utilise
output-input gradient information to measure feature contributions. The
most straightforward gradient-based statistic is the partial derivative of
the function f w.r.t. the feature of interest evaluated at the given data

point x′ [126]: ∂ f (x)
∂xj

∣∣∣
x′

, which is also known as the gradient-only saliency.

Many subsequent methods have addressed the limitations of the vanilla
gradient, e. g. making attributions sharper by multiplying gradients with
the inputs [127] or building theoretical connections with the cooperative
game theory [120]. The latter work, for example, proposes integrating the
gradient along the line between the given input data point and reference
(Definition 2.4.3). It can be shown that such a measure is closely related to
the Aumann–Shapley values proposed in the context of infinite games [128].
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Definition 2.4.3 [Integrated Gradients, Sundararajan, Taly, and Yan [120]].
For the data point x, reference x0, and j-th feature, the integrated gradient
is given by

(xj − x0,j)
∫ 1

α=0

∂ f (x0 + α (x− x0))

∂xj
dα. (2.9)

Similar to the attention (Section 2.3.4), rather than mechanistically ex-
plaining how the model works, attributions highlight what the model focuses
on. As for the attention, plenty of counterarguments against the use of at-
tribution have been voiced, e. g. the unfaithfulness to the original model’s
behaviour [11], the reliance on the raw feature space and, thus, the lack
of high-level and conceptual insights [129], the lack of contrast [130], and
limited usefulness at detecting unknown spurious correlation [131]. Other
explanation method families discussed in the following sections partially
address some of the mentioned limitations.

2.4.2 Surrogate Models

An alternative to deriving explanations directly from the given black-box
model f is to train one or several interpretable models from some pre-
specified model class FI (Definition 2.3.1) to mimic the black box faithfully
and explain its predictions. This trick is known as meta- or surrogate mod-
elling [41]. As suggested above, the black box could be either approximated
globally, i. e. for all x ∈ X , using a single interpretable surrogate or lo-
cally with many surrogate functions, i. e. separately for small subsets of
the instance space. Below we provide concrete examples to illustrate both
approaches.

In global surrogate modelling, a single surrogate function f ′ is optimised
to approximate f . Hence, the problem can be formalised as

min
f ′∈FI

1
N

N

∑
i=1

`
(

f ′ (xi) , f (xi)
)

. (2.10)

Thus, instead of training an interpretable model on the ground-truth la-
bels, we train f ′ to predict the output of f . Since f ′ belongs to a class of
interpretable models, its predictions are explainable “by definition.” Herein,
like in interpretable machine learning, the primary design choice lies in the
specification of FI . For instance, one viable option is symbolic metamodels
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[132] given by a set of succinct mathematical expressions. From a techni-
cal perspective, symbolic metamodelling amounts to symbolic regression
[133], for which various practical methods have been described in the lit-
erature. For instance, Alaa and van der Schaar [132] introduce an elegant
differentiable approach based on Meijer G-functions.

While explaining a black box by a single interpretable model is com-
pelling, FI might be very different from the original model class and, thus,
a single f ′ ∈ FI might be a poor approximation of the original model.
A more flexible approach is to approximate the given black box locally,
i. e. using many surrogate functions, as proposed by Ribeiro, Singh, and
Guestrin [50] under the term of local interpretable model-agnostic expla-
nations (LIME). In LIME, a surrogate is trained for every given input x to
approximate the black box in its neighbourhood.

Definition 2.4.4 [Local Interpretable Model-agnostic Explanations, Ribeiro,
Singh, and Guestrin [50]]. Given a back-box model f , input x, and a class
of interpretable models FI , a local model-agnostic explanation is given by

arg min
f ′∈FI

`
(

f , f ′, πx
)
+ Ω

(
f ′
)

, (2.11)

where ` ( f ′, f , πx) is the loss for approximating f with f ′ within the neigh-
bourhood of x defined by the proximity measure πx. Note the difference in
the notation compared to the previous uses of `. Similar to Definition 2.3.1,
Ω : FI → R+ is a complexity penalty.

Ideally, FI from Equation 2.11 should be selected from simpler and com-
putationally scalable classes, e. g. linear Lasso regression models (Defini-
tion 2.3.3) or GAMs (Definition 2.3.6) so that the per-data-point optimisation
problem above becomes easier. Similar to the global surrogates, an explana-
tion can be derived for each data point from the local surrogate function f ′.
For example, in the case of the Lasso regression, an explanation is given by
sparse regression coefficients (Equation 2.3).

In summary, local and global surrogate modelling resorts to learning
another interpretable model to explain the predictions made by a black box.
In contrast to gradient-based attribution, surrogate explanations are tied
to a concrete interpretable model used for approximation. Nevertheless,
metamodelling is limited in so far as an interpretable model of choice can
approximate the original model: if the approximation is not faithful, the
explanations may be inaccurate. A fair criticism is that one should develop
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an interpretable model from the beginning instead of approximating a black
box with a glass box. Nevertheless, interpretable ML is not always viable,
especially when model training requires special hardware, e. g. a graphics
processing unit, unavailable at deployment time or when the training data
and the original model are proprietary and can only be queried without
accessing parameters or training data points.

2.4.3 Concept-based Explanations

Most attribution techniques and surrogate models attempt to explain output-
input relationships and, thus, mainly define some form of feature impor-
tance in the input space. Similar to interpretable representation learning
and concept-based models (Section 2.3.4), an alternative to explaining
output-input relationships between ŷ and x is to use high-level attributes,
or concepts, usually represented by an additional variable c ∈ C. Most prior
works focus on categorical and binary concepts, i. e. C = {0, 1}K, where K
is the number of concept variables.

Kim et al. [129] introduce a statistic quantifying the sensitivity of neural
network’s representations to a given concept variable and introduce a
procedure to globally test whether an NN model utilises the given concept
in its predictions. To briefly introduce the idea behind their approach, let
us assume observing a single concept variable c ∈ {0, 1} in addition to the
covariates x and label y. Below is the definition of conceptual sensitivity,
which quantifies how sensitive a neural network’s prediction is to the given
attribute at a specific layer.

Definition 2.4.5 [Conceptual Sensitivity, Kim et al. [129]]. Given a neural
network f and its slice 〈g, h〉 where f = g ◦ h and h outputs the activation
in the layer defined by the slice, for the concept variable c ∈ {0, 1} and an
input x ∈ X , the conceptual sensitivity of f is given by

∂g (h (x))
∂vc

= ∇g (h (x))> vc, (2.12)

where vc is the normal to a hyperplane separating data points with c = 0
and 1, referred to as the concept activation vector (CAV).

Note that the conceptual sensitivity, as defined in Equation 2.12, corre-
sponds to the directional derivative of the function g w.r.t. the CAV vc, i. e.,
intuitively, it measures the rate of change in g in the direction specified by
the normal to the concept-separating hyperplane in the output space of
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h. This statistic can be utilised to assess the global influence of the given
concept on the output of the network by, for instance, inspecting the sign of
the directional derivative across all data points from one of the classes.

As for the concept-based predictive models, an apparent limitation of
conceptual sensitivity is its reliance on the a priori known concept variables
and the need for annotated instances to train concept classifiers and extract
CAVs. Therefore, recent research efforts have been directed at automated
concept discovery as a preliminary step to model explanation [134], [135].
Another limitation is the use of the directional derivative and, hence, the
assumption that function g is differentiable. Thus, similar to gradient-
based attributions, e. g. integrated gradients (Definition 2.4.3), conceptual
sensitivity is not a wholly model-agnostic explanation technique.

2.4.4 Prototype- and Case-based Explanations

So far, all explanation techniques discussed in this chapter compute some
form of importance value for either raw features or high-level attributes. By
contrast, prototype- and case-based explanation methods usually output
a data point, a set thereof, or summary statistics of several data points to
explain the prediction for a specific example. These approaches are best
described as instances of case-based reasoning, which “uses old experiences
to understand and solve new problems” [136].

One of the simplest examples of case-based explanation is the nearest
neighbour algorithm, whose prediction for an instance can be explained
by the training data point, which is the nearest neighbour. Then, a simple
strategy to explain the output of a black-box model f for an input x is to
return the nearest neighbour of x given by arg minx′ d (x, x′), where d is a
distance metric defined by f [137]. For example, if f is a neural network,
we could use the Euclidean distance applied to the activation vectors from
the network’s intermediate layer. In the same vein, for the classification
task, the prediction may be additionally explained by the nearest miss, i. e.
the nearest training data point belonging to the class different from the
predicted one.

A more sophisticated approach is exemplified by the Bayesian case
model (BCM) proposed by Kim, Rudin, and Shah [138]. The BCM lever-
ages a generative mixture model to perform probabilistic unsupervised
clustering on the training set. Each cluster discovered is characterised by
a prototype, a training instance with the maximum probability conditional
on the cluster’s parameters. These prototypes can be used to explain all
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instances assigned to a specific cluster. In addition, the BCM selects feature
subsets that are relevant to each cluster.

Beyond prototype and feature selection, related works have explored
the Bayesian model criticism (BMC) framework [139]. In particular, Kim,
Khanna, and Koyejo [139] leverage maximum mean discrepancy (MMD)
[140] to, in addition to the prototypes, select criticisms—data points, which
are poorly explained by the chosen prototypes, belonging to the regions of
the data space that “deviate” from the prototypes the most.

Case- and prototype-based explanations can compellingly help explore
the data space and decision boundary, illustrating those with concrete
examples, e. g. nearest neighbours and centroids. Nevertheless, case-based
explanations possess some inherent limitations [141]. For instance, they
can be sensitive to the choice of the dissimilarity measure. Moreover, such
explanations are restricted because they utilise data points to explain the
model’s predictions. As for the attribution measures (Section 2.4.1), if
the raw data space is very high-dimensional and incomprehensible, then
examples, prototypes, and criticisms will be of limited use to a human
subject.

2.4.5 Counterfactual Explanations

Counterfactual explanations [12] form another class of methods, which,
similar to case-based explanations (Section 2.4.4), help explore the data
space and learnt decision boundary. Intuitively, counterfactual explanations
address the question [40]: “Why this specific prediction was made instead of
another?” Thus, they are meant to be contrastive, actionable, and more
human-friendly [25], possibly even offering algorithmic recourse [49].

Below, we provide a formal definition of counterfactual explanations
slightly adapted from the work by Wachter, Mittelstadt, and Russell [12].

Definition 2.4.6 [Counterfactual Explanations, Wachter, Mittelstadt, and
Russell [12]]. Given a back-box model f , an input x ∈ X , and an alternative
target value y′ ∈ Y , a counterfactual explanation is given by

arg min
x′∈X

d
(

x, x′
)
+ λ`

(
f
(

x′
)

, y′
)

, (2.13)

where d is the distance function on the feature space and λ > 0 controls the
tradeoff between the proximity and validity of the explanation [142].
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The definition above corresponds to the search for a data point that is similar
to the given x (proximity) yet has a different predicted outcome given by
y′ ∈ Y . Herein, λ > 0 defines the slackness on the constraint f (x′) = y′

(validity). Interestingly, counterfactual explanations bear some similarity to
the nearest miss from the nearest neighbour algorithm (Section 2.4.4) and
adversarial perturbations [143].

Beyond Definition 2.4.6, researchers have explored many variations and
extensions of counterfactuals, for instance, producing multiple and diverse
explanations [142] and utilising generative models to find higher-fidelity
counterfactuals [144]–[146].

While counterfactuals provide contrastive explanations and, in addition
to exploring the feature space, do not disregard the decision boundary of
the black-box model being explained, their limitations are similar to those
of the case-based techniques. Moreover, it is debatable whether, in their
original version, counterfactuals are truly actionable because their definition
lacks causal perspective, for which the user should resort to algorithmic
recourse [49].

2.5 on applications to healthcare

In the previous sections, we have provided an overview of selected models
and methods from the “zoo” of interpretable and explainable machine
learning. Natural follow-up questions arising from this discussion are
(i) how such techniques are being applied to the healthcare data in the
current research practices and (ii) whether there are any methodological
challenges uniquely associated with the healthcare domain, i. e. what makes
interpretable and explainable ML for healthcare “special”? Below, we will
briefly delve into these questions, which are relevant to the general topic of
this thesis.

While applications of interpretability and explainability can be found
across all subfields of healthcare, for concrete references, see the survey
by Stiglic et al. [147], the choice of methods is often dictated by the data
type. For example, for tabular and low-dimensional data, applications of
rule- and score-based methods, sparse linear models, decision trees, and k-
nearest neighbours are abundant. By contrast, computer vision and natural
language problems, e. g. analysis of medical images and unstructured
electronic medical records, often require a different toolset. For these data
types, attribution and variable importance methods highlighting relevant
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input regions have become increasingly popular [147]. Based on the survey
among clinicians, Tonekaboni et al. [148] identify explanations tailored
to temporal data as an underexplored research area relevant to clinical
end-use. These trends confirm the general point argued by Rudin [11]
that interpretability is domain-specific and its all-purpose definition is
impossible.

Beyond being rich in heterogeneous data types, the healthcare domain
has multiple stakeholder groups [34]: model developers, medical researchers,
regulators, clinicians, patients, etc. Naturally, these groups may raise unique
questions regarding the predictive model, its development, and its be-
haviour, requiring a different type of explanation or model class. Under-
standing how these different interest groups may influence model de-
velopment, deployment, and the choice of interpretable model class or
explanation technique is essential to conducting meaningful research at the
interface of ML and healthcare and biomedical applications.

Generally, interpretable models and explanation methods also need to
be tailored to the modelling problem at hand, and the biomedical and
healthcare domains, due to their breadth, feature many distinct tasks.
Holzinger et al. [28] observe that historically, interpretable and explain-
able ML have mainly focused on neural networks and supervised learning,
specifically classification, trying to elucidate complex input-output rela-
tionships. However, many unexplored challenges lie beyond this limited
setting, e. g. clustering, reinforcement learning, and generative modelling.
Effectively translating interpretable models and explanation techniques into
these scenarios remains an open problem for general machine learning and
the biomedical and healthcare application domain.

Naturally, some researchers have rightfully scrutinised the utility of
contemporary interpretable models and explanation methods in medical
applications. For example, Ghassemi, Oakden-Rayner, and Beam [149]
argue that post hoc explanations suffer from the “interpretability gap”: the
explanations are often not faithful to the model being explained (a similar
argument is voiced by Rudin [11]) and are not necessarily helpful for
understanding if the model’s prediction is sensible. A similar point is
demonstrated by Adebayo et al. [131] regarding the use of explanations
to discover spurious correlations wrongly utilised by the model. While
the concerns above are not unjustified, as evidenced by the content of
the previous sections, interpretable and explainable ML have much to
offer beyond widely criticised saliency maps and attribution measures.
Nevertheless, being cautious and sceptical when examining explanations,
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as suggested by Ghassemi, Oakden-Rayner, and Beam [149], is a prudent
course of action.

As discussed above, interpretable and explainable ML for healthcare
applications must be contextualised in the type of data, e. g. time series or
medical images, and modelling problem at hand, e. g. survival or medical
image analysis. The breadth of data types and tasks in the different sub-
fields of this domain necessitates the development of specialised model
classes and techniques. Beyond these technical considerations, healthcare
encompasses multiple stakeholder groups with varying needs for and vi-
sions of interpretability or explainability. Lastly, healthcare is undoubtedly
a high-stakes domain where predictions and decisions are socially conse-
quential. Therefore, particular caution and thought must be given to the
way explanations are communicated to and treated by the end user.

2.6 summary

This chapter has provided a scoping overview of the selected methods
from interpretable and explainable machine learning. The definitions and
notation outlined herein will be utilised throughout the following chapters.
Above, we have discussed the delineation between ante hoc interpretabil-
ity embedded into the model class by design and post hoc explanation
approaches applied to already-trained opaque models. As illustrated by
concrete examples, the contemporary literature features a whole “zoo” of
model classes and method families, reflecting different definitions and
desiderata the researchers have posed for interpretability and explainability.
The sheer breadth of contexts and application domains necessitates devel-
oping novel, specially tailored techniques in areas such as biomedicine and
healthcare, wherein, as discussed before, unique data types and modelling
problems, diverse stakeholder groups, and high-stakes decisions should be
factored into the methods research.
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I N T E R M E Z Z O : A N T E H O C I N T E R P R E TA B L E M O D E L S

Having reviewed recent literature on interpretable and explainable ML in
Chapter 2, we now turn to the first part of this thesis, tackling the design
of interpretable neural network architectures (Question 1, Chapter 1; Sec-
tion 2.3.4). Throughout Chapters 3, 4, and 5, we will consider different
model designs tailored towards specific application scenarios. In particular,
Chapter 3 will present a specialised version of self-explaining neural net-
works to perform time series analysis and interpret relationships between
covariates observed over time. In Chapter 4, we will consider the problem
of survival analysis and introduce a generative probabilistic approach for
mixture modelling survival data, which facilitates subgroup discovery and
prototype-based explanation of the nonlinear relationships between the
covariates and survival time. Lastly, Chapter 5 will scale and generalise
concept bottleneck models to the challenges pertinent to typical medical
image analysis settings: the presence of multiple views and incompletely
observed concept variables. In addition to various model designs and in-
put data types, we will leverage interpretable machine learning to attain
different goals, including exploratory data analysis (Chapters 3 and 4) and
decision support (Chapter 5).
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N O N L I N E A R T I M E S E R I E S S T R U C T U R E L E A R N I N G

As discussed in Section 2.5, unique data types are one of the salient chal-
lenges of biomedical and healthcare applications. Tonekaboni et al. [148]
mention temporal explanations as a research question of special signifi-
cance and interest. In biomedicine and healthcare, datasets are typically
recorded over a period of time, with a series of data points corresponding
to the same measurement unit in violation of the conventional assumption
that the instances are independent and identically distributed (IID). Such
sequential data, also referred to as time series or longitudinal data, require
specialised modelling approaches [30], [150] and, hence, nontrivial solutions
from interpretable machine learning [148]. A concrete example from the
healthcare domain is the so-called patient trajectories [151], comprising
records of the patient’s health-related events throughout time, often stored
as electronic health records (EHR) or measured using wearable sensors or
other sensing technologies. Analysis of patient trajectories facilitates a better
understanding of the disease dynamics and progression patterns, helpful
for forecasting the patient’s future course and potential adverse events.

In this chapter, we will concentrate on tackling the exploratory analysis
of time series data to understand better the captured dynamics and rela-
tionships among the observed variables. As stated above, such analysis
can be instrumental for scientific discovery and exploration of temporal
patterns prevalent in the data. In particular, we will consider the inference
of Granger causality (GC) [152], a practical and popular approach to the
analysis of multivariate longitudinal data, named after econometrician Clive
W. J. Granger who introduced this framework in his seminal work. Specif-
ically, we will investigate the problem in the context of time series with
nonlinear dynamics, wherein conventional statistical time series analysis
methods [30] may not be as helpful.

In the following sections, we will briefly introduce the concepts of
Granger causality and self-explaining neural networks (mentioned in Sec-
tion 2.3.4). Subsequently, we will present a novel interpretable framework for
inferring GC in nonlinear multivariate time series. Lastly, we will explore
experimental results and describe a few concrete biomedical application
examples for time series structure learning. This chapter is mainly based
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on the contents and text of the published work “Interpretable Models for
Granger Causality Using Self-explaining Neural Networks” [153].

3.1 background

Throughout this chapter, let us assume being given a multivariate time

series with p variables denoted by {xt}t =

{(
x1

t x2
t · · · xp

t

)>}
t
. Intu-

itively, in structure learning, we are interested in inferring pairwise temporal
relationships to understand which variables “drive” each other. Such a prob-
lem is frequently tackled using relational [154], Granger-causal [152], and
more general causal [155] inference techniques. In this section, we will pro-
vide essential background on Granger causality and self-explaining neural
networks, which form the basis of our method introduced in Section 3.2.

3.1.1 Granger Causality

Granger causality [30], [152], [155] defines a set of directed pairwise rela-
tionships on a given multivariate time series. It builds on the assumption
that the cause should temporally precede its effect [156]. Informally, one
variable is said to Granger-cause another if the past values of the former are
useful for predicting the future values of the latter given all other relevant
information [155]. Below, we provide a more formal definition due to Tank
et al. [95].

Definition 3.1.1 [Granger Causality, Tank et al. [95]]. Assume that the dy-
namics in the multivariate time series {xt}t is given by

xi
t ··= gi

(
x1
<t, . . . , xj

<t, . . . , xp
<t

)
+ εi

t, for 1 ≤ i ≤ p, (3.1)

where gi, for 1 ≤ i ≤ p, are (potentially nonlinear) functions, xj
<t denotes

the past values of the j-th variable up to and including step t − 1, i. e.
xj

1, xj
2, . . . , xj

t−1, and εi
t are additive noise terms. We say that variable xj

does not Granger-cause variable xi, denoted by xj 6→ xi, if and only if the
function gi is constant in xj

<t.

Observe that Definition 3.1.1 generalises Granger causality beyond simple
cases with linear dynamics and two variables [30], [152] since functions
gi may be nonlinear and depend on multiple covariates. Based on the
definition above, pairwise Granger-causal relationships among the time
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series variables can be summarised as a directed graph, also referred to
as a summary graph [155]. The Granger-causal summary graph is given by
G = (V , E), where V = {1, . . . , p} and E =

{
(i, j) : xi → xj, 1 ≤ i, j ≤ p

}
,

i. e. every vertex corresponds to a single variable and every directed edge
indicates a Granger-causal relationship. The graph can be alternatively
represented by its adjacency matrix A ∈ {0, 1}p×p, where Ai,j = 1{(i,j)∈E}.

Thus, the inference of Granger causality from observational data {xt}T
t=1

effectively amounts to learning the structure of the graph G and estimation
of the adjacency matrix A.

A conventional approach to infer Granger causality in multivariate time
series with linear dynamics is to perform statistical tests on the vector
autoregressive (VAR) model [30], [155], [157] fitted on the data:

xt = ν +
K

∑
k=1

Φkxt−k + εt, (3.2)

where ν ∈ Rp is the intercept term, K ≥ 1 is the order of autoregressive
relationships, Φk ∈ Rp×p are coefficient matrices, and εt ∼ Np (0, Σε) is
the additive noise term. Under Equation 3.2, GC can be inferred by fitting
a VAR model using multivariate least squares and performing pairwise
statistical tests on the coefficient matrices. Namely, we conclude that xi → xj

if, for some k ∈ {1, . . . , K}, (Φk)j,i 6= 0.
An alternative to pairwise statistical testing is to fit a regularised VAR

model with sparsity-inducing regularisation applied to the coefficient ma-
trices Φk [157], [158]. An example of such an approach is the Lasso Granger
method [157], which utilises a Lasso-like penalty (Section 2.3.2). This ap-
proach is particularly practical for high-dimensional time series, i. e. where
p is large, for which pairwise tests might be prohibitively computationally
costly or underpowered.

As mentioned, the VAR model (Equation 3.2) assumes that the observed
time series have linear dynamics, i. e. all functions gi in Equation 3.1 are lin-
ear in covariates. Many techniques have been developed to model nonlinear
relationships. Early approaches include dynamic Bayesian networks [159]
and time-smoothed logistic regression with time-varying coefficients [160].
Another family of techniques leverages kernel-based methods [161], [162].
Finally, there exists a plethora of neural-network-based approaches to GC
inference [95], [96], [101], [163]–[166]. Specifically relevant to the current
chapter are sparse neural networks [95], [96] and the methods based on the
attention mechanism [101].



40 nonlinear time series structure learning

3.1.2 Self-explaining Neural Networks

We have briefly introduced self-explaining neural networks (SENN) [84]
as one of the interpretable model classes in Section 2.3.4. Below, we will
provide a more formal definition following the original work by Alvarez
Melis and Jaakkola [84]. In this subsection, we will deviate from the time
series setting outlined before and assume being given static data in the
supervised learning scenario in tuples (x, y), where x ∈ Rp and y ∈ R.

Definition 3.1.2 [Self-explaining Neural Networks, Alvarez Melis and
Jaakkola [84]]. A self-explaining neural network is given by

f (x) = g (θ (x)1 h (x)1 , . . . , θ (x)k h (x)k) , (3.3)

where g : Rk → R is the link function and h : Rp → Rk maps the inputs
to k interpretable basis concept variables. We refer to θ(x) as generalised
coefficients for the data point x.

In Equation 3.3, under some further assumptions described below, gener-
alised coefficients could be utilised to explain the contributions of individual
concepts to the model’s output. In the simplest special case of Equation 3.3,
the link function is the summation, and the concept map h is identity, i. e.
individual raw features directly serve as the concepts:

f (x) =
p

∑
j=1

θ (x)j xj. (3.4)

In practice, θ in Equations 3.3–3.4 is parameterised by a neural network.
Also, note the resemblance between Equation 3.4 and the varying-coefficient
models described in Definition 2.3.7, Section 2.3.3.

Alvarez Melis and Jaakkola [84] outline a few desiderata towards func-
tions g, θ, and h to improve the interpretability of SENNs. (i) The link
function g should be monotonic and additively separable in its inputs
zi = θ (x)i h (x)i. Moreover, ∂g

∂zi
> 0 for all 1 ≤ i ≤ k. (ii) Generalised coef-

ficients θ should be locally difference-bounded by the concept map h, i. e.
for every x0, there should exist δ > 0 and L ∈ R s.t. if ‖x− x0‖ < δ, then
‖θ (x)− θ (x0)‖ ≤ L ‖h (x)− h (x0)‖. (iii) Finally, the concepts {h(x)i}k

i=1
should be interpretable and representative of features x, with k ideally being
small. These desiderata ensure that the link function and concept variables
are interpretable and the generalised coefficients are slowly varying.
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To train SENNs, Alvarez Melis and Jaakkola [84] introduce a gradient-
regularised loss function:

`y ( f (x) , y) + λ`θ ( f (x)) , (3.5)

where `y is the prediction loss, e. g. MSE or CE, λ > 0 is the regu-
larisation parameter, and `θ is the gradient-based regulariser given by

`θ ( f (x)) =
∥∥∥∇x f (x)− θ (x)> Jh

x (x)
∥∥∥

2
. Note that above, Jh

x denotes the
Jacobian matrix of h w.r.t. x. Thus, the gradient penalty forces f to be locally
linear and allows interpreting θ(x) as local linear regression coefficients.
The loss function in Equation 3.5 embodies the tradeoff between predictive
performance and interpretability.

3.2 generalised vector autoregressive models

We now turn back to the time series setting to introduce an interpretable
autoregressive model inspired by SENNs. Definition 3.1.1 focuses on the
presence or absence of a Granger-causal relationship among variables in a
nonlinear multivariate time series. Most neural-network-based frameworks
for nonlinear GC, e. g. by Tank et al. [95], Khanna and Tan [96], and Nauta,
Bucur, and Seifert [101], similarly only tackle relational inference. However,
in addition to causality, practitioners might be interested in understanding
the form of nonlinear relationships, i. e. how certain covariates influence
each other. Some nonlinear interactions might be exclusively positive or
negative—such effects are prevalent in real-world systems, for instance,
consider inhibitory effects in gene regulatory networks [167] or synthesis of
metabolites in metabolomics [168]. Thus, there is a need for a nonlinear GC
inference framework that would allow the identification of such negative
and positive interactions and would be more interpretable than relational
inference.

Following the setting outlined in Definition 3.1.1, we say that variable xj

has a positive Granger-causal effect on xi if the function gi is increasing in
xj
<t. If gi is decreasing in xj

<t, then xj has a negative Granger-causal effect
on xi. Figure 3.1 shows a schematic example of a multivariate time series
with five variables alongside its summary graph. Note that the edges in
the graph are coloured according to the sign of the effect. Lastly, adhering
to the description above, some GC effects might be neither negative nor
positive; for example, when past values of xj contribute both positive and
negative nonlinear terms to the function gi at different lags.
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Figure 3.1: A schematic example of a multivariate time series (left) and its
Granger-causal summary graph (right). Coloured edges correspond
to negative and positive effects.

To tackle the inference of the Granger-causal effect signs under nonlinear
dynamics, we introduce a novel autoregressive time series model based on
self-explaining neural networks [84] and the classical vector autoregression
[30] (Section 3.1). We refer to this model as generalised vector autoregression
(GVAR).1 Below, we provide a detailed definition and explain the main
design choices.

Following the interpretable forms of the SENN and VAR models, the
generalised vector autoregressive model of order K is given by

xt =
K

∑
k=1

Φθk (xt−k) xt−k + εt, (3.6)

where Φθk : Rp → Rp×p is a neural network with parameters θk and εt is an
additive noise term. Note that in the equation above and subsequently, we
omit the intercept for brevity. The GVAR model is summarised graphically
in Figure 3.2. Observe that Equation 3.6 resembles the classical VAR model
(Equation 3.2). However, instead of using fixed coefficient matrices {Φk}K

k=1,
here, weights are output by K neural networks

{
Φθk

}K
k=1 and may thus

be time-varying. We will refer to Φθk (xt−k) as the generalised coefficient
matrix at time step t, lag k. Observe that

(
Φθk (xt−k)

)
i,j quantifies the

influence of xj
t−k on xi

t. Finally, note the similarity between Equations 3.6
and 3.4. The GVAR formulation above can be thought of as a self-explaining
neural network with inputs xt−K, . . . , xt−1 and generalised coefficients Φθk .

1 Not to be confused with the global VAR by Pesaran, Schuermann, and Weiner [169].
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Figure 3.2: A schematic summary of the proposed generalised vector
autoregressive (GVAR) model applied to a time series in five variables.
Lagged time series values are fed into neural networks

{
Φθk

}K
k=1 to

produce generalised coefficient matrices Φθk (xt−k), which are then
multiplied with the time series values. The forecast x̂t is given by the
sum across K lags.

Similar to SENNs (Equation 3.5) and the Lasso Granger method [157],
rather than using the regular multivariate least squares objective, we resort
to the regularised loss function explained below. In particular, assuming a
sparse GC summary graph, we impose several penalties on the generalised
coefficient matrices. Let Φt ∈ Rp×Kp be a shorthand notation for the con-
catenation of the generalised coefficient matrices obtained across all lags at

time step t, i. e. Φt =
[
ΦθK (xt−K) · · · Φθ1 (xt−1)

]
. Then, given a single

observed replicate of time series {xt}T
t=1, the GVAR is optimised by solving
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min
θ1,...,θK

{
1

T − K

T

∑
t=K+1

‖xt − x̂t‖2
2︸ ︷︷ ︸

1

+
λ

T − K

T

∑
t=K+1

Ω (Φt)︸ ︷︷ ︸
2

+
γ

T − K− 1

T−1

∑
t=K+1

‖Φt+1 −Φt‖2
2︸ ︷︷ ︸

3

}
,

(3.7)

where x̂t = ∑K
k=1 Φθk (xt−k) xt−k is the one-step forecast for xt (Equation 3.6)

and λ, γ ≥ 0 are regularisation parameters.
The objective above contains three terms, which we shortly describe

below. 1 The first term is the forecasting multivariate MSE loss, which,
similar to the prediction loss in SENNs (Equation 3.5), forces the model to
make accurate forecasts. In the case of categorical or mixed-type time series,
it should be adjusted accordingly to the CE or a weighted combination of
the MSE and CE. 2 Weighted by λ is the sparsity-inducing penalty Ω (Φt)
applied to the generalised coefficient matrices across all time steps. The
regulariser should be chosen following the assumptions about the sparsity
of the time series GC structure. For concrete examples applicable to both
the VAR and GVAR models, refer to the work by Nicholson, Matteson, and
Bien [158]. For proof-of-concept experiments, we utilise an elastic-net-style
penalty [69] Ω (Φt) = α ‖Φt‖1 + (1− α) ‖Φt‖2

2 under α = 0.5. 3 Finally,
the last term weighted by γ is the smoothing penalty, which corresponds
to the mean squared difference between generalised coefficient matrices
across consecutive time steps. This term enforces smoothness in generalised
coefficients throughout time and, akin to the SENN gradient penalty in
Equation 3.5, has a linearising effect on the model, e. g. in a linear VAR,
since the coefficients are not time-varying, ‖Φt+1 −Φt‖2

2 = 0.
In summary, the GVAR model is optimised by jointly training K neural

networks to predict generalised coefficient matrices. Its loss function is
regularised to encourage sparse and slowly varying coefficients, reflecting
the assumptions about the sparsity of the Granger-causal summary graph
and the linearity of the autoregressive relationships.
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3.2.1 Inferring Granger Causality

As explained before, generalised coefficient matrices quantify the con-
tributions of the lagged time series values to the forecast (Equation 3.6,
Figure 3.2). By inspecting the magnitudes, signs, and variability of these
coefficients, we can infer Grager-causal relationships among time series
variables, including the effect signs (Figure 3.1). This subsection introduces
the framework for inferring Granger causality based on the GVAR.

Given a single replicate of a multivariate time series {xt}T
t=1, we first

optimise the parameters θ1, . . . , θK according to Equation 3.7. Using trained
neural networks Φθ̂k

, 1 ≤ k ≤ K, we compute summary statistics for GC
relationships represented by a matrix S ∈ Rp×p:

Si,j = max
1≤k≤K

{
medianK+1≤t≤T

(∣∣∣∣(Φθ̂k
(xt)

)
i,j

∣∣∣∣)} , for 1 ≤ i, j ≤ p. (3.8)

Above, Si,j quantifies the strength of the GC effect of xi on xj. In particular,
the statistic corresponds to the maximum value across lags of the median
absolute generalised coefficient. Ideally, for causal variable pairs xi → xj, we
would expect that Si,j > 0, whereas, in noncausal relationships, it should be
close to 0 since, due to the sparsity-inducing regularisation in Equation 3.7,
noncausal coefficients should be shrunk towards 0. Note that choices of
summary statistics other than the one proposed in Equation 3.8 are viable.
For instance, the median or maximum could be replaced with the average.

In practice, after training the GVAR model, the generalised coefficients
are not shrunk to exact zeros, and consequently, for noncausal pairs, the
summary statistics above are not exactly equal to 0. To tackle this and
estimate the adjacency matrix of the GC summary graph, we introduce
a heuristic forward-backward stability-based thresholding procedure, which
alongside the summary statistics from Equation 3.8 (forward), leverages
time-reversed Granger causality (TRGC) [170]–[172] (backward) by fitting
the model and performing inference on the time-reversed data. Intuitively,
this procedure identifies a threshold value for the summary statistics s.t.
the inferred summary graph skeleton is stable across the original and time-
reversed models. This procedure is based on the observation that on the
time-reversed data, under some further assumptions, the direction of the
Granger-causal effects is reversed [172]. This method is summarised as
pseudocode in Algorithm 1.
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Algorithm 1: Forward-backward Stability-based Thresholding

Input: A replicate of multivariate time series {xt}T
t=1; regularisation

parameters λ, γ ≥ 0; model order K ≥ 1; strictly increasing
sequence ξ =

(
ξ1, . . . , ξQ

)
, where 0 ≤ ξ1 < ξQ ≤ 1

Output : Estimate Â of the adjacency matrix of the GC summary
graph

1 Let {x̃t}T
t=1 be the time-reversed series, i. e. let

{x̃1, . . . , x̃T} ← {xT , . . . , x1}

2 Let τ : Rp×p ×R→ {0, 1}p×p be an elementwise thresholding
function. For 1 ≤ i, j ≤ p, let (τ (X, χ))i,j ··= 1{|Xi,j|≥χ}

3 Train an order K GVAR model with the parameters λ and γ by
minimising the loss function in Equation 3.7 on {xt}T

t=1 and
compute S using Equation 3.8

4 Train another GVAR on {x̃t}T
t=1 and compute S̃ using Equation 3.8

5 for i = 1 to Q do
6 Let κi ← qξi (S) and κ̃i ← qξi (S̃), where qξ(X) denotes the

ξ-quantile of the components of X

7 Evaluate agreement
ςi ← 1

2
[
BA
(
τ (S, κi) , τ

(
S̃>, κ̃i

))
+ BA

(
τ
(
S̃>, κ̃i

)
, τ (S, κi)

)]
,

where BA denotes the balanced accuracy
8 end

9 Let i∗ ← arg max1≤i≤Q ςi and ξ∗ ← ξi∗

10 Let Â← τ
(
S, qξ∗(S)

)
11 return Â
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First, GVAR models are trained on the original time series and time-
reversed data and used to compute matrices with the summary statistics S
and S̃ (lines 3–4). Subsequently, iterating across Q threshold values κi and
κ̃i given by the ξi-quantiles of S and S̃ (lines 5–8), respectively, we evaluate
the agreement ςi between thresholded matrices τ (S, κi) and τ

(
S̃>, κ̃i

)
by computing the averaged balanced accuracy (BA) [173] on the matrix
components. Observe that the matrix S̃ is transposed because we expect
the GC relationships to be flipped on the time-reversed series. We utilise
balanced accuracy as the agreement measure due to the assumed sparsity
of the GC summary graph and the fact that the BA weighs true positives
and negatives equally. However, other choices of the agreement measure
are plausible, e. g. graph similarity scores [174]. To avoid inferring trivial
causal structures, namely, the null graph or the graph with only self-causal
links, we set the agreement of such solutions to 0. In the last steps of the
algorithm, we retrieve an optimal threshold qξ∗ (S) corresponding to the
maximum agreement between thresholded summary statistics matrices
and return the thresholded matrix Â = τ

(
S, qξ∗(S)

)
as an estimate of the

adjacency matrix of the GC summary graph (lines 9–10).
In summary, the forward-backward stability-based thresholding proce-

dure introduced above tries to find a causal structure that is stable across the
original and time-reversed series. Intuitively, it exploits a principle similar
to the stability selection [175], [176], a method for selecting an appropriate
sparsity level based on the error rate control in high-dimensional inference
problems.

3.2.2 Further Remarks

Many prior neural-network-based GC inference frameworks [95], [96], [101]
require training a separate neural network for every variable, i. e. p neural
networks in total. In contrast, the GVAR model and forward-backward
stability-based thresholding utilise 2K networks. Thus, compared to the
previous works, GVAR could be especially useful in time series where
K � p. However, this reduction in the number of models to be trained
comes at the cost of memory complexity: each of the K networks of a GVAR
model has p2 outputs, and all K networks need to be optimised jointly.

One of the crucial design choices is the architecture of neural networks
Φθk in Equation 3.6. Although in the experiments presented in the following
section, we utilise MLPs with p inputs and p2 outputs, other network archi-
tectures are plausible, e. g. long short-term memory (LSTM) [177], temporal
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convolutional networks (TCN) [178], or attention-based architectures [179].
Using more powerful architectures and specialised inductive biases could
improve the forecasting performance of the GVAR and, consequently, help
causal inference.

Lastly, our framework has important hyperparameters that can influence
the model’s predictive performance and inference results. Specifically, the
weights λ and γ of the penalty terms in the loss function (Equation 3.7)
have a significant influence on the sparsity and temporal smoothness of
the generalised coefficient matrices. A naïve practical approach to choosing
these hyperparameters is tuning them w.r.t. the forecasting error on held-out
validation data. However, models with the best predictive performance may
not always be consistent with the ground-truth structure [175]. Therefore,
similar to the thresholding procedure in Algorithm 1, one may resort to
a stability-based approach [175] to choose appropriate hyperparameter
values.

3.3 experiments and results

This section describes the empirical findings from evaluating the GVAR
model and inference framework introduced in Section 3.2 alongside several
baseline techniques from the related literature. Our goal is to compare the
methods’ performance at the inference of (i) the GC structure and (ii) effect
signs (Section 3.1.1). The experiments focus on several synthetic bench-
marking datasets with nonlinear dynamics and known ground-truth GC
summary graphs. In the following subsections, before describing the re-
sults, we briefly explain the baseline techniques and benchmarking datasets
utilised for evaluation.

3.3.1 Baseline Methods

As the simplest baseline approach, we fit a linear VAR model (Equation 3.2)
and perform a series of statistical tests for Granger causality using the
Benjamini–Hochberg procedure [180] for the false discovery rate (FDR)
control (q = 0.05). In particular, p2 F-tests are performed with the null
hypothesis of no Granger causality for each pair of variables.

We also compare the GVAR model to several neural-network-based
approaches. Closely related to this work are sparse neural networks, namely,
componentwise multilayer perceptron (cMLP) and long short-term memory
(cLSTM) [95] and economy statistical recurrent unit (eSRU) [96]. Similar to
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Figure 3.3: Granger-causal summary graph adjacency matrices for (a) Lorenz 96,
(b) fMRI, and (c) multispecies Lotka–Volterra time series. Dark-
coloured cells denote a lack of GC relationships (Ai,j = 0), whereas
light-coloured cells correspond to causal links (Ai,j = 1).

ours, all three approaches mentioned above can learn nonlinear dynamics
and rely on regularisation to infer a sparse GC summary graph. Last, we
consider the temporal causal discovery framework (TCDF) by Nauta, Bucur,
and Seifert [101], which leverages the temporal convolutional networks and
regularised attention mechanism to perform GC discovery.

For all experiments and methods compared, we perform a grid search
across hyperparameters controlling the sparsity of inferred GC summary
graphs. For instance, for the GVAR model, the search was conducted over
the values of λ- and γ-parameters (Equation 3.7). For a fair comparison,
the final results reported correspond to the methods’ maximal performance
w.r.t. BA (Section 3.3.3). Finally, if applicable, all models are fixed to the
same order of autoregressive relationships. Neural network architectures
utilised by the GVAR are described in Appendix A.1.

3.3.2 Benchmarking Datasets

As mentioned above, the evaluation is performed on synthetic data, which
allows for validation against the known ground-truth causal structure.
Figure 3.3 contains visualisations of the GC summary graphs for all three
benchmarks. Below, we summarise each dataset, explaining the underlying
generative process and principal hyperparameters.

A conventional benchmark from the time series structure learning liter-
ature is the Lorenz 96 model introduced by Edward N. Lorenz [181] as a
toy problem to study error growth, chaotic behaviour, and predictability in
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weather dynamics. It is a continuous-time dynamical system comprising
p ≥ 4 nonlinear differential equations:

dxi

dt
=
(

xi+1 − xi−2
)

xi−1 − xi + F, for 1 ≤ i ≤ p, (3.9)

where, by definition, x0 ··= xp, x−1 ··= xp−1, and xp+1 ··= x1. Above, F is
a forcing constant, which, in combination with p, affects the nonlinearity
of the dynamics. As shown in Equation 3.9 and Figure 3.3a, for larger
values of p, the resulting GC summary graph is sparse since every variable
Granger-causes and is caused by just three other variables. We perform
experiments on five independent replicates of the time series generated by
numerically simulating the Lorenz 96 system. In particular, we consider
data with p = 5 variables T = 500 time steps long under F = 10 and 40.
Tank et al. [95] and Khanna and Tan [96] explore the same forcing constant
values.

A more challenging benchmark is rich and realistic blood-oxygen-level-
dependent (BOLD) time series simulations from the NetSim dataset [182].
These simulations were initially introduced to evaluate network modelling
techniques for functional magnetic resonance imaging (fMRI) time series. In
this context, variables represent spatial regions of interest within the human
brain [182]. Thus, the Granger-causal inference allows estimating the brain
“network” to explore influences among neuronal populations [183]. In this
section, we perform experiments on five T = 200 step long replicates of the
third simulation from the NetSim dataset, containing p = 15 variables. The
ground-truth times series structure is visualised in Figure 3.3b.

Finally, to evaluate GC effect sign inference, we utilise the Lotka–Volterra
model [184], extending it beyond the two-variable setting. This model,
introduced independently by Alfred J. Lotka and Vito Volterra, is a toy rep-
resentation of the population dynamics in ecology. The original dynamical
system [184] comprises two differential equations describing the dynamics
of the predator and prey populations, denoted by y and x, respectively:

dx
dt

= αx− βxy,

dy
dt

= −ρy + δyx,
(3.10)

where α, β, δ, ρ > 0 are parameters controlling the strength of causal inter-
actions. Observe that in Equation 3.10, y (predators) exerts only a negative
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influence on x (prey) via the term −βxy, whereas y has a positive effect on
x given by δyx.

For this chapter, we extend the Lotka–Volterra model by including multiple
predator and prey species, each interacting with a few other populations.
This multispecies Lotka–Volterra model is given by the following system of
differential equations:

dxi

dt
= αxi − βxi

b(i−1)/qcq+q

∑
j=b(i−1)/qcq+1

yj − η
(

xi
)2

, for 1 ≤ i ≤ p/2,

dyi

dt
= −ρyi + δyi

b(i−1)/qcq+q

∑
j=b(i−1)/qcq+1

xj, for 1 ≤ i ≤ p/2,

(3.11)

where xi and yi denote population sizes of the prey and predator species, re-
spectively, p is the total number of variables assumed to be even, α, β, δ, η, ρ >
0 are fixed parameters, and q ≥ 1 is the number of Granger causes for each
variable (excluding itself). In Equation 3.11, every prey species xi is nega-
tively affected by q predator species; likewise, every yi is positively affected
by q prey populations. Throughout the experiments, we set α = ρ = 1.1,
β = δ = 0.2, η = 2.75× 10−5, q = 2, and p = 20. We simulate the model
five times numerically for T = 2000 steps using the Runge–Kutta method.
During simulation, we clip all variable values to be nonnegative and intro-
duce Gaussian noise. The GC summary graph under the parameter values
mentioned above is shown in Figure 3.3c.

3.3.3 Evaluation Metrics

To compare the Granger-causal inference techniques considered (Section 3.3.1),
we train the models and perform inference on every time series replicate,
evaluating the inferred GC structure against the known ground truth (Fig-
ure 3.3). For the thresholded outputs, namely, the output of the forward-
backward stability-based thresholding (Algorithm 1), we compute the accu-
racy (ACC) and balanced accuracy. Across all evaluation metrics, we ignore
self-causal relationships. For cMLP, cLSTM, and eSRU, thresholding is per-
formed by comparing relevant layer weight norms to 0, whereas TCDF uses
a specially designed permutation test. Recall that the VAR model estimates
the GC structure using hypothesis testing, adjusting the resulting p-values
for multiple comparisons.

In addition to the binary-valued adjacency matrices, we examine the
statistics that all methods utilise to infer GC. For our model, we look
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at the summary statistics computed for each variable pair according to
Equation 3.8. For VAR, we inspect adjusted p-values from the pairwise
F-tests. We consider relevant layer weight norms for cMLP, cLSTM, and
eSRU, while in the TCDF, we assess the attention scores. These statistics are
evaluated using areas under the receiver operating characteristic (AUROC)
and precision-recall (AUPR) curves [185].

Finally, we slightly adjust the statistics above to evaluate the models’ per-
formance at the effect sign inference. In particular, we look at the coefficient
signs for the VAR model and at the median generalised coefficient signs
for GVAR. For cMLP, cLSTM, eSRU, and TCDF, we consider the signs of
averaged weights from the relevant layers. We compute balanced accuracy
separately for positive (BApos) and negative (BAneg) GC relationships.

3.3.4 Structure Learning

To begin with, we compare GVAR and baseline techniques at inferring
Granger-causal structure under nonlinear dynamics. The comparison is
conducted on the Lorenz 96 and fMRI time series (Section 3.3.2) by evaluat-
ing inferred time series structures against known ground truth. Table 3.1
provides a summary of the results averaged across multiple independent
replicates.

As mentioned, for the Lorenz 96 model, we consider two simulation
settings under different values of the forcing constant (Equation 3.9). Un-
der F = 10, most models successfully identify the presence or lack of GC
relationships, including linear VAR, with the TCDF systematically under-
performing and GVAR attaining the highest average performance across all
metrics. For F = 40, the variability in performance across methods increases,
maintaining a similar pattern: GVAR achieves the highest (balanced) accu-
racy while having the second-best AUROC and AUPR after cMLP. In this
setting, GVAR has the most well-balanced performance w.r.t. both inferring
the “hard” GC structure (ACC and BA) and providing summary statistics
on the strength of causal relationships (AUROC and AUPR).

A relatively more challenging benchmark considered in this experiment is
the synthetic fMRI BOLD time series. In contrast to Lorenz 96, TCDF is the
most performant technique, beating other approaches w.r.t. BA, AUROC,
and AUPR. It is followed by GVAR and cLSTM, which perform comparably
across most metrics. Interestingly, eSRU trained using the proximal gradient
descent algorithm [186] fails to shrink relevant weight to zeros or shrinks
all of its weights, consequently erroneously inferring the full or null causal
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graph. For this reason, we do not report accuracy in this case, marking
relevant entries by “—” in Table 3.1. Lastly, although the VAR has very
high accuracy, its BA is close to the performance of the fair coin flip,
suggesting that the linear model is not as helpful in inferring the structure
on this benchmark and is underpowered, i. e. wrongly fails to reject the null
hypothesis in the majority of pairwise tests.

Dataset Model ACC BA AUROC AUPR

Lo
re

nz
96

,F
=

10 VAR 0.92±0.01 0.84±0.02 0.94±0.02 0.83±0.03

cMLP 0.97±0.01 0.96±0.02 0.96±0.02 0.91±0.05

cLSTM 0.97±0.01 0.95±0.03 0.96±0.03 0.93±0.05

TCDF 0.87±0.01 0.71±0.04 0.86±0.03 0.60±0.05

eSRU 0.97±0.01 0.95±0.02 0.96±0.02 0.94±0.03

GVAR 0.98±0.00 0.98±0.01 1.00±0.00 0.98±0.02

Lo
re

nz
96

,F
=

40 VAR 0.86±0.01 0.59±0.03 0.75±0.05 0.47±0.04

cMLP 0.68±0.03 0.81±0.02 0.98±0.02 0.96±0.03

cLSTM 0.84±0.01 0.66±0.04 0.66±0.04 0.39±0.06

TCDF 0.78±0.02 0.60±0.03 0.68±0.02 0.31±0.05

eSRU 0.87±0.01 0.89±0.02 0.93±0.02 0.83±0.03

GVAR 0.95±0.01 0.89±0.05 0.97±0.01 0.92±0.02

fM
R

I

VAR 0.91±0.01 0.51±0.02 0.62±0.04 0.18±0.05

cMLP 0.85±0.03 0.61±0.07 0.62±0.07 0.19±0.06

cLSTM 0.83±0.02 0.66±0.05 0.66±0.05 0.23±0.06

TCDF 0.90±0.02 0.73±0.06 0.81±0.04 0.37±0.13

eSRU — — 0.65±0.06 0.19±0.10

GVAR 0.81±0.07 0.65±0.05 0.69±0.07 0.29±0.12

Table 3.1: GC structure learning results on the Lorenz 96 (under F = 10 and 40)
and fMRI time series w.r.t. accuracy (ACC), balanced accuracy (BA),
and areas under receiver operating characteristic (AUROC) and
precision-recall (AUPR) curves. Results are reported as averages and
standard deviations across five independent replicates. Bold indicates
the best results, italics indicates the second best.
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3.3.5 Effect Sign Inference

In addition to inferring the GC structure in nonlinear time series, we
investigate the inference of GC effect signs (Section 3.1.1), i. e. the ability
of the models to differentiate between positive and negative interactions.
To this end, we perform inference on the multispecies Lotka–Volterra time
series (Equation 3.11), where certain Granger-causal relationships can be
labelled as positive or negative. In this experiment, we fix the order of
autoregressive dependencies to K = 1 across all models that allow explicitly
specifying this parameter.

Table 3.2 reports the accuracy for inferring the GC structure and balanced
accuracy for detecting positive and negative effects, as described in Sec-
tion 3.3.3. While most techniques are able to learn at least partially correct
causal structure, few models can differentiate the effect signs. While the
coefficients in the linear model are informative, as suggested by BApos and
BAneg, VAR fails to infer the correct structure. Surprisingly, cMLP achieves
an overall well-balanced performance, and its input-layer weights are sys-
tematically correlated with the signs of the GC effects. By contrast, cLSTM,
TCDF, and eSRU perform poorly at effect sign detection. Moreover, cLSTM,
similar to eSRU, uses the proximal gradient descent and fails to shrink its
relevant weights to zeros. Hence, we do not report its structure inference
results. As intended, the GVAR model has the best results by a margin,
especially for differentiating between positive and negative relationships.

Model ACC BA BApos BAneg

VAR 0.38±0.10 0.64±0.06 0.85±0.02 0.78±0.04

cMLP 0.83±0.04 0.83±0.04 0.89±0.03 0.85±0.08

cLSTM — — 0.49±0.03 0.60±0.04

TCDF 0.83±0.01 0.50±0.01 0.54±0.05 0.50±0.09

eSRU 0.70±0.05 0.76±0.01 0.50±0.03 0.65±0.08

GVAR 0.98±0.01 0.96±0.01 0.93±0.03 1.00±0.00

Table 3.2: GC structure learning and effect sign inference results on the mul-
tispecies Lotka–Volterra time series. In addition to accuracy (ACC)
and balanced accuracy (BA), we report balanced accuracy for
positive (BApos) and negative (BAneg) GC effects.
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Figure 3.4: Plot of the generalised coefficients across time from the GVAR model
trained on the multispecies Lotka–Volterra time series. Every trace
corresponds to a single generalised coefficient (Φθ1 (xt−1))i,j, for
1 ≤ i 6= j ≤ p. Traces are coloured according to the ground-
truth GC structure and effect signs: grey shows coefficients for
noncausal relationships, orange shows coefficients for the negative
predator→ prey relationships, pink shows coefficients for the posi-
tive prey→ predator relationships.

Figure 3.4 shows the variability in the generalised coefficients of the
GVAR model for the multispecies Lotka–Volterra time series. In particular,
we plot the coefficients

(
Φθ1 (xt−1)

)
i,j, for 1 ≤ i 6= j ≤ p, across time t. We

observe that while the generalised coefficients vary with time, their signs are
correlated with ground truth. For the effects of the predator on prey species,
the corresponding generalised coefficients are consistently negatively valued
across all time steps. Similarly, the coefficients are nearly always above zero
for the effects of prey populations on predators. Finally, the coefficients of
noncausal variable pairs fluctuate around zero and have low magnitudes.
Thus, in agreement with the results reported in Table 3.2, Figure 3.4 shows
that GVAR’s coefficients are, indeed, helpful for determining effect signs
during GC inference.

3.3.6 Ablation Analysis of the Loss Function

To explore the behaviour of the GVAR model under varying hyperparameter
values, we perform an ablation study on its loss function (Equation 3.7).
Specifically, we investigate the role of the sparsity-inducing and smoothing
penalty terms weighted by the parameters λ and γ, respectively. We run a
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Figure 3.5: Results of the ablation study on the GVAR’s loss function for the
(a) Lorenz 96 (F = 40) and (b) fMRI datasets. A grid search was
performed across values of λ and γ, which weigh sparsity-inducing
and smoothing penalties, respectively. Every cell shows the averaged
balanced accuracy (BA) for a single hyperparameter configuration.
Darker colours correspond to lower BA, and lighter colours denote
higher BA.

grid search across several values of these parameters and report changes in
the accuracy of the inferred GC structure.

Figure 3.5 displays grid search results on the Lorenz 96 and fMRI time
series. For both benchmarks, regularisation is instrumental for accurately
inferring the GC summary graph since, when both λ and γ are set to zeros,
the performance of GVAR is close to the balanced accuracy of 0.5. Similar
patterns are observed for other metrics, omitted for brevity. For Lorenz 96

(Figure 3.5a), the sparsity-inducing penalty is especially important, whereas
higher values of γ affect the performance adversely. By contrast, on fMRI
(Figure 3.5b), the highest accuracy is achieved when both penalties are
weighted highly. These observations suggest that accurate GC inference
requires careful fine-tuning of the two loss parameters.

3.4 discussion

Below, we summarise this chapter, recapitulating our main contributions to
the literature and pinpointing this work in the broader context of the current
doctoral thesis. Subsequently, we provide a comprehensive discussion of
the empirical findings described in the previous section. Additionally, we
outline several potential application examples from the biomedical domain
for the proposed method. Lastly, we reflect on this work’s limitations and
promising future directions.
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This chapter has explored structure learning in multivariate time series
with nonlinear dynamics, treating this problem from the perspective of
Granger-causal inference [152]. Specifically, we have developed an inter-
pretable neural-network-based time series model by combining the con-
ventional vector autoregression [30] with self-explaining neural networks
[84]. The resulting generalised vector autoregression uses neural networks
to learn time-varying generalised coefficients, which are regularised to
be sparse and vary smoothly with time. Furthermore, we introduce the
forward-backward stability-based thresholding procedure, which infers the
time series structure using these generalised coefficients and time-reversed
GC [170]. Since the time-varying coefficients are regularised, (i) the inferred
structure is sparse with few GC interactions, and (ii) the form of GC re-
lationships can be interpreted by inspecting the signs, magnitudes, and
variability of the corresponding coefficients. We demonstrate the efficacy of
the proposed time series model and inference technique in experiments on
synthetic data with known causal structures.

The GVAR model (Equation 3.6) extends SENNs to the autoregressive
setting in several ways. Firstly, instead of utilising a single network to
map features to a vector of varying coefficients, we jointly train several
networks to extract coefficient matrices. Furthermore, we replace the gradient
penalty in the vanilla loss function (Equation 3.5) with sparsity-inducing
and smoothing regularisers (Equation 3.7) that reflect typical assumptions
on the GC structure of the time series: (i) the causal summary graph is
sparse, and (ii) the relationships between variables evolve slowly over time.

Several salient characteristics set our method apart from the previous
related literature on neural-network-based approaches to GC discovery.
Componentwise MLP and LSTM [95] and eSRU [96] rely on inducing
sparsity in certain layers of neural networks and use weight norms to
infer GC relationships. The TCDF [101] uses attention-based scores to
assess causal interactions between variables. By contrast, GVAR builds on
the simple VAR model, augmenting it with varying coefficients that are
regularised for further interpretability. As mentioned, this approach is more
amenable to exploratory analysis and, for instance, allows the identification
of positive and negative GC effects. The most closely related concurrent
work is neural additive vector autoregression (NAVAR) by Bussmann, Nys,
and Latré [187]. This model class leverages additivity (Section 2.3.3) w.r.t.
individual variables and sparsity to improve the interpretability of GC
discovery. Observe that, in contrast, GVAR generally does not assume
additive relationships.
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Another differentiating aspect of our inference framework is the compu-
tational complexity (Section 3.2.2): while cMLP, cLSTM, eSRU, and TCDF
require training p neural networks, one modelling every variable in the time
series, our forward-backward stability-based thresholding procedure trains
2K neural networks. Thus, our approach can lead to a significantly lower
training time in high-dimensional time series with low-order autoregressive
dependencies, i. e. under K � p.

The proposed method is also related to several conventional statistical
models with time-varying coefficients [160], [188], [189], specialised variants
of VAR in particular. Although such models allow representing complex
time-varying autoregressive relationships, they rely on stricter assumptions
about the evolution of coefficients and require specialised and computa-
tionally expensive estimation routines, e. g. Bayesian Markov chain Monte
Carlo (MCMC) methods. Using neural networks allows GVAR to simplify
and speed up the fitting without making restrictive assumptions.

Finally, another technical contribution of this chapter is using time-
reversed GC and stability in the context of nonlinear GC inference. While
TRGC has been studied extensively in the preceding literature [170]–[172],
our work is among the first to incorporate this concept into a neural-
network-based framework. The resulting forward-backward stability-based
thresholding procedure allows inferring the adjacency matrix of the GC
summary graph. Other related techniques rely either on sparsity penalties
and proximal gradient descent [95], [96] or statistical testing [101].

We now turn to the empirical findings presented in the current chap-
ter. We have performed a comprehensive evaluation of the GVAR model
and stability-based thresholding alongside relevant baseline techniques.
The evaluation was conducted on several synthetic time series datasets
(Section 3.3.2) with known ground-truth GC structures (Figure 3.3). Further-
more, to demonstrate the interpretability of GVAR, we applied it to the GC
effect sign inference on the specially designed multispecies Lotka–Volterra
model (Equation 3.11), which features exclusively positive and negative
effects among some variables.

On the Lorenz 96 (Equation 3.9) and fMRI time series, we observed that
GVAR attained overall well-balanced performance at structure learning
across all metrics considered (Table 3.1). While our method achieved su-
perior results compared to baselines under two different forcing constant
values on Lorenz 96, for the fMRI time series, TCDF considerably outper-
formed our and other techniques. Nevertheless, the performance of TCDF
was not satisfactory on several other benchmarks (Tables 3.1–3.2). Our struc-
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ture learning experiments also demonstrated that the proximal gradient
descent utilised by cMLP, cLSTM, and eSRU to train sparse neural networks
is not always effective and sometimes fails to shrink any weights to exact ze-
ros. In general, we conclude that GVAR combined with forward-backward
stability-based thresholding performs comparably to other neural-network-
based approaches for time series GC structure learning under nonlinear
dynamics.

For the effect sign inference on the Lotka–Volterra model, GVAR consid-
erably outperformed other approaches (Table 3.2), attaining near-perfect
accuracy. This finding matches our expectations, as the GVAR model is, by
design, interpretable and can be leveraged to explore GC relationships via
generalised coefficients that are sparse and slowly varying (Figure 3.4). By
contrast, in most other neural networks, the statistics we defined for GC
inference were not correlated with effect signs, except for cMLP, which per-
formed better than the linear VAR model. Thus, our method is competitive
at structure inference and more interpretable than sparse neural networks
and attention-based models.

Lastly, we explored the GVAR’s loss function (Equation 3.7) in an ablation
experiment by varying hyperparameters λ and γ (Figure 3.5) corresponding
to the weights of sparsity-inducing and smoothing penalties. The results
suggest that both regularisation terms are crucial for accurately inferring
the GC structure. Therefore, the introduction of both regularisers is justified
by our empirical findings. In practice, both parameters would need to be
carefully fine-tuned, for instance, on held-out data or following a procedure
similar to the stability selection [175].

3.4.1 Potential Applications

The findings described above focus entirely on the synthetic datasets, the
evaluation on which is endemic to time series structure learning literature,
given the lack of real-world benchmarks with known ground-truth causal
relationships. This section provides concrete examples of the potential
use cases for nonlinear time series structure learning methods from the
biomedical application domain. Figure 3.6 contains schematic summaries of
the experimental setups of the three application scenarios outlined below.

The human organism can be thought of as a network of complex and
continuously interacting physiological systems [190]. Thus, inferring in-
teractions from longitudinal observations can help understand fundamen-
tal relationships and processes within the human body. One example is
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(a) Breathomics and sleep stage data analysis to understand the relationship
between human sleep and metabolism. Taken from Marcinkevics [191].

(b) Intracranial stereoelectroencephalogra-
phy (SEEG), photoplethysmography
(PPG), and electrodermal activity
(EDA) analysis. Taken from Hatteland
et al. [193]. © 2021 IEEE.

(c) Multisensory home-device and self-
reported symptoms data analysis in
chronic obstructive pulmonary disease
(COPD). Taken from Xiao et al. [194].

Figure 3.6: Examples of potential biomedical applications of nonlinear time se-
ries structure learning from the related literature. Structure learning
can uncover temporal relationships between biosignals to (a, b) help
understand fundamental interactions in human physiology and
(c) identify data modalities relevant to forecasting patients’ outcomes.

the relationship between human metabolism and sleep [191], [192] (Fig-
ure 3.6a), which is poorly understood and can be elucidated using an-
alytical techniques from chemistry, medical diagnostic tools, and time
series analysis methods, such as the one introduced in this chapter. In
particular, Nowak et al. [192] leverage neural-network-based GC inference
techniques to analyse autoregressive dependencies between sleep stage
transitions derived from polysomnography and metabolic activity given by
volatile organic compound abundance in the exhaled breath measured us-
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ing high-frequency mass spectrometry. The latter analysis is often referred
to as breath metabolomics or breathomics [195]. In this context, GVAR and
forward-backward stability-based thresholding can help infer sparse and
interpretable relationships between sleep states and numerous metabolites,
allowing us to hypothesise which volatile organic compound abundances
are driven up or down during specific stages of sleep.

Another related application scenario is the exploration of the relation-
ships between peripheral and brain biosignals [193] (Figure 3.6b). Similar
to the use case above, many uncertainties surround relationships between
autonomic peripheral activity and brain autonomic centres. To this end,
Hatteland et al. [193] analyse associations between electrodermal activity,
photoplethysmographic signals, being proxies for sweat response and heart
rate, respectively, and stereoelectroencephalography (SEEG) data, compris-
ing encephalographic (EEG) signals recorded from electrodes implanted
into the brain. Specifically, this study resorts to variable importance and
attribution measures (Section 2.4.1) to localise the relationships learnt by
convolutional neural networks (CNN) between peripheral activity and in-
dividual brain regions. Rather than utilising post hoc explanation methods,
which are not always faithful to the black-box models they attempt to ex-
plain [11], we can cast this setting into a GC inference problem and leverage
GVAR in combination with CNN architectures. Expectedly, the applications
to EEG data give rise to domain-specific research challenges and questions,
e. g. the lack of perfect correspondence among electrode locations [196]
across different study subjects and irregular time series sampling [197].

Another example summarised in Figure 3.6c is the analysis of wearables
and self-reported symptoms data [194]. Xiao et al. [194] leverage sparse
neural networks to identify groups of time series variables (modalities)
most helpful in forecasting self-reported disease severity in chronic ob-
structive pulmonary disease (COPD) patients home-monitored long-term
using multiple (mainly) wearable sensors [198]. Extraction of such pre-
dictive relationships and identification of the most important modalities
(i) allow removing the burden from the doctors, caretakers, and patients
by automating disease severity assessment and providing forecasts and
(ii) facilitate cost reduction for the measurement setup in future studies
and at deployment. The key challenge in applying GVAR in this context
is the group structure among time series variables and the need for the
joint selection of variable groups defined by modalities. While the GVAR’s
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loss function includes the sparsity-inducing penalty, it can be, in addition,
readily extended to the group [71] or adaptive structures [73].

To summarise, this section has outlined a few concrete applied prob-
lems from the biomedical domain (Figure 3.6), where time series structure
learning and, specifically, our methods can be utilised. Given that the exper-
iments described in the current chapter (Section 3.3) are limited to relatively
simple benchmarks, tackling real-world scenarios, such as those outlined
above, is one of the directions of future research. Naturally, differences
and particularities in application domains and modelling problems pose
additional challenges and requirements towards the models and inference
frameworks, e. g. high dimensionality (Figure 3.6a), complex and varying
measurement setups (Figure 3.6b), and multiple data sources (Figure 3.6c).

3.4.2 Limitations

The principal limitations of the GVAR model and inference framework are
associated with the implicit assumptions generally related to Granger-causal
inference [199]. Violations of these assumptions may lead to erroneous and
misleading conclusions. For example, Granger-causal analysis assumes
that the set of variables observed is causally sufficient, i. e. no unobserved
confounders exist. Likewise, all the models in this chapter assume that
the GC summary graph is fixed and does not evolve with time. Lastly, the
inferred causal structures can be invalid when the methods are applied
to under- or irregularly sampled time series without further precaution.
Understanding, alleviating, and relaxing these restrictions comprise one
fundamental research problem in causality.

Self-explaining neural networks at the basis of GVAR are closely related
to the so-called amortised explanation methods [200]. Prior literature [200] has
raised concerns regarding this class of methods. Specifically, it has been
shown that such models tend to encode predictions into interpretations
as part of the feature selection. We hypothesise that the GVAR is subject
to similar limitations, and its coefficients may not be fully interpretable as
they may encode forecast-related information.

From the computational perspective, the GVAR model (Equation 3.6)
and forward-backward stability-based thresholding (Algorithm 1) present
some tradeoffs compared to related neural-network-based GC inference
methods. As mentioned above, we train 2K networks for the whole time
series instead of utilising a separate neural network for each variable. While
such an approach can considerably reduce the training time when the order
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of autoregressive relationships is smaller than the number of variables, it
leads to higher memory complexity since the networks Φθk have to output
generalised coefficient matrices with p× p elements.

Another practical limitation generally applicable to all GC methods
reliant on sparsity-inducing penalties is the challenges associated with hy-
perparameter tuning. Experimentally, we observed that the accuracy of the
inferred causal structure was poorly correlated with the forecasting error
on the held-out data. Thus, it may not be prudent to naïvely choose values
for the parameters λ and γ (Equation 3.7) by minimising the validation-set
error. Instead, it may be wiser to resort to more sophisticated model selec-
tion procedures, e. g. ones guided by stability [175]. Practical approaches to
model selection in time series structure learning should constitute one of
the research questions for future work.

Finally, as outlined in Section 3.4.1, a substantial limitation of the cur-
rent experimental setup is the sole focus on synthetic benchmarking data
with moderate dimensionality and simple dependency structures. A more
diverse and well-rounded set of experiments is warranted to validate our
methods, for instance, on higher-dimensional simulated gene regulatory
networks [201] and in the real-world scenarios described in Section 3.4.1.

3.4.3 Future Work

The model and inference framework introduced in this chapter open many
promising venues for future work. Empirically, as outlined in Sections 3.4.1–
3.4.2, the current experimental setup should be extended to higher com-
plexity and more realistic inference problems. Methodologically, many
additional practical considerations can be incorporated into the method, for
example, a principled treatment of variable groups [71] or even a learnable
structure among the variables [73]. Since the GVAR produces time-varying
generalised coefficient matrices, instead of assuming a fixed causal structure,
it would be interesting to explore the inference of varying GC relationships
[202], specifically in the context of highly nonstationary time series. The
current implementation of GVAR resorts to utilising a linear link function
and raw time series values as concepts (Definition 3.1.2). Using more spe-
cialised link functions, our framework can be applied to modelling point
processes [203] and categorical time series [204]. Using and, possibly, learn-
ing concepts could provide a helpful inductive bias and reduce the model
complexity associated with training a neural network for each lag. Beyond
these model design adjustments, further performance improvements could
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be achieved by utilising more specialised architectures, for instance, CNNs
applied in the frequency domain [193], [205] and recurrent networks in the
spirit of the techniques by Tank et al. [95] and Khanna and Tan [96].

3.5 summary

This chapter tackled the design of interpretable models for handling tem-
poral data and modelling autoregressive dependencies in the context of
inferring nonlinear, multivariate Granger causality. Time series data are
pertinent to many application domains, including biology and medicine,
where many experiments and observations are conducted over long peri-
ods of time on a small set of selected measurement units. Understanding
high-dimensional, nonlinear, and evolving cross-time dependencies among
the covariates measured can shed light and provide a more systematic
perspective on underlying processes and potentially causal relationships.

In particular, drawing on self-explaining neural networks and classi-
cal vector autoregression, we introduced a neural-network-based model,
which extracts sparse and smoothly time-varying coefficients representing
locally linear autoregressive relationships. Additionally, we developed a
stability-based thresholding procedure that leverages time-reversed Granger
causality to identify significant GC relationships based on the time-varying
coefficients. We demonstrated the efficacy of this model and thresholding
procedure in inferring GC relationships and the signs of interactions on
several synthetic benchmarking datasets with known generative mecha-
nisms and causal structures. Our experimental findings suggest that the
proposed technique is a viable alternative to sparse neural networks, pro-
viding competitive structure inference results and being more interpretable
and helpful for exploratory analysis.



4
P R O T O T Y P E - B A S E D E X P L A N AT I O N S F O R D E E P
S U RV I VA L A N A LY S I S

Next to the longitudinal observation treated in Chapter 3, a salient feature of
healthcare datasets is the inclusion of outcome variables often encompassing
time to adverse events, e. g. disease progression or recurrence and death.
The techniques aimed at understanding associations between the observed
covariates and survival time are broadly referred to as survival analysis
[206], [207] and form a whole branch of biostatistics. The key distinguishing
challenge of survival analysis is censoring: often, the outcome variable is
observed only partially, for instance, for subjects who have withdrawn from
the study.

Recent research efforts [208]–[213] have focused on developing neural-
network-based approaches to survival analysis directly applicable to high-
dimensional and unstructured inputs. A drawback of these powerful mod-
els is their opacity and lack of practitioner’s insight into the nonlinear
relationship between the covariates and time to event. In this chapter, we
adopt a holistic perspective on deep survival analysis and introduce a fully
probabilistic generative mixture model, allowing, in addition to classical
survival regression, to conduct cluster analysis and utilise learnt clusters
as prototype-based explanations (Section 2.4.4) elucidating the relationship
between the covariates and survival time. The proposed model is locally
interpretable and, owing to the previous advancements in stochastic gra-
dient variational inference [105], readily scalable to high-dimensional and
unstructured datasets.

In the remainder of this chapter, we provide the background behind
survival regression and cluster analysis and generative and mixture mod-
elling techniques. Subsequently, we introduce our method for interpretable
neural-network-based survival analysis. After that, we describe the experi-
mental setup and report empirical findings on several (semi-)synthetic and
real-world problems, including an application to medical imaging data. We
conclude with a detailed discussion of our contributions and findings. Most
of this chapter is based on the contents and text of the published article “A
Deep Variational Approach to Clustering Survival Data” [214].

65
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4.1 background

To motivate the problem setting and justify model design choices, in this
section, we introduce basic concepts relevant to the current chapter, such as
survival analysis, generative modelling with variational autoencoders, and
mixture regression models, providing a brief overview of the related work
in these domains.

4.1.1 Survival Analysis and Clustering

The analysis of survival data is concerned with modelling the relationship
between covariates, x, and time to the event of interest, t, the latter being
censored for some measurement units. Figure 4.1 shows an example of
censored and uncensored survival times observed for a few high-grade
glioma patients. In this case, t corresponds to the time to death elapsed
from the patient’s enrolment in the study.

Time since Enrolment, days

Su
bj

ec
ts

Figure 4.1: An example of survival times (in days) from the enrolment in the
study for a subset of a high-grade glioma patient cohort (Section 4.3.1).
Segments ending in “×” correspond to observing the event of interest,
and “•” denotes censoring.

Survival data can be represented as tuples {(xi, δi, ti)}N
i=1, where δi is

the censoring indicator and ti is the observed survival time. In this chapter,
we limit our analysis and methods to so-called right-censored data [215].
Right censoring usually occurs when study subjects withdraw for external
reasons. In particular, if the i-th data point was censored, δi = 0 and the
observed ti corresponds to the censoring time, being a lower bound on
the survival time. By contrast, in uncensored data points, δi = 1 and ti
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equals the time to event. We assume that censoring is noninformative, i. e.
independent of the subject’s survival beyond censoring [206].

Survival analysis features a few quantities of interest. The survival func-
tion S (t|x) refers to the probability of the unit surviving beyond time t
given its features x [216]. The lifetime distribution function is directly related
to the survival function and is given by F (t|x) = 1− S (t|x). In turn, assum-
ing F is differentiable, the density function is defined as f (t|x) = d

dt F (t|x).
Finally, the hazard function, corresponding to the instantaneous rate of event
occurrence, is given by h (t|x) = f (t|x)

S(t|x) .
Conventional statistical models for survival analysis impose strict as-

sumptions on the form of the functions mentioned above. A classic example
is the proportional hazards (PH) model introduced in the seminal work by
Cox [216], which directly defines the hazard function as follows:

h (t|x) = h0 (t) exp
{

β>x
}

, (4.1)

where h0 is the baseline hazard function corresponding to x = 0, and β is the
coefficient vector. In Equation 4.1, the term exp

{
β>x

}
is the proportionate

increase or decrease in risk for the data point with covariates x.
Arguably, an even more direct approach is adopted by the accelerated

failure time (AFT) models [217], where, instead of having a multiplicative
effect on the hazard function (Equation 4.1), x acts multiplicatively on the
time:

t = exp
{

β>x
}

t0, (4.2)

where t0 denotes an exponentiated error term. Interestingly, the two models
defined above (Equations 4.1–4.2) can be reconciled by assuming that the
survival times follow a Weibull distribution [206] with the density function
given by:

f (t; λ, k) =
k
λ

(
t
λ

)k−1
exp

{
−
(

t
λ

)k
}

, (4.3)

where λ, k > 0 are the scale and shape parameters of the distribution. In
practice, the dependency on the covariates is modelled by representing
these distribution parameters as simple functions of x.
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The parameters of the survival models, such as AFT and Cox PH, are
conventionally optimised by maximising the likelihood or partial likelihood
function [218], which, assuming given right-censored and IID data, can be
written as

N

∏
i=1

f (ti|xi)
δi S (ti|xi)

1−δi =
N

∏
i=1

h (ti|xi)
δi S (ti|xi) . (4.4)

Observe that if the i-th data point was not censored, its contribution to the
likelihood above amounts to the factor of f (ti|xi). By contrast, a censored
data point contributes a factor of S (ti|xi), which, by definition, corresponds
to the probability of surviving beyond the observed censoring time.

Cox PH and AFT models assume a simple log-linear relationship between
the covariates and the hazard function or survival time (Equations 4.1–4.2).
Machine learning literature has explored alternative methods to alleviate
this and other limitations. For example, building on the success of random
forests [4], Ishwaran et al. [219] apply tree-based ensembles to survival
regression. Instead of the conventional linear predictor in Equation 4.1,
Faraggi and Simon [208] utilise neural networks to map subjects’ features to
risk. A similar approach with modern network architectures and a focus on
treatment recommendation is investigated by Katzman et al. [210]. Kvamme,
Borgan, and Scheel [212] extend this framework beyond the PH assumption.
By contrast, Ranganath et al. [209] adopt a Bayesian generative perspective
using deep latent variable models [220] to relate the covariates and survival
time. Yet another family of methods treats the time to event as a discrete
ordinal variable and tackles the more advanced setting of competing risks
[211]. A research direction closely related to the current chapter is mixtures
of regression models and methods for the cluster analysis of survival data,
briefly overviewed in the remainder of this section.

Cluster analysis of survival data is an under-explored research problem
with applications to exploratory data analysis and patient subgroup iden-
tification [221]. In contrast to the conventional survival analysis, where
the quantities of interest mainly relate the covariates to the survival time,
in clustering, we additionally consider an unobserved (latent) cluster as-
signment variable, denoted by c throughout this chapter. In this scenario,
the challenge is twofold: (i) inferring the unobserved cluster assignment
and (ii) modelling the survival time distribution given the covariates and
inferred cluster label. Thus, for example, for the i-th data point, the survival
function is given by S (ti|xi, ci), where time is conditioned on the cluster
assignment and the covariates.
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Figure 4.2: A schematic summary of the survival cluster analysis. The patient
population consists of three groups with disparate survival functions
and varying relationships between the covariates and survival. The
task is to (i) infer cluster assignments and (ii) model the time to event
given the covariates and cluster label.

Figure 4.2 shows a schematic summary of the survival cluster analysis.
Herein, the general patient population comprises three groups, or clusters,
characterised by varying survival functions and relationships between the
covariates and time to event. For instance, in group 3, treatment A has a
considerably stronger effect on survival than in group 2. In addition to
the survival functions and covariate effects, the groups may present with
different feature distributions similar to the conventional unsupervised
clustering setting.

The survival cluster analysis problem outlined above is especially rele-
vant from the perspective of precision medicine [222], which seeks a more
personalised approach to patient management. Opposed to classical un-
supervised clustering, which is not guaranteed to discover groups related
to differences in survival time distributions and covariate effects [223], a
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semisupervised learning approach would allow to jointly consider survival
times and features and discover structures such as the one summarised
in Figure 4.2. In general, identifying such patient subpopulations from
healthcare data can facilitate a deeper understanding of diseases and the
development of novel management strategies [224].

Several lines of related work tackle the problem of clustering and group-
based survival analysis. Bair and Tibshirani [223] introduce a semisuper-
vised clustering technique comprising preselection of predictors correlated
with survival time using a Cox PH model and k-means clustering per-
formed on the chosen feature subset. By contrast, Ahlqvist et al. [221] apply
Cox PH regression to the groups discovered by k-means and hierarchical
clustering in a cohort of diabetic patients. Another line of research focuses
on differentiating between long- and short-term survivors using mixtures
of regression models and clustering methods [225], [226]. Xia et al. [227]
adopt a multitask approach to outcome-driven clustering of acute coronary
syndrome patients.

Beyond the efforts mentioned above, a few works are very closely related
to the scope of the current chapter. Chapfuwa et al. [228] introduce survival
cluster analysis (SCA), which leverages a truncated Dirichlet process and
time-to-event prediction on neural network representations. Similarly, deep
survival machines (DSM) by Nagpal, Li, and Dubrawski [213] fit a finite
mixture of Weibull models on the embeddings produced by an encoding
neural network. A similar class of models is deep Cox mixtures (DCM) [229],
which also regularise the network’s representations by imposing a prior
distribution and utilise a mixture of Cox regression instead of the Weibull
models. Last but not least, Liverani et al. [230] introduce a fully generative
clustering method for collinear survival data building on the Bayesian
profile regression (PR) [231]. This method equips a Dirichlet process with a
mixture of cluster-specific Weibull models.

4.1.2 Variational Autoencoders

The model for explainable nonlinear survival analysis introduced in this
chapter (Section 4.2) is a deep latent variable model (LVM) [232], [233] mainly
based on variational autoencoders (VAE) [105] and their extensions to
unsupervised clustering [234], [235]. Below, we provide a basic introduction
to this class of deep generative models.

In the spirit of representation learning [104], LVMs assume that observed
variables x can be directly explained by latent (unobserved) variables z,
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z x

Figure 4.3: Directed acyclic graph representing generative assumptions of a latent
variable model. Shaded nodes correspond to observed variables, and
unshaded nodes denote unobserved (latent) variables.

where the latter typically correspond to high-level generative factors. The
generative process assumed by LVMs is summarised as a graphical model
in Figure 4.3. More formally, first, latent variables z are sampled from a
prior distribution p (z). Subsequently, the observed covariates x are sampled
from a conditional distribution p (x|z). Thus, the likelihood of the observed
data is given by

p (x) =
∫

p (x|z) p (z) dz. (4.5)

Classic examples of latent variable modelling include probabilistic principal
component [232], factor, and latent class analyses [236].

As mentioned, a variational autoencoder [105] is a deep latent variable
model in that the conditional distribution p (x|z) is parameterised by a
(deep) neural network [237] and, therefore, is denoted by pθ (x|z). The
underlying network is often referred to as a decoder or generative network.
In this setting, the integral in Equation 4.5 is intractable, and so is the
posterior distribution pθ (z|x) = pθ (x|z) pθ (z) /pθ (x). Hence, VAEs resort to
amortised variational inference [238], where the true posterior is approximated
by the distribution qφ (z|x) with variational parameters φ. To avoid per-data-
point optimisation, similar to the generative model, the variational posterior
is parameterised by a neural network called an encoder or recognition network.

In practice, VAE model parameters θ and φ are optimised by maximising
a lower bound on the log-likelihood of the observed data (Equation 4.5),
namely:

log pθ (x) ≥ Eqφ(z|x) log pθ (x|z)− DKL
(
qφ (z|x) ‖pθ (z)

)
, (4.6)

where DKL denotes the Kullback–Leibler (KL) divergence. Intuitively, the
term Eqφ(z|x) log pθ (x|z) corresponds to the reconstruction loss, whereas
the KL divergence is a regularisation term. The RHS in Equation 4.6 is
the evidence lower bound (ELBO); its step-by-step derivation is provided in
Appendix B.1.

The objective above is typically simplified by assuming the standard
multivariate normal distribution as the prior, denoted by p (z), and a Gaus-
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sian distribution with a diagonal covariance matrix for qφ (z|x). The ELBO
allows optimising all parameters jointly using gradient methods. In particu-
lar, differentiable sampling is facilitated by the so-called reparameterisation
trick [105], [239].

Salient advantages of the framework introduced by Kingma and Welling
[105] are that it can be readily adapted beyond the vanilla representation
learning scenario and that practitioner’s generative assumptions can be
explicitly and interpretably specified as, for instance, graphical models
[240] and incorporated into the learning. As a result, many extended VAE
variants have been considered in the literature, e. g. works by Kingma et al.
[241], Sohn, Lee, and Yan [242], and Wu and Goodman [243] are just a few
examples. Particularly relevant to the scope of this chapter are the methods
for generative unsupervised clustering introduced by Dilokthanakul et al.
[234] and Jiang et al. [235].

Herein, we will briefly introduce the variational deep embedding (VaDE)
model [235], which helps understand the design choices behind the method
in Section 4.2. VaDE combines VAEs with Gaussian mixture models (Sec-
tion 4.1.3) by introducing an additional latent cluster assignment variable
c ∈ {1, . . . , K}, thus facilitating end-to-end generative unsupervised clus-
tering. In VaDE, the posterior distribution is given by qφ (z, c|x), and the
ELBO may be written as

Eqφ(z,c|x) log pθ (x|z)− DKL
(
qφ (z, c|x) ‖p (z, c)

)
, (4.7)

where p (z, c) is the Gaussian mixture prior. Note that, similar to the ELBO
of VAE (Equation 4.6), the first term in Equation 4.7 corresponds to the
reconstruction loss, whereas the second term regularises the posterior
distribution, assuming the mixture of Gaussians prior. A detailed discussion
of the generative process and other assumptions made by VaDE is omitted
for brevity; however, we provide a commentary on some of these aspects in
the following sections.

4.1.3 Mixture Models

Yet another class of methods employing latent variables (Figure 4.3) are
mixture models [244]. Generally, mixture models are useful for clustering
and nonlinear regression, building on the assumption that observations
originate from several distinct subpopulations. In mixture models, the latent
variables are discrete and correspond to the cluster (group) assignments.
The current literature contains many variants of these models extending to



4.2 variational deep survival clustering 73

(semi-)supervised learning scenarios, for example, mixtures of experts [245],
[246] and mixtures of regression models [247]. As mentioned in Section 4.1.1, a
few related works also explore mixture modelling approaches to survival
analysis [213], [228]–[230].

In the unsupervised setting, a classic example is the Gaussian mixture
model (GMM) [248], leveraged for clustering by the VaDE discussed in
Section 4.1.2. As in other LVMs (Equation 4.5), for GMMs, the likelihood
of the observed data is given by ∑K

c=1 p (x|c) p (c). Herein, the prior is a
categorical distribution p (c) = πc, where, for c ∈ {1, . . . , K}, πc ≥ 0 and
∑K

c=1 πc = 1. Assuming x ∈ Rp, the conditional distribution is multivariate
normal:

p (x|c) = 1√
(2π)p |Σc|

exp
{
−1

2
(x− µc)

> Σ−1
c (x− µc)

}
, (4.8)

where µc ∈ Rp and Σc ∈ Rp×p are the cluster-specific mean vector and
covariance matrix; additional inductive biases may be introduced into the
generative model by imposing assumptions on the structure of the cluster-
specific covariance matrices. Like for other LVMs, the inference problem
amounts to estimating the posterior distribution p (c|x) and is typically
solved using the expectation–maximisation (EM) algorithm [249].

4.2 variational deep survival clustering

The chief contribution of this chapter is a novel probabilistic approach
to deep survival and cluster analysis (Figure 4.2). The model introduced
in this section allows for the interpretation of nonlinear relationships be-
tween the covariates and survival time in terms of cluster assignments and
cluster-specific parameters, which effectively comprise prototype-based ex-
planations. Our variational deep survival clustering (VaDeSC) model builds on
the techniques for unsupervised clustering in the deep variational setting
[235] and approaches for deep survival analysis and mixture modelling
[209], [213], [230] by augmenting a generative clustering model with cluster-
specific survival functions. This framework can capture heterogeneities
in the distributions of covariates and survival times, as well as varying
relationships between the two. Figure 4.4 provides a schematic overview of
the VaDeSC model. Note that, for legibility, the figure depicts a concrete
example with two clusters, although the model is generally applicable to
any given number of components. In the following sections, we describe
the model’s generative assumptions and structure, following the notation
and terminology introduced in Section 4.1.
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Figure 4.4: A schematic overview of the variational deep survival clustering
model. An encoder neural network (gφ) maps covariate vectors (x)
to low-dimensional latent representations (z). The representations
are regularised by a mixture of Gaussians prior. Each observation
is assigned to a cluster (c) conditional on the representation and
observed survival time (t). The latent space is equipped with Weibull
models, which relate representations to the scale parameter of the
survival time distribution via cluster-specific coefficients (β). Finally,
the decoder ( fθ) reconstructs representations in the feature space (x̂).
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4.2.1 Generative Model

The generative model is based on the informal definition of the survival
cluster analysis problem outlined in Section 4.1 and motivated by prototype-
based explanations (Section 2.4.4), specifically, the Bayesian case model [138].
Thus, the variational deep survival clustering with K components assumes
the following generative process per data point:

1. Sample a cluster assignment c ∼ Categorical (π), where

π =
(

π1 · · · πK

)>
, πj > 0, for 1 ≤ j ≤ K, are prior cluster

probabilities s.t. ∑K
j=1 πj = 1. We will use p(c) as a shorthand for this

categorical prior distribution.

2. Sample a latent representation z ∼ N (µc, Σc), where µ =
{

µj
}K

j=1

and Σ =
{

Σj
}K

j=1 are cluster-specific mean vectors and covariance

matrices. Let p (z|c) denote the distribution over latent variables given
the cluster assignment.

3. Sample a feature vector x ∼ pθ (x|z), where the distribution pθ (x|z)
is parameterised by a decoder fθ. The conditional distribution needs
to be chosen depending on the data type. For example, for con-
tinuous covariates, we assume that x ∼ N (µθ, diag (σθ)), where
(µθ, σθ) = fθ (z). By contrast, for binary covariates, we assume
x ∼ Bernoulli (µθ). Other design choices may be appropriate for
alternative data types, e. g. for count or categorical features.

4. Sample a survival time t ∼ p (t|z, c). Observe that the distribution is
cluster-specific; details are provided in Section 4.2.2. Similar to the
conventional survival analysis (Section 4.1.1), the observed time is
censored depending on the indicator δ. We assume that censoring is
noninformative.

The generative process above resembles that of the VaDe by Jiang et al.
[235] in combining variational autoencoder and Gaussian mixture models
(Sections 4.1.2–4.1.3). Figure 4.5 summarises data-generating assumptions as
a graphical model using plate notation. Note that some survival distribution
parameters shown in the graph are introduced in Section 4.2.2. Importantly,
these assumptions induce a helpful factorisation of the likelihood described
in Section 4.2.3 and allow utilising clusters and mean vectors as prototypes
in explaining the complex relationship between x and t.
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Figure 4.5: Directed acyclic graph representing generative assumptions of the
variational deep survival clustering model. The plates correspond
to cluster-specific parameters (K) and per-data-point variables (N).
Shaded nodes correspond to observed variables, and unshaded nodes
denote latent variables and parameters.

4.2.2 Survival Model

The generative process above (Figure 4.5) assumes that the observed sur-
vival time depends directly on the censoring indicator, cluster assignment,
and latent representation. Similar to several closely related approaches
[209], [213], [230], we assume that conditional on the variables mentioned,
the uncensored survival time is sampled from the Weibull distribution
(Equation 4.3) with the shape parameter k > 0 and the scale parameter
determined by the latent variables z and cluster assignment c. Including
our assumptions about the censoring mechanism (cf. Equation 4.4), the
conditional distribution of the survival time is given by

p (t|z, c) = f (t; λ (z, c) , k)δS (t|z, c)1−δ

=

[
k

λ (z, c)

(
t

λ (z, c)

)k−1
exp

{
−
(

t
λ (z, c)

)}]δ

·
[

exp

{
−
(

t
λ (z, c)

)k
}]1−δ

,

(4.9)

where the scale parameter is defined as follows:

λ (z, c) = softplus
(

β>c z
)
= log

(
1 + exp

{
β>c z

})
. (4.10)
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In Equation 4.10, β =
{

β j
}K

j=1 denote cluster-specific coefficient vectors,
which relate the latent space to the scale of the Weibull distribution via the
softplus function, a smooth version of the rectified linear unit (ReLU). Note
that, in the first line of Equation 4.9, S (t|z, c) =

∫ ∞
τ=t f (τ, λ (z, c) , k) dτ.

Under the specified distribution, the expected uncensored survival time
is λ (z, c) · Γ (1 + 1/k), and the median is λ (z, c) · (ln 2)1/k, where Γ is the
gamma function.

One design choice reflected by Equation 4.9 is that the scale parameter
λ (z, c) is cluster- and instance-specific, whereas the shape parameter k is
global. More flexible formulations are viable; for example, in the mixture
model by Liverani et al. [230], shape parameters are learnable and cluster-
specific. The assumption of the Weibull distribution is yet another design
decision and is justified by this distribution’s unique property of being
both proportional and accelerated (Section 4.1.1) [206], [250]. In this specific,
other survival time modelling approaches are possible, e. g. mixtures of
semiparametric models proposed by Nagpal et al. [229].

4.2.3 Evidence Lower Bound and Optimisation

Following generative and model assumptions from Sections 4.2.1–4.2.2, the
likelihood of the observed data can be written as

p (x, t) =
∫ K

∑
c=1

p (x|t, z, c) p (t, z, c) dz

=
∫ K

∑
c=1

pθ (x|z) p (t|z, c) p (z|c) p (c) dz,

(4.11)

where the factorisation in the second line follows from the conditional
independences implied by the graph in Figure 4.5. Observe that the like-
lihood function above corresponds to a single observation, and a product
of terms needs to be considered for a dataset of IID points. Note that
Equations 4.9 and 4.11 treat censoring indicators as fixed inputs. Finally,
recall that p (t|z, c) depends on the cluster-specific parameters β, p (z|c)
depends on µ and Σ, and p (c) is defined based on π. We have omitted
these dependencies in our notation for legibility.

Following the approach discussed in Section 4.1.2, we resort to amortised
variational inference to approximate the intractable posterior distribution
pθ (z, c|x, t) with qφ (z, c|x, t) parameterised by an encoder neural network
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gφ. As in Appendix B.1, we derive a lower bound on the log-likelihood of
the observed data:

log p (x, t) = log
∫ K

∑
c=1

pθ (x|z) p (t|z, c) p (z|c) p (c)
qφ (z, c|x, t)
qφ (z, c|x, t)

dz (4.12)

≥ Eqφ(z,c|x,t) log
pθ (x|z) p (t|z, c) p (z|c) p (c)

qφ (z, c|x, t)
, (4.13)

where Equation 4.13 is implied by the Jensen’s inequality. Similar to the
VaDE model by Jiang et al. [235], we assume the following factorisation of
the variational distribution:

qφ (z, c|x, t) ··= qφ (z|x) q (c|z, t) , (4.14)

where, intuitively, qφ (z|x) corresponds to the encoder and q (c|z, t) is the
soft cluster assignment. Equation 4.14 is somewhat similar to the factori-
sation proposed by Jiang et al. [235] based on the mean-field assumption.
Although the latter does not fully translate to the specific factorisation
above, we observe that the performance of the VaDeSC in the experiments
is encouraging (Section 4.4). Moreover, under this factorisation, the en-
coding and cluster assignment are separated, and representations are not
conditioned on the survival time, which is typically missing at inference.

Another trick we borrow from the VaDE [235] is to replace the variational
approximation q (c|z, t) from Equation 4.14 with the distribution p (c|z, t):

q (c|z, t) ··= p (c|z, t) =
p (z, t|c) p (c)

∑K
c′=1 p (z, t|c′) p (c′)

=
p (t|z, c) p (z|c) p (c)

∑K
c′=1 p (t|z, c′) p (z|c′) p (c′)

.
(4.15)

Alternatively, q (c|z, t) may be parameterised by a neural network classifier
with learnable parameters. Nevertheless, we resort to Equation 4.15 to
reduce computational costs and mitigate potential training instability and
overfitting.

Finally, as for the conventional VAEs [105], we assume a multivariate
normal distribution with a diagonal covariance matrix for qφ (z|x). Thus,
the output of the encoder is given by

(
µφ, σφ

)
= gφ (x), and the resulting

variational posterior corresponds to N
(
µφ, diag

(
σφ
))

.
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Given all the assumptions explained above, the ELBO from Equation 4.13

can be rewritten in the following form:

Eqφ(z|x)p(c|z,t)
[

log pθ (x|z)︸ ︷︷ ︸
1

+ log p (t|z, c)︸ ︷︷ ︸
2

+ log p (z|c)︸ ︷︷ ︸
3

+ log p (c)︸ ︷︷ ︸
4

− log qφ (z, c|x, t)︸ ︷︷ ︸
5

]
= Eqφ(z|x)p(c|z,t)

[
log pθ (x|z) + log p (t|z, c)

]
− DKL

(
qφ (z, c|x, t) ‖p (z, c)

)
.

(4.16)

Note the resemblance between Equations 4.16 and 4.7. Similar to the VaDE,
the ELBO of the VaDeSC model includes a reconstruction loss and the
Kullback–Leibler divergence, regularising the variational distribution. Be-
low, we comment on each of the terms of the lower bound marked by black
circles in Equation 4.16.

1 The first summand is the conventional reconstruction term. Similar
to the rest of the ELBO terms, it can be approximated using the stochastic
gradient variational Bayes (SGVB) estimator [105]. Assumptions on the
distribution pθ (x|z) comprise one of the design choices in our method
and are determined by the type of covariates (Section 4.2.1). For example,
assuming x consists of p binary features, the reconstruction term can be
specified and approximated as

Eqφ(z|x)p(c|z,t) log pθ (x|z) = Eqφ(z|x) log pθ (x|z)

≈ 1
L

L

∑
l=1

log pθ

(
x
∣∣z(l)) =

1
L

L

∑
l=1

p

∑
j=1

{
xj log µ

(l)
θ,j

+
(
1− xj

)
log
(

1− µ
(l)
θ,j

) }
,

(4.17)

where z(l), for 1 ≤ l ≤ L, are sampled from the variational distribution
qφ (z|x) and µ

(l)
θ = fθ

(
z(l)
)

is the output of the decoder.

2 The second term introduces supervision by considering the conditional
distribution of the survival time. As explained in Section 4.2.2, we assume
a mixture of cluster-specific Weibull survival models. The SGVB estimator
for this term is given by

Eqφ(z|x)p(c|z,t) log p (t|z, c) ≈
L

∑
l=1

K

∑
c′=1

p
(

c′
∣∣z(l), t

)
log p

(
t
∣∣z(l), c′

)
, (4.18)
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where p
(

t
∣∣z(l), c′

)
is defined according to Equation 4.9 and p

(
c′
∣∣z(l), t

)
is

computed as in Equation 4.15.
3 The next term is related to the clustering loss. The distribution of the

representations conditional on the cluster assignments is given by a mixture
of Gaussians:

Eqφ(z|x)p(c|z,t) log p (z|c) = Eqφ(z|x)
K

∑
c′=1

p
(
c′|z, t

)
log p

(
z|c′
)

≈ 1
L

L

∑
l=1

K

∑
c′=1

p
(

c′
∣∣z(l), t

)
log p

(
z(l)
∣∣c′) ,

(4.19)

where p
(

z(l)
∣∣c′) is the density of the multivariate normal distribution

(Equation 4.8) with the mean µc′ and covariance matrix Σc′ .
4 The fourth term includes the prior distribution on cluster assignments

and is approximated as

Eqφ(z|x)p(c|z,t) log p (c) ≈ 1
L

L

∑
l=1

K

∑
c′=1

p
(

c′
∣∣z(l), t

)
log p

(
c′
)

. (4.20)

Recall that p(c) is a categorical distribution with probabilities π (Sec-
tion 4.2.1). In our experiments (Section 4.3), we treat these probabilities as
fixed parameters by utilising the uniform distribution as the prior, i. e. we
set πj = 1/K for 1 ≤ j ≤ K.

5 Lastly, the fifth term of the ELBO corresponds to the entropy of the
variational distribution:

−Eqφ(z|x)p(c|z,t) log qφ (z, c|x, t) = −Eqφ(z|x)p(c|z,t)
[

log qφ (z|x)

+ log p (c|z, t)
]
= −Eqφ(z|x) log qφ (z|x)

−Eqφ(z|x)p(c|z,t) log p (c|z, t) ,

(4.21)

where the first summand is the entropy of qφ (z|x), a multivariate normal
distribution with a diagonal covariance matrix. Assuming the latent space
with J dimensions, Equation 4.21 can be approximated by

J
2

log (2πe) +
J

∑
j=1

log σ2
φ,j −

1
L

L

∑
l=1

K

∑
c′=1

p
(

c′
∣∣z(l), t

)
log p

(
c′
∣∣z(l), t

)
. (4.22)
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To train the VaDeSC model, we maximise the objective in Equations 4.13

and 4.16 using SGVB estimators given by Equations 4.17–4.21. Specifically,
the problem amounts to

max
θ,φ,µ,Σ,β

Eqφ(z,c|x,t) log
pθ (x|z) p (t|z, c) p (z|c) p (c)

qφ (z, c|x, t)
, (4.23)

where µ =
{

µj
}K

j=1, Σ =
{

Σj
}K

j=1, and β =
{

β j
}K

j=1 are cluster-specific
learnable parameters, as explained in Sections 4.2.1–4.2.2. Recall that the
prior distribution p (c) is fixed. In summary, the model’s parameters can be
optimised jointly using practical approaches for gradient-based learning,
such as minibatch stochastic gradient descent.

4.2.4 Further Remarks

Cluster assignment c can help interpret the relationship between the covari-
ates x and (observed or predicted) survival time t. In particular, instances
assigned to the cluster of interest and other clusters can be provided as
case-based explanations. Moreover, we can visualise generated instances
belonging to different clusters by sampling the mixture of Gaussians prior
and decoding the sampled representations (Section 4.2.1). Last but not least,
similarly, we can apply the decoder to the mean vector of the assigned
cluster µc and return the decoded features as a prototype-based explanation.

Given a feature vector x and survival time t, the cluster assignment is de-
termined by the distribution p (c|z, t) computed according to Equation 4.15,
which, in turn, depends on the survival time distribution p (t|z, c). However,
at test time, t may not be observed and we resort to using the following
distribution for cluster assignment:

p (c|z) = p (z|c) p (c)

∑K
c′=1 p (z|c′) p (c′)

. (4.24)

Observe that Equation 4.24 follows from the Bayes’ rule and none of the
terms above depends on the unobserved survival time.
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4.3 experimental setup

This section provides an overview of the experimental setup applied to
produce empirical findings presented in Section 4.4. The goal of our exper-
iments is severalfold: (i) to validate the VaDeSC model on benchmarking
datasets with known clustering structure, (ii) to evaluate the predictive per-
formance of our model in survival analysis tasks of varying complexity,
(iii) to illustrate how the high-dimensional and nonlinear relationships
learnt by the model can be interpreted using the discovered clusters, and
(iv) to demonstrate the utility of the method on real-world medical data. Be-
low, we describe the benchmarking datasets, baseline methods to which we
compare the VaDeSC model, and ablations and introduce some specialised
evaluation metrics.

4.3.1 Datasets

The experiments are performed on several benchmarks, comprising syn-
thetic and real-world survival data. The datasets represent scenarios with
different numbers of data points, explanatory variables, frequency of cen-
sored observations, data types, and clustering structures. Below, we describe
the benchmarks, with a summary displayed in Table 4.1.

Dataset N p % censored Data type K Balanced?

Synthetic 60000 1000 30 Tabular 3 3

survMNIST 70000 28×28 52 Image 5 7

SUPPORT 9105 59 32 Tabular — —

FLChain 6524 7 70 Tabular — —

HGG 453 147 25 Tabular — —

Hemodialysis 1493 57 91 Tabular — —

NSCLC 961 64×64 33 Image — —

Table 4.1: A summary of benchmarking datasets included in the experiments.
The abbreviations are introduced in the remainder of this section. For
every dataset, we report the total number of data points (N), feature
dimensionality (p), percentage of censored survival times, number of
ground-truth clusters (K), and whether the cluster sizes are balanced.
Note that, in most cases, the clustering structure is unknown.
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To investigate a controlled and simple benchmarking problem, we include
experiments on nonlinear synthetic data simulated using a procedure simi-
lar to the generative process assumed by the VaDeSC model (Section 4.2.1).
In particular, low-dimensional representations are sampled from a mixture
of Gaussians and mapped to high-dimensional feature vectors and survival
times using randomly initialised MLPs with nonlinear activation functions.
Appendix B.2 contains a detailed step-by-step description of the generation
procedure and relevant parameters. For this dataset, we hold out 18000

data points as the test set and consider five independent simulations.
Another synthetic dataset with a known clustering structure is the

survival MNIST (survMNIST), adapted from the benchmark introduced
by Pölsterl [251], which is based on the famous Modified National Institute
of Standards and Technology (MNIST) handwritten digit database [2]. In
this toy problem, low-resolution images of handwritten digits serve as
explanatory variables. Every digit is assigned to a cluster and is accompa-
nied by a synthetic survival time (Appendix B.2). In our experiments, we
utilise the train-test split from the original MNIST dataset with 10000 data
points in the test set and consider ten independent simulations for survival
times. A salient property of the survMNIST is that ground-truth cluster
assignments cannot be identified based on the features or survival times
alone; instead, a combination of the two has to be leveraged.

In addition to simulated data, we consider several real-world survival
analysis problems. A popular benchmarking dataset utilised by previous
works originates from the study to understand prognoses and preferences
for outcomes and risks of treatments (SUPPORT) [252] on seriously ill
adult patients at several tertiary care hospitals in the USA. The records
include demographic, laboratory, and scoring data from subjects diagnosed
with cancer, chronic obstructive pulmonary disease, congestive heart failure,
cirrhosis, acute renal failure, multiple organ system failure, and sepsis.

Another publicly available benchmarking dataset we apply the methods
to comes from the study investigating the association between serum free
light chains (FLChain), proteins produced by plasma cells, and mortality.
The data were acquired in Minnesota, USA, and include a few demographic
and laboratory variables. Observe that the FLChain dataset is relatively
low-dimensional (Table 4.1). Therefore, we expect little performance gain
from more complex survival modelling approaches.

To further corroborate our findings, we perform experiments on a se-
lection of in-house datasets. Among them, a cohort of patients treated
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surgically against high-grade glioma (HGG) [253] at the University Hospi-
tal Zürich, Switzerland, between 2008 and 2017. HGG is a type of malignant
brain tumour, and this cohort includes two cancer types: glioblastoma and
astrocytoma [254]. The dataset encompasses demographic, treatment, pre-
and post-operative volumetric variables, information on the tumour loca-
tion, histological findings, molecular markers, and performance scores. The
cohort has few patients; thus, HGG serves as a benchmark representative
of the “low data” regime.

A different challenge is posed by the dataset from patients undergoing
chronic hemodialysis (HD) at DaVita Kidney Care (DaVita Inc., Denver, CO,
USA) dialysis centres [255]–[259]. Hemodialysis is a therapy comprising
blood filtering, typically applied in kidney patients. The current cohort
includes patients who started HD under 18 years old and received it thrice
per week between 2004 and 2016. The subjects were followed up on until
the age of 30 years. The data represent an array of variables: demographics,
disease etiology, and treatment-related information, such as the dialysis
dose, fluid removal, and interdialytic weight gain. For a more detailed
description of the data acquisition and variables, we refer the reader to the
work by Gotta et al. [259]. The main challenge of the underlying prediction
task is the high percentage of censored observations.

Lastly, as a high-dimensional unstructured data benchmark, we pool
several cohorts of non-small cell lung cancer (NSCLC) patients. We focus
on computed tomography (CT) scans and CT components of the positron
emission tomography–computed tomography (PET/CT) scans acquired
before treatment. We utilise several in-house and publicly available datasets:

• An in-house dataset [260] of PET/CT scans from 392 patients at the
University Hospital Basel, Switzerland. The images are accompanied
by tumour delineations, clinical data, and survival times.

• Lung1 dataset [261], [262] of CT scans from 422 patients at the
Maasstro Clinic, Maastricht, the Netherlands, alongside tumour seg-
mentation and clinical and survival data. Lung1 and the datasets
below are available from the Cancer Imaging Archive (TCIA) [263].

• Lung3 dataset [261], [264] of CT scans from 89 patients at the Maasstro
Clinic with segmentation, gene expression, and survival data.

• NSCLC Radiogenomics dataset [265]–[267] of CT and PET/CT scans
from 211 patients at the Stanford University School of Medicine and
Palo Alto Veterans Affairs Healthcare System, USA.
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(a) Original (b) Preprocessed

Figure 4.6: An example image from the Lung1 dataset [261], [262] produced by
averaging 11 consecutive CT scan slices around the tumour (a) before
and (b) after preprocessing.

We introduce several selection criteria and preprocessing steps to har-
monise data from the different sources and reduce memory and computa-
tional complexity. In particular, we only retain data points with the transver-
sal CT or PET/CT scan and tumour segmentation, excluding subjects with
the largest transversal tumour area outside the lungs. Thus, the final pooled
cohort includes 961 subjects (Table 4.1). Instead of directly utilising three-
dimensional (3D) scans, we construct 2D images by averaging slices within
15 mm of the slice containing the tumour with a maximum transversal
area. Consequently, images are normalised using histogram equalisation
and downscaled to a resolution of 64×64 pixels. Additionally, we apply
augmentations [268] to images during training to avoid spurious correla-
tions. Figure 4.6 contains an example of a 2D image before (Figure 4.6a)
and after (Figure 4.6b) preprocessing.

In summary, we conduct experiments on diverse datasets to explore dif-
ferent regimes and aspects of our model’s behaviour. Specifically, we utilise
synthetic benchmarks to evaluate clustering prediction. For real-world tab-
ular datasets, we focus on the time-to-event prediction performance and
low data and high censoring regimes. Finally, we demonstrate the method’s
applicability to the high-dimensional and unstructured NSCLC dataset
and showcase the model’s interpretability, providing in-depth qualitative
results.



86 prototype-based explanations for deep survival analysis

4.3.2 Baselines and Ablations

As briefly discussed in Section 4.1.1, the prior literature has explored many
neural-network- and mixture-model-based approaches to nonlinear survival
analysis. Throughout the experiments, we compare the VaDeSC model to
several techniques within the scope of mixture modelling and clustering
for survival analysis and unsupervised learning. In this subsection, we
comment on the choice of baseline methods and ablation studies.

We use the semi-supervised clustering (SSC) technique introduced by
Bair and Tibshirani [223] as a common-sense clustering baseline for sur-
vival data. As neural-network-based mixture modelling approaches, we
consider survival cluster analysis by Chapfuwa et al. [228] and deep survival
machines by Nagpal, Li, and Dubrawski [213]. SCA and DSM are closely
related to the VaDeSC but assume distinct data-generating mechanisms and
do not include a decoder neural network.

As a naïve unsupervised baseline, we apply k-means clustering in the raw
feature space. We also perform ablations on the VaDeSC by (i) omitting the
cluster assignments and mixture of Gaussians prior (VAE + Weibull) and
(ii) removing the survival model (VaDE). The former variant corresponds
to training a VAE [105] (Section 4.1.2) end-to-end with supervision from
survival data, similar to the deep survival analysis model proposed by
Ranganath et al. [209]. In this ablation, we apply k-means clustering post
hoc to the latent space of the VAE. On the other hand, the latter variant
is equivalent to the deep variational unsupervised clustering with VaDE
[235]. Furthermore, recall that, in VaDeSC, cluster assignments can be made
conditional on the survival time or without accounting for it (Equation 4.24).
We report clustering results for both approaches.

Lastly, we utilise Cox PH and Weibull AFT models as simple survival
time prediction baselines. When applying these conventional models to
the NSCLC dataset, we extract radiomic features [269] from preprocessed
CT images with the regions of interest given by tumour segmentation.
Radiomics comprise automated feature extraction procedures to capture
phenotypic characteristics in medical imaging data.

For a fair comparison, across all neural-network-based models, if possible,
we utilise comparable encoder and decoder architectures and latent space
dimensions. Appendix B.3 provides a detailed description of the architec-
tures. Note that, for the NSCLC dataset, we use CNNs. When applicable,
we set the number of mixture components to the ground truth and keep
it the same for all finite mixture methods when the clustering structure is
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unknown. To reduce the computational cost, we use L = 1 MC samples
(Equations 4.17–4.22) for our SGVB estimator.

4.3.3 Evaluation Metrics

To facilitate quantitative comparison, we resort to a few evaluation measures
for clustering and time-to-event prediction performance. For clustering, we
report the adjusted Rand index (ARI), normalised mutual information (NMI),
and accuracy (ACC), computed using the Hungarian algorithm to find an
optimal alignment of the assigned and ground-truth cluster labels.

For time-to-event prediction, we leverage a few measures to capture sev-
eral performance aspects. Firstly, we assess the concordance index (C-index)
[270], quantifying the model’s ability to rank individuals w.r.t. risk. Let ηi
for 1 ≤ i ≤ N be the predicted risk scores; then, the C-index is given by

C-index =
∑N

i=1 ∑N
j=1 1tj<ti 1ηj>ηi δj

∑N
i=1 ∑N

j=1 1tj<ti δj
. (4.25)

Note that a C-index of 1 corresponds to the perfect ranking, whereas
a random ranking of individuals is expected to have a C-index of 0.5.
In practice, the predicted risk scores can be of an arbitrary scale. For
instance, assuming the survival model described in Section 4.2.2, risk may
be predicted as ηi = 1/λ (zi, ci) for 1 ≤ i ≤ N.

Another metric we consider is the relative absolute error (RAE) [271],
corresponding to the average relative absolute deviation of the predicted
from ground-truth survival time. As opposed to conventional regression
analysis, we must account for censoring. For noncensored points, RAE is

RAEnc =
∑N

i=1
∣∣(t̂i − ti)/ti

∣∣ δi

∑N
i=1 δi

, (4.26)

where t̂i is the predicted survival time for data point 1 ≤ i ≤ N. Following
the definition given by Chapfuwa et al. [228], for censored data points, the
error is given by

RAEc =
∑N

i=1
∣∣(t̂i − ti)/ti

∣∣ (1− δi) 1t̂i≤ti

∑N
i=1 (1− δi)

. (4.27)

Finally, we also assess if the estimated risk scores are reliable, i. e. well-
calibrated. Calibration is an often overlooked aspect of predictive model
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performance [272]. In survival analysis, event rates predicted by a well-
calibrated model should match the observed rates across time intervals
[273]. Quantitatively, the calibration can be assessed by linearly regressing
the predicted rates on the observed and inspecting the slope of the line [272].
An ideal model should have a calibration slope (CAL) of 1.0. Deviations
from this value suggest systematic under- or overestimation of risk.

Most quantitative results are reported as averages alongside standard
deviations computed across several simulations or using Monte Carlo cross-
validation (CV). In addition to the metrics above, we explore qualitative
results, including latent space embeddings, Kaplan–Meier (KM) curves
[274], and prototype visualisations for individual clusters.

4.4 results

This section describes the experiment results. First, we focus on the datasets
with known ground-truth clustering structures. Then, we turn to the time-
to-event prediction on clinical tabular datasets followed by an in-depth
exploration of our findings on real-world medical imaging data, showcasing
our model’s interpretability.

4.4.1 Clustering

As mentioned above, we first apply VaDeSC and baseline models to the
synthetic benchmarks. Table 4.2 summarises clustering performance across
the datasets. In addition to accuracies, ARIs, and NMIs, we report C-index
values for time-to-event prediction as a sanity check, including the results
for the Cox PH model as a simple baseline.

For both datasets, clustering in the raw feature space or on preselected
covariates using k-means and SSC produces unsatisfactory results. Further-
more, the Cox-regression-based feature selection performed by the SSC
yields little improvement over the conventional k-means. For survMNIST,
these methods achieve a better absolute performance, nevertheless being
less accurate than the rest of the techniques.

For the synthetic tabular data, whose generative process directly matches
the assumptions of the VaDeSC, our model and VaDE outperform other
neural-network-based techniques by a margin, including a VAE trained
with the survival prediction loss but without the mixture prior. By contrast,
on survMNSIST, the performance gap between VaDeSC and baselines is
substantially smaller; however, on average, VaDeSC’s cluster assignments,



4.4 results 89

Dataset Method ACC NMI ARI C-index
Sy

nt
he

ti
c

k-means 0.44±0.04 0.06±0.04 0.05±0.03 —

Cox PH — — — 0.77±0.02

SSC 0.45±0.03 0.08±0.04 0.06±0.02 —

SCA 0.45±0.09 0.05±0.05 0.04±0.05 0.82±0.02

DSM 0.37±0.02 0.01±0.00 0.01±0.00 0.76±0.02

VAE + Weibull 0.46±0.06 0.09±0.04 0.09±0.04 0.71±0.02

VaDE 0.74±0.21 0.53±0.12 0.55±0.20 —

VaDeSC (w/o t) 0.88±0.03 0.60±0.07 0.67±0.07

VaDeSC 0.90±0.02 0.66±0.05 0.73±0.05
0.84±0.02

su
rv

M
N

IS
T

k-means 0.49±0.06 0.31±0.04 0.22±0.04 —

Cox PH — — — 0.74±0.04

SSC 0.49±0.06 0.31±0.04 0.22±0.04 —

SCA 0.56±0.09 0.46±0.06 0.33±0.10 0.79±0.06

DSM 0.54±0.11 0.40±0.16 0.31±0.14 0.79±0.05

VAE + Weibull 0.49±0.05 0.32±0.05 0.24±0.05 0.76±0.07

VaDE 0.47±0.07 0.38±0.08 0.24±0.08 —

VaDeSC (w/o t) 0.57±0.09 0.51±0.09 0.37±0.10

VaDeSC 0.58±0.10 0.55±0.11 0.39±0.11
0.80±0.05

Table 4.2: Test-set clustering performance results on synthetic benchmarking
datasets. For VaDeSC, we assess cluster assignment with and without
survival time given as input (w/o t). For reference, we also report
concordance index (C-index) values for time-to-event prediction. Bold
indicates the best results, italics indicates the second best.

given or without survival time, are more coherent with the ground truth.
Finally, we observe that SCA, DSM, and VaDeSC attain a comparable or
higher C-index than that of the Cox PH model for both tasks.

Let us now turn to qualitative findings from an exploration of the cluster
assignments and latent embeddings inferred by the models. Figure 4.7 con-
tains an overview of the results. Panels on the left show cluster-specific KM
curves for the ground-truth structure (Figure 4.7a) and inferred assignments
(Figures 4.7b–4.7e), whereas panels on the right depict 2D t-SNE [275] visu-
alisations of the representations. As shown in Figure 4.7a, some survMNIST
clusters have similar marginal survival distributions, and hence, both the
covariates and survival times are necessary to identify the underlying clus-
tering structure.
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Figure 4.7: Qualitative re-
sults for clustering on the
survMNIST data. The pan-
els on the left show cluster-
specific Kaplan–Meier (KM)
curves. Herein, a separate
curve is plotted for each clus-
ter discovered by a method,
and different colours corre-
spond to individual clusters.
The KM curves of the ground-
truth clusters are shown in
panel (a). Panels on the right
contain t-SNE visualisations
of representations learnt by
the models. Data points are
coloured by their respec-
tive observed survival times,
with lower and higher values
marked in blue and yellow.

Figure 4.7
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The VAE model without the mixture-of-Gaussians prior (Figure 4.7b)
learns clustered representations correlated with hand-written digits. How-
ever, cluster assignments produced by k-means performed post hoc on the la-
tent space yield cluster-specific distributions different from the ground truth.
Similarly, DSM (Figure 4.7d) produces compact clusters with disparate KM
curves. Note that two clusters are empty despite initialising the model with
five components. Among the baseline methods, SCA (Figure 4.7c) infers
clusters with the closest correspondence to the underlying structure. Never-
theless, its embeddings are poorly correlated with digits, and only three
clusters are discovered instead of five. Finally, VaDeSC discovers groups
whose marginal survival distributions are most similar to the known struc-
ture (cf. Figure 4.7a), and its representations are visibly correlated with the
observed time to event and digits.

4.4.2 Time-to-event Prediction

Beyond clustering structure discovery, another aspect we assess is survival
time prediction. Below, we concentrate on clinical tabular datasets, while
results for the more complex NSCLC data are described in Section 4.4.3.

Table 4.3 reports time-to-event prediction results w.r.t. C-index, relative
absolute error for censored and noncensored data points, and calibration
slope (Section 4.3.3). Generally, on these simpler datasets, neural-network-
based approaches attain limited improvement over conventional Cox PH
and Weibull AFT models, sometimes achieving lower RAEs and better
calibration, e. g. on SUPPORT and Hemodialysis. On very small HGG and
low-dimensional FLChain, expectedly, there are few differences among the
methods. For Hemodialysis, we observe a relatively poor calibration across
all models, which can be attributed to a very high percentage of censored
observations (Table 4.1).

In summary, while our experiments do not suggest considerable predic-
tive performance gains from more sophisticated modelling, overall, VaDeSC
does not overfit on clinical tabular data, offering performance balanced
across most metrics and comparable to closely related models, such as
SCA and DSM. Given the characteristics of the datasets explored in this
experiment, for instance, low dimensionality, data scarcity, and frequent
censoring, the current findings are unsurprising and primarily serve as a
proof of concept.
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Dataset Method C-index RAEnc RAEc CAL

SU
PP

O
R

T

Cox PH 0.84±0.01 — — —

Weibull AFT 0.84±0.01 0.62±0.01 0.13±0.01 1.27±0.02

SCA 0.83±0.02 0.78±0.13 0.06±0.04 1.74±0.52

DSM 0.87±0.01 0.56±0.02 0.13±0.04 1.43±0.07

VAE + Weibull 0.84±0.01 0.56±0.02 0.20±0.02 1.28±0.04

VaDeSC 0.85±0.01 0.53±0.02 0.23±0.05 1.24±0.05

FL
C

ha
in

Cox PH 0.80±0.01 — — —

Weibull AFT 0.80±0.01 0.72±0.01 0.02±0.00 2.18±0.07

SCA 0.78±0.02 0.69±0.08 0.05±0.05 1.33±0.24

DSM 0.79±0.01 0.76±0.05 0.02±0.01 2.35±0.66

VAE + Weibull 0.80±0.01 0.76±0.01 0.02±0.00 2.55±0.07

VaDeSC 0.80±0.01 0.76±0.01 0.02±0.00 2.52±0.08

H
G

G

Cox PH 0.74±0.05 — — —

Weibull AFT 0.74±0.05 0.56±0.04 0.14±0.09 1.16±0.10

SCA 0.63±0.08 0.97±0.05 0.00±0.00 2.59±1.70

DSM 0.75±0.04 0.57±0.05 0.18±0.07 1.09±0.08

VAE + Weibull 0.75±0.05 0.52±0.06 0.12±0.07 1.14±0.11

VaDeSC 0.74±0.05 0.53±0.06 0.13±0.07 1.12±0.09

H
em

od
ia

ly
si

s

Cox PH 0.83±0.04 — — —

Weibull AFT 0.83±0.05 0.81±0.03 0.01±0.00 4.46±0.59

SCA 0.75±0.05 0.86±0.07 0.02±0.02 7.93±3.22

DSM 0.80±0.06 0.85±0.08 0.02±0.04 8.23±4.28

VAE + Weibull 0.77±0.06 0.80±0.06 0.02±0.01 4.49±0.75

VaDeSC 0.80±0.05 0.78±0.05 0.01±0.00 3.74±0.58

Table 4.3: Test-set time-to-event prediction results across clinical tabular datasets.
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4.4.3 Non-small Cell Lung Cancer and Computed Tomography

We now delve into a more complex application of the VaDeSC model to
high-dimensional and unstructured data. The NSCLC dataset combines
many practical challenges mentioned before: (i) dimensionality and input
structure, (ii) small sample size, and (iii) heterogeneity owing to the pooling
of multiple sources (Section 4.3.1). Beyond the predictive performance
assessment, we leverage this dataset to demonstrate the interpretability
and utility of our model in exploratory analysis. We also provide a more
thorough empirical comparison with the deep survival machines, omitting
the SCA, which previously attained results similar to DSM (Table 4.3).

Table 4.4 reports evaluation metrics for the survival time prediction. As
conventional baselines, we consider Cox PH and Weibull AFT models fitted
on features extracted from preprocessed images and tumour delineations
[269]. Generally, neural-network-based DSM and VaDeSC perform compa-
rably to the classical models trained on radiomics features. Note that, by
contrast, neither DSM nor VaDeSC require laborious delineations since both
models rely on representation learning instead of feature engineering.

Figures 4.8–4.9 visualise clusters discovered by the two mixture mod-
els. In particular, Figure 4.8 shows cluster-specific KM curves alongside
examples of CT images assigned to the groups and “centroids” computed
by averaging. Note that we consider four components, as this configura-
tion led to clustering structures consistent across the folds of the MC CV.
Both techniques discover clusters with disparate survival distributions, as
evidenced by KM curves. VaDeSC’s clusters are correlated with tumour
location reflected by CT images, as we observe systematic differences be-
tween centroids and assigned samples (Figure 4.8b). On the contrary, DSM’s
clusters have no clearly visible differences (Figure 4.8a).

Method C-index RAEnc RAEc CAL

Radiomics + Cox PH 0.60±0.02 — — —

Radiomics + Weibull AFT 0.60±0.02 0.70±0.02 0.45±0.03 1.26±0.04

DSM 0.59±0.04 0.72±0.03 0.34±0.06 1.24±0.07

VaDeSC 0.60±0.02 0.71±0.03 0.35±0.05 1.21±0.05

Table 4.4: Test-set time-to-event prediction results on NSCLC data. Cox PH and
Weibull AFT models were trained on the radiomics features extracted
from CT images with tumour segmentation.
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Figure 4.8: Clustering results on the NSCLC dataset for (a) DSM and (b) VaDeSC
models. Panels on the left show Kaplan–Meier curves for the clus-
ters discovered alongside corresponding “centroids” computed by
averaging images assigned to each cluster. Panels on the right contain
randomly chosen example images from every group.

Mean Generated samples

Figure 4.9: Images generated by VaDeSC for each of the clusters. To generate
an image from a given cluster, we (i) sample a representation from
the relevant component of the Gaussian mixture and (ii) map the
representation to the image using the decoder. Mean samples on the
left are generated by decoding the means of the Gaussian mixture.
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Variable
DSM VaDeSC

1 2 3 4 p-val. 1 2 3 4 p-val.

Tumour volume, cm3
23 39 38 51 ≤ 1e-3 43 36 40 63 ≤ 5e-2

Age, yrs 67 68 68 69 0.11 62 69 67 70 ≤ 1e-3

Female, % 29 30 26 21 0.3 36 19 38 23 ≤ 1e-3

Smoker, % 84 100 80 89 0.9 67 94 87 100 0.12

Distant metsatasis, % 40 55 16 42 0.4 20 45 44 45 0.2

Tumour stage ≥ 3, % 27 12 23 32 0.2 10 29 35 31 0.7

Table 4.5: Summary statistics, given by medians and percentages, for several
demographic and clinical characteristics stratified by the cluster assign-
ment made by DSM (left) and VaDeSC (right). In addition, we report
p-values (p-val.) from the Kruskal–Wallis H test for the difference in
medians across multiple independent groups.

Figure 4.9 demonstrates how VaDeSC can help interpret the relationship
between features, learnt clusters, and survival times owing to its generative
nature. Herein, we apply the decoder to the mean vectors of the mixture
of Gaussians and conditionally generate samples from each component.
We can then associate visualised decoded means and samples with cluster-
specific survival distributions by inspecting KM curves (Figure 4.8b). Thus,
clusters in VaDeSC effectively serve as prototype-based explanations of the
nonlinear and high-dimensional association between images and survival.
Similar to Figure 4.8, we observe a correlation between the tumour’s location
and cluster labels. Specifically, the lowest-risk cluster (1) is associated with
the tumour in the upper section of the lungs. In contrast, the highest-risk
cluster is characterised by the tumour in the lower section (4). This finding
agrees with multiple previous analyses showing a higher five-year survival
rate in NSCLC patients with upper-lobe tumours [276]. Notably, DSM fails
to uncover such association, focusing on disparate risks (Figure 4.8a).

Additionally, we explore the association between clusters and extraneous
clinically relevant characteristics [277]–[279], which were not explicitly in-
cluded among input features. We consider the tumour stage and volume
computed based on segmentation, patient’s age, gender, smoking status,
and presence of distant metastasis. Table 4.5 presents cluster-specific sum-
mary statistics for these variables. We also perform the Kruskal–Wallis H
test [280] for differences in medians across clusters to assess if the dis-
covered groups vary significantly w.r.t. the characteristics. The p-values
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indicate that DSM and VaDeSC infer clusters with significantly different
tumour volumes. Across both models, the highest-risk group (4) has the
largest median volume. Furthermore, unlike DSM, VaDeSC’s clusters fea-
ture significant differences w.r.t. patients’ age and gender. These results
corroborate the qualitative findings above (Figures 4.8–4.9) and suggest that,
overall, VaDeSC’s clusters are driven by both covariates and survival times
and vary w.r.t. a wider range of clinically relevant characteristics.

4.5 discussion

In this section, we summarise the contributions and findings of this chapter,
discussing them in a broader context of the methods literature on survival
analysis and interpretable machine learning. At the end, we comment on
the methodological and practical limitations and potential improvements
and directions for future research.

This chapter has treated survival analysis [206], a classical branch of
biostatistics, with a focus on unstructured data, nonlinear relationships,
and cluster analysis. Utilising previous works on variational autoencoders
[105], deep variational clustering [235], and survival analysis [209], we
have introduced a deep probabilistic model (Figures 4.4–4.5), VaDeSC, for
clustering survival data. The model’s parameters are optimised in a scalable
and joint manner by maximising a lower bound on the joint likelihood of
the observed data (Equation 4.16) using the SGVB estimator.

In addition to time-to-event prediction, the model allows uncovering
clusters, or groups, of observations with variability in the relationship be-
tween the observed covariates and survival outcome. Moreover, VaDeSC
also learns low-dimensional representations, or embeddings, that can be
used in other downstream tasks. Since VaDeSC performs clustering and
its latent space is regularised by the mixture of Gaussians prior, it allows
producing prototype-based explanations (Section 2.4.4) for its time-to-event
predictions. Similar to the generative Bayesian case model by Kim, Rudin,
and Shah [138], a nonlinear relationship between the features and target
variables can be elucidated using clusters and their quintessential exem-
plars, e. g. modes and centroids. Notably, every cluster is characterised by a
simple relationship between the risk and latent space (Equation 4.10). Addi-
tional interpretation can be provided by visualising cluster-specific survival
distributions using, for instance, the Kaplan–Meier estimator (Figure 4.8).

Beyond prototype- and case-based explanations, another aspect that
makes VaDeSC more interpretable than other opaque neural-network-based
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SSC PR SCA DSM VaDeSC

Time-to-event prediction 7 3 3 3 3

Representation learning 7 7 3 3 3

Joint likelihood of x and t 7 3 7 7 3

Scalability 7 7 3 3 3

Adaptive # components 7 3 3 7 7

Table 4.6: Comparison between VaDeSC and closely related survival
analysis methods: semi-supervised clustering (SSC) [223], profile
regression (PR) [230], survival cluster analysis (SCA) [228], and deep
survival machines (DSM) [213]. We consider a few salient characteris-
tics: whether (i) a model predicts the time to event, (ii) learns represen-
tations, (iii) maximises the joint likelihood of the observed covariates
and survival times, (iv) is scalable to high-dimensional and unstruc-
tured data, and (v) does not require specifying a fixed number of
clusters.

models [210]–[212] are explicit data-generating assumptions (Figure 4.5).
Since VaDeSC is essentially a deep probabilistic graphical model [240], its
assumptions w.r.t. (conditional) independences between variables are clearly
formulated and can be scrutinised in the context of a specific application.
Moreover, owing to this, the model can be adapted to alternative designs
and settings if necessary.

As mentioned in Section 4.1.1, many related works have tackled the
problem of clustering and mixture modelling of survival data. Table 4.6
compares VaDeSC to several closely related methods. Overall, our model
provides a few crucial advantages. Semi-supervised clustering [223] is the
most limited approach, as it relies on poorly scalable k-means and does not
explicitly model time to event. While Bayesian profile regression assumes
a generative process very similar to ours [230], it is not generalisable to
unstructured datasets due to its reliance on MCMC methods. Lastly, SCA
[228] and DSM [213] leverage neural networks, allowing for representation
learning and survival time prediction. However, these models assume
a different data-generating process, and their objectives result in purely
outcome-driven clustering, as suggested by our experimental findings in
Section 4.4. One limitation of VaDeSC is that, in contrast to the Dirichlet
process mixture models [228], [230], it requires specifying a fixed number
of clusters, which, in practice, is a nontrivial model selection problem [281].
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A related concurrent work not included in Table 4.6 and experimental
comparison (Section 4.4) is deep Cox mixtures [229]. Our approach differs
from DCM in a few ways. DCM combines a VAE and a mixture of Cox
PH regression models empirically, without deriving a valid evidence lower
bound on the joint likelihood of x and t. Moreover, DCM relies on the com-
putationally costly MC expectation–maximisation algorithm to infer cluster
assignments instead of leveraging the mixture of Gaussians prior. Thus, de-
spite some similarities in utilising VAEs and mixture modelling for survival
analysis, the two approaches differ considerably in their implementation.

Last but not least, a distinctive feature of this chapter is the focus on
interpretable survival analysis, specifically on prototype-based explanations
that can be provided next to survival time predictions and cluster assign-
ment inferred by VaDeSC. To the best of our knowledge, the related works
discussed above do not explore this aspect of mixture models explicitly,
concentrating purely on survival or cluster analysis.

In addition to methodological contributions, this chapter contains a com-
prehensive experimental evaluation of the proposed and related techniques
w.r.t. time-to-event prediction and clustering (Sections 4.4.1–4.4.2). We ob-
served that VaDeSC can identify clustering structures driven by both the
covariates and survival outcomes. On the synthetic datasets with known
cluster labels (Table 4.2), our method recovered the structure more accu-
rately than baseline techniques. These findings were further corroborated
by a closer inspection of cluster-specific survival distributions and low-
dimensional embeddings (Figure 4.7).

We explored time-to-event predictions in more depth on several clinical
tabular datasets (Table 4.3), demonstrating that VaDeSC attains competitive
predictive performance in various scenarios, e. g. when data are scarce, low-
dimensional, or few noncensored observations are available. Notably, our
method exhibited a well-balanced performance w.r.t. concordance index,
relative absolute error, and calibration.

We also showcased our model’s utility on real-world medical imaging
data (Section 4.4.3). In particular, we demonstrated that neural-network-
based approaches can effectively predict survival time in NSCLC patients
(Table 4.4) without extensive feature engineering and laborious tumour
segmentation by medical experts. We observed that, by contrast to deep
survival machines [213], VaDeSC learns clusters that, in addition to sur-
vival, are better correlated with phenotypic characteristics (Figure 4.8 and
Table 4.5), such as the tumour’s location and patient’s age and gender.
Lastly, we provided a detailed exploration of VaDeSC’s interpretability by
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visualising prototype-based explanations alongside cluster-specific survival
distributions (Figures 4.8–4.9). These explanations facilitate a better under-
standing of the nonlinear relationship between high-dimensional features
and the model’s time-to-event predictions.

A noteworthy empirical contribution of this chapter is the application of
our technique to a real-world image dataset. Related works on the mixture
modelling and clustering of survival data [213], [223], [228]–[230] have solely
focused on tabular datasets with few covariates wherein neural networks
bring limited performance gains at the cost of model opacity. Survival
analysis on high-dimensional and unstructured data types, such as medical
images [282], [283], is a problem practically pertinent to biomedical and
healthcare domains and deserves more research attention.

4.5.1 Limitations

Our variational deep survival clustering framework features several con-
ceptual and practical limitations discussed in the following. As mentioned
above (Table 4.6), the choice of the number of mixture components is
nontrivial and can be challenging to validate. While explicitly setting the
number of clusters allows controlling the granularity of prototype-based
explanations, it would be interesting to explore alternative model designs,
for instance, Dirichlet process mixture models [228], [230], facilitating an
adaptive number of components.

Prototypes make VaDeSC locally interpretable. However, the exact rela-
tionship between the covariates and predicted time to event remains opaque.
This association could be additionally elucidated by simplifying the encoder
neural network using a model design similar to that described in Chapter 3

in the context of time series analysis. Such modifications would further
improve the model’s interpretability, allowing us to evaluate the influence
of individual covariates on the model’s predictions.

Some adjustments to the experimental setup could be implemented to
improve the quality of our empirical investigation. In particular, the experi-
ments on the NSCLC dataset utilised extensive preprocessing (Section 4.3.1)
to convert 3D CT scans into 2D images centred around the slice with the
largest transversal tumour area. To eliminate remaining reliance on tumour
segmentation and leverage all available information, we should explore the
use of 3D convolutions as part of encoding and decoding neural networks.

Lastly, a natural limitation of VaDeSC is that, in specific application
scenarios, its reliance on both covariate and survival information may be
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undesirable. If we seek to discover patient groups stratified purely by risk,
for instance, for better-informed bedside management of severely ill pa-
tients, other techniques, e. g. DSM [213], might be more appropriate. By
contrast, we expect VaDeSC to be helpful in the setting of exploratory anal-
ysis when applied to high-dimensional, unstructured, and heterogeneous
datasets.

4.5.2 Future Work

As outlined in Section 4.5.1, several adjustments can be made to our model
and experimental design. In addition, one general direction for future
research is the exploration of more specialised settings and tasks, for in-
stance, dynamic [284] and competing risks [211] survival analysis problems.
Another aspect which deserves a deeper investigation is representation
learning [104]. Although we briefly explored embeddings produced by the
considered techniques in our experiments (Figure 4.7), additional insights
could be gained from traversing the latent space of VaDeSC to understand
if the model learns disentangled, i. e. more interpretable, representations
[285]. From the generative modelling perspective, another noteworthy en-
hancement could come from the exploration of alternatives to VAEs, which
are conveniently generalisable to various settings and assumptions, but
have been long outperformed in density estimation and generated sam-
ple quality by more modern approaches. Therefore, a logical extension of
this work would be the incorporation of other generative approaches, for
example, variational diffusion models [286], hierarchical VAEs [287], or
spatial dependency networks [288]. Such enhancements, however, may re-
quire nontrivial adjustments in our mixture modelling approach to discover
meaningful clustering structures. To improve VaDeSC’s practical utility,
it could be helpful to generalise the model to multimodal datasets, e. g.
building on previous advances in multimodal VAEs [243], [289]. Lastly,
careful interpretation and validation of the structures discovered on all
clinical datasets is beyond the scope of this thesis but forms a promising
direction for future research.

4.6 summary

This chapter treated the problem of survival analysis, which frequently
arises in the biomedical and healthcare domains. Survival analysis seeks
to understand the association between observed covariates and the time



4.6 summary 101

to some (typically) adverse and clinically relevant event. The primary
challenges of this task comprise censoring of the response variable, high
dimensionality, and nonlinearity of the relationships.

Building on the previous efforts on deep generative and survival mod-
elling, we introduced a probabilistic method to cluster high-dimensional,
unstructured data accompanied by potentially censored survival times in
a deep variational setting. Our model allows for (i) time-to-event predic-
tion, (ii) discovery of covariate- and outcome-driven subpopulations, and
(iii) representation learning. Owing to the regularisation of the model’s
latent space by the mixture of Gaussians prior, the predictions can be sup-
plemented with prototype-based explanations by, for instance, visualising
samples assigned to or conditionally generated from the same cluster as
the data point of interest.

We conducted comprehensive experiments on synthetic and real-world
clinical data and outlined conceptual arguments for the utility and novelty
of the introduced technique. The results show that our method uncovers
clusters correlated with both risk and phenotypic characteristics and has
a competitive time-to-event prediction performance. Its ability to perform
clustering and resulting prototype-based explanations are helpful for the
exploratory analysis of high-dimensional and unstructured datasets.





5
C O N C E P T- B A S E D M O D E L S I N T H E W I L D

Biomedical and healthcare datasets are often densely annotated, contain-
ing fine-grained labels related to the final target variable of interest. Such
annotation can help design interpretable models reliant on high-level and
human-understandable information. In Chapters 3 and 4, we have intro-
duced models that provide some form of interpretation w.r.t. the feature
space. However, in some tasks and settings, this space may be altogether
uninterpretable or too high-dimensional, e. g. think of high-throughput
multiview or multimodal medical image examination. In such cases, we
may resort to high-level, typically categorical, variables succinctly describ-
ing the object’s features and bearing a close relation to the response. These
variables are usually understandable to a domain expert and are referred
to as attributes or concepts. Recent interpretable and explainable ML litera-
ture has seen a renewed interest in concept-based models and explanation
techniques (Sections 2.3.4 and 2.4.3).

A classic example of the model class that utilises attributes is concept bot-
tleneck models (Figure 2.3c) [22], [111], [112], which comprise step-by-step
prediction of (i) the attributes from the features and (ii) the target variable
from the predicted attribute values. This chapter will focus on CBMs and
their scalability to more complex datasets and application scenarios. In par-
ticular, motivated by real-world medical imaging applications, we enhance
CBMs and generalise them to classification problems involving multiview
and multimodal data [32], [33]. Furthermore, we tackle the challenge of
systematically missing concept variables unobservable due to the lack of do-
main knowledge, impossibility or unethicality of measurement, for instance,
when the assessment of concepts requires a costly or invasive procedure.

Another contribution of this chapter is the application of the mentioned
enhanced CBMs to predict the diagnosis and disease severity and guide the
management of pediatric patients admitted with suspected appendicitis to
an emergency department based on multiview ultrasound imaging data.
Thus, we demonstrate that our approach is effective “in the wild”, helping
develop accurate and interpretable classifiers. From the clinical perspective,
the application we investigate is highly relevant, as appendicitis is one of the
most frequent causes of abdominal pain resulting in hospital admissions in

103
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children [290] and effective triage of patients with suspicion of this disease
remains a sought-after “holy grail” of pediatric surgical research [291].

In the following sections, we describe the broader context and prior works
related to this chapter, introduce enhanced CBMs to handle multiview data
under incomplete concepts, explain the experimental setup and describe
and discuss our findings. This chapter is based on the contents and text of
the peer-reviewed article “Interpretable and Intervenable Ultrasonography-
based Machine Learning Models for Pediatric Appendicitis” [292].

5.1 background

To outline a broader context of the current chapter, this section describes
related works on concept-based modelling, multiview and multimodal
learning, and applications of ML to appendicitis-related data.

To begin with, we provide a more formal description of the problem
setting and introduce essential design considerations. We consider a dataset
comprising triples

({
xv

i
}Vi

v=1 , ci, yi

)
for 1 ≤ i ≤ N, where

{
xv

i
}Vi

v=1 is a

sequence of view-specific features, ci ∈ RK is a vector of K concepts, and
yi is the label. Note that the number of views Vi ≥ 1 may vary across
data points 1 ≤ i ≤ N. We assume that all views can be preprocessed and
rescaled into the same dimensionality. Nevertheless, our proposed methods
can be readily adjusted to handle heterogeneous multimodal data.

Motivated by the properties of medical image datasets, this chapter as-
sumes a few characteristics described informally below. (i) Firstly, not every
concept variable may be identifiable from each view (partial observability),
i. e. some concepts may be visible in few images. (ii) Secondly, we assume
that views share a considerable amount of information, being visually and
semantically similar (view homogeneity). (iii) Lastly, views within the same
data point may be loosely ordered, e. g. spatially, temporally, or based on
their importance for predicting the label (view ordering).

5.1.1 Concept-based Models

In Sections 2.3.4 and 2.4.3, we have briefly touched on concept-based models
and explanation techniques. Since this research direction is the subject of
the current chapter, we recapitulate and expand on the previous discussion.

Computer vision research has long studied the use of high-level attributes
in predictive models [111], [112]. More recent works explore explicitly



5.1 background 105

incorporating concepts in neural networks [22], [114], producing high-
level post hoc explanations by quantifying the network’s sensitivity to the
attributes [129], probing [293], [294] and de-correlating and aligning the
network’s latent space with concept variables [113].

Below, we describe concept bottleneck models [22] more formally. In brief,
a CBM fθ parameterised by θ = {φ, ψ} is given by

fθ (x) = gψ
(
hφ (x)

)
, (5.1)

where hφ maps inputs to predicted concepts ĉ = hφ (x) and gψ predicts
the target based on ĉ, i. e. ŷ = gψ (ĉ). CBMs are usually trained on labelled
data {(xi, ci, yi)}i by minimising concept and target prediction losses jointly,
sequentially, or independently. Observe that, in Equation 5.1, hφ forms a
concept bottleneck layer, and thus, the final output depends on the covariates
x solely through the predicted concept values ĉ. Throughout this chapter,
we will refer to hφ and gψ as the concept and target models, respectively.

CBMs are deemed interpretable since concept predictions ĉ can be in-
spected alongside the final output ŷ and utilised as concept-based expla-
nations. Furthermore, in contrast to conventional multitask learning [295],
we can intervene on and interact with the model at test time by editing
concept predictions and affecting downstream output. For instance, if we
choose to replace ĉ with another c′, the final prediction must be updated
to ŷ′ = gψ (c′). This process of editing the model’s intermediate output is
referred to as intervention and is a distinctive advantage of CBMs over other
interpretable model classes, e. g. SENNs (Chapter 3).

Interventions facilitate human–model interaction and allow for the in-
jection of the expert’s knowledge. For example, the simplest intervention
strategy is to “correct” the model, replacing predicted concept values with
the ground truth. Let S ⊆ {1, . . . , K} be a subset of concept variables to be
intervened on, then, under this simple strategy, the updated prediction is

ŷ′ = gψ

(
ĉ{1,...,K}\S , cS

)
, (5.2)

where c is the ground-truth concept vector. Note the notation abuse in the
order of the arguments in gψ.

5.1.2 Multiview and Multimodal Learning

As evident from the previous subsection, vanilla concept bottleneck models
(Equation 5.1) generally assume a single unimodal feature set. By contrast,
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medical imaging gives natural rise to multiview and multimodal data, e. g. in
medical ultrasound (US) [296], [297]. For instance, the risk of breast cancer
is routinely assessed based on multiview and multimodal US images of
lesions, including transversal and longitudinal views of B(rightness)-mode,
colour Doppler and elastography images.

Generally, multiview learning [32] concerns itself with the data com-
prising multiple views, essentially feature subsets, representing the source
object. Similarly, multimodal learning [33] studies models combining, or
fusing, multiple heterogeneous modalities, e. g. images and text. Beyond
the supervised learning setting, both directions have seen advances in
self-supervised [298], [299] and generative modelling approaches [300].

5.1.3 Machine Learning for Appendicitis

As this chapter’s primary application of interest is predictive modelling for
pediatric appendicitis, we provide basic background on the disease and an
overview of related works leveraging machine learning methods.

The diagnosis of patients with suspected appendicitis can be challenging
and relies on a combination of clinical, laboratory, and imaging param-
eters [301]. Despite extensive research, no specific and practically useful
biomarkers for the early detection of appendicitis have been identified [302],
[303]. Epidemiologically and clinically, there are two forms of appendicitis:
uncomplicated (subacute/exudative, phlegmonous) and complicated (gan-
grenous, perforated) [303]–[305]. Management forms include surgery as the
standard method [301], [306] and conservative therapy [304], [306]–[309].

Conventional imaging modalities for suspected appendicitis are ultra-
sonography, magnetic resonance imaging, and computed tomography. US
has become the primary choice due to widespread availability, lack of radi-
ation, and improvements in resolution over the past years [310]. Repeated
US examinations, including B-mode and Doppler, during the observation
phase improve diagnostic accuracy and help identify disease progression
[306], [311], [312].

There is an abundance of works tackling the prediction of the diagnosis
and management in pediatric and adult patients [313]–[322]. Most models
either utilise simple clinical and laboratory data [313], [316], [317], [322], rely
on hand-crafted US annotations [315], [318], [320], [321], or require more
expensive and invasive imaging modalities, such as CT [319]. Despite having
lower sensitivity and specificity than CT, US has been advocated as the
preferred diagnostic modality due to the absence of ionising radiation and
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cost-effectiveness [323]. However, fully automated analysis of abdominal
US images in this context remains an under-explored approach.

5.2 multiview concept bottleneck models

Following the notation introduced at the beginning of Section 5.1, we
generalise concept bottleneck models [22] (Section 5.1.1) to the multiview
classification scenario. We will refer to this enhanced model as the multiview
concept bottleneck model (MVCBM). The remainder of this section explains
its modules and training procedure in detail.

5.2.1 Model Architecture

In brief, MVCBM consists of four modules: (i) per-view feature extraction,
(ii) feature fusion, (iii) concept prediction, and (iv) label prediction. Fig-
ure 5.1 provides a schematic overview of the MVCBM’s architecture, while
the forward pass is specified by Equations 5.3a–5.3d below.

For data point 1 ≤ i ≤ N, a forward pass of the MVCBM is given by the
following equations:

I Feature extraction:

hc,v
i = hωc (xv

i ) , 1 ≤ v ≤ Vi, (5.3a)

II Feature fusion:

h̄c
i = rξc

({
hc,v

i
}Vi

v=1

)
, (5.3b)

III Concept prediction:

ĉi = sχc
(
h̄c

i
)

, (5.3c)

IV Label prediction:

ŷi = gψ (ĉi) , (5.3d)

where Latin letters correspond to functions and variables and Greek letters
denote learnable parameters. Observe that parameters φc = {ωc, ξc, χc}
define the concept model hφc (Equation 5.1) mapping a multiview feature
sequence to the predicted concept values, whereas gψ is the target model,
linking the concepts and labels. Thus, similar to the vanilla concept bottle-

neck, MVCBM’s forward pass can be rewritten as ŷi = gψ

(
hφc

({
xv

i
}Vi

v=1

))
.

In the following, we describe every step from Equation 5.3.
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Figure 5.1: Schematic summary of the multiview concept bottleneck
model (MVCBM) and its semi-supervised extension (SSMVCBM).
(I) Multiview ultrasound images

(
{xv

i }
Vi
v=1
)

are mapped to features
using a shared encoder neural network (hωc , hωz ); (II) features are
aggregated across the views; (III) high-level human-understandable
concepts and representations are predicted based on the aggregated
features; (IV) using concepts and representations, the target predic-
tion is made. The MVCBM only includes view encoding, fusion,
and concept prediction, whereas the SSMVCBM also performs
representation learning. During training, in addition to the target
prediction loss, the MVCBM is supervised by the concept prediction
loss. The SSMVCBM is further penalised by an adversarial regulariser
encouraging statistical independence between predicted concepts
and representations.

I The first step in the MVCBM’s forward pass is feature extraction.
Given an ordered view sequence

{
xv

i
}Vi

v=1, we encode each view into a
lower-dimensional representation (Equation 5.3a). To this end, we employ a
shared encoder network denoted by hωc . Weight sharing is justified by view
homogeneity (Section 5.1) and could be helpful in smaller datasets with
missing features. By contrast, in multimodal datasets, dissimilarities across
images acquired from the same subject are significant and consistent. In this
scenario, it may be prudent to train a dedicated encoder for each modality
to learn modality-specific features. In practice, we utilise a pretrained model
to initialise the weights of hωc [324].
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II Having obtained a sequence of view-specific features
{

hc,v
i
}Vi

v=1, we
perform fusion, or aggregation, as shown in Equation 5.3b. Following the
hybrid fusion approach [33], we aggregate intermediate view-specific features
hc,v

i from the previous step within a single neural network instead of
concatenating views at the input level (early fusion) or training an ensemble
of view-specific models (late fusion).

Thus, the class of the fusion function rξc is one of the design choices
behind our model. Although many function classes are viable, in the con-
text of multiview medical imaging data, the fusion must handle varying
numbers of views per data point. As a naïve approach, we consider the
arithmetic mean across the views h̄c

i =
1
Vi

∑Vi
v=1 hc,v

i [325], where h̄c
i denotes

the fused feature vector. Considering partial observability of the concepts
and ordering of the views, we also investigate aggregation via a learnable
function. Similar to Ma et al. [326], who utilise this trick in multiview 3D
shape recognition, we combine view-specific representations via an LSTM
network [177].

III , IV Analogous to the vanilla CBM, the last two steps (Equa-
tions 5.3c–5.3d) are concept and label prediction. First, we predict concepts
ĉi based on the fused representation h̄c

i using the network sχc . The vector ĉi
is then used as an input to the target model gψ, predicting the label ŷ.

5.2.2 Loss Function and Optimisation

We now define loss functions and procedures to be utilised for the optimi-
sation of MVCBM’s parameters. Recall that vanilla CBMs can be optimised
using independent, sequential, and joint procedures [22]. This chapter will
focus on the sequential and joint approaches that offer a more balanced
trade-off between predictive performance and intervention effectiveness, as
shown experimentally by Koh et al. [22].

For sequential training, we first optimise the concept model parameters:

φ̂c = arg min
φc

N

∑
i=1

K

∑
k=1

wy
i wck

i `ck (ĉi,k, ci,k) , (5.4)

where `ck is the loss function for the k-th concept, e. g. the CE for categorical
and MSE for numerical concepts, and ci,k refers to the value of the k-th
concept for the i-th data point.
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To address imbalances in concept label distributions and scarcity of spe-
cific concept-target combinations, we introduce weights wck

i and wy
i for the

k-th concept and target variable values in the i-th point. In practice, we set
these weights to the normalised inverse counts of samples in the correspond-
ing variable classes, i. e. wy

i ∝ 1/ ∑N
j=1 1{yj=yi} and wck

i ∝ 1/ ∑N
j=1 1{cj,k=ci,k}.

Notably, other sample weighting schemes may be viable.
In the next step of sequential training, parameters φ̂c from Equation 5.4

are frozen, and the parameters of the target model gψ are optimised:

ψ̂ = arg min
ψ

N

∑
i=1

wy
i `

y (gψ (ĉi) , yi
)

, (5.5)

where `y is the loss function for the target prediction task and ĉi are
predictions made by the frozen concept model hφ̂c .

By contrast, joint training combines the loss functions from Equations 5.4
and 5.5 into a single objective:

φ̂c, ψ̂ = arg min
φc ,ψ

{
N

∑
i=1

wy
i `

y(ŷi, yi) + α
N

∑
i=1

K

∑
k=1

wy
i wck

i `ck (ĉi,k, ci,k)

}
, (5.6)

where α > 0 controls the trade-off between the target and concept losses. As
the name of this procedure suggests, parameters φc and ψ are optimised
simultaneously.

5.2.3 Extension to Unobserved Concepts

Vanilla CBMs and MVCBMs implicitly assume that concept variables are
complete in that they fully capture the predictive relationship between the
covariates and the target. This assumption may be false for practical reasons,
such as the high cost of annotation, lack of knowledge, or ethical concerns
regarding the measurement of certain variables. More formally, concept bot-
tlenecks require that concepts are a sufficient statistic for the target variable
[135]: x ⊥⊥ y | c. In violation of this assumption, conditional dependencies
may occur when some ground-truth concept variables are systematically
missing in the acquired dataset, i. e. unobserved for all data points. Fig-
ure 5.2 depicts non-exhaustive examples of data-generating mechanisms
that may lead to the scenario described above. In such cases, the predictive
performance of the CBM is limited since the model solely relies on the
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Figure 5.2: Generative processes with incomplete concept sets summarised as
directed graphical models. Shaded and unshaded nodes correspond
to observed and unobserved variables, respectively. For both (a) and
(b), in general, x 6⊥⊥ y | c since there exists an active path between x
and y through unobserved concepts c′.

predefined set of concepts, which is insufficient. To this end, we propose
a semi-supervised variant of the MVCBM (SSMVCBM) that additionally
learns representations complementary to the concepts and relevant to the
downstream prediction task.

Next to the feature extraction and concept prediction, SSMVCBM in-
cludes an unsupervised module mapping views

{
xv

i
}Vi

v=1 to the representa-
tion zi ∈ RJ (Figure 5.1). Analogous to Equations 5.3a–5.3c, the architecture
comprises the following steps for data point 1 ≤ i ≤ N: (i) hz,v

i = hωz
(
xv

i
)

for view 1 ≤ v ≤ Vi, (ii) h̄z
i = rξz

({
hz,v

i
}Vi

v=1

)
, and (iii) zi = sχz

(
h̄z

i
)
.

Subsequently, for the final prediction, ĉi and zi are concatenated and fed
into the target model: for data point 1 ≤ i ≤ N, ŷi = gψ ([ĉi, zi]). As a
shorthand notation, let hφz denote the entire representation learning model
with parameters φz = {ωz, ξz, χz}.

Observe that the SSMVCBM model is semi-supervised in that the label is
predicted based on both ĉi and zi, where ĉi are supervised by the concept
prediction loss, while zi are complementary representations learnt without
explicit labels. These representations are meant to capture the residual
relationship between x and y not represented among the observed concepts.

To avoid learning representations redundant to the concepts, we deem
it desirable that ĉ ⊥⊥ z | y, i. e. the predicted concepts and representations
should be statistically independent conditional on the label. To this end,
we use another neural network aτ : RJ → RK, parameterised by weights
τ, to quantify the degree of statistical dependence as maxτ corr (aτ (z) , ĉ)
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[327]. Thus, network aτ is used to adversarially regularise representation z.
Empirically, we observed that this regularisation scheme helps de-correlate
z from concept predictions and improves the effectiveness of interventions.
Lastly, note that, in the context of the data-generating mechanisms shown
in Figure 5.2, z does not need to identify unobserved concepts c′ but rather
represents the residual relationship between x and y.

In practice, we train SSMVCBMs using a specially tailored procedure out-
lined in Algorithm 2. Similar to the sequential optimisation for (MV)CBMs
(Equations 5.4 and 5.5), it comprises multiple steps. First, parameters
φc = {ωc, ξc, χc} involved in concept prediction are optimised using the
loss function from Equation 5.4 (lines 1–6). Then, we freeze φ̂c and optimise
representation learning model parameters φz = {ωz, ξz, χz} (lines 7–19):

φ̂z, ψ̃ = arg min
φz ,ψ

max
τ

N

∑
i=1

wy
i `

y (ŷi, yi)−λ
N

∑
i=1

K

∑
k=1

wck
i `ck ([aτ (zi)]k , ĉi,k) , (5.7)

where λ > 0 controls the weight of the adversarial regulariser. The loss
function above can be extended with additional regularisation terms, e. g. to
de-correlate individual dimensions of z [328], improving the interpretability
of representations. The minimax objective from Equation 5.7 is optimised
using an adversarial training technique similar to the one utilised for
generative adversarial networks [329]. Last but not least, the parameters of
the target prediction model are additionally re-optimised (cf. Equation 5.5),
treating φ̂c and φ̂z as fixed (lines 20–25):

ψ̂ = arg min
ψ

N

∑
i=1

wy
i `

y (gψ ([ĉi, zi]) , yi
)

. (5.8)

From the conceptual perspective, the last step is not necessary, as the target
model parameters are optimised as part of Equation 5.7. However, we
observed that, with this step, the model’s predictive performance becomes
less sensitive to tuning the λ-parameter.

In summary, the semi-supervised variant of MVCBM tackles prediction
problems under systemically missing concept variables (Figure 5.2) by
including a representation learning branch (Figure 5.1) while retaining the
interpretability and capability to handle multiview data from the ground
model. Nevertheless, this enhancement comes at the cost of additional
learnable and tuning parameters and a less stable and more computationally
costly adversarial training procedure (Algorithm 2).
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Algorithm 2: Training Procedure for SSMVCBM

Input: Training set Dtrain =
{({

xv
i
}Vi

v=1 , ci , yi

)}N

i=1
; numbers of epochs

Ec, Ez, Ea, Ey ≥ 1 for the concept, representation learning, adversary, and target
model optimisation; learning rates ηc, ηz, ηa, ηy > 0; number of adversarial
training steps C ≥ 1; regularisation parameter λ ≥ 0

Output : Optimised SSMVCBM parameters
{

φ̂c, φ̂z, ψ̂
}

1 Initialise φ̂c =
{

ω̂c, ξ̂c, χ̂c
}

2 for e = 1 to Ec do
3 for minibatch B ⊆ {1, . . . , N} do
4 Update φ̂c ← φ̂c − ηc∇φ̂c ∑

i∈B
∑K

k=1 wy
i wck

i `ck (ĉi,k , ci,k)

5 end
6 end

7 Initialise φ̂z =
{

ω̂z, ξ̂z, χ̂z
}

, ψ̂, and τ̂

8 for j = 1 to C do

9 for e = 1 to Ez do
10 for minibatch B ⊆ {1, . . . , N} do
11 Update

{
φ̂z, ψ̂

}
←
{

φ̂z, ψ̂
}
− ηz∇{φ̂z ,ψ̂}

[
∑

i∈B

wy
i `

y (ŷi , yi)

−λ ∑
i∈B

K

∑
k=1

`ck ([aτ̂ (zi)]k , ĉi,k)

]

12 end
13 end

14 for e = 1 to Ea do
15 for minibatch B ⊆ {1, . . . , N} do
16 Update τ̂ ← τ̂ − ηa∇τ̂ ∑

i∈B
∑K

k=1 wck
i `ck ([aτ̂ (zi)]k , ĉi,k)

17 end
18 end
19 end

20 Reinitialise ψ̂
21 for e = 1 to Ey do
22 for minbatch B ⊆ {1, . . . , N} do
23 Update ψ̂← ψ̂− ηy∇ψ̂ ∑

i∈B
wy

i `
y (ŷi , yi)

24 end
25 end

26 return
{

φ̂c, φ̂z, ψ̂
}
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5.3 experimental setup

In this section, we describe the experimental setup employed to gauge
the predictive performance and interpretability of our models. Our goal
is (i) to present a proof of concept for the introduced extensions of the
CBMs on simple benchmarks and (ii) apply our methods to a real-world
medical image analysis problem, specifically, the prediction of diagnosis,
management, and severity from multiview ultrasound scans of pediatric
patients with suspected appendicitis. The following subsections introduce
synthetic benchmarks and the US imaging dataset. We then motivate and
explain baselines, ablation experiments, and evaluation metrics used for
model comparison.

5.3.1 Benchmarking Datasets

As an initial feasibility study, we experiment with (semi-)synthetic datasets
comprising multiview features accompanied by concept and target la-
bels. Similar to Chapter 4, we construct a synthetic tabular nonlinear
dataset, based on the concept bottleneck model. Its generative process
includes (i) sampling the design matrix, (ii) mapping features to concepts,
and (iii) utilising these concepts to construct labels. Multiple “views” are
generated by retrieving non-overlapping feature subsets from the design
matrix. In contrast to the natural image benchmarks for concept-based
classification considered in the prior CBM literature, e. g. the Caltech-UCSD
Birds-200-2011 [22], [330], our synthetic dataset has per-data-point concept
labels instead of assuming class-wide values. Appendix C.1 describes the
detailed procedure utilised to generate this synthetic dataset.

In addition to the tabular data, we construct a semi-synthetic attribute-
based natural image dataset from Animals with Attributes 2 (AwA) [112],
[331]. The original AwA consists of 37322 images of 50 animal classes
with 85 binary concept variables. The attribute labels are shared across
all instances for each class. To investigate the multiview learning scenario,
we extend AwA by randomly cropping four patches from each image to
produce multiple “views”. Appendix C.2 contains a few example images.
The resulting multiview animals with attributes (MVAwA) dataset has
concepts that are partially observable from individual views and assumes
no systematic ordering among the patches. Furthermore, similar to the
synthetic benchmark, for simplicity, we generate the same number of views
for each data point.
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5.3.2 Pediatric Appendicitis Dataset

Recall that the primary application of interest in the current chapter is
ultrasound imaging in pediatric appendicitis (Section 5.1.3). To this end, we
study a dataset from a cohort of 579 children and adolescents (0–18 years
old) admitted as inpatients to the Department of Pediatric Surgery and
Pediatric Orthopedics at the tertiary Children’s Hospital St. Hedwig in Re-
gensburg, Germany, between January 1, 2016, and December 31, 2021, with
suspected appendicitis. Expanding on the previous analysis by Marcinke-
vics et al. [320], this dataset was acquired and published as part of the
current research project [292], [332].

We have collected retrospective data via the hospital’s database, including
potentially multiple abdominal B-mode ultrasound images for each patient
(totalling 1709 images). The number of views per subject ranges from
1 to 15. Usually, images depict various regions of interest, such as the
abdomen’s right lower quadrant (RLQ), appendix, intestines, lymph nodes,
and reproductive organs. Figure 5.3 contains an example of US images
belonging to a single patient before and after preprocessing. For each
subject, we retrieve ultrasound from admission and initial clinical course
with findings related to variables reported in Table C.1 (Appendix C.3).

In addition, we consider information encompassing laboratory tests,
physical examination results, and conventional clinical scores, such as
Alvarado (AS) and pediatric appendicitis (PAS) scores [333]–[335], widely
utilised by pediatricians and pediatric surgeons for the risk stratification
of children and adolescents with abdominal pain [336]. Last but not least,

(a)

D: appendicitis

M

S
compl. uncompl. Total

surg. 97 135 232

cons. 0 151 151

Total 97 286 383

(b)

D: no appendicitis

M

S
compl. uncompl. Total

surg. 0 2 2

cons. 0 194 194

Total 0 196 196

Table 5.1: The contingency table of the pediatric appendicitis dataset w.r.t. the
management (M; surgical vs. conservative) by severity (S; complicated
vs. uncomplicated) stratified by the diagnosis (D; appendicitis vs. no
appendicitis).
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Figure 5.3: An example of multiple US images acquired from a single patient
from the pediatric appendicitis dataset. Views I and II correspond to
longitudinal and transverse sections of the appendix, respectively, and
view III depicts the reaction in the tissue surrounding the appendix.
Original images (top) contain graphical interface elements and expert-
made markers, whereas preprocessed images (bottom) have been
inpainted, cropped, and padded.

we focus on the expert-produced ultrasonographic findings represented by
categorically-valued features. Nine of these were chosen as high-level con-
cepts relevant to decision support. Meaning and comprehensive description
of these variables are reported in Table C.1. Throughout this chapter, for
brevity, we will denote the concepts by c1 to c9.

Each subject is labelled w.r.t. three target variables: (i) diagnosis (appen-
dicitis vs. no appendicitis), (ii) management (surgical vs. conservative), and
(iii) severity (complicated vs. uncomplicated or no appendicitis). The frequencies
of different label categories and their combinations are shown in Table 5.1.
The diagnosis was confirmed histologically in the patients who underwent
appendectomy. Subjects treated conservatively are labelled as having ap-
pendicitis if their appendix diameter was at least 6 mm and either AS or
PAS ≥ 4. Note that the labelling criterion above is only a proxy for the
ground-truth disease status, with AS and PAS helping exclude children
with no appendicitis [335]. Moreover, the addition of the US information on
the enlarged appendix has been shown to increase the positive predictive
value [336], [337]. The management label reflects the decision made by a
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senior pediatric surgeon based on clinical, laboratory, and US data. For the
severity, complicated appendicitis includes cases with abscess formation,
gangrene, or perforation.

Before model development and evaluation, preprocessing was performed
on B-mode ultrasound images to eliminate undesired variability. The study
being retrospective, ultrasonograms are as per clinical routine and, therefore,
contain graphical user interface elements, markers, distance measurements,
and other annotations (Figure 5.3). Consequently, we employ a generative
inpainting model, DeepFill [338], to mask and fill such objects. Subsequently,
images are resized to 400×400 pixels using zero padding when needed.
Finally, contrast-limited histogram equalisation (CLAHE) is applied, and
pixel intensities are normalised to the range of 0 and 1. During training, we
leverage extensive on-the-fly augmentations to avoid overfitting.

5.3.3 Baselines and Ablations

Next to the proposed (SS)MVCBM (Section 5.2), we consider several base-
lines and ablations. Across all datasets, we apply single-view neural-
network-based classifiers. In particular, we train MLPs on tabular data
and fine-tune ResNet-18 [339] on images. As an interpretable single-view
baseline, we employ vanilla CBMs. To ensure a fair comparison between
CBMs and (SS)MVCBMs, we utilise identical architectures for individual
modules (Appendix C.4). As a black-box multiview baseline, we employ
a neural network with the same architecture as that of the MVCBM but
trained without concept supervision in the bottleneck layer. We refer to it
as the multiview bottleneck (MVBM).

When appropriate, we compare two ways of aggregating per-view rep-
resentations: averaging and LSTM (Equation 5.3b). Moreover, we consider
sequential (Equations 5.4–5.5) and joint (Equation 5.6) training procedures.
Finally, on the pediatric appendicitis dataset, we additionally evaluate an-
other baseline—a random forest (RF) [4] trained on radiomic features [269].
This approach is similar to the baseline from Chapter 4 (Section 4.3.2) ap-
plied to CT data. Herein, radiomics features are extracted from every US
image and averaged across the views for each subject. The performance
of this classifier is further improved by ANOVA F-value-based feature
selection performed using nested CV.
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5.3.4 Evaluation Metrics

As the intended use-case scenario for our model is clinical decision support,
we assess the performance w.r.t. concept and label prediction using AUROC
and AUPR. Notably, for pediatric appendicitis, different metrics may be
relevant depending on the target variable, e. g. a low false negative rate may
be critical for diagnosis and severity. In contrast, a low false positive rate
may be desirable for management to avert negative appendectomies [340].
Thus, we do not commit to a single classification threshold. For the pediatric
appendicitis experiments, we also report Brier scores to gauge calibration.
For concept-based models, in addition to the conventional predictive per-
formance, we assess the effectiveness of interventions (Equation 5.2) by
visualising changes in the target AUROC and AUPR across varying per-
centages of concept variables intervened on. For simplicity, the variables to
be edited are chosen at random.

5.4 results

We now turn to the experimentation results, describing our proof-of-concept
findings on the (semi-)synthetic benchmarks followed by a comprehensive
analysis on the pediatric appendicitis data. As outlined in the previous
subsection, our goal is to (i) demonstrate that, in principle, our models
can tackle multiview data under incomplete concept sets and (ii) explore a
practical application to medical image analysis.

5.4.1 Proof of Concept on Synthetic Data

We first benchmark our methods on tabular synthetic nonlinear data (Ap-
pendix C.1) and multiview animals with attributes (Appendix C.2). In both
experiments, we train models with varying numbers of concepts observed
to emulate the incomplete concept set scenario (Figure 5.2), where some
attributes are systematically missing. Throughout this subsection, we focus
on the AUROC for predictive performance evaluation, as we observed
similar results w.r.t. AUPR, which we omit in the interest of space.

Figure 5.4 contains the summary of the results, with the top row corre-
sponding to the synthetic data. Expectedly, black-box and concept-based
multiview approaches are consistently more accurate than their single-view
counterparts at target (Figure 5.4a) and concept prediction (Figure 5.4b).
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(a) Target prediction (b) Concept prediction (c) Interventions

Figure 5.4: Results on the synthetic (top) and MVAwA (bottom) datasets for
the proposed multiview concept bottleneck (MVCBM) and semi-
supervised multiview concept bottleneck (SSMVCBM) models
alongside several baselines. (a) One-vs-all AUROCs for predicting
the target under the varying number of observed concepts. Note that
MLP, ResNet-18, and MVBM do not rely on concepts; their AUROCs
are shown as horizontal lines for reference. (b) Averaged AUROCs for
concept prediction. (c) AUROCs for target prediction after interven-
ing on the varying number of concepts. Interventions are performed
under an incomplete concept set: 5/30 and 10/85 observed concepts
for the synthetic and MVAwA datasets. The performance of non-
intervenable baselines is shown by horizontal lines.

Thus, a multiview black-box model without concept supervision (MVBM)
performs considerably better than an MLP trained on a single view. Like-
wise, an MVCBM outperforms a simple CBM. Notably, the target prediction
performance for CBM and MVCBM increases with the number of concepts
observed, as shown in Figure 5.4a. When a near-complete concept set is
provided, the performance of the multiview CBM is close to that of the mul-
tiview black box. The SSMVCBM performs well even when few concepts
are known and is close to the black-box baseline across most settings.

For concept prediction (Figure 5.4b), MVCBM and SSMVCBM attain
comparable performance with higher AUROCs than the single-view version.
As expected, the semi-supervised model predicts the concepts equally well
compared to the MVCBM. Thus, representation learning has no effect on the
concept prediction. Lastly, we observe from Figure 5.4c that, similarly to the
classical CBM, both multiview variants allow for effective interventions, i. e.



120 concept-based models in the wild

their predictive performance improves when replacing predicted concepts
with the ground truth at test time.

For the MVAwA dataset, we observe analogous results summarised in
the bottom panels of Figure 5.4. In particular, (i) multiview techniques per-
form superior to single-view approaches, (ii) under a complete concept set,
MVCBM is comparable to the black box, and (iii) MVCBM and SSMVCBM
can be effectively intervened on.

5.4.2 The Role of Adversarial Regulariser

In addition to the results above, we conduct an ablation study on the
SSMVCBM to investigate the effect of adversarial regularisation (Equa-
tion 5.7). As explained in Section 5.2.3, adversarial regulariser helps de-
correlate learned representations z and predicted concept values ĉ. Below,
we explore the role of this regulariser by training models under varying
hyperparameter (λ) values on the MVAwA dataset.

To this end, we assess the correlation among predicted concept values
and representations and intervention effectiveness, as shown in Figure 5.5.
Expectedly, stronger regularisation (λ > 0.00) hurts the target prediction
performance (Figure 5.5b) but allows learning representations de-correlated
from the concepts (Figure 5.5a). Nevertheless, even in the absence of ad-
versarial regularisation (λ = 0.00), ĉ and z are already merely weakly
correlated. Importantly, regularised models demonstrate a steeper increase

λ = 0.00, y = 50 λ = 0.01, y = 50 λ = 0.10, y = 50

z

ĉ

C
orrelation

(a) (b)

Figure 5.5: Results of the ablation study on the effect of the adversarial reg-
ularisation in the semi-supervised multiview concept bottleneck
model (SSMVCBM). SSMVCBM models were trained on the MVAwA
dataset under varying regularisation parameter λ = 0.00, 0.01, 0.10.
(a) Conditional correlation among the predicted concepts (ĉ) and rep-
resentations (z) for class y = 50. (b) Intervention results for varying
regularisation strength.
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in predictive performance during interventions, eventually attaining a
higher AUROC than the unregularised SSMVCBM. In summary, adversarial
regularisation helps learning representations disentangled from concept
variables and improves the effectiveness of interventions, albeit at the price
of performance without interventions.

5.4.3 Application to Pediatric Appendicitis

Multiview concept bottleneck models are readily applicable to medical
imaging datasets, which often include multiple views or heterogeneous
data types. In this subsection, we turn to a more realistic scenario and
explore the application of multiview CBMs to pediatric appendicitis data
(Section 5.3.2).

To begin with, we evaluate the ability of all concept-based models to
predict high-level appendix ultrasound features (Table C.1) from (multiple)
abdominal US images. Table 5.2 reports test-set AUROCs and AUPRs
achieved by the different variants of the concept bottleneck. In addition to
different designs, we investigate the effect of the optimisation procedure,
sequential vs. joint (Equations 5.4–5.6), and view-specific feature fusion,
averaging vs. LSTM. Note that Tables 5.2a and 5.2b focus on the diagnosis
as the target variable. We observe similar results for the management and
severity reported in Tables C.3 and C.4 (Appendix C.5). We attribute minor
discrepancies across the three classification problems to the differences
in the weights assigned to data points in the cost-sensitive loss function
(Equations 5.4–5.6 and 5.7) and the choice of hyperparameter values.

Across all target variables, most concepts could be predicted by at least
one of the models significantly better than by a fair coin flip (one-sample
two-sided t-test p-value < 0.05, adjusted using the Benjamini–Yekutieli pro-
cedure [341] with the FDR of q = 0.05). Surprisingly, some of the variables
with relatively few cases present in the dataset could be captured by some
models, e. g. coprostasis (c8) and meteorism (c9) by the LSTM-based variants
of MVCBM and SSMVCBM. By contrast, the thickening of the bowel wall (c7)
was particularly challenging to model, likely due to its low prevalence and
the lack of predictive power in the downstream classification task.

Predictably, sequentially optimised models (seq) are more performant at
the concept prediction than the ones optimised jointly (joint), in agreement
with the findings reported in the literature [22]. Similar to the results
from Figure 5.4b, models aggregating multiple views tend to have higher
AUROCs and AUPRs. In addition, LSTM-based aggregation consistently



122 concept-based models in the wild

(a)

Model
Concept AUROC

c1 c2 c3 c4 c5 c6 c7 c8 c9

Random 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50

CBM-seq 0.52±0.04 0.47±0.04 0.60±0.07
*

0.56±0.08 0.63±0.05
*

0.57±0.05
*

0.45±0.08 0.48±0.08 0.39±0.07

CBM-joint 0.50±0.05 0.47±0.03 0.57±0.05
*

0.54±0.06 0.64±0.04
*

0.59±0.05
*

0.39±0.06 0.57±0.12 0.38±0.09

MVCBM-seq-avg 0.61±0.05
*

0.49±0.05 0.66±0.08
*

0.60±0.08
*

0.51±0.08 0.66±0.08
* 0.50±0.04 0.47±0.12 0.55±0.07

MVCBM-seq-LSTM 0.83±0.03* 0.59±0.03*
0.62±0.04

* 0.71±0.04*
0.65±0.04

*
0.67±0.07

*
0.49±0.07 0.68±0.10* 0.73±0.06*

MVCBM-joint-avg 0.55±0.10 0.47±0.07 0.73±0.07*
0.63±0.07

*
0.61±0.06

*
0.63±0.07

*
0.48±0.06 0.45±0.13 0.54±0.11

MVCBM-joint-LSTM 0.85±0.03*
0.55±0.04

*
0.58±0.04

* 0.70±0.03* 0.75±0.02*
0.55±0.09 0.45±0.12 0.68±0.17 0.77±0.03*

SSMVCBM-avg 0.62±0.05
* 0.60±0.05* 0.72±0.05*

0.67±0.05
*

0.54±0.05 0.68±0.08* 0.53±0.11 0.43±0.08 0.47±0.07

SSMVCBM-LSTM 0.85±0.04*
0.58±0.06

*
0.66±0.05

* 0.71±0.06* 0.67±0.04* 0.69±0.06*
0.45±0.09 0.66±0.11* 0.73±0.05*

(b)

Model
Concept AUPR

c1 c2 c3 c4 c5 c6 c7 c8 c9

Random 0.72 0.49 0.19 0.23 0.51 0.26 0.16 0.13 0.14

CBM-seq 0.71±0.03 0.53±0.03
*

0.29±0.06
*

0.26±0.05 0.64±0.05
*

0.38±0.06
*

0.15±0.03 0.12±0.02 0.11±0.02

CBM-joint 0.73±0.05 0.49±0.04 0.30±0.06
*

0.30±0.08 0.64±0.05
*

0.38±0.09
*

0.15±0.05 0.19±0.08 0.11±0.02

MVCBM-seq-avg 0.79±0.04
*

0.53±0.06 0.34±0.10*
0.35±0.10

*
0.53±0.07 0.41±0.07*

0.17±0.04 0.14±0.04 0.25±0.12

MVCBM-seq-LSTM 0.92±0.02
* 0.59±0.04*

0.32±0.05 0.38±0.04* 0.67±0.04* 0.42±0.10*
0.15±0.02 0.21±0.08 0.40±0.11*

MVCBM-joint-avg 0.75±0.08 0.48±0.06 0.38±0.09*
0.30±0.06 0.58±0.05

*
0.39±0.08

* 0.21±0.08 0.15±0.08 0.16±0.05

MVCBM-joint-LSTM 0.94±0.01*
0.50±0.05 0.26±0.08 0.37±0.07* 0.74±0.04*

0.32±0.09 0.16±0.08 0.31±0.20 0.28±0.07
*

SSMVCBM-avg 0.79±0.04
*

0.58±0.03
* 0.38±0.05*

0.34±0.04
*

0.54±0.06 0.42±0.08* 0.20±0.06 0.12±0.04 0.17±0.07

SSMVCBM-LSTM 0.93±0.03* 0.60±0.06*
0.31±0.06

* 0.38±0.06* 0.67±0.04*
0.39±0.06

*
0.19±0.06 0.19±0.07 0.30±0.09*

Table 5.2: Concept prediction performance on the pediatric appendicitis dataset
with the diagnosis as the target variable. (a) AUROCs and (b) AUPRs
are reported as averages and standard deviations across ten indepen-
dent initialisations. Herein, “seq” and “joint” denote sequential and
joint optimisation, respectively, whereas “avg” and “LSTM” stand for
the averaging- and LSTM-based fusion. Averages significantly greater
than the expected performance of a fair coin flip (random) are marked
by “*”. Bold indicates the best result, and italics indicates the second
best. The meaning of the concept variables: c1, visibility of the ap-
pendix; c2, free intraperitoneal fluid; c3, appendix layer structure; c4,
target sign; c5, surrounding tissue reaction; c6, pathological lymph
nodes; c7, thickening of the bowel wall; c8, coprostasis; c9, meteorism.
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Model
Diagnosis Management Severity

AUROC AUPR Brier AUROC AUPR Brier AUROC AUPR Brier

Random 0.50 0.75 0.25
0.50 0.47 0.25 0.50 0.23 0.25

Radiomics + RF 0.64±0.02 0.82±0.01 0.22±0.00
0.65±0.01 0.60±0.02 0.24±0.00 0.77±0.02 0.58±0.04 0.15±0.00

ResNet-18 0.70±0.07 0.88±0.04 0.25±0.08
0.69±0.07 0.71±0.08 0.27±0.05 0.73±0.10 0.52±0.10 0.18±0.04

CBM-seq 0.64±0.06 0.84±0.04 0.22±0.02
0.68±0.05 0.68±0.05 0.23±0.02 0.66±0.06 0.41±0.08 0.23±0.04

CBM-joint 0.62±0.04 0.83±0.04 0.24±0.02
0.66±0.06 0.68±0.04 0.23±0.02 0.68±0.06 0.44±0.08 0.23±0.02

MVBM-avg 0.76±0.05 0.89±0.04 0.22±0.03
0.71±0.04 0.69±0.04 0.24±0.02 0.71±0.12 0.59±0.11 0.20±0.05

MVBM-LSTM 0.76±0.04 0.91±0.02 0.23±0.02
0.67±0.04 0.61±0.04 0.23±0.02 0.74±0.13 0.58±0.12 0.22±0.07

MVCBM-seq-avg 0.67±0.05 0.85±0.05 0.23±0.02
0.58±0.05 0.62±0.06 0.26±0.02 0.75±0.07 0.56±0.12 0.23±0.04

MVCBM-seq-LSTM 0.73±0.03 0.89±0.01 0.24±0.04
0.57±0.03 0.53±0.04 0.26±0.01 0.70±0.11 0.48±0.16 0.21±0.03

MVCBM-joint-avg 0.66±0.09 0.84±0.06 0.24±0.06
0.69±0.06 0.66±0.11 0.23±0.02 0.70±0.06 0.53±0.11 0.24±0.02

MVCBM-joint-LSTM 0.72±0.02 0.88±0.02 0.22±0.01
0.57±0.05 0.50±0.04 0.26±0.01 0.65±0.07 0.37±0.10 0.24±0.02

SSMVCBM-avg 0.80±0.03 0.92±0.02 0.20±0.03 0.72±0.05 0.72±0.04 0.27±0.05 0.73±0.07 0.57±0.09 0.17±0.02

SSMVCBM-LSTM 0.80±0.06 0.92±0.04 0.19±0.04
0.70±0.03 0.67±0.06 0.27±0.04 0.78±0.05 0.58±0.10 0.21±0.10

Table 5.3: Target prediction results for the diagnosis, management, and severity.

and noticeably outperforms simple averaging (avg), especially for predict-
ing the visibility of the appendix—one of the most important diagnostic
concepts [320]. This could be associated with loose spatiotemporal ordering
among US images acquired for each subject. Finally, semi-supervised bottle-
necks have concept prediction performance comparable to the sequentially
optimised MVCBMs.

As explained before, our end goal is the prediction of the (i) diagnosis,
(ii) management, and (iii) severity among suspected appendicitis patients.
In Table 5.3, we explore the predictive performance for these three target
variables. With respect to AUROC and AUPR, all models are able to predict
all targets better than the naïve baseline. Among concept-based approaches,
multiview models offer a consistent improvement over the vanilla CBM
for diagnosis and severity. Moreover, the best-performing concept-based
classifiers often achieve AUROCs and AUPRs comparable to those of the
multiview black box.

On average, MVCBMs with the LSTM-based fusion outperform averaging-
based approaches for diagnosis. However, the opposite is true for man-
agement. For diagnosis and management prediction, we also observe that
neural-network-based methods outperform RFs trained on radiomics fea-
tures. The latter result is not surprising, given that we do not utilise manu-
ally segmented regions of interest for radiomics feature extraction. Lastly,
across all targets, the semi-supervised extension of the MVCBM achieves
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higher AUROCs and AUPRs or is comparable to the approaches that purely
rely on the concepts.

Brier scores partially agree with AUROCs and AUPRs. However, they
feature less variability across model classes. For all target variables, most
scores are ≥ 0.20. Combined with the reported AUROCs and AUPRs, the
latter finding indicates that the probabilistic predictions of the models
considered could benefit from calibration, which could help produce more
interpretable probabilistic outputs.

To summarise, concept-based classification on multiview US data is
encouragingly effective at predicting the diagnosis. For management, aggre-
gating multiple US images offers no improvement over simple single-view
classification. We attribute this to the diagnostic nature of the chosen concepts
and their limited predictive power for the treatment assignment. Likewise,
accurately predicting appendicitis severity is challenging, likely due to the
low prevalence of complicated appendicitis cases in the current dataset
(Table 5.1). Last but not least, in all tasks, the proposed SSMVCBM suc-
cessfully mitigates the poorer discriminative performance of concept-based
approaches by learning representations complementary to the probably
incomplete concept set.

Similar to the proof-of-concept experiments (Figure 5.4c), we intervene on
the bottleneck layers of the CBM, MVCBM, and SSMVCBM trained on the
pediatric appendicitis data. Figure 5.6 contains a summary of our findings.
In these experiments, we utilise LSTM-based fusion since it led to better
concept prediction performance (Table 5.2). In particular, Figure 5.6a shows
intervention results for the diagnosis, and Figures 5.6b and 5.6c correspond
to the other two target variables. Analogous to Figure 5.4c, lines show
changes in median AUROC and AUPR when intervening on randomly
chosen concept subsets of varying sizes.

For the diagnosis (Figure 5.6a), interventions affect the behaviour of
the models as in the experiments on the synthetic and natural image
datasets. Specifically, AUROC and AUPR increase steadily with the num-
ber of concepts intervened on: across all models, the maximum median
AUROC and AUPR attained are approx. 0.85 and 0.94, respectively. As the
best-performing model (Table 5.3), SSMVCBM demonstrates only a slight
increase in median predictive performance after intervening on the full
concept set.
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(a) Diagnosis (b) Management (c) Severity

Figure 5.6: Intervention results for the (a) diagnosis, (b) management, and
(c) severity w.r.t. AUROC (top) and AUPR (bottom). The performance
of non-intervenable ResNet-18 and MVBM baselines is shown as
horizontal lines.

Likewise, for management (Figure 5.6b), we observe an increase in
AUROC and AUPR. However, a single-view CBM performs well and over-
takes both multiview models after interventions. Lastly, interventions yield
no visible performance improvement for severity (Figure 5.6c), possibly
due to considerable variance across initialisations and randomly sampled
concept subsets.

In addition to the experimental findings, another output of this chapter
is an online decision support tool developed based on the introduced
methods. As a step towards informing clinicians and other interested parties
about ML-based decision support, we make this tool publicly available at
https://papt.inf.ethz.ch/mvcbm. Figure C.2 in Appendix C.6 contains
a summary with an illustrative use-case example. The tool utilises the
multiview CBM model (Figure 5.1) for predicting the diagnosis, as we
observed the most promising results for this target variable and model
configuration (Table 5.3).

Via the tool’s simple web interface, the user may upload several ultra-
sonography images acquired from the same patient. Image preprocessing,
as described in Section 5.3.2, may be optionally executed. In addition to
prediction, the tool allows intervening on the concept values by editing
corresponding sigmoid activations.

https://papt.inf.ethz.ch/mvcbm
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5.5 discussion

Below, we reflect on the contributions of the current chapter and its rela-
tion to the general topic of the thesis. We emphasise the relevance of the
presented methods in comparison to the related research and summarise
valuable empirical contributions. We conclude this section with a discussion
of limitations and open questions for future work.

In complement to Chapters 3 and 4, we have explored another class
of interpretable models that, in contrast to raw features or prototypes,
relies on high-level attributes to explain complex input-output relationships
[22], [111], [112]. Specifically, we have concentrated on the class of concept
bottleneck models [22] (Sections 2.3.4 and 5.1.1), addressing their practical
limitations in the scope of the biomedical application domain.

Motivated by challenges arising in medical image analysis, we generalised
conventional CBMs to datasets with multiple views and modalities. To this
end, we have proposed a practical architecture (Section 5.2.1, Figure 5.1)
building on the hybrid fusion approach to multimodal learning [33]. Our
model effectively handles (i) varying numbers of views per data point,
(ii) partial observability of concepts from individual views (Section 5.1),
and (iii) exploits spatial and temporal ordering among images.

Another limitation of CBMs explored in this chapter is the implicit as-
sumption of a sufficient, or complete, concept set [135]. To this end, we have
investigated the setting where concept variables are systematically missing
and, hence, the observed attributes do not comprehensively capture the
relationship between the covariates and the target. To tackle this issue, we
have introduced another model design (Section 5.2.3) combining concept
prediction with representation learning. Additionally, to disentangle repre-
sentations and concept predictions and improve intervention effectiveness,
we have utilised adversarial regularisation (Equation 5.7), adapting the
model’s training procedure accordingly (Algorithm 2).

Despite model design adjustments, our multiview concept bottleneck
and its semi-supervised variant retain the interpretability of conventional
CBMs. Firstly, our models follow the same structure of successively predict-
ing concepts from covariates and the target from the concepts. Secondly,
adversarial regularisation allows de-correlating concepts from opaque rep-
resentations, thus improving predictive performance without unwanted
redundancies. Furthermore, as demonstrated empirically (Figures 5.4c and
5.5b and Figure 5.6c), interventions on predicted concepts are still effective
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and allow increasing test-time predictive performance through human–
model interaction.

Many previous works have investigated related limitations of the CBMs
and explored alternative model designs. For instance, Sawada and Naka-
mura [342] combine CBMs with self-explaining neural networks (Sec-
tion 2.3.4) and incorporate additional unsupervised concepts. However,
they do not explore the disentanglement of the given and learnt concepts
and do not provide results on the effectiveness of interventions.

Yüksekgönül, Wang, and Zou [343] propose training a concept bottle-
neck post hoc on the representations from a pretrained backbone network.
Additionally, they utilise residual fitting to compensate for an incomplete
concept set by adding a residual term to the bottleneck’s final prediction. In
contrast, this chapter studies the ante hoc modelling scenario and provides
a solution technically different from residual modelling, in line with the
work by Sawada and Nakamura [342].

Another related line of work tackles unobserved concepts and leakage
[344] by employing representation learning and generative modelling. De-
spite facilitating probabilistic modelling and conditional generation, e. g. as
in Chapter 4, generative approaches can be data-hungry and, thus, ineffec-
tive on small and high-dimensional datasets, such as pediatric appendicitis
(Section 5.3.2).

Last but not least, the concurrent method by Havasi, Parbhoo, and Doshi-
Velez [345] extends standard CBMs by including a side channel similar to
the representation learning branch of the SSMVCBM and capturing au-
toregressive relationships among the concepts. In contrast, we additionally
tackle the multiview learning scenario (Section 5.1.2) and medical imaging
applications, whereas Havasi, Parbhoo, and Doshi-Velez [345] consider ICU
time series data.

From the multiview and multimodal learning perspective, we capitalise
on prior research on aggregating representations across views or modalities
via averaging [325] and sequential modelling [326]. Nevertheless, alternative
fusion approaches exist, e. g. products and mixtures of experts [243], [289].
To the best of our knowledge, this chapter is among the few efforts at
designing interpretable multiview models for concept-based classification.

Beyond comprehensive evaluation conducted on the synthetic and natu-
ral image datasets (Sections 5.4.1–5.4.2), the primary empirical contribution
of this chapter is the investigation of ultrasonography-based ML models for
pediatric patients with suspected appendicitis. Although appendicitis is a
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common condition in the pediatric population, diagnosing it and choosing
the best therapeutic option is challenging. Early differentiation between
simple and complicated necrotising appendicitis is crucial for effective
management and prognosis [303], [315], [346]. Thus, ML-based decision
support tools, such as those explored in this chapter, may increase diag-
nostic accuracy and prove pivotal in improving treatment outcomes. Our
empirical findings (Section 5.4.3) promisingly suggest that the direct inter-
pretation of US images by ML models is feasible. Such predictive models
may assist physicians in interpreting US images and enable comparison of
the results with the newly conducted US exams to characterise the progress
or resolution of the inflammation.

Most of the prior work on using ML for appendicitis has focused on
tabular datasets with handcrafted features [313]–[318], [320]–[322] or more
invasive imaging modalities, such as CT [319]. In contrast, we take the
first steps towards the computer-aided diagnosis of appendicitis based
on abdominal ultrasound, a noninvasive, accessible, and cheap technique.
Additionally, we have publicised an anonymised version of the dataset
utilised for model development to facilitate future replication of our findings
and method comparison [332]. Lastly, for demonstratory and educational
purposes, we have deployed our MVCBM for predicting the diagnosis as
an easy- and free-to-use web tool (Appendix C.6).

In our experiments (Section 5.4), we have demonstrated the benefits of the
multiview and semi-supervised concept-based approach on the synthetic
tabular, natural, and medical image data. Our findings show that multiview
concept bottlenecks and their semi-supervised variant generally outperform
vanilla CBMs in concept and target prediction (Figure 5.4).

For the diagnosis prediction on the pediatric appendicitis dataset, MVCBMs
attain performance comparable to black-box multiview classifiers (Table 5.3)
while facilitating the interpretation of and interventions on predictions
via clinically relevant attributes (Table C.1). For management and severity,
the results are somewhat less conclusive, featuring little difference across
single- and multiview models. We attribute the latter findings to the limited
predictive power of the ultrasonographic features for these target vari-
ables [320], the diagnostic nature of the chosen concepts, and the moderate
size of the cohort (Table 5.1). For instance, previous literature [320] has
shown that the most important predictor of the treatment assignment is
peritonitis/abdominal guarding assessed during a clinical examination.
Among the US findings, most other predictively useful attributes can be
identified based on the right lower quadrant image alone. Therefore, we
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hypothesise that the additional views, e. g. depicting pathological lymph
nodes or meteorism, are not as helpful for the management classification.
This observation might explain the relatively worse performance of the
multiview approaches for this target variable.

5.5.1 Limitations

Despite consistent improvements in empirical performance, semi-supervised
multiview concept bottlenecks have a few limitations. Although the repre-
sentations learnt are de-correlated from the concept variables, their semantic
meaning remains opaque and further investigation is necessary to make
this model class fully interpretable. It is also unclear if these representations
can recover the ground-truth unobserved concepts (Figure 5.2) up to some
reasonable transforms.

As evidenced by the experimental findings, models’ predictions are not
always well-calibrated (Table 5.3). Potentially, a probabilistic treatment of
the concept and target variables may constitute a more principled approach
to uncertainty estimation. A probabilistic model, akin to the one from the
previous chapter, would improve the interpretability of predictions and,
for example, allow for selective classification [347] and uncertainty-based
interventions [348].

In regard to the pediatric appendicitis dataset, our study’s design and ex-
perimental setup likewise have weaknesses. The dataset was acquired from
a moderately sized and relatively homogeneous patient cohort recruited
from a single clinical centre over a short time period. Hence, external vali-
dation on the data from other US devices, clinical centres, and countries is
necessary to test the generalisability of our models.

Another limitation is the lack of histologically confirmed diagnoses
among conservatively treated patients. Thus, the model validation and
comparison results must be interpreted cautiously since we do not have
access to the true disease status of many subjects. Likewise, our current US
image preprocessing pipeline is imperfect: we crop and resize images (Fig-
ure 5.3), making it impossible to detect the appendix diameter, a relevant
sonographic sign of appendicitis [346]. Finally, the current analysis does
not incorporate data from multiple raters or physicians’ uncertainty.
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5.5.2 Future Work

We envision many enhancements and extensions to the multiview concept
bottlenecks and their application to pediatric appendicitis and, generally,
medical imaging. Most of these research directions are closely linked to the
limitations discussed before.

In particular, it would be interesting to explore model design alterations
beyond the scope of the current chapter. As adaptive fusion using LSTMs
has proven effective, we would like to investigate alternative learnable
functions, including those invariant to the view order. As mentioned above,
the representation learning branch of the SSMVCBM is a black box, and,
thus, introducing additional regularisation to, for instance, de-correlate
individual dimensions of representations [328] might aid the interpretability.
Furthermore, principled uncertainty quantification can further enhance the
practical utility of our models. For example, proposed architectures can be
combined with the modules from stochastic segmentation networks [349]
or probabilistic concept bottlenecks [350].

For the pediatric appendicitis application, comprehensive predictive mod-
els should incorporate clinical and laboratory parameters and consider
the presence of other conditions, such as COVID-19. Additionally, more
refined definitions for the target variables could provide further insights,
e. g. differentiating between subacute and acute appendicitis cases for the
diagnosis and predicting the risk of a secondary appendectomy for the
management. Lastly, adjustments in the model architecture and the acquisi-
tion of a larger training dataset can facilitate the incorporation of the colour
Doppler images, potentially making the prediction of the disease severity
progression more accurate.

5.6 summary

The current chapter considered concept-based classification models that link
the high-dimensional feature space and response via high-level attributes,
or concepts, interpretable to human experts. While the literature features a
plethora of concept-based model designs and outlines the limitations of this
class, many enhancements are necessary to translate these methods into the
“wild” of the biomedical application domain.

Inspired by the characteristics of medical imaging datasets, we (i) proposed
model designs allowing for concept-based classification on multiview data
and (ii) considered the problems where the set of concepts given at train-
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ing time is incomplete, i. e. some attributes are systematically missing. Such
scenarios are practically relevant due to the complexity and multimodality
of biomedical data, the potential incompleteness of domain knowledge,
and the costs associated with measurements. Our models adhere to the
original interpretable structure of successively predicting concepts from the
covariates and targets from the concepts. Moreover, they enable effective
human–model interaction, wherein an expert may edit predicted concepts
to “steer” the downstream output.

We provided proof-of-concept experimental results on synthetic tabular
and semi-synthetic natural image datasets, demonstrating the utility of
our methods. The primary empirical contribution of this chapter is the
application of our concept-based classifiers to the prediction of the diagno-
sis, management, and disease severity in pediatric patients with suspected
appendicitis based on abdominal ultrasound images. Developing more
standardised criteria for the diagnosis and management of this disease
remains an open challenge, with the majority of previous work concen-
trating on tabular data or more invasive and costly imaging modalities.
Our efforts demonstrate that in this context, concept-based classifiers can
be successfully leveraged for predictive modelling, decision support, and
medical image interpretation.





Part II

P O S T H O C M E T H O D S





I N T E R M E Z Z O : P O S T H O C M E T H O D S

The previous part of this thesis has treated the design of ante hoc inter-
pretable models. Although this perspective is conceptually compelling, for
practical reasons, we often have to resort to black boxes, explaining their
predictions post hoc (Section 2.4). For instance, this may be necessitated by
the lack of domain knowledge at the training time or the considerably better
predictive performance of a black-box model compared to interpretable al-
ternatives. In the second part of this manuscript, we will focus on the post hoc
explanation techniques and leverage them to (i) interact with (Chapter 6)
and (ii) edit (Chapter 7) neural networks. Thus, Chapters 6 and 7 will ad-
dress Question 2, raised at the beginning of the thesis. Specifically, Chapter 6

will explore the utility of probing for concept-based interventions akin to
those facilitated by concept bottleneck models (Chapter 5). In Chapter 7,
we will investigate the use of attribution-based methods (Section 2.4.1) to
mitigate biases in neural network classifiers and attain algorithmic fair-
ness. In addition to conventional benchmarking datasets, both chapters will
demonstrate the utility of the proposed methods on publicly available chest
radiograph data.
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6
B E Y O N D C O N C E P T B O T T L E N E C K S

In Chapter 5, we treated the problem of translating concept-based models
to the realities of biomedical data, introducing several practical and empiri-
cally effective enhancements. Compelling as they are, concept bottleneck
models [22] have an apparent limitation: they require concept knowledge
and annotated data at training time. In this chapter, we turn to the post
hoc explanation setting and devise a method to perform concept-based in-
terventions on an already trained neural network model with a black-box
architecture.

Let us recall the pediatric appendicitis dataset from Chapter 5 as a
concrete motivating example for the methods to be presented below. In
high-throughput medical image examination, we might resort to utilising
a black-box predictive model to support medical professionals’ decisions.
In many cases, designing an interpretable model from scratch may be
impossible or impractical. However, a medical professional typically has
the knowledge of clinically relevant high-level attributes, and we may be
able to acquire a moderately sized annotated and labelled validation set. In
such a scenario, the techniques we will introduce allow the professional to
interact with the black box via human-understandable concepts, potentially
establishing a high-level understanding of the classifier’s behaviour and
steering its predictions to achieve the desired outcome.

Contributing to the prior efforts at converting black boxes into CBMs
[343], [351], we focus on the interventions (Section 5.1.1) and human–model
interaction that form a unique aspect distinguishing CBMs from many other
interpretable model classes (Section 2.3.4). In particular, we investigate
(i) how to perform instance-specific concept-based interventions on black-
box models and (ii) how to formally quantify and improve the effectiveness
of such interventions. We believe that, in addition to facilitating interaction,
interventions fit into the broader family of post hoc explanation techniques
(Section 2.4), as they enable mechanistic model understanding through
editing in line with the argument by Arora et al. [24], who study model
editing “exercises” in the context of evaluating explanations.

In the following sections, we summarise closely related works, adding to
the discussion from Section 5.1. We then introduce a procedure for concept-
based interventions on black-box neural networks and formalise the notion
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of intervention effectiveness. In addition, we introduce a procedure for
explicitly fine-tuning the models to increase the intervention impact. Sub-
sequently, in the experiments, we explore our methods on the synthetic
tabular, natural image, and medical image datasets, benchmarking them
against a few common-sense and related techniques. At the end, we provide
a general discussion of our findings and contributions, outlining current
limitations and potential questions for future research. This chapter’s con-
tent and text are based on the preprint “Beyond Concept Bottleneck Models:
How to Make Black Boxes Intervenable?” [352].

6.1 background

This section introduces preliminaries and the broader context of the lit-
erature related to the methods described in this chapter. To begin with,
let us formally outline the setting and notation adhered to. Similar to
Chapter 5, let x, c, and y denote the covariates, concepts, and targets, re-
spectively. As in Equation 5.1, a concept bottleneck model [22] is given
by fθ (x) = gψ

(
hφ (x)

)
= gψ (ĉ), where hφ is trained to predict the con-

cepts and gψ maps the predicted concept values to the target. CBMs are
trained on labelled and annotated data {(xi, ci, yi)}i using the procedures
discussed in Section 5.2.2. Likewise, for a black-box model fθ, similar to
Definition 2.4.5, we consider a slice 〈gψ, hφ〉, s.t. fθ (x) = gψ

(
hφ (x)

)
. Thus,

z = hφ (x) denotes the activations, or representation, in the layer defined by
the slice. We assume that the black-box model has been trained end-to-end
on labelled data {(xi, yi)}i, i. e. without explicit exposure to the concepts.

6.1.1 Related Work

In addition to the literature discussed in Chapter 5, we highlight a few
relevant lines of research below. Building on the CAVs and conceptual
sensitivity by Kim et al. [129] (Section 2.4.3, Definition 2.4.5), Abid, Yuk-
sekgonul, and Zou [353] introduce conceptual counterfactual explanations
(CCE) whose goal is to identify concept variables that may induce the
change in the label predicted by a neural network classifier.

Most related to the topic of the current chapter are the works on trans-
forming black-box models into a CBM-like structure [343], [351]. Specifically,
post hoc CBMs by Yüksekgönül, Wang, and Zou [343] project backbone rep-
resentations into the concept space constructed using CAVs to subsequently
predict the target variable. The authors also investigate the utility of an



6.2 concept-based interventions on black-box models 139

additive residual channel to supplement concept-based prediction and re-
cover the black box’s predictive performance. Label-free CBMs [351] adopt
a similar approach but, instead of the CAV framework, utilise embedding
similarities. In addition, both works explore the use of multimodal models,
such as CLIP [354], to construct concept labels in the absence of annotated
data.

Given the focus of this chapter, another relevant research direction con-
centrates on interventions and improving their effectiveness in CBMs. For
instance, Shin et al. [348] conduct a thorough empirical comparison among
different intervention procedures for CBMs. Similarly, Sheth et al. [355] and
Chauhan et al. [356] introduce adaptive strategies to enhance intervention
effectiveness at test time. Lastly, Steinmann et al. [357] propose learning
to detect mistakes among predicted concept values and correcting these
hypothesised errors.

6.2 concept-based interventions on black-box models

Following the notation from Section 6.1, we now introduce a technique
for performing concept-based interventions on black-box neural networks.
Furthermore, we formalise a measure for the effectiveness of such inter-
ventions and propose a procedure to explicitly fine-tune the model for this
measure. For all our techniques, we will assume being given a validation set
Dvalid = {(xi, ci, yi)}N

i=1 comprising N labelled and annotated data points.
Note that, in practice, this dataset can be considerably smaller than the
original training set and, as proposed in the literature, concept labels can be,
in principle, generated using vision-language models (VLM) [343], [351].

In the current setting, given a black-box model fθ and a data point (x, y),
a human user might desire to influence the prediction ŷ = fθ (x) via high-
level and understandable concept values c′. In the high-throughput medical
image examination example discussed at the beginning of this chapter, a
medical professional may want to interact with the classifier ( fθ) by anno-
tating their findings (c′) in the image (x). To facilitate such interactions, we
propose a simple recipe for concept-based instance-specific interventions
summarised schematically in Figure 6.1. Our technique can be applied
to any black-box neural network. Intuitively, using given validation data
and concept values, this procedure edits the network’s representations
z = hφ (x) to align them more closely with c′ and, thus, affect the down-
stream prediction. Below, we explain the individual steps of the method.
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output ŷ′decision

intervened
concepts qξ (z

′ )

intervention c′

decision boundary of qξ

boundary of gψ

Figure 6.1: Schematic summary of concept-based instance-specific interventions
on a black-box neural network. Given concept values c′ for an input
x, our intervention procedure edits the network’s activation vector
z at an intermediate layer via the probing function qξ , returning an
intervened activation vector z′ coherent with the given concepts. The
intervention results in an updated prediction ŷ′.

1 The first and preliminary step is to train a multivariate probing
function [293], [294], or probe for short, to map the network’s intermediate
representations to concept variables. Namely, using the given validation
set, we train a probe qξ to predict concepts ci from the representations
zi = hφ (xi) for 1 ≤ i ≤ N: minξ ∑N

i=1 ∑K
k=1 `

ck
(
qξ (zi)k , ci,k

)
, where, as in

Section 5.2.2, K ≥ 1 is the number of concept variables and `ck denotes the
loss function for the k-th concept. Note that qξ (zi)k above corresponds to
the k-th output of the probing function for the input zi. An essential design
choice we explore in our experiments (Section 6.3.2) is the (non)linearity of
the function qξ . Upon this step, qξ is utilised to probe the representations
and interpret them via predicted concepts ĉ = qξ (x).

2 At intervention time, we are given a data point (x, y) and concept
values c′. Note that this c′ could correspond to the ground-truth concept
values c or reflect the beliefs of a domain expert interacting with the model.
In the second step of the intervention procedure, we edit the representation,
seeking an activation vector z′ (i) similar to z and (ii) consistent with c′

according to the previously learnt probing function qξ . Formally, z′ is given
by

arg min
z′

d
(
z, z′

)
, subject to qξ

(
z′
)
= c′, (6.1)

where d is an appropriate distance function applied to the activation vec-
tors. Throughout this chapter’s experiments (Section 6.3), we utilise the
Euclidean metric frequently applied to neural network representations, e. g.
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see [358] and [359]. However, other functions may be leveraged, such as
cosine dissimilarity.

Instead of the constrained problem in Equation 6.1, we resort to minimis-
ing a relaxed objective:

min
z′

d
(
z, z′

)
+

λ

K

K

∑
k=1

`ck
(
qξ

(
z′
)

k , c′k
)

, (6.2)

where the hyperparameter λ > 0 controls the tradeoff between the inter-
vention’s validity, i. e. the consistency of z′ with the given concept values
c′ according to the probe, and proximity to the original activation vector z.
We explore the influence of this hyperparameter empirically in the exper-
iments (Section 6.3). Note the resemblance between Equation 6.2 and the
definition of counterfactual explanations [12] (Definition 2.4.6). In our case,
the optimisation problem is defined on the network’s activations instead of
the raw feature space and the constraint is provided by the concepts rather
than the target. In practice, z′ can be optimised using gradient descent for
a single intervention or a batch thereof.

3 Finally, the edited z′ (Equation 6.2) can be fed into gψ to compute the
updated output ŷ′ = gψ (z′), which could then be returned and displayed
to the user. For example, if c′ are the ground-truth concept values, we
would ideally expect a decrease in the prediction error for the given data
point (x, y).

Naturally, interventions performed on black-box models using our method
are meaningful in so far as the activations of the neural network are corre-
lated with the given high-level attributes and the probing function qξ can
be trained to predict these attribute values accurately. Otherwise, edited
representations (Equation 6.2) and updated predictions are likely to be
spurious and may harm the model’s performance.

6.2.1 Assessing Intervention Effectiveness

Conventionally, CBMs [22] and their extensions are evaluated empirically
by plotting changes in test-set performance or error when intervening
on concept subsets of varying sizes, e. g. as in Figure 5.6. Ideally, the
model’s test-set performance should improve when provided with more
ground-truth attribute values. We will refer to this notion of intervention
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effectiveness as intervenability. Below, we define intervenability formally for
the concept bottleneck and black-box models.

To begin with, let us consider a CBM fθ (x) = gψ
(
hφ (x)

)
= gψ (ĉ). For

CBMs, we define the intervenability as follows:

Ep(x,c,y)

[
Eπ(c′)

[
`y
(

fθ (x)︸ ︷︷ ︸
ŷ=gψ(ĉ)

, y
)
− `y

(
gψ
(
c′
)︸ ︷︷ ︸

ŷ′

, y
)]]

, (6.3)

where p(x, c, y) is the joint distribution over the covariates, concepts, and
targets, `y is the target prediction loss (Section 5.2.2), and π (c′) denotes
a distribution over edited concept values c′. Thus, the effectiveness of
interventions is quantified by the gap between the regular prediction loss
and the loss attained after the intervention: the larger the gap between these
values, the stronger the effect interventions have.

Note that Equation 6.3 can accommodate sophisticated intervention strate-
gies, such as those studied by Sheth et al. [355] and Shin et al. [348]. An
intervention strategy is specified via the distribution π, which may be
conditioned on x, ĉ, c, ŷ, or even y: π (c′|x, ĉ, c, ŷ, y). The set of condition-
ing variables may vary across application scenarios. For brevity, we will
use π (c′) as a shorthand notation. Lastly, notice that, in practice, when
performing human- or application-grounded evaluation [15], sampling
from π should be replaced with the interventions performed by an ex-
pert. Throughout the current chapter, we will primarily concentrate on
the simple random-subset and uncertainty-based strategies, which condi-
tion on c and ĉ. Both intervention approaches are described in detail in
Appendix D.1 (Algorithms D.1.1 and D.1.2).

Based on Equation 6.3 and the intervention procedure introduced above,
we can now define the intervenability measure for black-box models.

Definition 6.2.1 [Intervenability]. For a black-box neural network fθ and
intermediate layer given by

〈
gψ, hφ

〉
, the intervenability is defined as

Ep(x,c,y)

[
Eπ(c′)

[
`y
(

fθ (x) , y
)
− `y

(
gψ
(
z′
)

, y
)]]

,

where z′ ∈ arg min
z̃

d (z, z̃) +
λ

K

K

∑
k=1

`ck
(
qξ (z̃)k , c′k

)
,

(6.4)

where qξ is a probe trained to predict c based on the activations z = hφ (x).
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Note that in the first line of Equation 6.4, edited representations z′ depend
on c′, as defined by the second line, corresponding to Equation 6.2. In
practice, to obtain an empirical estimate of the quantity in Equation 6.4 and
other measures and loss functions introduced hereon, the outer expectation
w.r.t. p (x, c, y) is approximated by averaging over the given dataset, while
the expectation w.r.t. π (c′) is approximated using the MC method.

Thus, the intervenability measure (Definition 6.2.1) combined with the
probing function can be used to evaluate the interpretability of a black-box
predictive model and help understand whether (i) learnt representations
capture information about given high-level attributes and whether (ii) the
network utilises these attributes and can be interacted with. However, a
black-box model does not always need to be intervenable. For instance,
when the given concept set is not predictive of the target variable, the black
box trained using supervised learning should not and probably would not
rely on the concepts. On the other hand, if the model’s representations are
nearly perfectly correlated with the attributes, providing the ground truth
should not significantly impact the target prediction loss.

6.2.2 Fine-tuning for Intervenability

Observe that the intervenability measure is differentiable and, therefore, can
be explicitly maximised using (minibatch) gradient descent. We hypothesise
that fine-tuning for intervenability will reinforce the model’s reliance on the
high-level attributes and have a regularising effect. In the current subsection,
we introduce this fine-tuning procedure with the detailed pseudocode
provided in Algorithm 3.

To fine-tune an already trained black-box model fθ, we combine the
target prediction loss with the weighted intervenability term and consider
the following optimisation problem:

min
φ,ψ,z′

Ep(x,c,y)

[
Eπ(c′)

[
(1− β) `y

(
gψ
(
hφ (x)

)
, y
)
+ β`y

(
gψ
(
z′
)

, y
)]]

,

subject to z′ ∈ arg min
z̃

d (z, z̃) +
λ

K

K

∑
k=1

`ck
(
qξ (z̃)k , c′k

)
,

(6.5)

where β ∈ (0, 1] is the weight of the intervenability term. For simplicity, we
treat the probe’s parameters ξ as fixed. However, since the outer optimi-
sation problem in Equation 6.5 is defined w.r.t. parameters φ, ideally, the
probe needs to be optimised at the third, inner-most level of the problem.
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Algorithm 3: Fine-tuning for Intervenability
Input: A trained black box fθ =

〈
gψ, hφ

〉
; probe qξ ; concept prediction loss functions

`ck for 1 ≤ k ≤ K; target prediction loss `y; validation set
Dvalid = {(xi , ci , yi)}N

i=1; intervention strategy π; distance function d;
hyperparameter value λ > 0; maximum number of steps EI ≥ 1 for the
intervention procedure; convergence criterion parameter ε I > 0; learning rate
ηI > 0; number of fine-tuning epochs E ≥ 1; minibatch size M ≥ 1; learning
rate η > 0

Output : Fine-tuned model

1 Train the probing function qξ on the validation set, i. e. let
ξ ← arg minξ′ ∑N

i=1 ∑K
k=1 `

ck
(
qξ′
(
hφ (xi)

)
k , ci,k

)
2 for e = 0 to E− 1 do
3 Randomly split {1, . . . , N} into minibatches of size M

4 for minibatch B ⊆ {1, . . . , N} do

5 for i ∈ B do
6 Let zi ← hφ (xi)
7 Let ŷi ← gψ (zi)
8 Let ĉi ← qξ (zi)

9 Sample c′i ∼ π
10 Initialise z′i = zi , z′i,old = zi + ε I , and eI = 0
11 end

12 while ∑i∈B

∥∥∥z′i − z′i,old

∥∥∥
1
≥ ε I and eI < EI do

13 for i ∈ B do
14 Update z′i,old ← z′i
15 Update

z′i ← z′i − ηI∇z′i

[
d(zi , z′i) +

λ

K

K

∑
k=1

`ck
(
qξ

(
z′i
)

k , c′i,k
)]

16 end
17 Update eI ← eI + 1
18 end

19 Let ŷ′i ← gψ

(
z′i
)

for i ∈ B

20 Update ψ← ψ− η∇ψ ∑i∈B `y (ŷ′i , yi
)

21 end
22 end

23 return fθ



6.3 experimental setup 145

To avoid computationally costly trilevel optimisation, we consider a
special case of Equation 6.5 under β = 1. The problem simplifies to

min
ψ,z′

Ep(x,c,y)

[
Eπ(c′)

[
`y(gψ

(
z′
)

, y)
]]

,

subject to z′ ∈ arg min
z̃

d (z, z̃) +
λ

K

K

∑
k=1

`ck
(
qξ (z̃)k , c′k

)
.

(6.6)

In Equation 6.6, the parameters of hφ do not need to be optimised, and,
hence, the probing function can be left fixed, as activations z are not affected
by the fine-tuning. We consider this case to (i) computationally simplify
the problem and (ii) keep the network’s representations unchanged after
fine-tuning for generalisation across other downstream tasks.

In practice, fine-tuning is performed by intervening on minibatches of
data points, as shown in Algorithm 3 (lines 12–19). Note that this imple-
mentation corresponds to the special case of β = 1 with the simplified loss
function. Hence, the parameters φ and ξ are not updated during gradient
descent (lines 2–22).

6.3 experimental setup

Having introduced novel methods for concept-based intervention on black-
box neural networks and explicit fine-tuning to improve intervention ef-
fectiveness, we now describe the experimental setup of this chapter. In
particular, we explain the benchmarking datasets, baseline methods, and
evaluation metrics utilised for empirical comparison.

6.3.1 Datasets

We evaluate the proposed methods on synthetic and real-world classification
benchmarks summarised in Table 6.1. All datasets are divided according to
the 60%-20%-20% train-validation-test split. Fine-tuning is performed solely
on the validation data, and evaluation is conducted on the test set.

For controlled experiments, we adapt the nonlinear tabular synthetic
dataset from Chapter 5 (Section 5.3.1 and Appendix C.1) to the single-view
classification scenario. Additionally, similar to Shin et al. [348], we consider
a few distinct data-generating mechanisms summarised graphically in
Figure 6.2. We refer to these as bottleneck, confounder, and incomplete. In
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Dataset Data type N p K

Synthetic Tabular 50000 1500 30

AwA Image 37322 224×224 85

CheXpert Image 49408 224×224 13

MIMIC-CXR Image 54276 224×224 13

Table 6.1: A summary of datasets. After any filtering or preprocessing, N denotes
the total number of data points, p is the input dimensionality, and K is
the number of concept variables.

brief, the bottleneck scenario (Figure 6.2a) directly matches the inference
graph of the vanilla CBM [22]. For the confounder (Figure 6.2b), c and x are
generated by an unobserved confounder, and y is generated by c. Lastly,
the incomplete setting (Figure 6.2c) is similar to the insufficient concept
set scenario from Section 5.2.3. In this instance, c does not fully explain
y and unexplained variance is modelled as a latent variable along the
residual path from x to y. Appendix D.2 provides a detailed description of
data-generating procedures for the three scenarios. In this chapter, unless
explicitly mentioned, we primarily concentrate on the simplest bottleneck
setting.

As in the previous chapter, we also consider the Animals with Attributes 2
natural image dataset [112], [331] comprising animal images accompanied
by binary attributes and species labels. In contrast to Section 5.3.1, we utilise
the original dataset without cropping and constructing multiple views.

A higher-complexity biomedical problem we explore in this chapter is
chest radiograph classification. In particular, we test the methods on the
publicly available CheXpert dataset [360] from Stanford Hospital. It includes

x c y

(a) Bottleneck

x c y

u

(b) Confounder

x c y

r

(c) Incomplete

Figure 6.2: Data-generating mechanisms for the synthetic dataset summarised
as graphical models. Each node corresponds to a random variable.
Shaded nodes denote observed variables.
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over 220000 chest radiographs from 65240 patients. X-ray images are accom-
panied by 14 binary attributes extracted from radiologist reports using the
CheXpert labeller [360].

Another similar benchmark is the Medical Information Mart for In-
tensive Care Chest X-ray (MIMIC-CXR) database [361]. MIMIC-CXR com-
prises more than 370000 images associated with 227835 radiographic studies
conducted at the Beth Israel Deaconess Medical Center, Boston, MA, USA,
involving 65379 patients. As in the CheXpert, the labeller was employed to
extract the set of 14 binary labels from accompanying text reports.

For both chest X-ray datasets, we closely follow the setup proposed by
Chauhan et al. [356]. We designate the “finding/no findings” attribute as
the target variable for classification and utilise the remaining labels as
concept variables. For the purity of the experiment, we remove all the
samples with uncertain labels and discard multiple visits of the same
patient, keeping only the last acquired recording per subject. As part of the
standard preprocessing routine, all images are cropped to the square aspect
ratio and rescaled to 224×224 pixels. In addition, image augmentations are
applied during training to avoid overfitting.

6.3.2 Baselines and Ablations

Our experiments compare several neural network model variants and fine-
tuning methods to improve intervention effectiveness. Below, we summarily
introduce all techniques and ablation studies. In Appendix D.3, we provide
additional details on network architectures.

Firstly, we train a standard black-box neural network without concept
knowledge, i. e. on the dataset of tuples {(xi, yi)}i. We utilise the concept-
based intervention technique introduced in Section 6.2 by (i) training a
probing function on the validation set to predict concepts and (ii) editing
the network’s activations (Equation 6.2). In our ablation studies, we addi-
tionally explore the influence of the hyperparameter λ and the nonlinearity
of the probe on the intervention effectiveness. Furthermore, we compare
two intervention strategies: random-subset and uncertainty-based (Ap-
pendix D.1).

As an interpretable baseline, we consider the vanilla CBM [22]. For
brevity, we only report results for the joint optimisation procedure (Equa-
tion 5.6), as we did not observe significant differences across training
techniques.
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In addition to black boxes and CBMs, we investigate the impact of fine-
tuning. We define several common-sense baseline techniques. The first
approach is fine-tuning via a probing function trained to predict concept
variables (denoted in short by Fine-tuned, MT). This technique is similar
to multitask learning with hard weight sharing [362]. In particular, the
optimisation problem is

min
φ,ψ,ξ

Ep(x,c,y)

[
`y (gψ

(
hφ (x)

)
, y
)
+

α

K

K

∑
k=1

`ck
(
qξ

(
hφ (x)

)
k , ck

)]
, (6.7)

where α > 0 controls the tradeoff between target and concept prediction
loss terms.

Another approach is fine-tuning by appending concepts to the network’s
activations (Fine-tuned, A). For binary variables, at test time, we set un-
known concept values to 0.5. Furthermore, to prevent overfitting and handle
missingness, randomly chosen concept variables are masked during train-
ing. Formally, this fine-tuning technique can be summarised as

min
ψ̃

Ep(x,c,y)

[
`y
(

g̃ψ̃

([
hφ (x) , c

])
, y
)]

(6.8)

where g̃ψ̃ takes as input concatenated activation and concept vectors. No-
tably, in contrast to Equation 6.7, in this technique, parameters φ remain
fixed during fine-tuning.

As a strong baseline, we train a CBM post hoc on the black-box network’s
representations (Post hoc CBM). This method resembles approaches by
Yüksekgönül, Wang, and Zou [343] and Oikarinen et al. [351] (Section 6.1.1)
but features a few technical deviations taken to facilitate a fairer and more
direct comparison with our method. In particular, we perform sequantial
optimisation by first predicting the concepts from the backbone’s represen-
tations and then training the target model:

ξ̂ = arg min
ξ

Ep(x,c,y)

[
K

∑
k=1

`ck
(
qξ

(
hφ (x)

)
k , ck

)]
,

ψ̂ = arg min
ψ

Ep(x,c,y)

[
`y(gψ(qξ̂(hφ(x))), y)

]
.

(6.9)

We omit the inclusion of a residual channel in the post hoc CBM, as proposed
by Yüksekgönül, Wang, and Zou [343], since we observe little improvement
from this step in practice.
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Lastly, the technique of primary interest in these experiments is fine-
tuning explicitly for the intervenability (Equations 6.5–6.6, Algorithm 3;
Fine-tuned, I). During fine-tuning, we utilise the random-subset interven-
tion strategy (Algorithm D.1.1), performing interventions based on the 50%
of concept variables sampled uniformly at random.

6.3.3 Evaluation Metrics

To compare the models and fine-tuning methods mentioned in Section 6.3.2,
we conduct interventions and analyse target prediction performance under
varying sizes of the sets of concepts intervened on. To this end, we report
changes in AUROCs and AUPRs similar to those shown in Figure 5.6 of
Chapter 5. As a sanity check, we also examine target and concept prediction
AUROCs, AUPRs, and Brier scores without interventions. Concept predic-
tion performance is evaluated either directly on the bottleneck layer (for
ante and post hoc CBMs) or by fitting a multivariate logistic regression model
on the activations of the appropriate layer.

6.4 results

We now turn to our experimental findings. We begin with the proof-of-
concept experiments on the synthetic dataset. Subsequently, we benchmark
models and fine-tuning techniques on natural images, providing ablation
studies on the impact of essential hyperparameters and design choices. At
the end of this section, we investigate the application of our methods to deep
chest X-ray classification models. In addition to assessing concept-based
intervention effectiveness, as explained in Section 6.3.3, we evaluate models’
test-set performance without interventions. These results are reported in
Table 6.2 across all datasets and will be discussed in the corresponding
subsections.

6.4.1 Results on Synthetic Data

As mentioned in Section 6.3.1, we generate synthetic nonlinear tabular
data using three different procedures representing plausible mechanisms
(Figure 6.2, Appendix D.2).

Figure 6.3 shows intervention results obtained across ten independent
simulations. Across all three scenarios, we observe that, in principle, the
proposed intervention procedure can improve the predictive performance
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Dataset Model
Concepts Target

AUROC AUPR Brier AUROC AUPR Brier

Sy
nt

he
ti

c

Black box 0.716±0.018 0.710±0.017 0.208±0.006 0.686±0.043 0.675±0.046 0.460±0.003

CBM 0.837±0.008 0.835±0.008 0.196±0.006 0.713±0.040 0.700±0.038 0.410±0.012

Post hoc CBM 0.714±0.017 0.707±0.018 0.207±0.009 0.707±0.049 0.698±0.048 0.285±0.015

Fine-tuned, A — — — 0.682±0.047 0.668±0.046 0.470±0.004

Fine-tuned, MT 0.784±0.013 0.780±0.014 0.186±0.006 0.687±0.046 0.668±0.043 0.471±0.003

Fine-tuned, I 0.716±0.018 0.710±0.017 0.208±0.006 0.695±0.051 0.685±0.051 0.285±0.014

A
w

A

Black box 0.991±0.002 0.979±0.006 0.027±0.006 0.996±0.001 0.926±0.020 0.199±0.038

CBM 0.993±0.001 0.979±0.002 0.025±0.001 0.988±0.001 0.892±0.005 0.234±0.009

Post hoc CBM 0.992±0.002 0.976±0.005 0.025±0.005 0.996±0.001 0.929±0.018 0.170±0.033

Fine-tuned, A — — — 0.996±0.001 0.938±0.016 0.170±0.036

Fine-tuned, MT 0.994±0.002 0.985±0.004 0.022±0.005 0.997±0.001 0.938±0.017 0.178±0.038

Fine-tuned, I 0.991±0.002 0.979±0.005 0.027±0.006 0.996±0.001 0.925±0.020 0.195±0.040

C
he

X
pe

rt

Black box 0.665±0.003 0.257±0.003 0.097±0.001 0.785±0.011 0.911±0.006 0.305±0.009

CBM 0.723±0.005 0.322±0.003 0.116±0.001 0.786±0.009 0.919±0.006 0.375±0.013

Post hoc CBM 0.597±0.007 0.222±0.003 0.103±0.001 0.819±0.008 0.939±0.004 0.207±0.005

Fine-tuned, A — — — 0.749±0.008 0.891±0.005 0.329±0.013

Fine-tuned, MT 0.684±0.003 0.275±0.003 0.094±0.001 0.768±0.019 0.901±0.012 0.297±0.012

Fine-tuned, I 0.668±0.004 0.257±0.003 0.097±0.001 0.819±0.009 0.938±0.004 0.201±0.007

M
IM

IC
-C

X
R

Black box 0.743±0.006 0.170±0.004 0.046±0.001 0.789±0.006 0.706±0.009 0.444±0.003

CBM 0.744±0.006 0.224±0.003 0.053±0.001 0.765±0.007 0.699±0.006 0.427±0.003

Post hoc CBM 0.707±0.006 0.154±0.006 0.046±0.001 0.801±0.006 0.727±0.008 0.301±0.005

Fine-tuned, A — — — 0.773±0.009 0.665±0.013 0.459±0.004

Fine-tuned, MT 0.748±0.008 0.187±0.003 0.045±0.001 0.785±0.006 0.696±0.009 0.450±0.008

Fine-tuned, I 0.744±0.005 0.172±0.005 0.046±0.001 0.808±0.007 0.733±0.009 0.314±0.015

Table 6.2: Concept and target prediction performance without interventions. For
black-box models, concepts are predicted via a linear probe, and their
prediction metrics are averaged. The synthetic dataset was generated
under the bottleneck scenario. Best results are reported in bold, second
best are in italics.
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Figure 6.3: Intervention effectiveness w.r.t. target prediction AUROC (top)
and AUPR (bottom) on the synthetic data generated under the
(a) bottleneck, (b) confounder, and (c) incomplete scenarios. Bold lines
correspond to medians, and confidence bands are given by interquar-
tile ranges.

of a black-box neural network. However, as expected, interventions are
considerably more effective in CBMs than in untuned black-box classifiers:
the former exhibit a steeper increase in AUROC and AUPR, given more
ground-truth concept values.

Generally, models explicitly fine-tuned for intervenability (Fine-tuned, I)
significantly improve over the original classifier, achieving intervention
curves comparable or better than those of the CBM for the bottleneck (Fig-
ure 6.3a) and incomplete (Figure 6.3c) settings. Importantly, under an in-
complete concept set, black-box classifiers are expectedly superior to the
ante hoc CBM, and fine-tuning for intervenability improves intervention
effectiveness while maintaining the performance gap.

Other fine-tuning strategies (Fine-tuned, MT; Fine-tuned, A) are either
less effective or harmful, leading to a lower increase in AUROC and AUPR.
Lastly, CBMs trained post hoc perform well in the bottleneck and confounder
scenarios, being only slightly less intervenable than the model fine-tuned
using our approach. However, in the incomplete setting, interventions on
the post hoc CBM hurt the model’s performance, leading to a noticeable
decrease in target prediction AUROC and AUPR.

Let us now inspect test-set performance without interventions reported in
Table 6.2. For the concept prediction, expectedly, CBM outperforms black-
box models, except for those fine-tuned with the MT loss. However, all
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models attain somewhat comparable AUROCs and AUPRs at the target
prediction. Interestingly, fine-tuning for intervenability results in better-
calibrated probabilistic predictions with visibly lower Brier scores. Thus,
while the proposed fine-tuning technique does not considerably affect the
vanilla concept or target prediction, as intended, it improves black-box
intervention effectiveness, facilitating human–model interaction.

6.4.2 Results on Natural Images

To corroborate the findings reported above, we explore the natural image
AwA dataset. In addition to the method comparison, we utilise this simple
benchmark for ablation experiments to investigate the role of important
hyperparameters and design choices embedded in our post hoc intervention
procedure (Section 6.2).

We compare intervention effectiveness among black-box models and ante
and post hoc CBMs in Figure 6.4a. Similar to the synthetic dataset, AwA
is a simple classification benchmark with class-wide concepts that help
predict the target variable. Therefore, CBMs trained ante and post hoc are

A
U

R
O

C
A

U
PR

% concepts intervened on

(a) Interventions

% concepts intervened on

(b) Influence of λ

% concepts intervened on

(c) Intervention strategies

% concepts intervened on

(d) Probe linearity

Figure 6.4: Intervention results on the AwA dataset w.r.t. target AUROC (top) and
AUPR (bottom). (a) Comparison among the models and fine-tuning
techniques considered. (b) Intervention results for the untuned black-
box model under varying values of λ ∈ {0.2, 0.4, 0.8, 1.6, 3.2}. Darker
and lighter colours correspond to lower and higher λ-values, re-
spectively. (c) Comparison between random-subset and uncertainty-
based intervention strategies. (d) Comparison between interventions
under linear and nonlinear probing functions.
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highly performant and intervenable. In agreement with the previous find-
ings, our fine-tuning approach enhances the performance of black-box
models, resulting in steeper curves than those of CBMs. Overall, the sim-
plicity of the dataset leads to the relatively saturated AUROCs and AUPRs
across all methods. This observation is also confirmed by Table 6.2. In
particular, without interventions, all models are successful, likely due to the
large dataset size and relative simplicity of the classification task.

As stated above, we also perform ablation studies on the intervention
procedure applied to untuned black boxes. The results are visualised in Fig-
ures 6.4b–6.4d. First, we vary the λ-parameter from Equation 6.4, weighting
the concept-loss term. Figure 6.4b shows that interventions are effective
across all values of λ. Expectedly, higher hyperparameter values yield more
effective interventions.

In Figure 6.4c, we compare two intervention strategies: randomly selecting
a concept subset (Random) and prioritising uncertain concepts (Uncertainty)
to intervene on [348] (Appendix D.1). The intervention strategy has a clear
impact on the performance increase, with the uncertainty-based approach
yielding a steeper improvement. Finally, Figure 6.4d compares linear and
nonlinear probes. Similar to the effect of the uncertainty-based strategy,
intervening via a nonlinear function leads to a significantly higher target
prediction performance increase.

6.4.3 Application to Deep Chest X-ray Classifiers

Lastly, we comment on our experiments on two chest radiograph datasets
with classifiers predicting pathological findings. Figure 6.5 presents the
comparison among the models and fine-tuning techniques on the CheXpert
(Figure 6.5a) and MIMIC-CXR (Figure 6.5b) data.

By contrast to Sections 6.4.1 and 6.4.2, in both chest X-ray datasets,
untuned black-box neural networks are not intervenable. However, after
fine-tuning for intervenability, the model’s predictive performance and
effectiveness of interventions improve visibly and even surpass those of the
ante hoc CBM. Given the challenging nature of these real-world datasets with
instance-level concept labels, representations learnt by black-box neural
networks may not be strongly reliant on the attributes. Furthermore, on
average, CBMs do not outperform black-box models, unlike in simpler
synthetic benchmarks (Figures 6.3a–6.3b). Lastly, post hoc CBMs exhibit
a behaviour similar to that on the synthetic dataset with incomplete
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Figure 6.5: Intervention results w.r.t. target AUROC (top) and AUPR (bottom) on
the (a) CheXpert and (b) MIMIC-CXR datasets.

concepts (Figure 6.3c): interventions have no or even an adverse effect on
the predictive performance.

Without interventions, CBMs exhibit better performance at concept pre-
diction, while fine-tuned models and post hoc CBMs outperform them at the
target classification (Table 6.2). Similar to the experiments on the synthetic
data, alongside AUROCs and AUPRs, fine-tuning for intervenability leads
to improved Brier scores.

6.5 discussion

Having described our empirical findings, let us turn to the general discus-
sion of the contributions and relevance of the current chapter. Below, we
briefly summarise the proposed methods and their relation to the broader
context of the thesis, compare our techniques to the closely related literature,
and comment on the empirical contributions and experimental insights. We
conclude by reflecting on the limitations of the methods and experimental
setup and discuss potential directions for future work.

Similar to Chapter 5, we have treated the problem of explaining pre-
dictive models via high-level concept variables (Section 2.4.3). Instead of
explicitly incorporating concepts into the neural network’s architecture,
as done by concept bottleneck models [22], we investigate the interaction
with a neural network using high-level attributes post hoc. In particular, we
propose a procedure for instance-specific concept-based interventions on
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the network’s representations (Figure 6.1). Such interventions allow users to
affect the network’s final output by providing a set of attribute values. Our
approach is faithful to the network’s (i) architecture and (ii) representations,
as it leverages an external probing function [293], [294] to interpret and
edit activation vectors. Thus, our technique does not rely on the restrictive
bottleneck layer. Beyond concept-based models and explanation techniques,
the proposed intervention procedure builds on counterfactual explanations
(Section 2.4.5) as defined by Wachter, Mittelstadt, and Russell [12]. Specif-
ically, the optimisation problem for representation editing we consider
(Equation 2.13) is analogous to the one for counterfactual explanations
(Definition 2.4.6).

In addition, we have formalised the model’s intervenability as a measure
of the effectiveness of concept-based interventions (Section 6.2.1) for both
CBMs (Equation 6.3) and black-box neural networks (Equation 6.4). In brief,
intervenability corresponds to the expected gap in target prediction loss
without and under interventions. While, in practice, not all models need
to be intervenable, this measure allows evaluating and ranking black-box
neural networks, which might be otherwise comparable w.r.t. predictive
performance. Beyond the concept-based prediction setting, our interven-
ability measure may have utility in the evaluation of deep latent variable
models [105], [232], [233], such as the ones introduced in Chapter 4. With a
few adaptations, intervenability can help gauge the relationship between
the concepts and the model’s latent space and reconstructions.

Another technical contribution of this chapter is the procedure for the
explicit fine-tuning of black-box models to improve their intervenability
(Section 6.2.2). Given a labelled and annotated validation set, our method
maximises the intervenability measure combined with the target prediction
loss (Equation 6.5, Algorithm 3). Thus, fine-tuning for intervenability is
meant to reinforce the model’s reliance on the concept variables, potentially,
without altering backbone representations (cf. Equations 6.5 and 6.6).

To summarise from a broader perspective, this chapter has explored
tradeoffs between interpretability, intervenability, and performance in black-
box predictive models. The proposed procedures facilitate effective human–
model interaction while requiring a moderately sized validation set with
concept labels for probing and fine-tuning.

Several lines of literature are closely related to the technical problems and
methods introduced in this chapter. Naturally, the intuition behind concept-
based interventions and intervenability is inspired by concept bottleneck
models [22], [111], [112] and their ability to be interacted with (Equation 5.2).
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In contrast to CBMs, our intervention and fine-tuning techniques are ap-
plicable to black-box neural networks trained without concept knowledge.
However, a validation set is still needed for probing and fine-tuning, albeit
considerably smaller than the training set. Furthermore, as discussed in
Chapter 5, vanilla CBMs suffer from poorer performance under incomplete
concept sets. Since our approach is faithful to the network’s architecture
and does not introduce a bottleneck layer, it makes no assumptions about
the sufficiency of concepts.

In interpreting the network’s intermediate representations or activation
vectors, we capitalise on the previous research on probing [294] and concept
activation vectors [138] (Section 2.4.3). In particular, the probing function
is a crucial building block of the interventions, intervenability measure,
and fine-tuning procedure. However, in contrast to the previous works,
which focus on assessing correlations between representations and concept
variables, this chapter leverages probes for model editing [363].

Similarly, we can draw a relation between concept-based interventions
and conceptual counterfactual explanations [353]. As discussed in Sec-
tion 6.1.1, CCEs identify a combination of concept variables that induce
a change of the predicted label ŷ. By contrast, interventions are derived
from a different optimisation problem that does not involve the model’s
final output (Equation 6.2). Thus, instead of seeking sparse sets of concept
variables to explain the classifier’s decision boundary, our aim is to perturb
representations consistently with the given concept values.

Finally, the most closely related methods are post hoc and label-free CBMs
[343], [351], which convert black-box models into CBMs post hoc by training
concept and target prediction modules on frozen backbone representations.
Furthermore, these works investigate using VLMs to label concepts based
on verbal prompts and images. While the latter aspect is beyond the scope
of this thesis, in principle, all techniques introduced in this chapter can be
readily applied to VLM-labelled data. An essential advantage of our post
hoc concept-based interventions and fine-tuning for intervenability over
the approaches by Yüksekgönül, Wang, and Zou [343] and Oikarinen et al.
[351] is faithfulness to the network’s architecture. Since post hoc and label-
free CBMs introduce an explicit bottleneck, both suffer from the inherent
limitations of the ante hoc approach. Our empirical findings corroborate this
claim, with post hoc CBMs having poor intervention effectiveness in more
complex scenarios (Figures 6.3c and 6.5).
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In addition to pure methodological contributions, we have provided a
careful step-by-step empirical evaluation of our techniques (Section 6.4) on
synthetic tabular and natural and medical image datasets (Section 6.3.1).
Our experiments demonstrate that black-box neural network models trained
without explicit concept knowledge are, in principle, intervenable, specif-
ically, on synthetic and natural image benchmarks (Sections 6.4.1–6.4.2).
Furthermore, explicitly fine-tuning for intervenability improves the effec-
tiveness of concept-based interventions, bringing black-box models on par
with ante hoc CBMs. Additionally, we have introduced a few common-sense
fine-tuning baselines that perform visibly worse than the proposed tech-
nique, highlighting the need for explicitly including the intervenability
measure in the loss function (Equation 6.5).

With regard to biomedical and healthcare applications, we have tested
our techniques on chest X-ray classification (Section 6.4.3) using publicly
available CheXpert [360] and MIMIC-CXR [361] datasets. In this setting,
black-box classifiers are not directly intervenable (Figure 6.5). Nevertheless,
fine-tuning alleviates this artefact. In contrast to the synthetic data, on medi-
cal images, fine-tuned models surpass CBMs in the test-set target prediction
performance while featuring comparable intervention effectiveness.

In the broader research landscape, this chapter contributes to the notion of
ML model understanding through editing [24] and facilitation of interaction
between end users and predictive models. In the biomedical and healthcare
domains, human–model interaction may become an instrumental feature
in effectively combining human expertise and ML-based decision support
systems, for instance, in medical image interpretation tasks, such as the
ones studied in this and previous chapters. To the best of our knowledge,
this work is one of the relatively few steps in that direction.

6.5.1 Limitations

Our methods and experimental setup have apparent limitations that warrant
further discussion. A fundamental drawback of most concept-based models
and explanation techniques is the need for annotated data at some step
in the model’s “life cycle”. Similarly, our concept-based intervention and
fine-tuning procedures utilise concept labels to train probing functions. As
mentioned above, previous works [343], [351] have alleviated this limitation
using VLMs. Additional empirical investigation is necessary to demonstrate
that our techniques are likewise effective on the concepts discovered with
the aid of multimodal models.



158 beyond concept bottlenecks

Another limitation of our methods is their computational complexity.
Although concept-based interventions can be optimised in a batched man-
ner, fine-tuning for intervenability requires bi- or even trilevel optimisation
(Equation 6.5, Algorithm 3). In addition, the procedure is sensitive to the
dimensionality of the layer intervened on, the number of given concept
variables, and the design of the probing function.

Our current experiments serve primarily as a proof of concept, and most
datasets explored are relatively simple (Section 6.3.1). For instance, the
AwA dataset features only class-wide concept labels without variability
across individual data points. In both chest radiograph datasets, concepts
are directly related to the target variable and likely do not capture all
clinically relevant information from images. Thus, a richer and more realistic
healthcare or biomedical benchmark would be a valuable extension to the
current setup.

Lastly, we restricted our analysis to jointly optimised CBMs (Equation 5.6)
and random-subset and uncertainty-based intervention strategies (Ap-
pendix D.1). While we do not expect qualitatively different findings, a
thorough investigation across training procedures and intervention strate-
gies would aid the replicability of our results and help identify potential
failure modes of our methods.

6.5.2 Future Work

In addition to addressing the abovementioned limitations, we describe
avenues for future research and improvements. Since, for computational
and practical reasons, we have simplified the optimisation problem behind
our fine-tuning method (cf. Equations 6.5 and 6.6), it would be interesting to
investigate the general formulation where all model and probe parameters
are fine-tuned end-to-end. Furthermore, Algorithm 3 assumes being given a
single fixed intervention strategy. We hypothesise that further improvement
could come from learning an optimal strategy next to fine-tuning.

Another general direction for future work, also evident from Section 6.5.1,
is the extension of the current experimental setup. In particular, building
on Chapter 5, we could explore multiview and multimodal learning sce-
narios [32], [33] and investigate the utility of concept-based interventions
and intervenability-based fine-tuning in black-box models trained on the
pediatric appendicitis dataset (Section 5.3.2). Our evaluation has focused on
simple MLP and CNN architectures (Appendix D.3). Therefore, investigat-
ing larger backbones is another direction for improvement. Lastly, beyond
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predictive modelling, we would like to explore the use of the intervenability
measure (Equation 6.4) to evaluate deep latent variable models [105], [232],
[233] (Section 4.1.2).

6.6 summary

This chapter studied the problem of instance-specific concept-based inter-
ventions on black-box neural network models, i. e. how the knowledge of
high-level attributes may be injected into the network’s activations post hoc.
Inspired by counterfactual explanations, we introduced a simple recipe
for editing representations via a probing function trained to predict con-
cept variables at the network’s intermediate layer. Such interactions can
help end users understand the model through editing and enable efficient
human–model collaboration, e. g. in decision support systems.

In addition, we formalised intervention effectiveness as the intervenability
measure. In brief, it is quantified by an expected gap in the target prediction
loss without and under an intervention. Finally, based on the intervention
procedure, we proposed fine-tuning the black-box model by explicitly max-
imising its intervenability to make the model more reliant on the concept
variables without altering its architecture or backbone representations.

In the experiments on the synthetic tabular and natural and medical
image data, we observed that black-box models trained without attribute
knowledge can, in principle, be intervened on. However, fine-tuning dras-
tically increases intervention effectiveness without impacting pure target
or concept prediction performance. From the application perspective, we
experimented with deep chest X-ray classifiers and clinical finding pre-
diction and obtained favourable results analogous to those from simpler
benchmarks.
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I N T E R P L AY B E T W E E N E X P L A N AT I O N A N D FA I R N E S S

Previous chapters have focused on interpretable models and explanation
techniques with applications to exploratory data analysis and predictive
modelling. However, there exist other practical uses of interpretability and
explainability, for instance, model debugging [41], [131], i. e. detection and
removal of biases and problematic patterns in the machine learning model’s
behaviour. This chapter explores the problem of mitigating, or removing,
biases and demonstrates how advances in gradient-based attribution mea-
sures (Section 2.4.1) can be leveraged to this end.

One aspect of making machine learning models accountable is ensuring
that they are fair. This need emerges from an ever-growing demand for ML
models in sociotechnical systems [364] and concerns about demographic
disparities and discrimination as a result of algorithmic and model-based
decision-making [365]. Thus, to ensure transparency of ML models in
biomedical and healthcare applications, fairness must be considered along-
side the system’s explainability and interpretability [366]–[368].

In healthcare applications, ML unfairness and bias often reflect imperfec-
tions within the healthcare system and, broadly, society itself. Consequently,
these issues may bleed over into algorithmic and high-stakes human deci-
sions informed by ML. Thus, biases require special treatment and mitigation.
Specifically, let us consider a concrete example of developing an ICU patient
monitoring and management system. If an ML model that is part of the
system has been trained on a dataset with few minority group patients, the
model might suffer from under- or over-detection of events in these groups.
In turn, this increased error rate may lead to alarm fatigue among medical
staff and, subsequently, disparate patient treatment and outcomes [369].

A natural research question emerging from the context of this thesis is
whether the techniques from interpretable and explainable ML can (i) help
detect such harmful behaviours and (ii) mitigate them. Our work tackles
the latter question, focusing on deep neural network chest radiograph
classifiers, which have been shown to be plagued with biases and spurious
correlations [370]–[372].

In the remaining sections, we lay out the basic concepts and background
behind algorithmic fairness. We also provide an overview of closely related
works on deep chest X-ray classifiers, model pruning, and interpretation of
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individual units in neural networks. Then, we introduce novel techniques
for bias mitigation. We explain the experimental setup and present the
results on simple benchmarks and chest X-ray classification tasks. At the
end, we discuss and summarise the contributions and results. This chapter
is based on the contents and text of the published work “Debiasing Deep
Chest X-Ray Classifiers using Intra- and Post-processing Methods” [373].

7.1 background

To provide a broader context for the novel methods presented later in
Section 7.2, we now introduce essential concepts from algorithmic fairness
and overview closely related works on bias mitigation, model pruning, the
role of individual units in neural networks, and fairness of chest X-ray
classifiers.

Throughout this chapter, we will assume being given labelled training,
validation, and test data D = {(xi, ai, yi)}N

i=1 = Dtrain ∪· Dvalid ∪· Dtest, where
xi are features, yi ∈ {0, 1} is the binary label, and ai ∈ {0, 1} is the so-called
protected attribute for data point 1 ≤ i ≤ N. The protected attribute typically
corresponds to the patient’s sensitive characteristic, for which a machine
learning model may exhibit an unfair behaviour, e. g. age or race. Let fθ

denote a neural network classifier parameterised by θ and trained on data
points {(xi, yi)}i from Dtrain, i. e. without any awareness of the protected
attribute values. Generally, we make no specific assumptions on the network
architecture. However, in this chapter, we limit the experiments to fully con-
nected and convolutional neural networks. For the fully connected architec-
tures, parameters θ are given by weight matrices

{
W in, W1, . . . , W L, Wout}.

For a layer 1 ≤ l ≤ L and input x, let zl (x) denote preactivations and

hl (x) = σ
(

zl (x)
)

be activations, where σ is a nonlinear activation function.

The model’s output is then given by sigmoid
(
WouthL (x)

)
. The predicted

class is ŷ = 1{ fθ(x)≥τ}, where τ ∈ [0, 1] is a threshold tuned on the vali-
dation set. Note that this chapter focuses exclusively on classification and
binary protected attributes. However, some discussion within this limited
scope might apply to more general output and attribute structures.
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7.1.1 Algorithmic Fairness

As discussed above, this chapter makes contributions at the interface be-
tween explainable ML and algorithmic fairness. Fairness is an active research
field seeking to identify and correct biases in decision processes based on
ML models. As with the interpretability (Section 2.3), there is no one-fits-all
definition of fairness in the context of ML. Corbett-Davies et al. [374] dis-
tinguish two principal approaches: (i) classification parity and (ii) “fairness
through unawareness”. This thesis adopts the former perspective, which we
summarily describe below.

Classification parity requires the equality of some form of error rates
across the groups of the protected attribute [374]. Two common and practical
classification parity measures are statistical parity and equality of opportunity.
Statistical parity difference (SPD) [375], [376] is defined as the difference
between the probabilities of the positive prediction across the groups of the
protected attribute:

SPD = p (ŷ = 1|a = 0)− p (ŷ = 1|a = 1) (7.1)

By contrast, the equal opportunity difference (EOD) [375], [377] quantifies
the discrepancy in the true positive rates (TPR) of the classifier:

EOD = p (ŷ = 1|y = 1, a = 0)− p (ŷ = 1|y = 1, a = 1) . (7.2)

In practice, quantities from Equations 7.1–7.2 can be estimated by empirical
frequencies on a held-out validation set. Of course, it is possible to define
more criteria for classification parity building on other types of rates. The
ultimate choice among SPD, EOD, and other measures must be informed
by the application at hand. For instance, statistical parity may be strongly
desirable in some digital marketing applications but impractical in decision
support systems for medical diagnosis.

Beyond quantifying the bias using criteria such as the ones above, another
important research topic is the design of algorithms to reduce bias, e. g.
by directly minimising the criteria from Equation 7.1 or 7.2. Such proce-
dures are known as debiasing1 and typically lead to a tradeoff between the
chosen fairness criterion and predictive performance [378]. Intuitively, a
debiasing algorithm should reduce bias w.r.t. some measure µ, e. g. given by
Equations 7.1–7.2, without sacrificing performance as measured by ρ. Thus,

1 Throughout this chapter, terms “bias” and “debiasing” are not to be confused with their
statistical counterparts.
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Centre 1
Dtrain
a: ?

Centre 2
D2

valid
a: gender Centre 3

D3
valid

a: ethnicity

Centre 4
D4

valid
a: insurance

Figure 7.1: An application scenario for intra-processing. A classifier is trained on
the data from centre 1 (Dtrain) without any regard for the protected
attribute (a). Subsequently, the model has to be deployed at centres 2,
3, and 4, which feature local fairness constraints. It is impractical to
retrain the model, and instead, we resort to intra-processing and fine-
tune the classifier on the local validation sets (D2

valid, D3
valid, D4

valid).
Herein, individual points correspond to instances, and marker types
denote different protected attribute values.

debiasing amounts to a constrained optimisation problem [375], [379]–[381],
where bias is to be minimised subject to the constraints on performance or,
vice versa, performance is maximised under bias constraints.

Generally, debiasing algorithms may be classified based on the time and
manner of their application [375], [382]: (i) preprocessing algorithms are
applied before training a classifier and usually reweigh or transform training
data, obfuscating protected variables and attenuating group disparities
[383]–[386], (ii) in-processing techniques incorporate debiasing explicitly
into learning using specialised loss functions and regularisers [378], [379],
[387], [388], (iii) postprocessing methods treat the model as a black box
and agnostically edit its predictions without any effect on the parameters
[377], [389], [390], (iv) lastly, intra-processing approaches, first discussed
by Savani, White, and Govindarajulu [375], lie in-between in- and post-
processing, typically resorting to fine-tuning the model’s parameters post
hoc on a smaller validation set. The chief difference between intra- and
postprocessing is that the latter methods family does not require access to
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the model’s parameters but often assumes that the protected attribute is
observable at test time to adjust the predictions.

This chapter explores the last two method classes. With the widespread
availability and use of pretrained models [324], [391]–[393], it may not
always be practical to develop a fair classifier from scratch using pre- or
in-processing approaches. Moreover, in biomedical and healthcare appli-
cations, classifiers might need to be deployed across multiple centres with
different local fairness considerations and protected attributes of interest.
Such application scenarios make intra- and postprocessing techniques espe-
cially compelling since the model can be readily fine-tuned or recalibrated
on the local data to satisfy newly introduced constraints. Figure 7.1 provides
a schematic summary of the application scenario outlined above.

7.1.2 Biases in Deep Chest X-ray Classifiers

As mentioned before, an application to chest radiograph classifiers is among
the primary subjects of the current chapter. Chest X-ray imaging has become
an essential tool for screening and diagnosing conditions affecting the chest
and surrounding tissues and organs, requiring specialised training for
appropriate interpretation. There have been numerous efforts in developing
deep neural network models for screening and computer-aided diagnosis
based on chest radiographs [394]–[396] using various datasets [361], [397],
[398], with some models achieving a near-expert-level performance [360].

Despite these recent successes, researchers have also scrutinised the
fairness of deep classifiers trained on well-established and publicly available
chest X-ray datasets [360], [361], [398]. For instance, Larrazabal et al. [370]
report consistently lower disease prediction AUROCs for underrepresented
genders when training on imbalanced datasets. In a multi-centre setting,
Zech et al. [399] observe that the performance of chest X-ray classifiers
is significantly lower on held-out external data, attributing this lack of
generalisation to confounding-related biases. Seyyed-Kalantari et al. [371],
[372] study the underdiagnosis and TPR disparities across three large
publicly available chest X-ray datasets, showing higher underdiagnosis and
lower TPRs in underserved patient groups.

To the best of our knowledge, few works address the mitigation of such
biases in computer-aided diagnosis based on chest X-rays. Concurrently
and similarly to us, Zhang et al. [400] benchmark debiasing techniques for
classification parity on publicly available chest radiograph datasets. Zong,
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Yang, and Hospedales [401] tackle a similar research question for a range
of medical image analysis tasks, including X-ray classification.

7.1.3 Pruning and Individual Units in Neural Networks

Methodologically, the techniques introduced in Section 7.2 capitalise on
the prior literature on model and, specifically, neural network pruning
and methods for interpreting the role of individual units within neural
networks.

Pruning refers to the procedures for effectively reducing the number of
model parameters to induce sparsity (Section 2.3.2), reduce memory and
computational complexity, and improve generalisation. Such techniques
have been long explored in various model classes, e. g. a classic example is
decision trees [402]. In neural networks, pruning usually amounts to remov-
ing irrelevant weights or entire structural elements [403], [404], e. g. filters
in CNNs. Early approaches, such as optimal brain damage [405] and optimal
brain surgeon [406], leveraged criteria based on the second-order derivatives
of the loss function to prune unimportant weights during training. Several
modern techniques prune entire structural elements [407]–[409], such as
convolutional filters and channels.

In contrast to most attribution measures (Section 2.4.1) elucidating output-
input relationships, several recent works investigate the importance and
interpretation of individual neurons, or units, within deep neural networks.
Bau et al. [410] study single-unit object detectors whose activations are
correlated with high-level concepts in discriminative and generative CNNs.
Similarly, Antverg and Belinkov [411] explore the probing of neuron activa-
tions in language models. A succession of works [412]–[415] introduce novel
attribution measures that quantify the influence of individual neurons.

7.2 pruning and fine-tuning for debiasing neural networks

This chapter contributes to the line of research on intra-processing debiasing
methods [375] (Section 7.1.1, Figure 7.1). In particular, building on previous
advances in explaining the role of individual neurons (Section 7.1.3), we
introduce criteria and a procedure for debiasing already trained neural
networks by pruning individual units. Additionally, we explore the use of
these criteria for directly fine-tuning the model’s parameters using gradient-
based optimisation. In the following sections, we describe differentiable
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proxy functions for classification parity measures and introduce our pruning
and fine-tuning techniques.

7.2.1 Differentiable Classification Parity Proxies

As stated in Section 7.1.1, we view algorithmic fairness from the perspective
of classification parity, assessing bias using measures such as the SPD and
EOD (Equations 7.1–7.2). Observe that, by definition, these classification
parity measures are not differentiable. Below, we define differentiable proxy
functions for the SPD and EOD, facilitating downstream use of gradient-
based attribution and optimisation.

Given a dataset D = {(xi, ai, yi)}N
i=1 comprising N data points and a

classifier fθ, the proxy function µ̃ for the SPD is given by

µ̃SPD ( fθ, D) =
∑N

i=1 fθ (xi) (1− ai)

∑N
i=1 1− ai

− ∑N
i=1 fθ (xi) ai

∑N
i=1 ai

. (7.3)

Analogously, the proxy function for the EOD is

µ̃EOD ( fθ, D) =
∑N

i=1 fθ (xi) (1− ai) yi

∑N
i=1 (1− ai) yi

− ∑N
i=1 fθ (xi) aiyi

∑N
i=1 aiyi

. (7.4)

The proxy functions in Equations 7.3 and 7.4 are similar to the objectives
introduced by Zafar et al. [379], [380] for fair logistic regression and support
vector machine models. In fact, these functions are proportional to the
empirical estimators of the (conditional) covariance between the decision
boundary of the classifier fθ and the protected attribute a. We provide a
formal derivation of these claims in Appendix E.1, Lemmas E.1.1 and E.1.2.

Intuitively, our methods aim to adjust the parameters of the already-trained
classifier fθ using the proxy functions above, specifically by leveraging these
proxies as part of pruning criteria or by directly minimising their absolute
value via gradient-based learning. Figure 7.2 provides a general summary
of the debiasing “protocol” followed by our procedures. This pipeline
corresponds to the intra-processing setting described in the previous section
(Figure 7.1): firstly, a potentially biased model is developed on the training
data, then, it is debiased using our techniques on the validation set, and,
finally, the model’s performance and bias are assessed on the test data.

Note that, in practice, the choice between the two functions depends on
the targeted classification disparity measure, i. e. the SPD or EOD, which,
as mentioned, should be chosen based on the application at hand.
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Figure 7.2: A schematic summary of the debiasing pipeline. (i) A model is trained
without the knowledge of the protected attribute on Dtrain. (ii) The
model is debiased on the validation set (Dvalid) using the proposed
pruning and fine-tuning procedures. (iii) Debiased models are evalu-
ated on the test data (Dtest) to assess their predictive performance (ρ)
and bias (µ). At prediction, the protected attribute (ai) is not given to
the model and is only utilised for bias evaluation.
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7.2.2 Pruning for Fairness

In contrast to most previous works [403], [404], which focus on model
compression and complexity reduction, we utilise pruning for bias mitigation.
In the following, we introduce a procedure to prune individual units in a
neural network based on their “contribution” to classification disparity.

Building on the influence-directed explanations and internal influence
attribution measures proposed by Leino et al. [412], we first introduce a
gradient-based statistic quantifying an individual unit’s contribution to
classification disparity, referred to as gradient-based bias influence. For a
model fθ, differentiable bias proxy function µ̃, e. g. from Equation 7.3 or
7.4, and the given dataset D = {(xi, ai, yi)}N

i=1, the gradient-based bias
influence of the j-th unit from layer l is given by

Sl,j =
1
N

N

∑
i=1

∂µ̃ ( fθ, D)

∂zl
j (xi)

, (7.5)

where zl
j (xi) denotes the preactivation of the j-th unit at input xi. For exam-

ple, in a fully connected layer, zl
j (xi) is a vector component, whereas, in

a convolutional layer, it is a component of a 3D tensor. Regardless of the
layer’s type and dimensionality, we use a single index j to enumerate the
units. Equation 7.5 corresponds to the average value of the partial derivative
of the bias proxy function w.r.t. the unit’s preactivation. Thus, this measure
can help attribute classification disparity to individual neurons.

We utilise the gradient-based bias influence as a criterion to rank and
remove the most influential units from the network, effectively reducing
classification disparity. Algorithm 4 outlines this pruning procedure com-
prising a few simple steps. (i) We evaluate the influence Sl,j in Equation 7.5
for every unit j in each layer 1 ≤ l ≤ L on the validation data Dvalid (line 3).
In practice, the running time and memory complexity of this step can be re-
duced by evaluating the influence on a subset of Dvalid or by concentrating
on a few selected layers. (ii) At each iteration of the procedure, several units
are pruned (line 6). The neurons to be removed are chosen according to the
criterion sgn (µ0) Sl,j, where the gradient-based influence is multiplied by
the sign function applied to the bias measure of the unpruned model. The
number of units to be pruned per iteration is determined by the number of
steps B ≥ 1. The implementation of pruning is architecture-specific. For
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Algorithm 4: Pruning for Debiasing Neural Networks

Input: Validation set Dvalid = {(xi, yi, ai)}i; trained neural network fθ

with parameters θ and L intermediate layers; classification
threshold τ ∈ [0, 1]; predictive performance measure ρ; bias
measure µ; differentiable bias proxy function µ̃; lower bound
on performance $ > 0; number of steps B ≥ 1

Output : Pruned network fθ̃ with parameters θ̃

1 Let µ0 ← µ
(

1{ fθ(·)≥τ}, Dvalid

)
, where 1{ fθ(·)≥τ} denotes thresholding

applied to the classifier’s output

2 Initialise θ̃← θ

3 Given Dvalid and µ̃, evaluate Sl,j from Equation 7.5 for every unit j in
layer 1 ≤ l ≤ L

4 for b = 0 to B− 1 do

5 Let sb ← q1−1/B

({
sgn (µ0) Sl,j

}
l,j

)
, where qα is the empirical

α-quantile

6 Prune unit j in layer 1 ≤ l ≤ L if sgn (µ0) Sl,j > sb and update θ̃
accordingly, where sgn is the sign function

7 Let τ̃ ← arg maxτ′∈[0,1] ρ
(

1{ fθ̃(·)≥τ′}, Dvalid

)
8 Let µb ← µ

(
1{ fθ̃(·)≥τ̃}, Dvalid

)
9 Let ρb ← ρ

(
1{ fθ̃(·)≥τ̃}, Dvalid

)
10 Recompute

{
Sl,j

}
l,j

for the pruned network fθ̃

11 Let θ̃b ← θ̃

12 end

13 Let b∗ ← arg min0≤b≤B−1
ρb≥$

|µb|

14 return fθ̃b∗
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fully connected layers, the j-th unit of the l-th layer can be removed
by setting relevant weights to zeros: W l

j,· ← 0. In convolutional layers,
we introduce dropout-like [416] binary masks applied to preactivations
zl (xi). (iii) The bias µ and predictive performance ρ of the pruned network
are assessed on the validation set (lines 7–9). (iv) Lastly, gradient-based
bias influence is recomputed for the remaining neurons in the pruned
network (line 10), and steps (ii)–(iv) are repeated for several iterations. The
final pruned parameter configuration is chosen to minimise the bias on the
validation set subject to the lower-bound constraint on predictive perfor-
mance specified via the parameter $ > 0 (line 13).

In summary, the procedure in Algorithm 4 greedily removes units from an
already-trained neural network classifier to reduce classification disparity.
The pruning criterion is a gradient-based attribution measure that quantifies
the contribution of individual neurons to a differentiable classification
parity proxy function (Section 7.2.1) in the spirit of the influence-directed
explanations introduced by the prior literature [412].

7.2.3 Fine-tuning for Fairness

While pruning for debiasing may help localise the sources of classification
disparity within the network and be combined with model compression,
a more straightforward approach to bias mitigation using differentiable
proxy functions is their direct gradient-based minimisation.

To this end, we consider fine-tuning the classifier fθ using the minibatch
gradient descent or ascent. Algorithm 5 summarises this procedure in pseu-
docode. The network’s parameters are updated iteratively for E steps using
the gradient of the proxy function w.r.t. the model’s parameters (line 6).
Notably, the direction of the update depends on the initial bias sign. Simi-
lar to pruning, the fine-tuned classifier is evaluated on the validation set
(lines 7–9), and the parameters minimising the disparity subject to the
performance constraint are chosen (line 12).

The fine-tuning procedure has a few additional important hyperparame-
ters. For instance, minibatch size M must be large enough to adequately
estimate the terms from Equations 7.3 and 7.4. Similarly, during our experi-
ments, we observed that the learning rate η and the number of fine-tuning
steps E should be chosen sufficiently small, not to considerably alter the
initial classifier’s predictive performance.
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Algorithm 5: Fine-tuning for Debiasing Neural Networks

Input: Validation set Dvalid = {(xi, yi, ai)}i; neural network fθ with
parameters θ; classification threshold τ ∈ [0, 1]; predictive
performance measure ρ; bias measure µ; differentiable bias
proxy function µ̃; lower bound on performance $ > 0; learning
rate η > 0; number of steps E ≥ 1; minibatch size M ≥ 1

Output : Fine-tuned network fθ̃ with parameters θ̃

1 Let µ0 ← µ
(

1{ fθ(·)≥τ}, Dvalid

)
2 Initialise θ̃← θ

3 for e = 0 to E− 1 do
4 Draw a minibatch B = {(xi, yi, ai)}M

i=1 without replacement, so
that B ⊆ Dvalid

5 Let µ̃e ← µ̃ ( fθ̃, B)
6 Update θ̃← θ̃− sgn (µ0) η∇θ̃µ̃e

7 Let τ̃ ← arg maxτ′∈[0,1] ρ
(

1{ fθ̃(·)≥τ′}, Dvalid

)
8 Let µe ← µ

(
1{ fθ̃(·)≥τ̃}, Dvalid

)
9 Let ρe ← ρ

(
1{ fθ̃(·)≥τ̃}, Dvalid

)
10 Let θ̃e ← θ̃

11 end

12 Let e∗ ← arg min0≤e≤E−1
ρe≥$

|µe|

13 return fθ̃e∗
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7.3 experimental setup

This section describes the experimental setup of the chapter. In our experi-
ments, we aim to (i) provide proof-of-concept results on tabular benchmark-
ing datasets supporting the utility of our debiasing methods (Section 7.2)
and (ii) explore the use of intra- and postprocessing techniques to mitigate
biases in deep chest X-ray classifiers (Section 7.1.2). In the remainder of
this section, we introduce the datasets, provide details on the classification
models and debiasing methods applied to them, and define evaluation
metrics for quantitative comparison.

7.3.1 Datasets

We conduct the comparison on tabular and image datasets summarised in
Table 7.1. In particular, we include several nonclinical benchmarks from
the IBM AI Fairness 360 toolkit [382] commonly utilised by the prior
methodological literature, for instance, by Savani, White, and Govindarajulu
[375]. Below, we briefly describe each dataset; however, a more in-depth
discussion of debiasing benchmarks can be found in a thorough survey by
Le Quy et al. [417].

The first nonclinical tabular benchmark is the Adult Census Income
data (Adult), containing 48842 instances with seven categorical, two binary,
and six numerical features. The classification problem is to predict whether
a person’s annual income exceeds 50000$ [417], [418]. Our analysis focuses
on the protected attribute “sex”. Throughout this chapter, we generally
refer to protected variables using their original names reported in the data.

Another similar dataset originates from bank phone marketing campaigns
(Bank) [417], [419]. It comprises 45211 samples with six categorical, four
binary, and seven numerical features. The task is to predict a deposit
subscription by a potential client. In this case, we consider “age” as the
protected variable.

The last nonclinical benchmark we utilise is the Correctional Offender
Management Profiling for Alternative Sanctions (COMPAS) dataset [27],
[417], consisting of 7214 samples with 31 categorical, 6 binary, and 14

numerical covariates. The underlying problem is the prediction of the risk
of recidivism. The conventional protected attribute for this dataset is “race”.
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Dataset Ntrain Nvalid Ntest p a Architecture

Adult 27133 9044 9045 98 Sex MLP

Bank 18292 6098 6098 57 Age MLP

COMPAS 3700 1233 1234 401 Race MLP

MIMIC-III
21595 7199 7199 43 Age MLP

21595 7199 7199 44 Marital Status MLP

21595 7199 7199 44 Insurance Type MLP

MIMIC-CXR
5528 3368 3426 224×224 Sex CNN

3984 930 1122 224×224 Ethnicity CNN

Table 7.1: A summary of datasets included in the experiments. We report the
sizes of the training (Ntrain), validation (Nvalid), and test (Ntest) sets,
feature dimensionality after preprocessing (p), protected attributes
considered (a), and classifier architectures utilised.

As a tabular clinical benchmark, we consider the Medical Information
Mart for Intensive Care database (MIMIC-III) of patient admissions to
critical care units at a large tertiary hospital [420]. We adhere to the pre-
processing routine by Purushotham et al. [421], retaining only the first
admissions of adult patients (> 15 years). Preprocessed data include 17

features from the Simplified Acute Physiology Score (SAPS-II). We average
time series variables for every admission and feature. The problem we
investigate is the prediction of in-hospital mortality. For the choice and
construction of protected attributes, we follow the analysis by Meng et al.
[422] and focus on “age”, “marital status”, and “insurance type”.

Last but not least, we perform debiasing on the MIMIC-CXR dataset of
chest radiographs [361] (Section 6.3.1). We retain only frontal view images,
resizing them to 224×224 pixels. We focus on “sex” and “ethnicity” as
protected variables since the groups of these attributes were previously
shown to have disparate classification outcomes [371], [372] (Section 7.1.2).
For “sex”, we investigate the prediction of “enlarged cardiomediastinum”
(enlarged CM), while, for “ethnicity”, we choose “pneumonia” as the target
variable. In both cases, we utilise studies labelled with “no findings” as the
negative class.
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7.3.2 Classification Models and Debiasing Methods

As reported in Table 7.1, for tabular datasets, we train a fully connected
neural network as the classifier to be debiased. The architecture [375] is
described in detail in Appendix E.2. For MIMIC-CXR, we study two CNN
architectures: VGG-16 [423] and ResNet-18 [339]. All models are trained
by minimising the binary CE loss. Additionally, for MIMIC-CXR, we apply
random augmentations to images during training to prevent overfitting.

After training the respective classifiers, we perform debiasing on the
validation set. Alongside the proposed pruning and fine-tuning procedures
(Section 7.2), we evaluate several baseline intra- and postprocessing meth-
ods. Specifically, we compare against the closely related intra-processing
techniques introduced by Savani, White, and Govindarajulu [375]. The
simplest approach is to randomly perturb the parameters of the original
classifier using multiplicative Gaussian noise (Random) [375]. Perturbation
is applied many times, and the parameter configuration maximising the per-
formance subject to bias constraints is returned. Another intra-processing
baseline is fine-tuning the classifier using adversarial learning (Adversarial)
[375] instead of directly minimising the disparity.

From postprocessing algorithms, we apply the reject option classification
(ROC) [389], which adjusts the classifier’s predictions post hoc for certain
instances falling within a confidence band around the decision boundary.
Lastly, we also include the equalised odds postprocessing method (Eq.
Odds) [377], which adjusts predicted labels probabilistically to balance the
odds across protected attribute categories.

7.3.3 Evaluation Metrics

As explained above, debiasing is performed exclusively on the validation
set. Subsequently, debiased classifiers are evaluated on the test data. Using
the MC CV, we train, debias, and evaluate classifiers across several train-
validation-test splits. In particular, all models are evaluated w.r.t. their
predictive performance and classification disparity. For the former, we
report the balanced accuracy. On tabular datasets, for completeness, we
report both the SPD and EOD, whereas, on MIMIC-CXR, we focus solely on
the EOD since the reduction of the SPD may not be clinically meaningful
in the context of medical diagnosis. To explore the model’s behaviour
throughout pruning and fine-tuning, we visualise changes in performance
and bias throughout these procedures.
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7.4 results

This section describes our experimental findings. First, we compare intra-
and postprocessing debiasing techniques (Section 7.3.2) on simple tabu-
lar benchmarks (Table 7.1) and, subsequently, provide a more in-depth
exploration of an application to deep chest X-ray classifiers.

7.4.1 Benchmarking Results

We report quantitative results obtained on tabular datasets in Table 7.2. De-
biasing is performed separately with the SPD and EOD as disparity criteria.
Tables 7.2a and 7.2b contain bias and predictive performance measures,
respectively, before and after debiasing. Note that throughout the tables
and figures, “Standard” refers to the initial neural network classifier.

Alongside other intra- and postprocessing methods, our pruning and fine-
tuning procedures successfully mitigate bias in most datasets (Table 7.2a);
overall, our methods tend to sacrifice less accuracy (Table 7.2b). The closely
related adversarial intra-processing [375] visibly hurts the performance and,
on average, does not reduce the disparity as effectively.

Interestingly, all intra-processing methods considerably reduce the pre-
dictive performance when debiasing on the Adult dataset w.r.t. the SPD,
attaining results inferior to those of the ROC and equalised odds. Note that
the original classifier in this problem has a relatively high SPD. This finding
may be attributed to the sensitivity of intra-processing approaches to initial
conditions: when the disparity of the classifier is high, intra-processing may
reduce the accuracy considerably or fail to mitigate the bias [373].

Additionally, to better understand the effect of pruning and fine-tuning
on the neural network, we visualise changes in classification disparity
and balanced accuracy throughout these procedures. Figure 7.3 shows
the trajectories of the EOD (Figures 7.3b and 7.3d), SPD (Figures 7.3a
and 7.3c), and BA obtained on the MIMIC-III data. Observe that both
methods successfully drive the bias towards zero while having little effect
on the classifier’s balanced accuracy. Notably, compared to the training
time, relatively few pruning and fine-tuning steps are necessary to mitigate
bias. We also observe that in line with the results from Table 7.2, pruning
(Figures 7.3a–7.3b) features higher variance in accuracy and bias trajectories
than fine-tuning (Figures 7.3c–7.3d). Generally, we have noticed similar
behaviour across other tabular datasets; however, we omit these results in
the interest of space.
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(a) Classification disparity

Bias Method Adult:
Sex

Bank:
Age

COMPAS:
Race

MIMIC-III:
Age

MIMIC-III:
Marital

MIMIC-III:
Insurance

SP
D

Standard -0.32±0.02 0.18±0.04 0.19±0.03 -0.28±0.03 0.10±0.02 -0.19±0.03

Random -0.04±0.01 0.03±0.04 0.09±0.04 -0.04±0.01 0.05±0.01 -0.04±0.01

ROC -0.04±0.02 0.08±0.04 -0.01±0.01 -0.05±0.01 0.03±0.03 -0.05±0.01

Eq. Odds -0.09±0.01 0.06±0.03 0.03±0.06 -0.01±0.01 0.01±0.00 -0.01±0.00

Adversarial -0.03±0.00 0.05±0.03 0.03±0.03 -0.04±0.01 0.04±0.02 -0.03±0.01

Pruning -0.04±0.05 0.02±0.04 0.02±0.03 0.00±0.02 0.00±0.02 0.00±0.02

Fine-tuning -0.01±0.04 0.04±0.05 0.04±0.04 -0.01±0.02 0.01±0.02 -0.01±0.02

EO
D

Standard -0.14±0.02 0.01±0.04 0.20±0.05 -0.11±0.04 0.08±0.03 -0.05±0.04

Random -0.07±0.03 0.02±0.04 0.09±0.04 -0.05±0.05 0.06±0.04 -0.04±0.04

ROC -0.05±0.03 0.04±0.04 -0.01±0.01 -0.05±0.06 0.03±0.05 -0.04±0.04

Eq. Odds -0.01±0.04 0.04±0.10 0.03±0.06 0.01±0.04 0.01±0.04 0.01±0.04

Adversarial -0.09±0.03 0.03±0.06 0.14±0.07 -0.08±0.03 0.06±0.04 -0.02±0.03

Pruning -0.01±0.03 0.00±0.07 0.04±0.06 0.01±0.06 -0.02±0.06 0.00±0.04

Fine-tuning -0.03±0.03 0.02±0.06 0.06±0.06 -0.01±0.05 0.02±0.05 0.00±0.04

(b) Balanced accuracy

Bias Method Adult:
Sex

Bank:
Age

COMPAS:
Race

MIMIC-III:
Age

MIMIC-III:
Marital

MIMIC-III:
Insurance

SP
D

Standard 0.82±0.01 0.86±0.01 0.65±0.01 0.76±0.01 0.76±0.01 0.75±0.01

Random 0.60±0.01 0.60±0.10 0.60±0.03 0.64±0.01 0.72±0.02 0.67±0.01

ROC 0.79±0.01 0.66±0.10 0.50±0.00 0.63±0.01 0.75±0.01 0.68±0.01

Eq. Odds 0.73±0.02 0.70±0.02 0.60±0.01 0.57±0.02 0.57±0.01 0.57±0.01

Adversarial 0.56±0.01 0.61±0.09 0.56±0.04 0.60±0.02 0.67±0.04 0.64±0.02

Pruning 0.56±0.04 0.84±0.01 0.63±0.02 0.69±0.02 0.73±0.01 0.69±0.03

Fine-tuning 0.66±0.01 0.86±0.01 0.64±0.01 0.72±0.01 0.75±0.01 0.73±0.01

EO
D

Standard 0.82±0.01 0.86±0.01 0.65±0.01 0.76±0.01 0.76±0.01 0.75±0.01

Random 0.78±0.03 0.86±0.01 0.61±0.03 0.72±0.03 0.74±0.03 0.75±0.01

ROC 0.82±0.01 0.86±0.01 0.50±0.00 0.69±0.04 0.75±0.01 0.75±0.02

Eq. Odds 0.73±0.02 0.70±0.02 0.60±0.01 0.57±0.02 0.57±0.01 0.57±0.01

Adversarial 0.78±0.02 0.84±0.01 0.61±0.02 0.71±0.02 0.73±0.01 0.72±0.03

Pruning 0.78±0.02 0.86±0.03 0.62±0.03 0.73±0.01 0.73±0.02 0.74±0.01

Fine-tuning 0.82±0.01 0.86±0.01 0.64±0.01 0.75±0.01 0.75±0.01 0.75±0.01

Table 7.2: (a) Classification disparity and (b) balanced accuracy before and after
debiasing neural networks trained on tabular datasets. We report the
results w.r.t. statistical parity (SPD) and equal opportunity differences
(EOD) separately. Best results are shown in bold, italics indicates the
second best, excluding the original classifier (Standard).
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Bi

as

# Units pruned

(a) Pruning, SPD

# Units pruned

(b) Pruning, EOD

# Steps

(c) Fine-tuning, SPD

# Steps

(d) Fine-tuning, EOD

Figure 7.3: Changes in the classification disparity, given by the (a, c) SPD
and (b, d) EOD, and balanced accuracy of the classifier during
(a, b) pruning and (c, d) fine-tuning. The results were obtained on
the MIMIC-III dataset by predicting in-hospital mortality with the
“insurance type” as the protected attribute. Bold lines correspond to
the medians across 20 replicates.

7.4.2 Debiasing Deep Chest X-ray Classifiers

Finally, we turn to the deep chest X-ray classification experiments on the
MIMIC-CXR dataset. As explained in Section 7.3.1, we consider multiple
protected attribute and response variable pairs and network architectures.

Table 7.3 summarises the results w.r.t. the EOD and BA. For predicting
enlarged CM under the protected attribute “sex”, both VGG (Tables 7.3a–
Tables 7.3b) and ResNet (Tables 7.3c–Tables 7.3d) exhibit moderate bias,
and most methods successfully mitigate it without affecting the BA. Prun-
ing and fine-tuning achieve the best results on average, followed by the
equalised odds postprocessing. Similar to the results on tabular data (Ta-
ble 7.2), adversarial fine-tuning is inferior to our techniques w.r.t. both
metrics. The poorer performance may be attributed to overfitting from
adversarial training and having to learn discriminator network parameters
[375]. In summary, under moderate bias, the proposed techniques reduce
classification disparity without a need for retraining from scratch or access
to the protected attribute at test time.

By contrast, for predicting pneumonia under the protected attribute
“ethnicity”, the average EOD of the original model is considerably higher
for both architectures (Tables 7.3b and 7.3d). In this case, only the equalised
odds postprocessing achieves a satisfactory result. Pruning and fine-tuning
do not hurt the predictive performance; however, the average EOD is not
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(a) Enlarged CM, Sex; VGG-16

Method EOD BA

Standard -0.05±0.02 0.77±0.01

Random -0.03±0.03 0.75±0.01

ROC -0.05±0.02 0.75±0.03

Eq. Odds 0.01±0.03 0.75±0.01

Adversarial -0.04±0.03 0.73±0.01

Pruning 0.00±0.02 0.76±0.02

Fine-tuning -0.01±0.04 0.76±0.01

(b) Pneumonia, Ethnicity; VGG-16

Method EOD BA

Standard -0.14±0.04 0.73±0.02

Random -0.11±0.06 0.71±0.02

ROC -0.07±0.06 0.65±0.06

Eq. Odds 0.00±0.06 0.70±0.01

Adversarial -0.13±0.05 0.70±0.02

Pruning -0.09±0.05 0.71±0.03

Fine-tuning -0.08±0.06 0.71±0.02

(c) Enlarged CM, Sex; ResNet-18

Method EOD BA

Standard -0.05±0.04 0.76±0.01

Random 0.00±0.03 0.73±0.02

ROC -0.05±0.03 0.74±0.04

Eq. Odds 0.01±0.03 0.74±0.01

Adversarial -0.04±0.04 0.73±0.02

Pruning -0.01±0.03 0.74±0.02

Fine-tuning 0.00±0.03 0.76±0.01

(d) Pneumonia, Ethnicity; ResNet-18

Method EOD BA

Standard -0.14±0.05 0.73±0.02

Random -0.06±0.06 0.65±0.04

ROC -0.07±0.04 0.65±0.05

Eq. Odds -0.01±0.06 0.70±0.01

Adversarial -0.14±0.03 0.71±0.02

Pruning -0.11±0.05 0.70±0.02

Fine-tuning -0.11±0.05 0.73±0.02

Table 7.3: Equal opportunity difference (EOD) and balanced accuracy (BA)
attained before and after debiasing (a, b) VGG-16 and
(c, d) ResNet-18 trained on the MIMIC-CXR to predict (a, c) enlarged
cardiomediastinum (CM) with the protected attribute “sex” and
(b, d) pneumonia with the protected attribute “ethnicity”.
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driven to zero. Notably, both methods improve over the naïve random per-
turbation baseline and adversarial fine-tuning. The poorer performance of
intra-processing methods in this instance has several plausible explanations.
Specifically, for pneumonia and “ethnicity”, the validation set is relatively
small (Table 7.1) and may lead to overfitting. Moreover, the protected at-
tribute “ethnicity” is challenging to predict from X-ray images. Therefore, it
may be more prudent to resort to postprocessing, which takes the attribute
as input at test time. Additionally, note that the attribute “ethnicity” is
self-reported [371] and might be noisy and misaligned with the ground
truth, introducing another source of variability into our results. Lastly, as
mentioned before, intra-processing methods may also be sensitive to the
initial bias.

7.5 discussion

This section contains a discussion of the chapter’s contributions and find-
ings in connection to the prior literature and the rest of the thesis. We
reflect on methodological and empirical limitations and delve into potential
extensions of the current work.

This chapter has focused on the problem of attaining algorithmic fair-
ness [364] from the perspective of classification parity [374]. Alongside
interpretability and explainability, the fairness of model-based decisions
is arguably among the principal societal considerations in biomedical and
healthcare applications of ML. In particular, this chapter provided a com-
prehensive investigation of intra- and postprocessing debiasing algorithms
[375], [377], a practical class of methods that, in contrast to in-processing
techniques [379], [380], [388], can be applied post hoc to already-trained
models, given labelled validation data. From the application perspective,
we have concentrated on the deep chest X-ray classifiers, which had been
reported to feature disparities across patient subpopulations [371], [372].

To tackle debiasing in the intra-processing setting (Figure 7.1), we in-
troduced novel techniques for pruning and fine-tuning neural networks
(Figure 7.2). Building on the works by Zafar et al. [379], [380], we considered
differentiable proxy functions for the SPD and EOD (Equations 7.3 and 7.4),
showing their relation to the covariance between the classifier’s decision
boundary and protected attribute values (Appendix E.1).

We utilised these proxy functions to formulate a gradient-based pruning
criterion (Equation 7.5), quantifying the influence of individual units within
a neural network on classification disparity. This criterion is closely related
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to gradient-based attribution measures (Section 2.4.1), particularly influence-
directed explanations by Leino et al. [412]. Thus, we leveraged previous
efforts at understanding and explaining the role of individual neurons
(Section 7.1.3) to perform structured pruning for bias mitigation. Similar to
the technique described in Chapter 6, our pruning procedure (Section 7.2.2,
Algorithm 4) capitalises on the class of post hoc explanation methods, albeit
with a different purpose—reducing bias.

In addition to pruning, we introduced a fine-tuning procedure for de-
biasing (Section 7.2.3, Algorithm 5), which directly minimises bias proxy
functions using minibatch gradient descent. Since our proxy functions are
differentiable, this method, unlike related in-processing [388] and fine-
tuning approaches [375], does not require unwieldy adversarial learning
and the introduction of additional parameters.

In the broader context of the literature, this chapter contributes to the
research on bias mitigation in classification models. While our methods
share similarities with the prior literature, below, we discuss several distinc-
tive features. Our differentiable proxy functions are closely related to the
objectives considered by Zafar et al. [379], [380]. However, their experimental
scope is limited to linear and kernel-based classification, whereas we focus
primarily on neural networks.

Although methods for removing biases from neural networks are abun-
dant [375], [378], [388], [424], most of these works concentrate on the
in-processing setting, where protected attributes are part of the training
set, and resort to adversarial learning. By contrast, we investigate the intra-
processing scenario and propose simple and effective criteria that can be
used for network pruning or minimised directly without training a discrimi-
nator network. The most closely related technique is adversarial fine-tuning
proposed by Savani, White, and Govindarajulu [375], who similarly study
intra-processing methods. However, in practice, we observed that their
approach is prone to overfitting and does not attain empirical performance
comparable to ours (Section 7.4). Moreover, other algorithms introduced
by these authors are poorly scalable, relying on computationally expensive
zeroth-order optimisation.

Model-agnostic postprocessing methods, such as ROC [389] and equalised
odds [377], comprise a compelling alternative to intra-processing. We ob-
served that these techniques performed relatively well throughout most
experiments. Nevertheless, their significant drawback is that the protected
attribute must be observable at test time, which, in contrast, is not assumed
under the intra-processing scenario.
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Next to developing novel debiasing algorithms, this chapter contributes
empirically to the research on biases in deep chest radiograph classification
models (Section 7.1.2). The methodological works discussed above predom-
inantly explore tabular and natural image benchmarks, not delving into
biomedical and healthcare applications. Moreover, previous literature has
identified biases within the state-of-the-art models trained on large-scale
publicly available datasets [370]–[372]. However, these works have not in-
vestigated the mitigation of such biases. Thus, to the best of our knowledge,
ours and the concurrent efforts by Zhang et al. [400] and Zong, Yang, and
Hospedales [401] are among the first comprehensive empirical studies in
this specific.

In particular, our experiments have explored tabular and medical image
datasets and fully connected and convolutional neural networks. In tabular
benchmarks, proposed intra-processing approaches effectively reduce the
bias and offer improved predictive performance over model-agnostic post-
processing techniques (Table 7.2). We have also demonstrated the utility
of our procedures on the MIMIC-CXR dataset for VGG-16 and ResNet-18

architectures (Table 7.3). While effective in many settings, introduced prun-
ing and fine-tuning methods exhibited poorer results when the validation
set was too small and the initial bias of the classifier was too high. In such
cases, it may be prudent to redevelop the model from scratch or resort to
postprocessing.

7.5.1 Limitations

Let us now reflect on the limitations of our methods and experimental setup.
To begin with, this chapter provides a limited perspective on algorithmic
fairness. Specifically, we have restricted our discussion to classification parity
(Section 7.1.1). However, alternative technical definitions of bias have been
explored by the literature [374]. Consideration of other frameworks, for
instance, based on calibration [390], would facilitate a more comprehensive
treatment of the subject. Moreover, our analysis has exclusively focused
on binary classification problems under binary protected attributes with
the SPD and EOD as disparity measures. To accommodate more complex
modelling tasks, it would be necessary to adapt our methods to multilevel
protected and response variables and consider other definitions of disparity,
e. g. explored by Zafar et al. [380].

On a higher level, the intra-processing setup (Figure 7.2) we investigate
has practical restrictions. Although intra-processing algorithms do not
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require access to the protected attribute at training and test time, they
still need a labelled validation set to adjust the classifier’s parameters.
When debugging an ML model, a practitioner may be altogether unaware
of potential sources of bias. Therefore, the discovery and mitigation of
biases in the absence of protected attribute labels is a relevant and open
research question. Previous attempts at tackling this more challenging
task impose additional assumptions on the nature of the classification
problem and utilise representation learning [425] and generative modelling
approaches [426].

Beyond the methodological scope, our experimental setup likewise has
several limitations. To provide proof-of-concept results, some datasets had
to be simplified. For instance, similar to Meng et al. [422], we investigated the
insurance type as a protected attribute in the MIMIC-III dataset (Table 7.1),
grouping Medicare and Medicaid insurance types into a single category
despite these being substantially different programmes. Similarly, for the
MIMIC-CXR, we considered a smaller subset of radiographs to reduce
training time, developing our models on frontal-view images and only
including X-rays without any findings into the negative class. Thus, it would
be interesting to explore a more realistic scenario with multiple disease
classes and views while also considering additional protected attribute and
label pairings.

Another noteworthy limitation is that we evaluate and compare the meth-
ods on three neural network architectures. The extension of our findings to
other CNN model designs [427], [428] and architecture classes may require
nontrivial adjustments, especially in the pruning procedure.

7.5.2 Future Work

Beyond addressing the limitations and open questions outlined above, this
work opens many other promising directions for future research. Our prun-
ing procedure relies on gradient-based attribution to remove units in the
intermediate layers of a neural network. Firstly, alternative pruning criteria,
which do not require the costly computation of partial derivatives, should
be explored. Secondly, with some adjustment, pruning could be utilised
as an input feature selection technique to remove unwanted covariates
from the predictive model. The latter could prove instrumental in tabular
datasets, where features are high-level and human-understandable. As ex-
plained in Section 7.1.3, model compression is among the primary goals of
pruning neural networks [403]. Thus, future work could combine model
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compression techniques with our debiasing method to incorporate fairness
considerations, especially given the empirical evidence that naïve pruning
strategies can adversely affect fairness [429]. Another question underex-
plored by this chapter is the localisation of disparity within the neural
network’s architecture. Since the gradient-based influence statistic we intro-
duce quantifies the contribution of individual neurons to the disparity, we
can readily visualise the “location” of bias in the network to, for instance,
compare and understand the role of layers and modules in the final output.
Such analysis can improve the mechanistic interpretability [430] of neural
networks, specifically in regard to algorithmic fairness.

7.6 summary

This chapter has described methods at the interface between algorithmic
fairness and post hoc explainability. We introduced differentiable functions
that serve as proxies for classification disparity and utilised them as the
pruning criteria and objectives for neural network debiasing. In particular,
we investigated debiasing under the intra-processing scenario, where the
model’s parameters are adjusted post hoc to incorporate fairness constraints
on a smaller validation dataset.

The pruning criterion we proposed is inspired by gradient-based at-
tribution measures for individual neural network units. Thus, it allows
removing neurons with the highest contribution to the classification dis-
parity. In a similar vein, we also considered fine-tuning the classifier by
directly minimising a differentiable bias proxy. Both techniques form the
core methodological contribution of this chapter, complementing prior
literature on intra-processing algorithms.

Furthermore, we conducted comprehensive experiments to compare
intra- and postprocessing debiasing methods on tabular benchmarks and
the MIMIC-CXR dataset comprising chest radiograph images. Previous
works have reported numerous biases in deep chest X-ray classification.
Our empirical findings in this regard are among the first efforts in exploring
the mitigation of such biases. In general, we observed favourable results
suggesting that black-box neural networks can be debiased post hoc by
pruning or fine-tuning. In many cases, our algorithms outperformed closely
related adversarial-learning-based approaches.
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C O N C L U D I N G R E M A R K S

This dissertation has introduced several interpretable and explainable ML
models and methods tailored towards biomedical and healthcare data anal-
ysis problems. Following a data-, application-, and user-driven perspective,
we have demonstrated that, beyond social and ethical value, interpretabil-
ity and explainability help in (i) performing exploratory data analysis
(Chapters 3–4), (ii) supporting medical professionals’ decisions (Chapter 5),
(iii) facilitating interaction with the users (Chapter 6), and (iv) model de-
bugging (Chapter 7). In this final chapter, we make concluding remarks
and recapitulate our contributions in a broader context. Additionally, we
reflect on the general limitations of our techniques and experimental setups
and discuss future research directions.

In the Introduction to this thesis (Chapter 1), we have posed two research
questions (Questions 1 and 2), which we have subsequently addressed in
Parts I and II. In particular, our goals were to (1) develop and incorporate
inductive biases to render neural network models interpretable (ante hoc)
and (2) leverage explanation methods to interact with and edit already-
trained black-box models (post hoc). The novel techniques described in this
work span several model classes and method families (Table 1.1) and are
motivated by classic problems arising in biomedical and healthcare domains,
such as time series, survival, and medical image analysis (Figure 1.1). Thus,
beyond methodological contributions, another focal point of our research is
the empirical evaluation on realistic biomedical and healthcare benchmarks.

8.1 summary of contributions

We began this thesis by providing a scoping review of the recent litera-
ture in Chapter 2, covering both ante hoc interpretable (Section 2.3) and
post hoc explanation (Section 2.4) approaches. By contrast to similar litera-
ture surveys [25], [41], [147], this chapter went beyond high-level notions
and closely examined concrete model class and method family examples.
In addition to the methods-centric perspective, we have briefly touched
on the specifics of interpretability and explainability in biomedicine and
healthcare applications in Section 2.5. Given the diversity of the overviewed
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techniques, an essential takeaway from this chapter reflected throughout the
rest of our work is that, to date, the literature has produced no (sufficiently
specific) “golden-bullet” definition for an interpretable model or an expla-
nation. In our view, one reason for the lack of plausible definitions is that
interpretability and explainability must be application- and user-specific.

With Chapter 3, we turned to the first of the two parts of this dissertation,
contributing novel models and methods [153], [214], [292], [352], [373]. We
investigated the utility of interpretable models for exploratory data analysis,
concretely, designing models that can yield valuable insights into the rela-
tions between the observed variables (structure learning). In particular, this
chapter tackled time series analysis [30] from the perspective of Granger-
causal inference [152]. Combining aspects of self-explaining neural networks
(Section 2.3.4) [84], varying-coefficient models [81] (Section 2.3.3), and vector
autoregression [30], we introduced a neural-network-based model that, as
shown empirically, can accurately infer and interpret temporal relationships
among longitudinally observed variables. We also demonstrated that the
proposed architecture is more accurate at inference than related interpretable
models based on the attention mechanism [101] or sparse-input neural
networks [95], [96] (Section 2.3.4).

Continuing on exploratory data analysis, Chapter 4 investigated a dif-
ferent approach to interpretability, wherein nonlinear relationships are
explained using prototypes (Section 2.4.4) defined in the feature space. We
tailored our method to the problem of survival analysis [207], routinely
arising in the healthcare domain. Capitalising on variational autoencoders
[105] for clustering [235] and deep survival analysis [209], we developed
a probabilistic generative model well-suited for unstructured and high-
dimensional data types, such as medical images. A latent-space finite mix-
ture of regression models trained jointly with a VAE allows the discovery
of patient subgroups driven by both the covariates and time to event. Such
clusters can help practitioners visualise and understand heterogeneities
in the marginal distributions of features and survival time and variability
in their conditional relationship. Furthermore, mixture modelling enables
prototype-based explanation of the relationship between the features and
response, where the clusters and their centroids serve as prototypes. This
approach to interpretability resembles the Bayesian case model [138], which
exploits clustering with a similar goal. A noteworthy contribution of this
chapter is the application of our model and similar neural-network-based
approaches to a challenging dataset of computed tomography scans from
NSCLC patients. Our experiments showed that the proposed model discov-
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ers subgroups with more pronounced phenotypic differences than those
uncovered using alternative approaches [213], [228], highlighting essential
associations between the covariates and survival time.

Next, Chapter 5 turned to a higher-level perspective on interpretability. In
contrast to the previous chapters, where interpretations primarily operated
in the raw feature space, here, we considered a concept-based approach
(Section 2.4.3) reliant on parsimonious high-level attributes. Concretely,
we studied concept bottleneck models [22] in medical image interpretation
and clinical decision support. Motivated by the properties pertinent to med-
ical imaging datasets, we introduced enhancements to CBMs. Firstly, we
extended the model to the multiview learning scenario [32] by fusing view-
specific representations to predict concept variables. Secondly, we tackled
the problem of unobserved concepts by introducing an additional branch to
learn disentangled complementary representations. The primary applica-
tion studied in this chapter was the prediction of the diagnosis, treatment
assignment, and disease severity in children with suspected appendicitis
[305] based on multiple views from abdominal ultrasonography [323]. Our
results showed that the proposed enhancements successfully scale CBMs to
more challenging classification tasks, making them a viable alternative to
black-box architectures.

Taken together, Chapters 3–5 proposed various interpretable neural-network-
based models to solve problems routinely arising in biomedical and health-
care data analysis. Addressing Question 1 raised in Chapter 1, we explored
self-explaining neural networks, deep latent variable models paired with
mixture regression, and concept bottleneck models as alternatives to black-
box architectures. In real-world applications, we demonstrated that our
models provide valuable insights into relations between the covariates and
responses, arguably the main desired output of interpretable ML [10].

In the second part of this dissertation (Chapters 6–7), we shifted our
attention to post hoc explanations (Section 2.4). In particular, we addressed
Question 2, investigating how explanation techniques may be leveraged
to interact with and edit pretrained neural networks. Similar to Part I, our
primary consideration was biomedical and healthcare application scenarios.

Thus, Chapter 6, similar to the previous one, explored concept-based
methods but in application to already-trained models. A compelling feature
of CBMs [22] is the user’s ability to steer their output via concepts by
so-called interventions. To this end, we proposed a simple procedure for
concept-based interventions on an intermediate layer of a black-box neural
network. Via a probing function [293], [294] trained to predict attributes,
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our method edits the network’s activations to align them more closely
with the given concept values. In addition, we formalised a measure of the
effectiveness of such interventions and introduced a procedure to explicitly
fine-tune black box models to increase intervention impact. Our experiments
included the evaluation on publicly available chest radiograph datasets
[360], [361], suggesting that our fine-tuning procedure results in significantly
more effective interventions than CBMs trained naïvely post hoc on the
network’s activations [343], [351].

Subsequently, Chapter 7 also tackled model editing [363] but with a differ-
ent purpose: to mitigate biases in neural network classifiers [388]. Algorith-
mic fairness [364] remains an essential societal consideration and is equally
pertinent to biomedical and healthcare domains. Given emerging evidence
for single-neuron object detectors in neural networks [410], this chapter in-
vestigated the use of gradient-based attribution explanations (Section 2.4.1)
to prune [403] individual units contributing to classification disparity [376],
[377]. We formulated differentiable proxy functions for two common dispar-
ity measures and, leveraging these and gradient-based attribution, defined
pruning criteria. Additionally, we investigated the utility of these prox-
ies to directly fine-tune neural network models. Our experiments mainly
concentrated on debiasing deep chest X-ray classifiers [361], which had
been previously shown to be biased w.r.t. several sensitive attributes [371],
[372], such as gender and ethnicity. We demonstrated that our techniques
effectively reduce disparities without considerably affecting the predictive
performance.

In summary, Part II of this thesis treated post hoc explanation techniques
for pretrained neural networks. It explored how such methods can be
tailored to and leveraged for human–model interaction and model editing
in the context of medical imaging data. We showed that, beyond mere
introspection, explainable ML can help make predictive models fairer and
more user-friendly.

8.2 limitations and outlook

Both interpretable and explainable ML and biomedical and healthcare
applications research pose many challenges and open questions either at
the periphery or beyond the scope of the current dissertation. Below, we
will reflect on the general recurring limitations of our work and promising
directions for future exploration. For the discussion of more specific points,
we refer interested readers to the individual chapters.
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The distinction between ante hoc interpretable models and post hoc expla-
nation methods [11] that we explained in Chapter 2 proved instrumental
in understanding the application scope of various techniques. However,
these two, by now, conventional paradigms must not limit future research.
For instance, Madsen et al. [431] outline promising alternatives that could
resolve some limitations of the ante and post hoc techniques. Among them
are self-explanations produced by language models. While, at the time of
writing, it is not definite if these models can provide faithful explanations,
enforcing their faithfulness and consistency is an open challenge that, if
addressed, would improve the interpretability of the state-of-the-art gen-
erative approaches. In a similar vein, incorporating other modalities, such
as natural language [432], e. g. through VLMs, may help generate more
interactive and intuitive interpretations and explanations.

Another noteworthy perspective not explored in this thesis, yet relevant to
a more fundamental understanding of neural network models, is mechanistic
interpretability [433]. In contrast to the approaches we concentrated on that
rely on prototypes or simple attributes, this research direction tries to
establish a lower-level understanding of the features, neurons, and intricate
circuitry embedded in modern architectures, such as transformers [98].
Such analyses can produce more fine-grained and faithful explanations of
the model’s behaviour.

Our experiments primarily focused on proof-of-concept findings and
smaller neural network architectures. Given the moderate dataset sizes in
the current biomedical and healthcare research, the use of larger and more
complex architectures may not always be justifiable. Nevertheless, with
the spotlight shifting towards foundational models [8], [393] that are highly
reusable and performant across many tasks, interpretable and explainable
ML should explore this new frontier.

Some chapters of our works are situated at the interface between inter-
pretability and explainability and other technical problems. For example, in
Chapter 5, we have briefly touched on multiview and multimodal learning
[32], [33], and Chapter 7 is related to the topic of algorithmic fairness [364].
Generally, many more connections to other subfields of machine learning
and statistics could be drawn. In particular, interpretable and explainable
ML could tap into other perspectives, e. g. probabilistic modelling [240],
uncertainty estimation [434], causality [14], and domain generalisation
[435]. We foresee both (i) ideas from these subfields helping the design
of better-informed interpretable models and explanation techniques, and
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(ii) interpretations and explanations being leveraged to address problems
relevant to these external areas of interest.

Another limitation of the many model and method families we studied is
their reliance on strong supervision [38] (Table 1.1), in the sense that they as-
sume access to additional attribute annotations in the training or validation
set. While in practice, biomedical and healthcare datasets are often densely
annotated, and we should ideally leverage annotations observed along-
side the response variable, strong supervision remains a very restrictive
learning scenario due to the costs associated with annotation. Thus, future
research should focus on the automated discovery of high-level attributes,
e. g. as preliminarily explored in some related works leveraging multimodal
approaches [343], [351]. Furthermore, similar problems are central to the
representation learning techniques that aim to disentangle and identify
generative factors [285], [436], typically in a weakly-supervised fashion.

Although inspired by biomedical and healthcare applications, much of
our discussion has focused on technical aspects. Thus, application-grounded
[15] and open-ended evaluation of our models and methods has been left
for future work. In our view, the full utility of interpretable and explainable
ML for different stakeholders in healthcare [34] can only be truly evaluated
through comprehensive user studies in direct controlled comparison with
alternative black-box approaches. Needless to mention, for practical reasons,
such evaluation is hard to implement, especially in a setting close to clinical.

Lastly, while this dissertation has treated diverse data types and tasks
(Table 1.1), biomedical and healthcare domains feature many other complex
input and output structures. Thus, future efforts should be invested in
developing interpretable models and explanation techniques for different
modalities, e. g. graphs [437] utilised in drug design or videos [438] preva-
lent in computer-assisted surgery. Moreover, the list of tasks we investigated
is not exhaustive, and interpretable and explainable ML can be relevant in
many other scenarios, such as anomaly detection or recommendation.



A
S U P P L E M E N TA RY: N O N L I N E A R T I M E S E R I E S
S T R U C T U R E L E A R N I N G

a.1 network architectures

As explained in Section 3.2, the GVAR model utilises neural networks{
Φθk

}K
k=1 to map time series values to generalised coefficient matrices.

Table A.1 contains pseudocode describing the architecture utilised for
these networks across most of the experiments discussed in Section 3.3.
Linear(m) corresponds to a fully connected layer with m output units, and
ReLU() denotes the rectified linear unit activation function.

Φθk

1 Linear(50); ReLU()

2 Linear(50); ReLU()

3 Linear(50); ReLU()

4 Linear(p2)

Table A.1: Neural network architecture used to map lagged time series values
to generalised coefficient matrices

{
Φθk

}K
k=1 (Equation 3.6). Herein, p

denotes the number of time series variables.

191





B
S U P P L E M E N TA RY: P R O T O T Y P E - B A S E D E X P L A N AT I O N S
F O R D E E P S U RV I VA L A N A LY S I S

b.1 variational autoencoders : elbo derivation

Following the setting and notation outlined in Section 4.1.2, for VAEs, the
evidence lower bound can be derived as follows:

log pθ (x) = log
∫

pθ (x|z) pθ (z) dz (B.1)

= log
∫

pθ (x|z) pθ (z)
qφ (z|x)
qφ (z|x)dz (B.2)

= log Eqφ(z|x)
pθ (x|z) pθ (z)

qφ (z|x) (B.3)

≥ Eqφ(z|x) log
pθ (x|z) pθ (z)

qφ (z|x) (B.4)

= Eqφ(z|x) log pθ (x|z) + Eqφ(z|x) log
pθ (z)

qφ (z|x) (B.5)

= Eqφ(z|x) log pθ (x|z)− DKL
(
qφ (z|x) ‖pθ (z)

)
, (B.6)

where Equation B.4 follows from the Jensen’s inequality.

b.2 synthetic data generation

As explained in Section 4.3.1, the generative procedure for nonlinear syn-
thetic data is reminiscent of the process assumed by the VaDeSC and
consists of the following steps:

1. Initialise prior cluster assignment probabilities πj = 1/K for 1 ≤ j ≤ K.

2. Sample cluster assignments ci ∼ Categorical (π) for 1 ≤ i ≤ N.

3. Generate cluster-specific mean vectors µi ∈ RJ for 1 ≤ i ≤ K by
sampling µi,j ∼ Uniform (−0.5, 0.5) for 1 ≤ j ≤ J.

4. Initialise cluster-specific covariance matrices Σi = diag (si) for 1 ≤
i ≤ K, where si ∈ RJ are randomly-generated vectors with positive
components.
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5. Sample representations zi ∼ N (µci , Σci ) for 1 ≤ i ≤ N.

6. Initialise g (z) = W2ReLU (W1ReLU (W0z + b0) + b1) + b2, where
W0 ∈ Rh×J , W1 ∈ Rh×h, W2 ∈ Rp×h and b0, b1 ∈ Rh, b2 ∈ Rp

are randomly-generated matrices and vectors. Herein, ReLU denotes
the rectified linear unit activation function applied elementwise.

7. Let xi = g (zi) for 1 ≤ i ≤ N.

8. Generate cluster-specific coefficient vectors βi for 1 ≤ i ≤ K by
sampling βi,j ∼ Uniform (−10, 10) for 1 ≤ j ≤ J.

9. Sample uncensored survival times ui ∼Weibull
(

softplus
(

β>ci
zi

)
, k
)

for 1 ≤ i ≤ N, where k is the prespecified shape parameter.

10. Sample censoring indicators δi ∼ Bernoulli (1− pcens) for 1 ≤ i ≤ N,
where 0 ≤ pcens < 1 is the prespecified probability of censoring.

11. Sample ũi ∼ Uniform (0, ui) for 1 ≤ i ≤ N and define observed
survival times as ti = δiui + (1− δi)ũi.

In the experiments outlined in Section 4.3, we generate N = 60000 data
points with p = 1000 features originating from K = 3 clusters under the
latent space dimensionality of J = 16. The survival times are sampled
from the Weibull distribution with the shape parameter of k = 1 with the
probability of censoring pcens = 0.3.

Another synthetic dataset introduced in Section 4.3.1 is the survMNIST.
The underlying generative procedure closely follows the original implemen-
tation in [251]:

1. Assign each digit in {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} to one of K clusters s.t.
every cluster includes at least one digit.

2. Based on the digits’ assignment to clusters, initialise cluster assign-
ments ci for data points 1 ≤ i ≤ N.

3. Generate cluster-specific risk scores by sampling ri ∼ Uniform (0.5, 15)
for 1 ≤ i ≤ K.

4. Initialise cluster-specific scale parameters as λi =
1
t0

exp {ri} for 1 ≤
i ≤ K, where t0 is the prespecified mean survival time.
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5. Generate the uncensored survival times ui = − log ai
λci

by sampling

ai ∼ Uniform (0, 1) for 1 ≤ i ≤ N.

6. Compute the empirical quantile qcens = q1−pcens

(
{ui}N

i=1

)
, where qα

denotes the empirical α-quantile and pcens is the prespecified lower
bound on the probability of censoring.

7. Sample the global censoring time ũ ∼ Uniform (min1≤i≤N ui, qcens).

8. Let the censoring indicators be given by δi = 1{ui≤ũ} for 1 ≤ i ≤ N.

9. Define observed survival times as ti = δiui + (1− δi)ũ for 1 ≤ i ≤ N.

Observe that, in contrast to the generative procedure for the synthetic
tabular data provided at the beginning of this appendix, pcens is only a lower
bound on the percentage of censored survival times. In all experiments, we
set pcens = 0.3.

b.3 network architectures

Tables B.1–B.3 provide pseudocode descriptions of the encoder and de-
coder neural network architectures utilised for the VaDeSC and baseline
models (Section 4.3). The notation is similar to the one introduced in Ap-
pendix A.1. In Table B.3, Conv2D(C, kernel_size) is a 2D convolutional
layer with C output channels and a kernel size given by kernel_size;
MaxPool2D(kernel_size) is a 2D max pooling operation specified by the
given kernel size; Upsampling2D(scale_factor) is a 2D upsampling opera-
tion with the given scaling factor; and ConvTranspose2D(C, kernel_size)

is a transposed 2D convolutional layer.
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Encoder

1 Linear(500); ReLU()

2 Linear(500); ReLU()

3 Linear(2000); ReLU()

4 mu = Linear(J); sigma = Linear(J)

Decoder

1 Linear(2000); ReLU()

2 Linear(500); ReLU()

3 Linear(500); ReLU()

4 Linear(p)

Table B.1: Encoder and decoder neural network architectures for the synthetic,
survMNIST, and HGG data. Herein, J corresponds to the number of
the latent space dimensions, and p is the number of input features.
Depending on the data type, a relevant activation function is applied
to the decoder’s output, e. g. the sigmoid function for the survMNIST.

Encoder

1 Linear(50); ReLU()

2 Linear(100); ReLU()

3 mu = Linear(J); sigma = Linear(J)

Decoder

1 Linear(100); ReLU()

2 Linear(50); ReLU()

3 Linear(p)

Table B.2: Encoder and decoder neural network architectures for the SUPPORT,
FLChain, and Hemodialysis data.



B.3 network architectures 197

Encoder

1 Conv2D(32, 3); ReLU()

2 Conv2D(32, 3); ReLU()

3 MaxPool2D(2)

4 Conv2D(64, 3); ReLU()

5 Conv2D(64, 3); ReLU()

6 MaxPool2D(2); Flatten()

7 mu = Linear(J); sigma = Linear(J)

Decoder

1 Linear(10816); Reshape((13, 13, 64))

3 Upsampling2D(2)

4 ConvTranspose2D(64, 3); ReLU()

5 ConvTranspose2D(64, 3); ReLU()

6 Upsampling2D(2)

7 ConvTranspose2D(32, 3); ReLU()

8 ConvTranspose2D(32, 3); ReLU()

9 ConvTranspose2D(1, 3)

Table B.3: Encoder and decoder neural network architectures for the NSCLC
data. Architectures include (de)convolutional blocks from the VGG
network proposed by Simonyan and Zisserman [423].





C
S U P P L E M E N TA RY: C O N C E P T- B A S E D M O D E L S I N T H E
W I L D

c.1 synthetic data generation

The synthetic nonlinear dataset briefly described in Section 5.3.1 features
nonlinear relationships between the covariates, concepts, and labels. In
particular, its generative procedure closely resembles the forward pass of
the CBM [22]. Following the notation introduced in Section 5.1, let N, p, V,
and K denote the number of data points, covariates per view, views, and
concepts, respectively. The data-generating process comprises the following
steps:

1. Randomly draw a vector µ ∈ RpV by sampling each component
µj ∼ Uniform (−5, 5) for 1 ≤ j ≤ pV.

2. Randomly generate a symmetric, positive-definite matrix Σ ∈ RpV×pV .

3. Randomly generate the design matrix X ∈ RN×pV by sampling each
row Xi,: ∼ NpV (µ, Σ) for 1 ≤ i ≤ N.

4. Construct view-specific feature vectors xv
i = Xi,(1+p(v−1)):pv for 1 ≤

i ≤ N and 1 ≤ v ≤ V.

5. Let h : RpV → RK and g : RK → R be randomly initialised MLPs
with ReLU nonlinearities.

6. Compute ci,k = 1{h(Xi,:)k≥mk}, where mk = median
({

h (Xl,:)k
}N

l=1

)
,

for 1 ≤ i ≤ N and 1 ≤ k ≤ K.

7. Compute labels as yi = 1{g(ci)≥my}, where my = median
(
{g (ci)}N

l=1

)
,

for 1 ≤ i ≤ N.

The procedure above produces a dataset on N triples
({

xv
i
}V

v=1 , ci, yi

)
,

where 1 ≤ i ≤ N. In contrast to the general setting outlined in Section 5.1
and the pediatric appendicitis dataset (Section 5.3.2), this procedure gener-
ates the same number of views for every data point. In our experiments, we
set N = 8000, p = 500, V = 3, and K = 30, holding out 2000 data points as
the test set.
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c.2 multiview animals with attributes

As explained in Section 5.3.1, we adapt the Animals with Attributes 2

dataset, a natural-image benchmark for attribute-based classification, to
the multiview learning scenario. In particular, for each original image, we
construct multiple “views” by cropping 60×60 pixel patches. As a result,
concepts are only partially observable from individual views (Section 5.1).
However, note that the views are not ordered, and their number is constant
across all data points. Figure C.1 shows a few examples of multiview images
from the MVAwA dataset.

Figure C.1: Three examples of the four-view data points from the multiview
AwA dataset. Each row corresponds to a single data point. Every
view (column) constitutes a randomly chosen 60×60 px patch of the
original AwA image. Observe that some concepts can be identified
only from certain views, e. g., in the bottom row, attributes referring
to the background cannot be detected from the second (counting
from the left) view.

c.3 pediatric appendicitis dataset

The pediatric appendicitis dataset (Section 5.3.2) [332] was acquired in the
course of the study approved by the Ethics Committee of the University of
Regensburg (no. 18-1063-101, 18-1063_1-101, and 18-1063_2-101) following
applicable guidelines and regulations. The ethics committee confirmed
that there was no need for written informed consent for the retrospective
analysis and publication of anonymised routine data according to Art.
27 para. 4 of the Bavarian Hospital Law. For patients followed up after
discharge, written informed consent was obtained from parents or legal
representatives.
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Name Description Pos., %

c1 Visibility of the appendix visibility of the vermiform appendix dur-
ing the examination

76

c2 Free intraperitoneal fluid free fluids in the abdomen 43

c3 Appendix layer structure characterisation of the appendix layers,
e. g. irregular in case of an increasing
inflammation

14

c4 Target sign axial image of the appendix with
the fluid-filled centre surrounded by
echogenic mucosa and submucosa and
hypoechoic muscularis

13

c5 Surrounding tissue reaction inflammation signs in tissue surround-
ing the appendix

33

c6 Pathological lymph nodes enlarged and inflamed intra-abdominal
lymph nodes

21

c7 Thickening of the bowel wall edema of the intestinal wall, > 2–3 mm 8

c8 Coprostasis fecal impaction in the colon 6

c9 Meteorism accumulation of gas in the intestine 15

Table C.1: Explanation and descriptive statistics for the concept variables from
the pediatric appendicitis dataset. Note that all variables are binary.
The right-most column reports the percentage of the positive findings.

This dataset includes US images accompanied by high-level attributes.
We identified relevant variables and utilised them as concepts based on two
criteria: (i) the attribute has to be detectable from ultrasound images, as
confirmed by a qualified physician, and (ii) the variable must be collected
preoperatively. Table C.1 lists the chosen concept variables. A comprehen-
sive summary with detailed explanations of all variables is available online
at http://bit.ly/3SoA5E5.

c.4 network architectures

Table C.2 below provides an outline of the MVCBM architectures utilised
in our experiments. Here, K denotes the number of concepts, H is the
number of units in the hidden layer of gψ (Figure 5.1), and No is the
number of output units dependent on the number of classes. Tables C.2a
and C.2b show the architectures for the synthetic tabular and MVAwA
and pediatric appendicitis datasets, respectively. Herein, Dropout(rate)

http://bit.ly/3SoA5E5
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denotes a dropout layer [416] with a probability of rate to drop a unit, and
BatchNorm1D() is batch normalisation.

Notably, the architecture of hωc differs: we use a fully connected network
for the synthetic data and the ResNet-18 backbone [339] for images. For the
synthetic and MVAwA datasets, we fix H = 100, and for the appendicitis
data, we set it to 5. For MVAwA, the output layer has No = 50 units with
softmax activation. Since all labels in the pediatric appendicitis dataset
are binary, we set No = 1 and utilise sigmoid activation. Lastly, for the
SSMVCBM, we utilise architectures similar to those from Table C.2 for both
concept prediction and representation learning “branches” (Figure 5.1).

(a)

Module Layers

hωc

Linear(256); Dropout(0.05); BatchNorm1D()

Linear(256); Dropout(0.05); BatchNorm1D()

Linear(256); Dropout(0.05); BatchNorm1D()

Linear(128)

rξc LSTM()/mean()

sχc

Linear(256); ReLU()

Linear(64); ReLU()

Linear(K); sigmoid()

gψ
Linear(H); ReLU()

Linear(1); sigmoid()

(b)

Module Layers
hωc ResNet-18()

rξc LSTM()/mean()

sχc

Linear(256); ReLU()

Linear(64); ReLU()

Linear(K); sigmoid()

gψ
Linear(H); ReLU()

Linear(No); sigmoid()/softmax()

Table C.2: Summary of the MVCBM module architectures for the (a) synthetic
and (b) MVAwA and pediatric appendicitis datasets. Herein, K is the
number of concepts, H denotes the number of units in the hidden
layer of gψ, and No is the number of output units.
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c.5 further results

This appendix includes supplementary results for Section 5.4. In particular,
we report concept prediction AUROCs and AUPRs for the models trained
with the management and severity as the target in Tables C.3 and C.4,
respectively.

(a)

Model
Concept AUROC

c1 c2 c3 c4 c5 c6 c7 c8 c9

Random 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50

CBM-seq 0.51±0.05 0.54±0.07 0.63±0.05
*

0.49±0.07 0.65±0.07
*

0.56±0.06 0.47±0.10 0.60±0.10 0.54±0.07

CBM-joint 0.54±0.08 0.51±0.08 0.64±0.06
*

0.49±0.06 0.67±0.03*
0.54±0.07 0.49±0.07 0.56±0.10 0.47±0.09

MVCBM-seq-avg 0.62±0.06
*

0.48±0.07 0.69±0.03
*

0.54±0.12 0.49±0.08 0.60±0.07
*

0.48±0.09 0.47±0.13 0.57±0.09

MVCBM-seq-LSTM 0.86±0.05* 0.55±0.05 0.62±0.05
* 0.69±0.03*

0.66±0.04
* 0.65±0.06* 0.50±0.07 0.75±0.09* 0.74±0.06*

MVCBM-joint-avg 0.52±0.07 0.53±0.06 0.71±0.07*
0.59±0.05

*
0.64±0.07

* 0.65±0.04*
0.48±0.10 0.54±0.07 0.52±0.15

MVCBM-joint-LSTM 0.80±0.05
*

0.41±0.08 0.66±0.07
*

0.61±0.04
*

0.66±0.03
* 0.62±0.07* 0.51±0.07 0.62±0.11 0.63±0.08

*

SSMVCBM-avg 0.62±0.07
* 0.57±0.08 0.73±0.04*

0.63±0.05
*

0.55±0.04 0.65±0.07* 0.50±0.08 0.49±0.08 0.52±0.05

SSMVCBM-LSTM 0.84±0.02*
0.54±0.05 0.70±0.05

* 0.70±0.03* 0.68±0.05* 0.62±0.07* 0.50±0.10 0.72±0.05* 0.72±0.10*

(b)

Model
Concept AUPR

c1 c2 c3 c4 c5 c6 c7 c8 c9

Random 0.72 0.49 0.19 0.23 0.51 0.26 0.16 0.13 0.14

CBM-seq 0.76±0.03 0.55±0.07 0.37±0.09
*

0.23±0.03 0.66±0.07*
0.35±0.10 0.19±0.06 0.20±0.13 0.17±0.03

CBM-joint 0.77±0.04
*

0.51±0.06 0.45±0.08*
0.24±0.07 0.64±0.04

*
0.29±0.04 0.19±0.05 0.17±0.09 0.15±0.06

MVCBM-seq-avg 0.79±0.04
*

0.52±0.08 0.35±0.04
*

0.31±0.14 0.51±0.06 0.37±0.08
*

0.17±0.04 0.12±0.04 0.18±0.05

MVCBM-seq-LSTM 0.95±0.02* 0.55±0.03*
0.32±0.08

* 0.38±0.04* 0.66±0.03* 0.38±0.09*
0.16±0.02 0.30±0.16 0.30±0.06*

MVCBM-joint-avg 0.71±0.04 0.53±0.05 0.36±0.10
*

0.28±0.03
*

0.60±0.07
* 0.39±0.06*

0.17±0.05 0.20±0.07 0.21±0.10

MVCBM-joint-LSTM 0.91±0.03
*

0.44±0.05 0.31±0.06
*

0.33±0.06
*

0.64±0.03
* 0.38±0.06* 0.19±0.04 0.19±0.11 0.28±0.14

SSMVCBM-avg 0.78±0.06 0.60±0.07* 0.41±0.08*
0.33±0.08

*
0.55±0.05 0.39±0.07* 0.22±0.06 0.12±0.02 0.23±0.08

SSMVCBM-LSTM 0.93±0.01* 0.55±0.06 0.38±0.09
* 0.37±0.06* 0.67±0.06*

0.35±0.06
*

0.17±0.05 0.24±0.05*
0.27±0.08

*

Table C.3: Concept prediction performance on the pediatric appendicitis dataset
with the management as the target variable. (a) AUROCs and
(b) AUPRs are reported as averages and standard deviations across
ten independent initialisations.
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(a)

Model
Concept AUROC

c1 c2 c3 c4 c5 c6 c7 c8 c9

Random 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50

CBM-seq 0.51±0.04 0.58±0.06*
0.61±0.08

*
0.52±0.09 0.62±0.04

*
0.62±0.05

*
0.47±0.09 0.57±0.11 0.50±0.08

CBM-joint 0.55±0.06 0.46±0.06 0.66±0.06
*

0.47±0.06 0.64±0.04*
0.53±0.07 0.50±0.07 0.58±0.10

*
0.49±0.04

MVCBM-seq-avg 0.54±0.08 0.55±0.04 0.72±0.07*
0.62±0.04

*
0.50±0.05 0.64±0.06

*
0.51±0.10 0.47±0.11 0.54±0.10

MVCBM-seq-LSTM 0.82±0.04*
0.53±0.04 0.62±0.04

* 0.69±0.04*
0.62±0.05

* 0.72±0.05* 0.64±0.06* 0.78±0.03* 0.70±0.06*

MVCBM-joint-avg 0.54±0.09 0.51±0.06 0.70±0.06
*

0.59±0.08
*

0.61±0.06
*

0.62±0.05
*

0.54±0.15 0.48±0.14 0.55±0.12

MVCBM-joint-LSTM 0.82±0.03*
0.48±0.06 0.66±0.07

*
0.64±0.06

* 0.65±0.05*
0.64±0.09

*
0.47±0.09 0.61±0.14 0.65±0.05*

SSMVCBM-avg 0.53±0.06
*

0.56±0.08
* 0.71±0.05*

0.60±0.06
*

0.51±0.05 0.64±0.09
*

0.46±0.08 0.48±0.09 0.53±0.03

SSMVCBM-LSTM 0.77±0.10* 0.59±0.08 0.70±0.06
* 0.67±0.07* 0.65±0.07* 0.67±0.05* 0.62±0.08* 0.74±0.15*

0.64±0.11
*

(b)

Model
Concept AUPR

c1 c2 c3 c4 c5 c6 c7 c8 c9

Random 0.72 0.49 0.19 0.23 0.51 0.26 0.16 0.13 0.14

CBM-seq 0.75±0.03 0.58±0.05*
0.34±0.09

*
0.24±0.05 0.64±0.04

*
0.35±0.06

*
0.18±0.05 0.19±0.07 0.15±0.03

CBM-joint 0.77±0.05 0.47±0.04 0.37±0.09*
0.25±0.06 0.64±0.05

*
0.30±0.07 0.17±0.04 0.18±0.06 0.18±0.08

MVCBM-seq-avg 0.75±0.05 0.58±0.06* 0.42±0.07*
0.33±0.06

*
0.53±0.05 0.41±0.08

*
0.21±0.05 0.13±0.05 0.24±0.12

MVCBM-seq-LSTM 0.91±0.04*
0.55±0.04

*
0.33±0.08

* 0.40±0.06* 0.65±0.03* 0.50±0.11* 0.23±0.05* 0.27±0.05* 0.26±0.07*

MVCBM-joint-avg 0.74±0.06 0.51±0.07 0.42±0.09*
0.28±0.07 0.59±0.06

*
0.35±0.05

*
0.22±0.06 0.22±0.13 0.21±0.08

MVCBM-joint-LSTM 0.92±0.02*
0.49±0.05 0.37±0.11*

0.32±0.07
* 0.65±0.06*

0.39±0.07
*

0.20±0.06 0.17±0.07 0.21±0.06
*

SSMVCBM-avg 0.73±0.05 0.58±0.07*
0.36±0.05

*
0.28±0.04

*
0.53±0.05 0.37±0.09

*
0.20±0.06 0.13±0.02 0.24±0.06*

SSMVCBM-LSTM 0.88±0.06
* 0.60±0.06* 0.42±0.06* 0.39±0.09* 0.67±0.07* 0.43±0.10* 0.24±0.08 0.30±0.13*

0.20±0.05
*

Table C.4: Concept prediction performance on the pediatric appendicitis dataset
with the severity as the target variable. (a) AUROCs and (b) AUPRs are
reported as averages and standard deviations across ten independent
initialisations.
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c.6 online prediction tool

Below, we provide further details on our online pediatric appendicitis
prediction tool. In its current version, it is a research prototype and should
be utilised solely for noncommercial, educational purposes and not for
clinical decision-making.

The tool deploys a multiview concept bottleneck model trained to predict
the diagnosis using the sequential optimisation procedure and LSTM to fuse
the views (MVCBM-seq-LSTM from Table 5.3). We use parameters learnt
after training from one of the initialisations included in our experiments.
Note that the model was not retrained on the complete dataset.

Figure C.2 provides a concrete example of how the tool may be used.
The user uploads ultrasound images. If requested, UI element regions are
masked and filled, and CLAHE is applied. Then, processed images are
forwarded to the trained MVCBM network, which predicts the concept
values and the diagnosis label and displays them. The user may intervene
if they choose and recalculate the final prediction using adjusted concept
values.
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5
4

3

2

1

Figure C.2: A summary of the pediatric appendicitis online prediction tool.
1 The user uploads ultrasound images for a single patient.
2 Optionally, image preprocessing is performed. 3 The tool dis-

plays predicted concept values given by sigmoid activations alongside
predicted value histograms obtained from the training data (plotted
separately for appendicitis and non-appendicitis cases in red and
blue, respectively). 4 The tool shows the prediction for the diag-

nosis. 5 The user may intervene by editing concept predictions
and, thus, affect the target prediction. Upon intervention, an updated
predicted value is displayed.



D
S U P P L E M E N TA RY: B E Y O N D C O N C E P T B O T T L E N E C K S

d.1 intervention strategies

In one of the ablation experiments in Chapter 6 (Section 6.3.2), we compare
intervention strategies inspired by Shin et al. [348]: (i) random-subset and
(ii) uncertainty-based. Algorithms D.1.1–D.1.2 describe these procedures.

Algorithm D.1.1: Random-subset Intervention Strategy

Input: A data point (x, c, y); predicted concept values ĉ; number of
concept variables 1 ≤ k ≤ K to be intervened on

Output : Intervened concept values c′

1 Let c′ ← ĉ
2 Sample I uniformly at random from {S ⊆ {1, . . . , K} : |S| = k}
3 Assign c′I ← cI

4 return c′

Algorithm D.1.2: Uncertainty-based Intervention Strategy

Input: A data point (x, c, y); predicted concept values ĉ; number of
concept variables 1 ≤ k ≤ K to be intervened on

Output : Intervened concept values c′

1 Compute σj ← 1/
(∣∣ĉj − 0.5

∣∣+ ε
)

for 1 ≤ j ≤ K, where ε > 0 is small

2 Let σ ←
(

σ1 · · · σK

)
3 Let c′ ← ĉ

4 Sample k indices I =
{

ij
}k

j=1 s.t. each ij is sampled without
replacement from {1, . . . , K} with initial probabilities given by

(σ + ε) /
(

Kε + ∑K
i=1 σi

)
, where ε > 0 is small

5 c′I ← cI

6 return c′
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Recall that given a data point (x, c, y) and predicted values ĉ and ŷ,
an intervention strategy defines a distribution π over intervened concept
values c′ (Section 6.2.1). The random-subset strategy (Algorithm D.1.1)
replaces predicted values with the ground truth for 1 ≤ k ≤ K concept
variables chosen uniformly at random. By contrast, the uncertainty-based
strategy (Algorithm D.1.2) samples concept variables to be replaced without
replacement with initial probabilities proportional to the concept prediction
uncertainties, denoted by σ. In our experiments, the components of ĉ are
the outputs of the sigmoid function, and the uncertainties are computed as
σi = 1/ (|ĉi − 0.5|+ ε) [348] for 1 ≤ i ≤ K, where ε > 0 is small.

d.2 synthetic data generation

As explained in Section 6.3.1, throughout Chapter 6, we consider three
generating mechanisms for synthetic nonlinear tabular data: (i) bottleneck,
(ii) confounder, and (iii) incomplete. In this appendix, we comprehensively
describe the three procedures, following the notation introduced in Sec-
tions 5.1 and 6.1.

In the bottleneck scenario (Figure 6.2a), the covariates xi generate binary
concepts ci ∈ {0, 1}K, and the binary target yi depends on the covariates
exclusively via the concepts. The generative process is as follows:

1. Randomly sample µ ∈ Rp s.t. µj ∼ Uniform (−5, 5) for 1 ≤ j ≤ p.

2. Generate a random symmetric, positive-definite matrix Σ ∈ Rp×p.

3. Randomly sample a design matrix X ∈ RN×p s.t. Xi,: ∼ Np (µ, Σ).

4. Let h : Rp → RK and g : RK → R be randomly initialised multilayer
perceptrons with ReLU nonlinearities.

5. Let ci,k = 1{h(Xi,:)k≥mk}, where mk = median
({

h (Xl,:)k
}N

l=1

)
, for

1 ≤ i ≤ N and 1 ≤ k ≤ K.

6. Let yi = 1{g(ci)≥my}, where my = median
(
{g (cl)}N

l=1

)
, for 1 ≤ i ≤ N.
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In another setting we consider, x and c are generated by an unobserved
confounder (Figure 6.2b):

1. Randomly sample U ∈ RN×K s.t. ui,k ∼ N (0, 1) for 1 ≤ i ≤ N and
1 ≤ k ≤ K.

2. Let ci,k = 1{ui,k≥0} for 1 ≤ i ≤ N and 1 ≤ k ≤ K.

3. Let h : RK → Rp and g : RK → R be randomly initialised multilayer
perceptrons with ReLU nonlinearities.

4. Let xi = h (Ui,:) for 1 ≤ i ≤ N.

5. Let yi = 1{sigmoid(g(ci))≥1/2} for 1 ≤ i ≤ N.

Lastly, to investigate the incomplete concept set scenario (Figure 5.2,
Section 5.2.3), we slightly adjust the procedure from the bottleneck setting
above by making a subset of concepts latent:

1. Follow steps 1–3 from the bottleneck procedure.

2. Let h : Rp → RK+J and g : RK+J → R be randomly initialised multi-
layer perceptrons with ReLU nonlinearities, where J is the number of
unobserved concept variables.

3. Let ui,k = 1{h(Xi,:)k≥mk}, where mk = median
({

h (Xl,:)k
}N

l=1

)
, for

1 ≤ i ≤ N and 1 ≤ k ≤ K + J.

4. Let ci = ui,1:K and ri = ui,(K+1):(K+J) for 1 ≤ i ≤ N.

5. Let yi = 1{g(ui)≥my}, where my = median
(
{g (ui)}N

l=1

)
, for 1 ≤ i ≤ N.

Observe that above ui corresponds to the concatenation of ci and ri. Across
all experiments in Chapter 6, we set J = 90.
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d.3 network architectures

In our experiments on synthetic tabular data (Section 6.4.1), we utilise an
MLP as the black-box classifier. Its architecture is summarised in Table D.1.
For this classifier, probing functions are trained and interventions are
performed on the third layer, i. e. the output after line 2 in Table D.1.

For natural and medical image datasets, we use the ResNet-18 [339]
with random initialisation followed by four fully connected layers and the
sigmoid or softmax activation. Probing and interventions are performed on
the activations of the second layer after the ResNet-18 backbone.

For CBMs, to facilitate fair comparison, we use the same architectures
with the exception that the layers mentioned above are converted into bot-
tlenecks with appropriate dimensionality and activation functions. Similar
settings are used for post hoc CBMs with the addition of a linear layer
mapping representations to the concepts.

Lastly, during fine-tuning, we utilise a single fully connected layer with an
appropriate activation function as a linear probe and a multilayer perceptron
with a single hidden layer as a nonlinear probing function.

Black box

1 Linear(256); ReLU()

Dropout(0.05)

BatchNorm1D()

2 for l in range(2):

Linear(256); ReLU()

Dropout(0.05)

BatchNorm1D()

3 Linear(1); sigmoid()

Table D.1: Neural network architecture of the black-box classifier from the exper-
iments on the synthetic tabular data.
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S U P P L E M E N TA RY: I N T E R P L AY B E T W E E N
E X P L A N AT I O N A N D FA I R N E S S

e.1 decision boundary covariance

Below, we examine the relationship between the classification parity proxy
functions introduced in Section 7.2.1 and the (conditional) covariance be-
tween the decision boundary of the given classifier fθ and the protected
attribute a.

Following the setting in Section 7.2.1, let us assume being given a dataset
D = {(xi, ai, yi)}N

i=1. Furthermore, let K = ∑N
i=1 ai be the number of data

points with ai = 1 and let fθ (x) = 1
N ∑N

i=1 fθ (xi) denote the average output
of the classifier. Recall that the sample covariance between fθ (x) and a is
given by

Ĉov ( fθ (x) , a) =
1

N − 1

N

∑
i=1

(
fθ (xi)− fθ (x)

)(
ai −

K
N

)
(E.1)

=
1

N − 1

N

∑
i=1

fθ (xi) ai −
K

N − 1
fθ (x). (E.2)

Lemma E.1.1. The proxy function for the SPD from Equation 7.3 is propor-
tional to the empirical estimator of the covariance between fθ (x) and a:
−µ̃SPD ( fθ, D) ∝ Ĉov ( fθ (x) , a).

Proof. Starting from Equation 7.3, observe that

−µ̃SPD ( fθ, D) =
∑N

i=1 fθ (xi) ai

∑N
i=1 ai

− ∑N
i=1 fθ (xi) (1− ai)

∑N
i=1 1− ai

(E.3)

=
1
K

N

∑
i=1

fθ (xi) ai −
N

N − K
fθ (x) +

1
N − K

N

∑
i=1

fθ (xi) ai (E.4)

=
N

K (N − K)

N

∑
i=1

fθ (xi) ai −
NK

K (N − K)
fθ (x). (E.5)

Note that the expression in Equation E.5 is proportional to Equation E.2 by
a factor of K(N−K)

N(N−1) , constant in the model’s parameters θ.
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A similar analysis can be performed for the proxy function of the EOD
(Equation 7.4). By contrast, in this case, we examine the conditional covari-
ance between fθ (x) and a:

Cov ( fθ (x) , a|y = 1) = E
[(

fθ (x)−E [ fθ (x) |y = 1]
)

(E.6)

·
(
a−E [a|y = 1]

)∣∣∣y = 1
]

(E.7)

= E [ fθ (x) a|y = 1]−E [ fθ (x) |y = 1]E [a|y = 1] , (E.8)

where Equation E.8 can be derived from Equations E.6–E.7 using the prop-
erties of conditional expectations. In addition to the notation introduced
above, let M = ∑N

i=1 yi be the number of positive cases and R = ∑N
i=1 aiyi

be the number of positive cases with ai = 1. We will consider the following
empirical estimate of the conditional covariance above, which is obtained
by plugging in consistent estimators for conditional expectations:

Ĉov ( fθ (x) , a|y = 1) =
∑N

i=1 fθ (xi) aiyi

∑N
i=1 yi

− ∑N
i=1 fθ (xi) yi

∑N
i=1 yi

· ∑N
i=1 aiyi

∑N
i=1 yi

(E.9)

=
1
M

N

∑
i=1

fθ (xi) aiyi −
R

M2

N

∑
i=1

fθ (xi) yi. (E.10)

Lemma E.1.2. The proxy function for the EOD from Equation 7.4 is propor-
tional to the empirical estimator in Equation E.10:
−µ̃EOD ( fθ, D) ∝ Ĉov ( fθ (x) , a|y = 1).

Proof. Using Equation 7.4, observe that

− µ̃EOD ( fθ, D) =
∑N

i=1 fθ (xi) aiyi

∑N
i=1 aiyi

− ∑N
i=1 fθ (xi) (1− ai) yi

∑N
i=1 (1− ai) yi

(E.11)

=
1
R

N

∑
i=1

fθ (xi) aiyi −
1

M− R

N

∑
i=1

fθ (xi) yi +
1

M− R

N

∑
i=1

fθ (xi) aiyi (E.12)

=
M

R (M− R)

N

∑
i=1

fθ (xi) aiyi −
1

M− R

N

∑
i=1

fθ (xi) yi. (E.13)

The expression in Equation E.13 is proportional to Equation E.10 by a factor
of R(M−R)

M2 , constant in the model’s parameters θ.
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e.2 network architectures

Table E.1 contains a pseudocode description of the fully connected neural
network architecture for the classifier in our debiasing experiments on
tabular data (Section 7.3.2).

Classifier

1 Linear(32); ReLU()

Dropout(0.05)

BatchNorm1D()

2 for l in range(10):

Linear(32); ReLU()

Dropout(0.05)

BatchNorm1D()

3 Linear(1); sigmoid()

Table E.1: Fully connected neural network architecture used as the classifier in
debiasing experiments on tabular data.
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Framing the question as the choice between accuracy and interpretability is an
incorrect interpretation of what the goal of a statistical analysis is. The point of
a model is to get useful information about the relation between the response and
predictor variables. Interpretability is a way of getting information.

Leo Breiman [10]
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