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Figure 1: A complete video interpolation, or walk, between two paintings.

ABSTRACT
ArtWalks presents a creative application of multiple techniques in
image and video generation. We explore the creation of a dynamic
bridge between between two paintings, seamlessly transitioning
between artworks adding motion to static images. We build a two-
stage generative process, creating both abstract-conceptual interpo-
lation as well as spatio-temporal interpolation. We first hallucinate
intermediate artworks using a generative diffusion model, then
interpolate between resulting frames using a motion generation
network, thus obtaining a complete video out of static paintings.
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1 INTRODUCTION
Found within a museum, two paintings created by a masterful artist
are displayed for observation. These images, frozen on canvas, spark
a curiosity: what could unfold between these two moments? Could
we explore a universe of unpainted artworks?

These questions drove our exploration and led to ArtWalks, a
practical application of advanced techniques in image and video
generation designed to amplify creative expression and to facilitate
inventive modes of showcasing art. ArtWalks transforms static can-
vases into dynamic, visually engaging narratives through two ap-
proaches of interpolation. We first interpolate between abstract con-
cepts that are present in paintings, then perform a spatio-temporal
interpolation creating aesthetic and visually pleasing videos. With
our approach each painting gradually evolves and merges into
another. In what follows, we focus on the interpolation between
two paintings. To extend this procedure to a sequence of multiple
paintings, for instance, to an art collection, we repeat the A-to-B
painting interpolation process in a chained fashion.

2 PROPOSED METHOD
Our proposed method, ArtWalks, consists of a two-stage genera-
tive process. In the conceptual interpolation stage, we employ a
diffusion-based image generative model [Razzhigaev et al. 2023]
to efficiently produce 𝑚 intermediate images 𝐾1 to 𝐾𝑚 situated
between two reference paintings, A and B. In the spatio-temporal
interpolation stage, we employ a large motion interpolation net-
work [Reda et al. 2022] to generate motion sequences between
A, the generated images 𝐾 and B. We finally upscale our results
by employing a video super-resolution model [Wang et al. [n. d.]]
reaching a resolution of 2K. The following section describes our
method for transitioning, or walking, between two paintings. The
pipeline is illustrated in Fig.2.
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Figure 2: Overview of the ArtWalks pipeline, applied between two paintings.

2.1 Conceptual Interpolation
We begin by embedding both original paintings using a pre-trained
CLIP-ViT-L14 image embedding model [Radford et al. 2021]. This
process projects the paintings into an abstract latent space, preserv-
ing crucial information on their content and style.

To generate intermediate frames that conceptually transition
from painting A to painting B, we interpolate between the two
embeddings in the abstract latent space. This interpolation results
in𝑚 intermediate embeddings 𝐿1 to 𝐿𝑚 , achieved through a linear
combination of the two embeddings using a logit weighting func-
tion for controlling perceived speed. This choice ensures that the
image generation remains consistent with a blend of both paintings.

2.2 Intermediate Image Generation
Having obtained all intermediate embeddings 𝐿1 to 𝐿𝑚 , we input
them into an image generation model. In alignment with the ap-
proach proposed by [Razzhigaev et al. 2023], we employ a UNet
model for latent diffusion generation [Rombach et al. 2021], fol-
lowed by a MoVQGAN [Zheng et al. 2022] image decoder. Through
the conditioning of the diffusion model with the interpolated im-
age embeddings (Sec. 2.1), we steer the generative process towards
producing images that encapsulate a conceptual and visual mixture
of the original paintings.

2.3 Spatio-Temporal Interpolation
Following the previously outlined steps, we obtain intermediate
images 𝐾1 to 𝐾𝑚 positioned between the original artworks A and B.
When generating a video, it is crucial to ensure smooth transitions
across all generated frames. To address this, we employ a FILM
[Reda et al. 2022] frame interpolation network. Initially trained for
interpolating between images with significant motion disparities,
we adapt its application to our distinct context. FILM relies on a
multi-scale feature extractor, which identifies shared content across
frames, gradually adjusting objects and pixels across𝑛 interpolation
frames 𝐼 . This process results in a nuanced representation of motion
for image elements between any two frames. By applying this
procedure to all generated frames 𝐾1 to 𝐾𝑚 , we achieve a seamless
video transition between paintings A and B.

2.4 Spatial and Temporal Resolution
In our approach, we place great emphasis on ensuring the final video
exhibits both high spatial and temporal resolution. In contrast with
a linear interpolation, we incorporate an S-curve approximation
within the FILM interpolation process, ensuring natural, non-linear
motion, therefore smoothing the transition between the 𝐾 frames.
This translates into a more immersive experience for viewers, as
they are presented with a smoother, more dynamic, progression of
visual elements.

Additionally, to achieve an optimal spatial resolution of 2K, we
employ a state-of-the-art video super-resolution model [Wang et al.
[n. d.]]. This model operates on the entire video, enhancing the over-
all visual quality by up-scaling details and improving the clarity
of finer visual features such as brush strokes, highlights and re-
flections. This enhancement contributes significantly to the overall
visual fidelity and ensures a more engaging visual experience.

3 EXPERIMENTAL RESULTS
In this section, we offer a visual comparison of the aforementioned
interpolation techniques, each employed individually (see Fig.3).
When solely relying on diffusion for interpolation, the resulting
videos lack both motion and temporal coherence [Wang and Gol-
land 2023]. On the other hand, applying the FILM model directly
to paintings A and B yields smooth videos that suffer from spatial
inconsistency. In contrast, ArtWalks leverages the strengths of both
approaches, preserving both temporal and spatial consistency in
the generated videos.

Figure 3: Application of diffusion and FILM interpolation.
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4 CONCLUSION
We presented ArtWalks, a novel method to generate an artistic
video out of a collection of paintings. Our interpolation takes place
in the abstract conceptual domain as well as in the spatio-temporal
domain. We improve the visual experience by carefully controlling
the perceived speed, and we achieve a high spatial resolution. We
hope that our work will help creators find further inspiration and
allow viewers to experience art collections in a more dynamic and
innovative way.
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