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Abstract

Energy consumption in general and interference in
particular being among the most critical issues in
wireless networks, this paper introduces an explicit
definition of interference, based on the number of
other nodes by which a given network node can be
disturbed. With this definition we show that there
exist instances of sensor networks in which no Topol-
ogy Control algorithm—aiming at interference reduc-
tion by having nodes restrict their transmission power
levels—can construct a valid data gathering network
with interference less than logarithmic in the number
of network nodes n. In a second part of the paper we
introduce the Nearest Component Connector (NCC)
algorithm, which asymptotically matches this lower
bound, guaranteeing to build a valid topology with
interference in O(log n) in any given sensor network.
Finally the paper compares NCC to other previously
proposed data gathering structures in average-case
networks.

Keywords: Interference, sensor networks, Topology
Control.

1 Introduction

Among the most critical resources in wireless net-
works with autonomous nodes is energy. One of the
foremost approaches to reducing energy consumption
consists in minimizing interference between the net-
work nodes and consequently in reducing the number
of message collisions and hence required retransmis-

sions. The concept of Topology Control confines in-
terference by having the network nodes reduce their
transmission power levels and drop long-range con-
nections in a coordinated way. At the same time
transmission power reduction has to occur in a con-
trolled manner in order to preserve connectivity of
the network.1

Most of the previous work maintains to solve
the interference issue in wireless networks implicitly
by constructing sparse topologies or topologies with
constant-bounded node degrees. Such an implicit no-
tion of interference can however lead to Topology
Control algorithms that fail to reduce interference
since message transmission can affect nodes even if
they are not direct neighbors of the sending node in
the resulting topology graph [2]. Besides demonstrat-
ing this weakness of implicit interference models, [2]
introduces an explicit definition of interference, based
on the number of nodes potentially disturbed by com-
munication over a link.

In contrast we assume in this paper a receiver-
centric perspective. Particularly, we formulate an
interference definition at the heart of which lies the
question by how many other nodes a given network
node can be disturbed. Compared to the sender-
centric interference definition proposed in [2], the def-
inition of interference presented in this paper reflects
intuition more closely in the sense that interference
is considered at the receiver, where message colli-
sions prevent proper reception. Informally, our inter-

1Also clustering and the construction of dominating node

sets is sometimes considered Topology Control. In this paper

we however only study Topology Control based on transmis-

sion power reduction.
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ference definition corresponds to the effort required
to avoid collisions, be it by means of time division
multiplexing—assigning transmission time slots such
that no two messages collide at a receiving node—or
by means of frequency division multiplexing—having
messages sent in different assigned frequency bands.

In this paper we consider interference in sensor
networks. A sensor network consists of sensors de-
ployed in a given region with the task of sensing a
certain physical value (such as temperature, humid-
ity, brightness, or motion). The sensors are equipped
with radio devices and—in the popular monitoring
scenario model—periodically transfer the sensed data
to a designated data sink node. To allow all data
to be gathered at the sink, a Topology Control al-
gorithm therefore constructs a sink tree, a directed
tree with all arcs (directed edges)—modeling unidi-
rectional communication links—pointing towards the
sink node. In the context of interference reduction,
the task of the Topology Control algorithm is to
find such a sink tree with least possible interference.
Thereby we account for the fact that in the moni-
toring scenario communication from the sink to the
sensors occurs rarely and can therefore be neglected
with respect to interference.

Assuming a worst-case perspective we show in the
paper that there are network instances in which any
Topology Control algorithm will construct a result-
ing network with interference at least log n − 1. We
furthermore propose the Nearest Component Connec-
tor (NCC) algorithm, which provably produces at
most O(log n) interference in any network in poly-
nomial time. In this sense the NCC algorithm is
asymptotically optimal. In a second part of the pa-
per we compare the NCC algorithm with previously
proposed structures in average networks. On the one
hand we thereby show that—besides being asymptot-
ically worst-case optimal—NCC also in the average
case produces interference results comparable with
previously proposed structures. On the other hand
a minimum-spanning-tree-based structure not origi-
nally designed to reduce interference interestingly ap-
pears to outperform NCC in average-case networks,
while it cannot guarantee to produce low interference
in worst-case examples.

The paper is organized as follows: After discussing
related work, we introduce our interference model
and a formulation of the considered interference mini-
mization problem in Section 3. While Section 4 shows
that there exist network instances on which any
Topology Control algorithm will produce interference
at least log n−1, the subsequent section presents the
NCC algorithm and proves that it matches this lower
bound. Section 6 discusses interference generated by
NCC and other algorithms in average-case networks.
Section 7 concludes the paper.

2 Related Work

The issue of energy efficiency in sensor networks [1,
3, 6]—particularly extending network lifetime—has
been mainly studied in the context of optimal sen-
sor placement and energy-efficient routing. Recently
also the fact that certain types of sensed data allow
for aggregation at sensor nodes [7] and the existence
of redundancy in acquired information [4, 5]—for in-
stance correlation between sensed data depending on
the distance between sensors—has been considered.

The concept of Topology Control has been studied
in the broader context of ad-hoc networks—wireless
networks whose application is not confined or tar-
geted to data acquisition and gathering, as is the case
for sensor networks—for two decades [8, 9, 10, 11, 14,
15, 16, 17, 18]. Although Topology Control has some-
times been considered the task of generally construct-
ing topologies with certain desired properties (such as
network connectivity, planarity, sparseness or local-
ity of construction), interference reduction has often
been regarded as one of the main goals of Topology
Control. However, most of the proposed Topology
Control algorithms are stated to produce low inter-
ference implicitly by constructing sparse networks or
networks with bounded node degree. As shown in [2],
such implicit interference reduction can fail to effec-
tively achieve its goal.

A notable exception to this is [12], which defines
an explicit concept of interference between edges and
shows—based on a time-step routing model—that
there exist inevitable trade-offs between congestion,
energy consumption and dilation. While this interfer-
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ence definition is based on the current network traffic,
[2] proposes an explicit definition of interference that
is independent of network traffic. This interference
definition—adopted and further studied in [13]—is
based on the question how many nodes are affected
by communication over a given link. In contrast the
interference model introduced in this paper consid-
ers interference at the intended receiver of a message
since this is where message collisions actually have
their negative effect.

3 Model and Notation

In this section we describe our model of a sensor net-
work and formally define interference and interfer-
ence minimization in the context of our model.

Our model of a sensor network is a directed graph
G(V, E) where nodes {v1, .., vn} placed in the plane
represent the set of sensors including the sink. Com-
munication links between sensors are modeled as arcs.
We assume that the transmission power of each node
can be adjusted. A higher transmission power allows
a node to send messages over a longer distance. With
maximal transmission power each node can reach any
other node in the network. We further assume that
the covered area of a sending node vi is a disk with
vi in its center.

If we want to minimize interference in sensor net-
works, we have to look at topologies in which each
node sends its data to at most one other node and a
valid graph contains a path from every sensor to the
sink, which results in a tree with the sink as its root
and all arcs pointing towards the root. We call such
a tree a sink tree.

Definition 1. Given a set of nodes V and a sink s,
a sink tree is a tree spanning V with all arcs pointing
towards s.

Figure 1 shows a sink tree with 6 nodes.
We use an explicit model of interference. We ex-

plicitly count the number of nodes potentially dis-
turbing the reception of a message. This definition
best reflects the fact that interference is a problem oc-
curring at the receiver. Minimizing the interference
at each possible receiver (each node in the network)
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Figure 1: A sink tree with 6 nodes. The uppermost
node is the sink node. Each node is labeled with
its interference value. The interference of the whole
network is 3.

reduces message collisions in the network and there-
fore lowers the amount of required retransmissions.
This saves energy and allows for a longer lifetime of
sensors equipped with batteries.

The interference value of a single node is the num-
ber of transmission circles by which the node is cov-
ered.

Definition 2. The interference value of a single node
v is defined as

I(v) := |{u|vεD(u, ru)}|

where D(u, ru) stands for the transmission circle with
node u in its center and radius ru.

As the interference of a whole network we use the
maximum of all interference values in the graph (see
Figure 1).

Definition 3. The interference of a Graph G(V,E)
is defined as

I(G) := max
vεV

I(v).
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Figure 2: A recursive arrangement of 16 nodes on a
horizontal line.

The problem we study in this paper consists in
finding a sink tree with least possible interference for
a given sensor network.

Definition 4. The Minimum Interference Sink Tree
(MIST) problem is defined as the problem of finding
a sink tree for a given node set with minimal inter-
ference.

In the remainder of the paper we consider Topology
Control algorithms with the goal of solving the MIST
problem.

4 A Lower Bound

In this section we show that n nodes in a sensor net-
work can be arranged in a way that no possible algo-
rithm can construct a sink tree with interference less
than log(n)− 1. The existence of such examples con-
stitutes a lower bound with respect to interference.

Theorem 4.1. There exist sensor networks with
nodes arranged in a way that no algorithm can con-
struct a sink tree with interference less than log(n)−
1.

Proof. To prove this Theorem we present an arrange-
ment of n = 2s nodes which cannot be connected to
the given sink in the described way with interference
less than log(n) − 1.

The nodes are arranged on a horizontal line. Fig-
ure 2 shows the arrangement. The first k = 4 nodes
v1, v2, v3, and v4, are positioned at coordinates 0,
1, 3, and 4. Then a copy of the already positioned
nodes is placed in distance d = v1vk to the right of
node vk. This construction is recursively repeated
until 2s nodes are placed on the horizontal line.

Figure 3: Illustration of the proof of Theorem 4.1.
The numbers stand for the number of nodes in each
group. The dark fields represent the unaffected nodes
in the last step and the hollow node (bottom) is the
one whose interference value was incremented in each
step.

After the execution of any possible algorithm there
must exist a directed path from each node in the
set to the global sink. Let G1 be the node group
{v1, . . . , v2s−1} and G2 := {v2s−1+1, . . . , v2s}. If we
assume without loss of generality that the node group
G2 contains the global sink, the result of an algorithm
has to contain an arc from G1 to G2. Because of the
special arrangement of the nodes in our example, the
gap between G1 and G2 has length equal to the (Eu-
clidean) diameter of the two groups. The arc between
G1 and G2 cannot be shorter than the gap and there-
fore interferes with all nodes but one in G1. Figure 3
illustrates the idea of the proof.

If, in a next step, we look into G1, there are 2s−1

nodes partitioned into two subgroups G1.1 and G1.2.
Assuming, again without loss of generality, that the
above arc from G1 to G2 originates in G1.2, we can
observe that there has to exist an arc leading out
from G1.1, which—bridging G1.1’s adjacent gap—
interferes with all nodes in G1.1 (except for the node
at which this arc originates). The existence of such
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an arc is a consequence to the required directed path
from each node to the sink. The same argument re-
cursively holds for all node levels in the arrangement.

This all together proves that the interference value
of at least one node is incremented in all steps and
because the node set is of size 2s we get a maximum
interference not smaller than s− 1 or log(n)− 1.

5 NCC Algorithm

In this section we present the Nearest Component
Connector algorithm (NCC).

The general idea of this algorithm is to connect
components to their nearest neighbors. This is done
in several rounds and leads to a sink tree. A com-
ponent can be a single node or a group of previously
connected nodes. When the algorithm starts, each
node in the given sensor network forms a component
of its own. First the predefined global sink is treated
exactly as a normal node. Whenever two or more
components are connected in one round, they form
a single component in the following round of NCC.
If we have a look at an arbitrary component during
the execution of the algorithm we observe that this
component has exactly one node all other component
members have a directed path to. This means that
there is one node which gathers all sensed data of the
component. We call this special node the local sink
of its component.

Whenever a new arc is established during the ex-
ecution of NCC it goes from a local sink of a com-
ponent C to the nearest node not in C. If a round
produces a cycle, it is broken by removing one of its
arcs at the end of the round. This guarantees the
construction of a valid sink tree topology. After the
last round of NCC however, the root of the resulting
tree is not necessarily the global sink. So we need an
additional step in which the arc originating from the
global sink is deleted and a new arc from the only
remaining local sink to the global sink is added.

The detailed steps of NCC can be seen in Algo-
rithm 1 and Figure 4 shows a sample execution of
the algorithm.

We will now prove that the presented NCC algo-
rithm constructs a valid sink tree topology for a given

Algorithm 1 The Nearest Component Connector al-
gorithm NCC

Input: V : a set of nodes placed in the plane
s ∈ V : a predefined global sink

G := (V, E := ∅);
lsinks := V // set of local sinks

While (|lsinks| > 1) do

lsinks := sinks in G;
// sinks are nodes having no outgoing arc

E′ = {e1, . . . , e|lsinks|}: ei is an arc from vi to
its nearest neighbor in a different component;

If G′ := (V, E ∪E′) contains a cycle, remove one
of the arcs in the cycle from E ′;

G := G′

od;

Remove the arc originating from the global sink from
E and add a new arc from the only remaining local
sink to the predefined global sink to E.

Output: G

sensor network consisting of n nodes with an inter-
ference value in O(log n). We will also see that the
execution of NCC takes polynomial time only.

Theorem 5.1. The NCC Algorithm constructs a
sink tree on a given Graph G = (V, E) with |V | = n
with an interference value in O(log n) in polynomial
time.

Proof. This proof has three parts. In the first one we
show that NCC does not need more than log n rounds
(while-loop iterations) to build the sink tree. In the
second part we show that in each of these rounds the
interference value of a node will not be incremented
by more than a constant value. In part three we show
that NCC terminates in polynomial time.

To show the first part we use the fact that in each
round a local sink s either establishes an arc to the
nearest node of another component or that another
component establishes an arc to the component s is
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Figure 4: A sample execution of NCC on a given set
of 5 nodes. Situation 0 shows the given nodes and
the predefined sink (top right node) In each of the
following two rounds every local sink connects to the
nearest node not in its own component. In round 2 a
cycle is produced. It is broken at the end of the round
by removing one of the involved arcs (dashed arrow).
After the last round (situation 3) the arc originating
from the global sink is removed and an arc is added
from the only remaining local sink to the predefined
global sink.

part of. The two or more connected components to-
gether form one component in the next round. There-
fore the number of components in round i is at most
half the number of the components in round i − 1.
This implies that after at most log n rounds only one
component is left and the algorithm terminates.

Figure 5 illustrates the second part of the proof.
We use the fact that each sink connects to the nearest
node in a component different from its own. If a
local sink li which is part of component Ci connects
to a node vj , its distance to all nodes not in Ci is
at least livj . So only nodes which are members of
component Ci or nodes with the same distance from
li as vj are affected by the new arc. Furthermore
a component establishes maximally one new arc in a
single round and maximally 6 local sinks can establish

Ci 

li 

vj 
livj 

> livj 

Figure 5: An illustration of the second part of the
proof of Theorem 5.1. An arc from the local sink li
to vj only interferes with nodes in li’s component and
vj (and nodes in other components only if they are
exactly at distance livj).

an arc to the same node.2 All this shows that the
interference value of a node is maximally incremented
by a constant in a single round of NCC.

Together with part one of the proof and the fact
that the last step adds one single arc to the graph
we see that the interference value of any node is in-
cremented at most log(n) + 1 times and each time
by at most a constant value. This proves that the
interference of the whole network is in O(log n).

The only remaining part of Theorem 5.1 we need
to prove states that NCC terminates in polynomial
time. Every node vi is a sink in one iteration of the
while loop. (Actually it can be a sink in more than
one loop iteration if a cycle is broken by removing the
arc originating at that node. The fact however that
for every such removed arc at least one other arc is
added to the tree in the same round entails only an
additional factor 2.) A sink has to find its nearest
neighbor in a foreign component. This can be imple-
mented using a list of neighbors, sorted according to
their distances for each node and a union-find struc-

2This is the so-called “kissing number.” It is defined as

the number of equivalent spheres that touch an equivalent

sphere without intersections. The kissing number in the two-

dimensional plane is 6. In three dimensions it is 12.
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ture to check if a node is in a foreign component. The
n lists of sorted neighbors can be constructed in time
n ·n log(n). Maintaining the union-find structure and
component membership lookups during the execution
of NCC can also be done in time n · n log(n). These
observations prove that NCC terminates in polyno-
mial time.

We present NCC in a centralized manner. This
reflects the fact that in a sensor network we have
an instance (the sink) commonly assumed to have
much more computing power and energy than all
other nodes (sensors). Therefore the sink can run
NCC and distribute the topology information of the
constructed sink tree in an initialization phase.

Nevertheless a distributed variant of NCC is fea-
sible. This variant would require counters in each
node which keep track of the number of component
unions the node was involved in since the start of the
algorithm. These counters then guarantee that only
components in the same “round” can establish new
arcs between each other.

6 Interference in Average-Case

Networks

We have seen that the NCC algorithm has asymptot-
ically optimal worst-case behavior in the sense that
it produces interference not greater than O(log n) for
all possible node arrangements. In this section we
will have a closer look at the average case behavior of
our algorithm. We do this by simulation. The nodes
in our simulations are distributed randomly and uni-
formly in a square field. Also the sink is chosen ran-
domly. To see how our algorithm behaves in average-
case networks we compare it to two other construc-
tion methods for sink trees which have been proposed
previously as data gathering structures. These two
methods are:

1. The Minimum Spanning Tree algorithm (MST)
with weights equal to the Euclidean edge lengths,
all edges pointing towards the global sink.

2. The Shortest Path Tree algorithm (SPT) with
respect to the energy metric. (The SPT contains
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Figure 6: Simulation results for the Shortest Path
Tree algorithm (dashed), the Nearest Component
Connector algorithm (solid) and the Minimum Span-
ning Tree algorithm (dotted) in a range from 10 to
500 nodes.

the shortest paths from all nodes to the sink.) In
the energy metric the cost of an edge equals its
Euclidean length raised to the power of two. All
edges point towards the global sink.

In order to allow for evaluation in different condi-
tions all three algorithms constructed sink trees for
networks with different node densities. We simulated
networks from 10 to 500 nodes distributed in a unit
square. Plotted in the diagram are the averaged val-
ues over 100 runs for each simulated node density.

Figure 6 shows that all three algorithms produce
rising interference with increasing node densities.
Closer observation yields that our NCC algorithm
performs better than the Shortest Path Tree algo-
rithm but worse than the Minimum Spanning Tree
algorithm. This is quite intriguing as the very simple
MST algorithm, which was not explicitly designed to
reduce interference, seems to outperform our NCC
algorithm in average-case networks. Note however
that MST is not asymptotically worst-case optimal
and can produce interference of n − 2 for a sensor
network consisting of n nodes. A sample of such an
arrangement is shown in Figure 7.
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Figure 7: Nodes arranged on a horizontal line with
exponentially increasing distances and the rightmost
node chosen as global sink. Applied on this setting
the MST algorithm produces interference n − 2.

7 Conclusion

The approach we assume in this paper in order to
study interference in wireless and particularly sensor
networks differs from most of the previous work in
two ways: First, we introduce an explicit definition
of interference. Second, our definition of interference
is receiver-centric and reflects the fact that message
collisions prevent proper message reception only if
they occur at the receiving node.

With this formalized notion of interference we show
on the one hand that there exist instances of sen-
sor networks with n nodes in which it is impossi-
ble to construct a sink tree—a valid data gather-
ing structure—with interference less than log n − 1.
On the other hand we describe the NCC algorithm
asymptotically matching this lower bound in that it
provably builds a sink tree with interference at most
O(log n) on any given sensor network. In addition
to these worst-case observations we also evaluate the
NCC algorithm in average networks. Intriguingly
the latter results show that—although the interfer-
ence values produced by NCC fall roughly in the
same range as those of other constructions—a simple
minimum-spanning-tree-based structure keeps inter-
ference at a lower level than NCC in average-case
networks.

In this paper we focus on the interference aspect in
sensor networks and neglect the fact that communi-
cation over long links is more energy consuming than
over short links. We therefore consider our work to
be a first step towards understanding the complex in-
terplay between interference and energy efficiency in
sensor networks.
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