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6-TORSION AND INTEGRAL POINTS ON QUARTIC SURFACES

S. CHAN, P. KOYMANS, C. PAGANO, AND E. SOFOS

Abstract. We prove matching upper and lower bounds for the average of the 6-torsion
of class groups of quadratic fields. Furthermore, we count the number of integer solutions
on an affine quartic surface.
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1. Introduction

One of the main invariants of class groups of quadratic fields Q(
√
D) is the size hn(D)

of their n-torsion. It has been investigated by several mathematicians: By the work of
Gauss [32] in 1801 the average of h2(D) for D < 0 is a constant multiple of log |D| when
ordering the number fields by −D. Davenport and Heilbronn [19] proved in 1971 that
h3(D) has a constant average, while, Fouvry and Klüners [27, 28] in 2007 showed that
h4(D) is on average a constant multiple of log |D|. The influential work of Smith [50] in
2017 established the complete distribution of h2k(D). There are no other values of n for
which the right order of magnitude is known. For general n, there is work on bounds
for hn(D) on average by Soundararajan [52], Heath-Brown–Pierce [34], Frei–Widmer [30]
and Koymans–Thorner [40].

The Cohen–Lenstra conjectures [17] predict that hn(D) is of constant average for n odd
and is log |D| on average for n even. Let D+(X) and D−(X) be the set of respectively
positive and negative fundamental discriminants with absolute value up to X. In this
paper we establish the right order of magnitude for the 6-torsion:
Theorem 1.1. For all X ⩾ 5 we have
X logX ≪

∑
D∈D+(X)

h6(D) ≪ X logX and X logX ≪
∑

D∈D−(X)
h6(D) ≪ X logX.

This marks the first time that Nair–Tenenbaum techniques are applied in arithmetic
statistics, clarified in the subsequent remark:
Remark 1.2 (Idea of the proof of Theorem 1.1). Using the Davenport–Heilbronn para-
metrisation we turn the sum ∑

D h6(D) into an average of the function 2ω(m) over the
values m assumed by a polynomial in 4 variables, where the integer vectors lie in a subset
of R4 with spikes. This average is a special instance of sums of the following form:∑

a∈A
f(ca)χ(ca), (1.1)

where
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• A is a countable set,
• χ : A → [0,∞) is any function of finite support,
• ca is an “equidistributed” sequence of positive integers,
• f is a non-negative arithmetic function being multiplicative or more general.

In our companion paper [10] we prove upper bounds for such sums; here we provide its
applications.
1.1. Applications to arithmetic statistics. The following is a more general version
of Theorem 1.1 on mixed moments:
Theorem 1.3. Fix any s > 0. Then for all X ⩾ 5 we have

X(logX)2s−1 ≪
∑

D∈D+(X)
h2(D)sh3(D) ≪ X(logX)2s−1

and
X(logX)2s−1 ≪

∑
D∈D−(X)

h2(D)sh3(D) ≪ X(logX)2s−1,

where the implied constant depends at most on s.
Remark 1.4 (Independence). Theorems 1.1 and 1.3 are the first results establishing the
right order of magnitude for hn when n has more than one prime factor. Since h6 = h2h3,
the underlying problems are related to independent behavior of h2 and h3. One cannot
exclude a priori that h2(D) and h3(D) correlate in a way that h3(D) attains very large
values when h2(D) is large.

Davenport and Heilbronn [19] proved that h3(D) has constant average when D ranges
in D+(X). We show that the D responsible for this fact are those for which h2(D) is
essentially (log |D|)log 2. For a real number ε > −1 define

c(ε) := − ε

1 + ε
+ log(1 + ε) (1.2)

and note that c(ε) > 0.
Theorem 1.5. For every fixed constants ε1 ∈ (0, 1) and ε2 > 0 and all X, z3, z4 ⩾ 1 with
(logX)(1+ε2) log 2 ⩽ z4 we have

∑
D∈D+(X)∪D−(X)
h2(D)/∈(z3,z4)

(h3(D) − 1) ≪ X


 z

1/ log 2
3

(logX)(1−ε1)

log(1+ε1)

+ 1
z
c(ε2)/ log 2
4

 ,
where the implied constant depends only on εi.

We will use the companion paper to give certain bounds for the frequency of atypical
values of additive functions in Theorem 3.2. This has certain algebraic applications that
we describe now.

Malle’s conjecture [44] regards the number of extensions K/Q with prefixed Galois
group when ordered by their discriminant ∆K . The case of the full symmetric group
Sn has attracted special attention; here, the largest n for which asymptotics are known
is n = 5 due to Bhargava [3]; this was later extended and generalized by Shankar–
Tsimerman [49] and Bhargava–Shankar–Wang [5].

We will prove that for the vast majority of S5-extensions, the cardinality of rami-
fied primes can only lie in a specific interval. This was first studied by Lemke Oliver–
Thorne [42], who proved that the cardinality of ramified primes is distributed according to
the Gaussian distribution of approximate centre log log |∆K | and length (log log |∆K |)1/2.
Our work complements this by proving that the cardinality can only lie outside the in-
terval with probability that decays exponentially fast.
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Theorem 1.6. For every fixed constants ε1 ∈ (0, 1) and ε2 > 0 and all X, z1, z2 ⩾ 1 with
(1 + ε2) log logX ⩽ z2 we have

♯{K quintic S5 : |∆K | ⩽ X,ω(∆K) ⩾ z2} ≪ X exp (−c(ε2)z2)

and

♯{K quintic S5 : |∆K | ⩽ X,ω(∆K) ⩽ z1}
≪ X exp (− log(1 + ε1) ((1 − ε1) log logX − z1)) ,

where the implied constants depend only on εi.

Since ♯{K quintic S5 : |∆K | ⩽ X} has order X due to Bhargava [3], one sees from
Theorem 1.6 that ω(∆K) must typically lie in the interval (z1, z2).

Malle’s conjecture for cubic S3 fields was first established by Davenport–Heilbronn [19].
The error term was later greatly improved by Bhargava–Shankar–Tsimerman [4] and
Taniguchi–Thorne [53]. Our next result shows that for 100% of S3 fields, the number of
ramified primes ω(∆K) lies in a prescribed interval, giving an analog of Theorem 1.6.

Theorem 1.7. For every fixed constants ε1 ∈ (0, 1) and ε2 > 0 and all X, z1, z2 ⩾ 1 with
(1 + ε2) log logX ⩽ z2 we have

♯{K cubic S3 : |∆K | ⩽ X,ω(∆K) ⩾ z2}| ≪ X exp (−c(ε2)z2)

and

♯{K cubic S3 : |∆K | ⩽ X,ω(∆K) ⩽ z1}
≪ X exp (− log(1 + ε1) ((1 − ε1) log logX − z1)) ,

where the implied constants depend only on εi.

1.2. Applications to Diophantine equations. We count the number of integer solu-
tions of certain Diophantine equations, examples of which are the quartic affine surface

x2
1x

2
2 + x2

3 + x2
4 = N

and the affine quartic threefold x2
1x

2
2 + x2

3x
2
4 + x2

5 = N . More generally, our work will
cover the equation

(x1 · · · xk)2 + x2
k+1 + x2

k+2 = N, (1.3)
whose number of variables is roughly half the degree of the equation.

For N ∈ N let

L(1, χ−N) =
∞∑
m=1

(−N
m

) 1
m

and b(N) =
∏
p|N

(
1 +

(
−1
p

)
1
p

)
.

Theorem 1.8. Fix k ∈ N and let N range through positive square-free integers 3 (mod 8).
• The number of x ∈ Zk+2 satisfying (1.3) is

≍ b(N)k−1L(1, χ−N)N 1
2 (logN)k−1,

where the implied constant depends only on k.
• The number of x ∈ Z2k+1 satisfying

(x1 · · ·xk)2 + (xk+1 · · ·x2k)2 + x2
2k+1 = N

is ≍ b(N)2(k−1)L(1, χ−N)N 1
2 (logN)2(k−1), where the implied constant depends only

on k.
3



• The number of x ∈ Z3k satisfying

(x1 · · ·xk)2 + (xk+1 · · · x2k)2 + (x2k+1 · · · x3k)2 = N

is ≍ b(N)3(k−1)L(1, χ−N)N 1
2 (logN)3(k−1), where the implied constant depends only

on k.

The upper bound in the first bullet point in Theorem 1.8 follows from earlier work
of Henriot [35, Theorem 3]. All cases of Theorem 1.8 are special cases of the more
general Theorem 4.1, which allows us to put general multiplicative weights on the integer
solutions xi of

x2
1 + x2

2 + x2
3 = N.

Its proof is given in §4.1 and is based on Theorem 2.3 and deep estimates of Duke [21]
for the Fourier coefficients of cusp forms. It is worth mentioning that matching upper
and lower bounds for the number of solutions of

x2
1 + x2

2 + p2 = N, (x1, x2 ∈ Z, p prime),

were given via the semi-linear sieve by Friedlander and Iwaniec [31, Theorem 14.5] on
the assumption of the Generalized Riemann hypothesis and the Elliott–Halberstam con-
jecture.

Figure 1.1. Weighted points on the sphere for N = 1716099 and N =
1707035

Remark 1.9 (Bias). The term L(1, χ−N)N1/2 corresponds to the number of terms in
the sum by a classical result of Gauss, whereas, (logN)k−1 is the average of the k-th
divisor function. The shape of b(N) is biased towards integers N having many prime
divisors p ≡ 1 (mod 4) below logN . It is possible to combine this with the work of
Granville–Soundararajan [33, Theorem 5b], to find infinitely many N such that

♯{x ∈ N6 : (x1x2)2 + (x3x4)2 + (x5x6)2 = N} ≫ (log logN)5/2(logN)3N1/2.

This is in constrast with the typical size, which is (logN)3N1/2 because L(1, χ−N) and
b(N) possess a limiting distribution due to the work of Chowla–Erdős [16] and Erdős–
Wintner [25].
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The bias is illustrated in the three-dimensional plots in Figure 1.1. They depict points
x ∈ N3 with ∑3

i=1 x
2
i = N , where each x is colored based on the magnitude of ∏3

i=1 τ(xi).
The equations respectively have 960 and 936 solutions in N3. Among the six primes that
divide 1716099, only one is 1 (mod 4). However, in the factorization of 1707035, four
primes are involved, and all except one are 1 (mod 4).

The ideas behind the proof of Theorem 1.8 are not specific to sums of three squares.
We generalise the results to equations without specific shape, with the only provision that
they have enough variables compared to the degree. The end result is to study multiplic-
ative functions over the coordinates of integer solutions of these Diophantine equations.
Problems of this type have been considered by Cook–Magyar [18] and Yamagishi [56] in
the case of the von Mangoldt function.

Theorem 1.10. Fix any s > 0 and assume that f : N → [0,∞) is a multiplicative
function satisfying τ(m)−s ⩽ f(m) ⩽ τ(m)s for all m, where τ is the divisor function.
Assume that F ∈ Z[x0, . . . , xn] is a smooth homogeneous polynomial of degree d with
n ⩾ 4 + (d− 1)2d such that F = 0 has a non-zero integer solution. Then ones has for all
B ⩾ 1

∑
x∈(Z\{0})n+1

max |xi|⩽B,F (x)=0

f(|x0 · · ·xn|) ≍ Bn+1−d

exp
(

(n+ 1)
∑
p⩽B

(f(p) − 1)
p

) ,
where the implied constants depend at most on F and s.

The proof is based on Birch’s circle method [7]. The term Bn+1−d represents the
number of terms in the sum over x. It will be clear from the proof that the assumption
f(m) ⩾ τ(m)−s is only needed for the lower bound.

1.3. Polynomial values. Nair and Tenenbaum proved upper bounds for the average of
arithmetic functions evaluated over values of polynomials in [46]. Such sums are omni-
present in number theory: their work was crucial in many different problems. Examples
include

• Equidistribution of CM points ([39]),
• Manin’s conjecture for counting rational points on surfaces ([14], [13]),
• Mass equidistribution ([36]),
• Unit fractions ([24]).

Such sums are of type (1.1) as can be seen by taking χ to be the indicator function of
an interval and ca to be the value of the polynomial at an integer a. However, (1.1) also
covers any polynomial in any number of variables. In §5 we shall prove Theorems 1.15
and 1.16. These results respectively give matching upper and lower bounds for∑

x∈Zn∩R
Q(x)̸=0

f(|Q(x)|), (1.4)

where R is a bounded subset of Rn and Q(x) is an arbitrary polynomial in any number
of variables. This is straightforward for polynomials without too many singularities but
when Q is very singular there is high probability that a small power of a prime divides
its values. The new ingredient needed is an estimate by Pierce–Schindler–Wood [47,
Lemma 4.10] giving elementary proofs to statements regarding the Igusa zeta function.

We state one of the corollaries first. For k,m ∈ N denote the number of representations
of m as the product of k natural numbers by τk(m).
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Theorem 1.11. Let k ⩾ 2, n ⩾ 1 be arbitrary integers, let ℓ be any positive real number
and let Q be an integer irreducible polynomial in n variables. Then for all X ⩾ 2 we have

Xn(logX)kℓ−1 ≪
∑

x∈(Z∩[−X,X])n

Q(x)̸=0

τk(|Q(x)|)ℓ ≪ Xn(logX)kℓ−1.

Remark 1.12 (Previously known cases). Erdős [26] dealt with the case ℓ = n = 1, k = 2
and Linnik [43] with n = 1, all ℓ, k ⩾ 1 and deg(Q) = 1. Later, Delmer [20] worked in the
cases when ℓ ⩾ 1, k = 2, Q is irreducible and n = 1, Nair–Tenenbaum [46] for all ℓ, k,Q
and when n = 1, and de la Bretèche–Browning [11] whenever n = 2, ℓ ⩾ 1, k ⩾ 1 and Q
is homogeneous. Asymptotics for the divisor function over the values of polynomials in
more than one variable have been achieved by various authors, see, for example the work
of de la Bretèche–Browning [12], Zhou–Ding [57] and the list of references therein. It is
worth mentioning that in the case k = 2, ℓ = 1 and Q a single irreducible polynomial in
one variable, only the cases corresponding to linear and quadratic polynomials are known
to satisfy an asymptotic, see the work of Hooley [37] and Bykovskĭı [15].

Theorem 1.11 follows directly from our next two results. Denote

ϱQ(q) := ♯{y ∈ (Z/qZ)n : Q(y) ≡ 0 (mod q)}
qn

for any Q ∈ Z[x1, . . . , xn] and q ∈ N.

Definition 1.13. Let D ⊂ Rn be bounded. We let

X(D) := sup
{

max
1⩽i⩽n

|xi| : x ∈ D
}
.

Definition 1.14 (A class of functions). Fix A ⩾ 1, ϵ > 0, C > 0. The set M(A, ϵ, C) of
functions f : N → [0,∞) is defined by the property that for all coprime m,n one has

f(mn) ⩽ f(m) min{AΩ(n), Cnϵ}.

Theorem 1.15. Fix A ⩾ 1 and let D be a bounded set. Let Q be an arbitrary non-constant
integer polynomial in n variables without repeated polynomial factors over Q and let f be
a function such that for every ϵ > 0 there exists C > 0 for which f ∈ M(A, ϵ, C). Then∑

x∈Zn∩D
Q(x) ̸=0

f(|Q(x)|) ≪ X(D)n(log 2X(D))−r ∑
a⩽X(D)n

f(a)ϱQ(a),

where r denotes the number of distinct irreducible polynomial factors of Q over Q and
the implied constant depends at most on A, f, n and Q.

For the corresponding lower bound to hold it is necessary that D is not too small; this
explains the condition on D in our next result:

Theorem 1.16. Keep the notation and assumptions of Theorem 1.15. Assume, in addi-
tion, that D contains an open sphere of radius at least X ⩾ 1 and that f : N → [0,∞) is
a multiplicative function such that

for each T ⩾ 1 one has inf{f(m) : Ω(m) ⩽ T} > 0.
Then there exists a positive constant θQ that depends on Q such that∑

x∈Zn∩D
Q(x) ̸=0

f(|Q(x)|) ≫ Xn(log 2X)−r ∑
a⩽X

f(a)ϱQ(a),

where the implied constants depend at most on A, f, n and Q.
6



Notation. For a non-zero integer m define
Ω(m) :=

∑
p|m

vp(m),

where vp is the standard p-adic valuation. Define P+(m) and P−(m) respectively to be
the largest and the smallest prime factor of a positive integer m and let P+(1) = 1 and
P−(1) = +∞. For a real number x we reserve the notation [x] for the largest integer not
exceeding x. Throughout the paper we use the standard convention that empty products
are set equal to 1. Throughout the paper we shall also make use of the convention
that when iterated logarithm functions log t, log log t, etc., are used, the real variable t is
assumed to be sufficiently large to make the iterated logarithm well-defined.

Acknowledgements. The work started during the research stay of SC, PK and CP
during the workshop Problèmes de densité en Arithmétique at CIRM Luminy in 2023.
We would like to thank the organisers Samuele Anni, Peter Stevenhagen and Jan Vonk.
We thank Levent Alpöge, Robert J. Lemke Oliver and Frank Thorne for useful discussions
on §3.1. PK gratefully acknowledges the support of Dr. Max Rössler, the Walter Haefner
Foundation and the ETH Zürich Foundation. Part of the work of SC was supported by
the National Science Foundation under Grant No. DMS-1928930, while the author was in
residence at the MSRI in Spring 2023.

Structure of the paper. In §2 we recall the necessary results from [10]. Sections 3.1-
3.2 respectively contain the proofs of Theorems 1.1 and 1.3 on the 6-rank. In §3.3 we
prove Theorem 3.2 that provides tail bounds for the probability of large values of additive
functions in the general setting of Theorem 2.3. This is then applied in Sections 3.4-3.5
and 3.6 to prove Theorems 1.5-1.6 and 1.7 respectively on h3, S5 and S3 extensions.
Sections 4.1-4.6 contain the proof of Theorem 4.1 on sums of three squares; this is more
general than Theorem 1.8. The proof of Theorem 1.10 on general Diophantine equations
is located in §4.7. Lastly, in §5.2 and §5.3 we prove respectively Theorems 1.15 and 1.16
on averages of arithmetic functions over values of arbitrary polynomials. They are then
applied in §5.4 to prove Theorem 1.11.

2. Prerequisite lemmas

In this section we recall the required bounds proved in [10].

Definition 2.1 (Density functions). Fix κ, λ1, λ2, B,K > 0. We define the set D(κ, λ1, λ2, B,K)
of multiplicative functions h : N → R⩾0 by the properties

• for all B < w < z we have∏
p prime
w⩽p<z

(1 − h(p))−1 ⩽

(
log z
logw

)κ (
1 + K

logw

)
, (2.1)

• for every prime p > B and integers e ⩾ 1 we have

h(pe) ⩽ B

p
, (2.2)

• for every prime p and e ⩾ 1 we have
h(pe) ⩽ p−eλ1+λ2 . (2.3)

Let A be an infinite set and for each T ⩾ 1 let χT : A → [0,∞) be any function for
which

{a ∈ A : χT (a) > 0} is finite for every T ⩾ 1. (2.4)
7



We also assume that
lim

T→+∞

∑
a∈A

χT (a) = +∞. (2.5)

Assume that we are given a sequence of strictly positive integers (ca)a∈A indexed by A
and denoted by

C := {ca : a ∈ A}.
We will be interested in estimating sums of the form∑

a∈A
χT (a)f(ca),

where f is an arithmetic function.
We will need the following notion of ‘equi-distribution’ of the values of the integer

sequence ca in arithmetic progressions. For a non-zero integer d and any T ⩾ 1, let
Cd(T ) =

∑
a∈A

ca≡0(mod d)

χT (a).

Definition 2.2 (Equidistributed sequences). We say that C is equidistributed if there
exist positive real numbers θ, ξ, κ, λ1, λ2, B,K with max{θ, ξ} < 1, a function M : R⩾1 →
R⩾1 and a function hT ∈ D(κ, λ1, λ2, B,K) such that

Cd(T ) = hT (d)M(T )

1 +O

 ∏
B<p⩽M(T )

p∤d

(1 − hT (p))2

+O(M(T )1−ξ) (2.6)

for every T ⩾ 1 and every d ⩽M(T )θ, where the implied constants are independent of d
and T .

It is worth emphasizing that in this definition the constants θ, ξ, κ, λ1, λ2, B,K are all
assumed to be independent of T . For example, the bound hT (pe) = O(1/p) in (2.2) holds
with an implied constant that is independent of e, p as well as T . From now on we shall
write M for M(T ). We are now ready to state the main result in [10].

Theorem 2.3. Let A be an infinite set and for each T ⩾ 1 define χT : A → [0,∞) to
be any function such that both (2.4) and (2.5) hold. Take a sequence of strictly positive
integers C = (ca)a∈A. Assume that C is equidistributed with respect to some positive con-
stants θ, ξ, κ, λ1, λ2, B,K and functions M(T ) and hT ∈ D(κ, λ1, λ2, B,K) as in Defini-
tion 2.2. Fix any A > 1 and assume that f is a function such that for every ϵ > 0 there
exists C > 0 for which f ∈ M(A, ϵ, C), which is introduced in Definition 1.14. Assume
that there exists α > 0 and B̃ > 0 such that for all T ⩾ 1 one has

sup{ca : a ∈ A, χT (a) > 0} ⩽ B̃Mα, (2.7)
where M = M(T ) is as in Definition 2.2. Then for all T ⩾ 1 we have∑

a∈A
χT (a)f(ca) ≪ M

∏
B<p⩽M

(1 − hT (p))
∑
a⩽M

f(a)hT (a),

where the implied constant is allowed to depend on α,A,B, B̃, θ, ξ,K, κ, λi, the function
f and the implied constants in (2.6), but is independent of T and M .

Let us now recall the corresponding lower bound proved in [10].

Theorem 2.4. Keep the notation and assumptions of Theorem 2.3. Assume, in addition,
that f : N → [0,∞) is a multiplicative function for which

for each L ⩾ 1 one has inf{f(m) : Ω(m) ⩽ L} > 0
8



and that the error term in Definition 2.2 satisfies

Cd(T ) = hT (d)M(T )

1 + oT→∞

 ∏
B<p⩽M(T )

p∤d

(1 − hT (p))2


+O(M(T )1−ξ)

whevever d ⩽M(T )θ. Then for all T ⩾ 1 we have∑
a∈A

χT (a)f(ca) ≫ M(T )
∏

p⩽M(T )
(1 − hT (p))

∑
a⩽M(T )

f(a)hT (a),

where the implied constants are independent of T and M .

We finish this section with lemmas that will be needed in the forthcoming applications.

Lemma 2.5. Let Q ∈ Z[x1, . . . , xn] be non-constant and without repeated factors over Q.
Then as x → ∞ one has∑

p⩽x

♯{x ∈ Fnp : Q(x) = 0}
pn−1 = r

x

log x(1 + o(1)),

where r is the number of distinct irreducible factors of Q in Q[x1, . . . , xn]. Furthermore,
there exists a constant c = c(Q) such that for x ⩾ 2 one has∏

p prime,p⩽x

(
1 −

♯{x ∈ Fnp : Q(x) = 0}
pn

)
= c(log x)−r +O((log x)−r−1),

where the implied constant depends on Q.

Proof. We factor Q over Q as c0
∏t
i=1 Qi with c0 in Q∗, with Qi ∈ Z[x1, . . . , xn] irreducible

and with the property that if Qi occurs in the factorisation, then so does each of its
Galois conjugates. We write S = {Q1, . . . , Qt} for the set of factors obtained in this way.
Let K/Q be the number field obtained by adding all the coefficients appearing in the
factorisation. Since the factors come as Galois orbits, the field K must be Galois. The
group Gal(K/Q) acts on S by permuting the factors. By the Lang–Weil bounds [41] we
have that

♯{x ∈ Fnp : Q(x) = 0}
pn

= cQ(p)
p

+O

(
1
p

3
2

)
,

where cQ(p) denotes the number of distinct irreducible factors of Q defined over Fp, when
one factorizes the polynomial Q mod p in Fp[x1, . . . , xn]: in other words the irreducible
factors in the Fp-factorisation that remain irreducible factors in the Fp-factorisation. We
now wish to express the function cQ(p) as a function of the Artin symbol of p in K/Q,
for sufficiently large primes p.

For a prime p that is also unramified in K/Q, Art(p,K/Q) defines a conjugacy class
in Gal(K/Q), which we view as permutations on S via the action. The number of fixed
points of the resulting permutation is independent of the element in the conjugacy class,
and we denote this function of Gal(K/Q) as g 7→ Fix(g). This defines a function on suffi-
ciently large primes via p 7→ Fix(Art(p,K/Q)). We claim that for p sufficiently large we
have that cQ(p) = Fix(Art(p,K/Q)). Indeed, observe that since Q has no repeated factors
over Q, it follows that its reduction modulo p has no repeated factors in Fp[x1, . . . , xn]
provided that we take p sufficiently large. Furthermore, for p sufficiently large, choosing
any prime p̄ above p in Z, we have that all of the elements of S remain irreducible when
reduced modulo p̄.

We claim that if:
(P1) Q has no repeated factors modulo p,

9



(P2) all of the elements of S remain irreducible modulo p̄,
(P3) p is unramified in K/Q,
(P4) c0 is coprime to p,

then cQ(p) = Fix(Art(p,K/Q)). To see this, let us fix a prime p of OK lying above
p. Recall that there is a unique element σ ∈ Art(p,K/Q) such that σ(p) = p and
σ(α) ≡ αp mod p for each α in OK . Now let us reduce each Qi modulo p. The factors
Qi remain distinct thanks to (P1) and also remain irreducible thanks to (P2). Since p is
unramified thanks to (P3), we can find the unique element σ as above. Furthermore, c0
being non-zero makes sure that Q is not 0 modulo p. Thus, the reduction of the Qi is
truly the factorisation of Q modulo p.

If σ(Qi) = Qi, then all of the coefficients γ of Qi satisfy γp = γ when reduced modulo
p, i.e. they are all in Fp. So each fixed point of σ gives an irreducible factor of Q over
Fp that is already in Fp. Conversely, suppose that σ(Qi) ̸= Qi. Since the factors remain
distinct modulo p by (P1), then σ(Qi) and Qi are also distinct factors modulo p. But this
means that the polynomial Qi modulo p and the same polynomial with all coefficients
raised to the power p are different factors of Q modulo p. In other words, Qi is not
defined over Fp. Hence we have precisely proved that under the assumptions (P1)-(P4),
the quantity Fix(Art(p,K/Q)) equals the number of Fp-irreducible components of Q that
are defined over Fp, i.e. it equals cQ(p).

Recall that each of (P1)-(P4) is satisfied for all sufficiently large primes. By the
Chebotarev density theorem we obtain the following for all x ⩾ 2,

∑
p⩽x

♯{x ∈ Fnp : Q(x) = 0}
pn−1 =

(∑
g∈Gal(K/Q) Fix(g)
♯Gal(K/Q)

)
x

log x +O

(
x

(log x)2

)
.

Using partial summation we obtain a constant B depending only on Q such that
∑
p⩽x

♯{x ∈ Fnp : Q(x) = 0}
pn

=
(∑

g∈Gal(K/Q) Fix(g)
♯Gal(K/Q)

)
(log log x) +B +O(1/ log x), (2.8)

from which one can deduce an asymptotic for the product over primes p ⩽ x in the
statement of the lemma by taking logarithms.

To complete the proof, it suffices to observe that if G is a finite group acting on a finite
set X and if Fix(g) denotes the number of fixed points of an element g in G viewed as
permutation of X, then ∑

g∈G Fix(g)
♯G

equals the number of orbits of G acting on X. In our case the number of Gal(K/Q)-orbits
acting on S is r, thus completing the argument. □

Lemma 2.6. Let Q ∈ Z[x1, . . . , xn] be non-constant and without repeated factors over
Q. Then for any prime p the number of x ∈ (Z/p2Z)n for which Q(x) ≡ 0 (mod p2) is
O(pn−2), where the implied constant depends at most on Q.

Proof. For a point t in (Z/pZ)n satisfying Q(t) ≡ 0 (mod p), we denote

N(t) = ♯
{
x ∈ (Z/p2Z)n : Q(x) ≡ 0

(
mod p2

)
and x ≡ t (mod p)

}
.

By definition, we have that

♯
{
x ∈ (Z/p2Z)n : Q(x) ≡ 0

(
mod p2

)}
=

∑
t∈(Z/pZ)n

Q(t)≡0(mod p)

N(t).

10



Suppose that t in (Z/pZ)n satisfies both Q(t) ≡ 0 (mod p) and ∇Q(t) ̸≡ 0 (mod p).
Then Hensel’s lemma implies that N(t) = pn−1. The Lang–Weil estimates [41] imply
that the number of t ∈ (Z/pZ)n for which Q(t) ≡ 0 (mod p) is O(pn−1), hence,

♯
{
x ∈ (Z/p2Z)n : Q(x) ≡ 0

(
mod p2

)}
= O(p2n−2) +

∑
t∈(Z/pZ)n

Q(t)≡0(mod p)
∇Q(t)≡0(mod p)

N(t).

Since one has the trivial bound N(t) ⩽ ♯ {x ∈ (Z/p2Z)n : x ≡ t (mod p)} = pn, it is
sufficient for the proof to show that

♯ {t ∈ (Z/pZ)n : Q(t) ≡ 0 (mod p) ,∇Q(t) ≡ 0 (mod p)} = O(pn−2).
Since Q has no repeated polynomial factors over Q, it follows that it has no repeated
polynomial factors over Fp for all sufficiently large primes p. For these p we therefore see
that the intersection Q(t) = ∇Q(t) = 0 defines a subvariety of An

Fp
of codimension at

least 2. The Lang–Weil estimates [41] therefore provide the required bound O(pn−2). □

Lemma 2.7. Fix any positive real numbers c0, c1, c2, c3 and assume that F : N → [0,∞)
is a multiplicative function such that

F (pe) ⩽ min
{
c0

p
,
pc1

pec2

}
(2.9)

for all primes p and e ⩾ 1 and F (pe) ⩽ c3/p
2 for all p, e ⩾ 2. Fix any C,C ′ > 0 and

assume that G : N → [0,∞) is a function such that for all coprime positive integers a, b
one has G(ab) ⩽ G(a) min{CΩ(b), C ′bc2/2}.

Then for all x ⩾ 1 we have
∑
n⩽x

P−(n)>c0

F (n)G(n) ≪ exp
 ∑
c0<p⩽x

F (p)G(p)
 ,

where the implied constant depends at most on ci and C,C ′.

Proof. We define a multiplicative function H ′ such that when p is prime and e ⩾ 2 one
has H ′(pe) = min{Ce, C ′pc2e/2} while H ′(p) = G(p). It is not difficult to show that for
all coprime positive integers a, b we have G(ab) ⩽ G(a)H ′(b). Hence, G(b) ⩽ H ′(b) for
all b and therefore the sum in the lemma is at most∑

n⩽x
P−(n)>c0

F (n)H ′(n) ⩽
∏
n⩽x

P−(n)>c0

1 +
∑
e⩾1

F (pe)H ′(pe)
 ⩽ exp

 ∑
c0<p⩽x,e⩾1

F (pe)H ′(pe)


due to the inequality 1 + z ⩽ ez valid for all z ∈ R. Let E be a positive integer that will
be specified later. The contribution of e > E is at most

pc1
∑
e>E

p−ec2H ′(pe) ⩽ C ′pc1
∑
e>E

p−ec2/2 ⩽ C ′pc1−Ec2/2(1 − 2−c2/2)−1 ≪ pc1−Ec2/2.

Taking E to be the least positive integer satisfying 2(c1 + 2)/c2 ⩽ E yields the bound
≪ p−2. The contribution of the terms in the interval [2,E] is

⩽
∑

2⩽e⩽E

F (pe)H ′(pe) ⩽
∑

2⩽e⩽E

F (pe)Ce ⩽
c3

p2

∑
2⩽e⩽E

Ce ≪ 1
p2 ≪ 1

p2 .

Thus, the overall bound becomes

exp
 ∑
c0<p⩽x,e⩾1

F (pe)H ′(pe)
 ⩽ exp

 ∑
c0<p⩽x

F (p)H ′(p)
 exp

 ∑
c0<p⩽x

O(1/p2)
 ,
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which is sufficient because H ′(p) = G(p). □

Lemma 2.8. Assume that Q ∈ Z[x1, . . . , xn] is non-constant. Then for all e ⩾ 1 and
primes p we have

p−en♯{x ∈ (Z/peZ)n : Q(x) ≡ 0 (mod pe)} ≪ p−e/deg(Q),

where the implied constant depends at most on Q.

Proof. If Q is homogeneous then the bound follows from [47, Lemma 4.10]. If not, then
we can work with the homogenized version Q1 of Q, which is a homogeneous polynomial
in n + 1 variables having the same degree satisfying Q1(x, 1) = Q(x). Thus, using the
homogeneity of Q1, one has

♯{x ∈ (Z/peZ)n : Q(x) ≡ 0} = ♯{z ∈ (Z/peZ)∗,x ∈ (Z/peZ)n : Q1(x, z) ≡ 0}
(p− 1)pe−1 .

Applying [47, Lemma 4.10] to Q1 shows that the numerator in the right hand-side is
≪ pe(n+1)−e/deg(Q1), which is sufficient. □

Lemma 2.9. Let Q ∈ Z[x1, . . . , xn] be a non-constant polynomial having no repeated
factors over Q. Fix any λ > 0, C ∈ [1, 2) and assume that G : N → R ∩ [0,∞) is
multiplicative, that G(p) = λ for every prime p, that G(pe) ⩽ Ce for all e ∈ N and
primes p and that for all ϵ > 0 there exists C ′(ϵ) > 0 such that G(b) ⩽ C ′(ϵ)bϵ for all
b ∈ N.

Then there exists a positive constant c that depends on Q and G, such that when x → ∞
we have ∑

1⩽m⩽x

G(m)♯{x ∈ (Z/mZ)n : Q(x) ≡ 0 (mod m)}
mn

∼ c(log x)λr,

where r is the number of distinct irreducible factors of Q in Q[x1, . . . , xn].

Proof. We employ Wirsing’s result [55, Satz 1] with

f0(m) = G(m)♯{x ∈ (Z/mZ)n : Q(x) ≡ 0 (mod m)}
mn−1 .

By [51, Lemma 2.7] we have f0(pe) ⩽ G(pe) deg(Q) ⩽ Ce deg(Q) if Q is primitive, which
implies a similar bound for non-primitive Q. This means that the assumption [55, Equa-
tion (3)] is met. To verify [55, Equation (4)] we note that

∑
p⩽x

G(p)
♯{x ∈ Fnp : Q(x) = 0}

pn−1 = λ
∑
p⩽x

♯{x ∈ Fnp : Q(x) = 0}
pn−1

is asymptotic to λrx/ log x by Lemma 2.5 and the assumption that G is constantly λ on
the primes. Hence, as x → ∞, [55, Equation (5)] gives

∑
m⩽x

f0(m) ∼ c′ x

log x
∏
p⩽x

1 +
∑
e⩾1

G(pe)♯{x ∈ (Z/peZ)n : Q(x) = 0}
pen


for some positive constant c′. Finally, using an argument that is similar to the ones in the
proof of Lemma 2.7 and making use of Lemmas 2.6 and 2.8 to control the contribution
of terms with e ⩾ 2 shows that when x → ∞ the last product over p ⩽ x is asymptotic
to

c′′ exp
∑
p⩽x

G(p)♯{x ∈ (Z/pZ)n : Q(x) = 0}
pn


12



for some positive c′′. Injecting (2.8) shows that∑
m⩽x

f0(m) ∼ c′′′x(log x)λr−1

for some positive constant c′′′. Noting that

G(m)♯{x ∈ (Z/mZ)n : Q(x) ≡ 0 (mod m)}
mn

= f0(m)
m

and using partial summation concludes the proof. □

We shall later need the following substitute of Wirsing’s theorem for multiplicative
functions for which the average over the primes is not known.

Lemma 2.10. Fix any k ∈ N and assume that f is a multiplicative function satisfying
0 ⩽ f(pe) ⩽ τ(pe)kp−e for all e ⩾ 1 and primes p. Then for all x ⩾ 2 we have

∑
n⩽x

f(n) ≍ exp
∑
p⩽x

f(p)
 ,

where the implied constants depend at most on k.

Proof. The upper bound is evident. For the lower bound our plan is to prove that there
exists δ = δ(k) ∈ (0, 1) such that

exp
∑
p⩽xδ

f(p)
 ≪

∑
n⩽x

f(n). (2.10)

This is clearly sufficient since ∑
xδ<p⩽x

f(p) ≪k

∑
xδ<p⩽x

1
p

≪k 1.

To prove (2.10) we start by noting that for each y ∈ [2, x] one has∑
n⩽x

f(n) ⩾
∑
n⩽x

P+(n)⩽y

f(n)µ(n)2 =
∑

P+(n)⩽y
f(n)µ(n)2 −

∑
n>x

P+(n)⩽y

f(n)µ(n)2.

Since there exists C(k) > 0 such that

∑
P+(n)⩽y

f(n)µ(n)2 ⩾ C(k) exp
∑
p⩽y

f(p)
 ,

it suffices to show that
∑
n>x

P+(n)⩽y

f(n)µ(n)2 ⩽
C(k)

2 exp
∑
p⩽y

f(p)
 .

We will see that this holds when y = xδ, where δ is a small positive constant that depends
on k. Define σ = 1/ log y so that by Rankin’s trick we have∑

n>x
P+(n)⩽y

f(n)µ(n)2 ⩽ x−σ ∑
P+(n)⩽y

f(n)µ(n)2nσ

=x−σ ∏
p⩽y

(1 + f(p)pσ) ⩽ x−σ exp
∑
p⩽y

f(p)pσ
 .
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Since et ⩽ 1 + e · t for 0 ⩽ t ⩽ 1, we see that pσ ⩽ 1 + e · σ log p for all primes p ⩽ y,
hence, the sum inside the exponential is at most

∑
p⩽y

f(p) +O

σ∑
p⩽y

f(p) log p
 ⩽

∑
p⩽y

f(p) +O

σ∑
p⩽y

log p
p

 =
∑
p⩽y

f(p) +O(1).

Hence, there exists a positive constant C1(k) such that

∑
n>x

P+(n)⩽y

f(n)µ(n)2 ⩽ C1(k)x−σ exp
∑
p⩽y

f(p)
 .

Denote C2(k) = C(k)/(2C1(k)). We want to make sure that x−σ ⩽ C2(k); this can be
achieved by taking y = xδ with δ = max{1/2, (− logC2(k))−1}. This is because we have
xσ = e1/δ due to y = xδ. □

3. Arithmetic statistics

3.1. 6-torsion. Here we prove Theorems 1.1 using Theorem 2.3. This has an assump-
tion related to a level of distribution result. Similar results have been obtained by [6,
Theorem 1.2], [23, Section 6] and [42, Theorem 2.1]. Here we use the one by Belabas [2,
Théorème 1.2]. Let g1 be the multiplicative function defined as

g1(pe) =



p/(p+ 1), if p ⩾ 2 and e = 1
0, if p > 2 and e ⩾ 2
4/3, if p = 2 and e = 2
4/3, if p = 2 and e = 3
0, if p = 2 and e ⩾ 4.

It is not difficult to see that∏
p⩽X

(
1 − g1(p)

p

) ∑
a⩽X

2ω(a) g1(a)
a

⩽
∏
p⩽X

(
1 − g1(p)

p

) ∑
a⩽X

2ω(a) 4
3a ≪ logX. (3.1)

Lemma 3.1. Fix any ϵ > 0. Then for all q ∈ N and X ⩾ 2 with q < X
1

15 −ϵ we have
∑

D∈D+(X)
q|D

(h3(D) − 1) = 1
π2
g1(q)
q

X +O

(
X

q(logX)2(log logX)2−ϵ +X
15
16 +ϵq− 1

16

)

and ∑
D∈D−(X)

q|D

(h3(D) − 1) = 3
π2
g1(q)
q

X +O

(
X

q(logX)2(log logX)2−ϵ +X
15
16 +ϵq− 1

16

)
,

where the implied constants are independent of q and X.

Proof. This follows from [2, Théorème 1.2] and the remark immediately thereafter. □

We are now ready to begin the proof of Theorem 1.1. The lower bounds follow from
h6(D) ⩾ h2(D) and genus theory. This idea for the lower bound was further exploited
and investigated in [29, Section 5]. For the upper bounds, we use Theorem 2.3 with

A = {D fundamental discriminant}, χT (D) = (h3(D) − 1)1|D|⩽T (D), cD = |D|.
14



We let h(q) = g1(q)/q and f be the multiplicative function f(n) = 2ω(n). Lemma 3.1
shows that the level of distribution assumption in Definition 2.2 is satisfied with

M(T ) = 4
π2T, θ = 1

30 and ξ = 1
32 .

Let h+
n (D) be the size of the n-torsion subgroup of the narrow class group. We have

hn(D) ⩽ h+
n (D). Since h+

2 (D) = 2ω(D)−1 and h+
6 (D) = h+

2 (D)h+
3 (D), we obtain∑

D∈D+(X)
h+

6 (D) +
∑

D∈D−(X)
h+

6 (D)

=
∑

D∈D+(X)
h+

2 (D) +
∑

D∈D−(X)
h+

2 (D) +
∑

D∈D+(X)∪D−(X)
(h3(D) − 1)h+

2 (D).

The first two sums are readily estimated as O(X logX). For the final sum, the application
of Theorem 2.3 and (3.1) yields∑

D∈D+(X)∪D−(X)
(h3(D) − 1)h+

2 (D) =
∑
D∈A

χX(D)f(cD) ≪ X logX,

as required.

3.2. Proof of Theorem 1.3. The proof is as that of Theorem 1.1 with the only difference
being that the bound

∑
a⩽X

2sω(a)

a
≪

∏
p⩽X

(
1 + 2s

p

)
≪ (logX)2s

must be used in place of (3.1).

3.3. Tail bounds for additive functions. We next study S5 and S3-extensions for
which it will be necessary to turn to the distribution of additive functions. Perhaps the
most famous additive function is ω(n), which is roughly speaking normally distributed
with mean log log n and standard deviation

√
log log n by the Erdős–Kac theorem. How-

ever, these type of Erdős–Kac results do not give any tail bounds for the frequency of
very large values of additive functions. We will prove strong tail bounds in the general
setting of Theorem 2.3. Recall the definition of c(ϵ) from (1.2).

Theorem 3.2. Let A be a set and χT : A → [0,∞) be a function for which both (2.4)
and (2.5) hold. Fix any positive constants κ, λ1, λ2, B,K,C, r and let h ∈ D(κ, λ1, λ2, B,K)
be such that ∑

p⩽x

h(p) = r log log x+O(1) (3.2)

and such that for all primes p and integers e ⩾ 2 we have h(pe) ⩽ C/p2. Fix any θ, ξ and
let C = (ca)a∈A be an equidistributed sequence as in Definition 2.2. Assume that there
exists α > 0 and B̃ > 0 such that for all T ⩾ 1 one has (2.7) and M = M(T ) is as in
Definition 2.2. Suppose ψ : N → R is an additive function such that there exists some
constant Ã ⩾ 1 such that

ψ(n) ⩽ ÃΩ(n),
and that for every ϵ > 0 there exists C̃ ⩾ 0 such that ψ(n) ⩽ ϵ logm+ C̃.

Then for every fixed constants ε1 ∈ (0, 1) and ε2 > 0 and all T, z2 ⩾ 1 with

rÃ(1 + ε2) log logM ⩽ z2,
15



we have ∑
a∈A

ψ(ca)⩾z2

χT (a) ≪ M exp
(

−c(ε2)
Ã

z2

)
. (3.3)

Further assume that there exists some constant Ã1 > 0 such that∑
p⩽x

(1 − ε1)ψ(p)/Ã1h(p) ⩽ r(1 − ε1) log log x+O(1), (3.4)

then for all T, z1 ⩾ 1∑
a∈A

ψ(ca)⩽z1

χT (a) ≪ M exp
(

− log(1 + ε1)
Ã1

(
rÃ1 (1 − ε1) log logM − z1

))
, (3.5)

where the implied constants depend on εi, Ã, C, C̃, α,B, B̃, θ, ξ,K, κ, λi,ψ and the implied
constants in (2.6), but are independent of zi, T and M .

Proof. Fix a number β > 1, which will be specified later. Define the multiplicative
function fβ(c) = βψ(c). If ψ(c) ⩾ z2 then 1 ⩽ β−z2fβ(c), hence,∑

a∈A
fβ(ca)⩾z2

χT (a) ⩽ β−z2
∑
a∈A

χT (a)fβ(ca).

The assumptions on ψ imply that fβ ∈ M
(
βÃ, ϵ log β, βC̃

)
for every ϵ > 0. We can thus

bound the sum in the right-hand side by Theorem 2.3, hence,
∑
a∈A

ψ(ca)⩾z2

χT (a) ≪ M

βz2

 ∏
B<p⩽M

(1 − h(p))
∑
k⩽M

βψ(k)h(k)
 , (3.6)

where the implied constant is independent of z2, T and M . We estimate the sum over
k in (3.6) by applying Lemma 2.7 with F = h and G = βψ. This yields, by combining
with (3.2), the upper bound

∑
k⩽M

βψ(k)h(k) ≪ exp
βÃ ∑

p⩽M

h(p)
 ≪ (logM)rβ

Ã

.

By (3.2), we also have
∏

B<p⩽M

(1 − h(p)) ≪ exp
−

∑
p<M

h(p)
 ≪ (logM)−r. (3.7)

This allows us to bound the right-hand side of (3.6) by

≪ M
(logM)r(βÃ−1)

βz2
⩽M exp

((
βÃ − 1
Ã(1 + ε2)

− log β
)
z2

)

due to our assumption (logM)r ⩽ exp(z2/(Ã(1 + ε2))). Define β = (1 + ε2)1/Ã. Then

βÃ − 1
Ã(1 + ε2)

− log β = 1
Ã

(
ε2

1 + ε2
− log(1 + ε2)

)
= −c(ε2)

Ã
.

This concludes the proof of (3.3).
To prove (3.5) we fix β = (1 − ε1)1/Ã1 ∈ (0, 1) so that

βÃ1 − 1
Ã1(1 − ε1)

− log β = −c(−ε1)
Ã1

< 0. (3.8)
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If ψ(c) ⩽ z1 then β−z1fβ(c) ⩾ 1, hence,∑
a∈A

fβ(ca)⩽z1

χT (a) ⩽ β−z1
∑
a∈A1

χT (a)fβ(ca).

The assumptions on ψ imply that fβ ∈ M(1, ϵ, 1) for every ϵ > 0. We can thus bound
the sum in the right-hand side by Theorem 2.3, hence,

∑
a∈A

ψ(ca)⩽z1

χT (a) ≪ M

βz1

 ∏
B<p⩽M

(1 − h(p))
∑
k⩽M

βψ(k)h(k)
 , (3.9)

where the implied constant is independent of z1, T and M . We estimate the sum over k
in (3.9) by applying Lemma 2.7 with F = h and G = βψ. By (3.4), this yields the upper
bound ∑

k⩽M

βψ(k)h(k) ≪ exp
∑
p⩽M

βψ(p)h(p)
 ≪ (logM)rβ

Ã1
.

Combining with (3.7), this allows us to bound the right-hand side of (3.9) by

≪ M

βz1
(logM)(βÃ1 −1)r ⩽M exp

(
(βÃ1 − 1)r log logM − z1 log β

)
⩽M exp

(
(log β)

(
rÃ1(1 − ε1) log logM − z1

))
,

due to − log β < 1−βÃ1

Ã1(1−ε1) from (3.8). Finally observe that

log β = 1
Ã1

log(1 − ε1) < − 1
Ã1

log(1 + ε1)

since 1/(1 − ε1) > 1 + ε1. This concludes the proof of (3.3). □

3.4. Proof of Theorem 1.5. Recall that 1/2 ⩽ h2(D)2−ω(D) ⩽ 1. Hence, h2(D) ⩾ z4
implies that ω(D) ⩾ log z4

log 2 . We use Theorem 3.2 with ψ = ω, z2 = (log z4)/(log 2) and

A = {D fundamental discriminant}, χT (D) = (h3(D) − 1)1|D|⩽T (D), cD = D.

As in the proof of Theorem 1.1, we pick h to be the multiplicative function defined by
h(q) = g1(q)/q. We can check that (3.2) is satisfied with r = 1. Lemma 3.1 shows that
the level of distribution assumption in Definition 2.2 is satisfied with M(T ) = 4

π2T , θ = 1
30

and ξ = 1
32 . The rest of the assumptions of Theorem 3.2 can be readily verified. To bound

the contribution of the cases with h2(D) ⩽ z3 we use (3.5) with z1 = (log z3)/(log 2).

3.5. The proof of Theorem 1.6. We use Theorem 3.2 with
A = {K quintic S5}, χT (K) = 1|∆K |⩽T (K), cK = ∆K , ψ = ω.

To show that (cK) is equidistributed, we use Bhargava’s parametrization of S5-extensions.
The estimates from [45, Theorem 6] implies that

Cd(T ) = h(d) 13
120T +O(T 399

400 )

for all d ⩽ T
3

400 , where h is multiplicative, and satisfies the properties that

h(p) = (p+ 1)(p2 + p+ 1)
p4 + p3 + 2p2 + 2p+ 1 = 1

p
+O

( 1
p2

)
for p > 5, and h(pe) ⩽ h(p2) ≪ 1/p2 for all e ⩾ 2. Moreover h(pe) = 0 for all e ⩾ 5, p > 5,
and also h(pe) = 0 for p ∈ {2, 3, 5} and e sufficiently large (e ⩾ 100 suffices). Hence (2.6)
is satisfied with M(T ) = 13

120T , θ = 3
400 and ξ = 1

400 . We let ψ = ω and r = Ã = Ã1 = 1.
17



The assumption ψ(n) ⩽ ϵ log n + C̃ is met due to the bound ω(n) ≪ (log n)/(log log n)
that is a consequence of the Prime Number Theorem. An application of Theorem 3.2
then concludes the proof.

3.6. The proof of Theorem 1.7. The arguments are similar to the ones in the proof of
Theorem 1.6. The only difference is that the uniformity estimates are imported from the
work of Bhargava–Taniguchi–Thorne [6, Theorem 1.3]. Specifically, with the notation

A = {K cubic S3}, χT (K) = 1|∆K |⩽T (K), cK = ∆K

one has
Cd(T ) = h(d) 4

12ζ(3)T +O(T 5
6 )

for all d ⩽ T
1

20 , where the implied constant is absolute and h is multiplicative satisfying

h(pe) =


(p+ 1)/(p2 + p+ 1) if e = 1,
O(1/p2) if e = 2,
0 if e ⩾ 3

for every prime p > 3. We also have h(2e) = 0 and h(3e) = 0 for sufficiently large e. Since
h(p) = 1/p+O(1/p2) we can employ Theorem 3.2 with ψ = ω and r = Ã = Ã1 = 1.

4. Diophantine equations

4.1. Three squares. Denote L(1, χ−N) = ∑∞
m=1

(
−N
m

)
m−1, where ( ·

·) is the Legendre
symbol. A theorem of Gauss states that for positive square-free N ≡ 3 (mod 8) one has

♯{x ∈ Z3 : x2
1 + x2

2 + x2
3 = N} = 8

π
L(1, χ−N)N1/2.

The main result of this section allows to put multiplicative weights on each variable. For
N ∈ N and an arithmetic function f we define

cf (N) :=
∏
p|N

(
1 +

(
−1
p

)
(f(p) − 1)

p

)
. (4.1)

Theorem 4.1. Fix any A > 0, s > 0, α1, α2, α3 ∈ {0, 1} and let α = ∑3
i=1 αi. Assume

that f : N → [0,∞) is a multiplicative function such that f(ab) ⩽ τ(a)sf(b) holds for all
a, b ∈ N. Then for all positive square-free integers N ≡ 3 (mod 8) we have

∑
x∈(Z\{0})3

x2
1+x2

2+x2
3=N

3∏
i=1

f(|xi|)αi ≪ L(1, χ−N)N1/2

cf (N)α exp
α ∑

p⩽N

f(p) − 1
p

+ 1
(logN)A

 ,
where the implied constant is independent of N .

If, in addition, for each L ⩾ 1 one has inf{f(m) : Ω(m) ⩽ L} > 0, then for all positive
square-free integers N ≡ 3 (mod 8) we have

∑
x∈(Z\{0})3

x2
1+x2

2+x2
3=N

3∏
i=1

f(|xi|)αi ≫ L(1, χ−N)N1/2

cf (N)α exp
α ∑

p⩽N

f(p) − 1
p

− 1
(logN)A

 ,
where the implied constant is independent of N .
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The case α = 1 corresponds to imposing weights on one coefficient only; its proof is
given in §4.3. It is a straightforward combination of Theorem 2.3 and work of Duke [21],
the details of which are recalled in §4.2. The proof in the cases with α = 2, 3 require
additional sieving arguments and for reasons of space we give the full details only in
the harder case α = 3. Specifically, in §4.4 we transform the sums into ones where∏3
i=1 f(|xi|) is replaced by f(∏3

i=1 |xi|). Subsequently, in §4.5 we prove the requisite level
of distribution for the transformed sums. Finally, in §4.6 we prove Theorem 4.1.

4.2. Input from cusp forms. The main result in this subsection is Lemma 4.4; it
regards the number of solutions of x2

1 + x2
2 + x2

3 = N , with each xi divisible by an
arbitrary integer di. This is closely related to work of Brüdern–Blomer [8, Lemma 2.2]
in the case where each di is square-free. The proof of Lemma 4.4 combines the work of
Duke [21] with that of Jones [38]. We recall [21, Theorem 2, Equation (3)]:

Lemma 4.2 (Duke). There exists a positive constant κ such that for every positive def-
inite quadratic integer ternary form q and every square-free integer N one has

♯{x ∈ Z3 : q(x) = N} = κL(1, χq,N)S(q,N)
√
N√
D

+O(D6N1/2−1/30),

where the implied constant is absolute, D is the determinant of the matrix (∂2q/∂xi∂xj),
χq,N is the Dirichlet character χq,N(m) = (−2Ddisc(Q(

√
N))

m
) and

S(q,N) :=
∏
p|2D

lim
λ→∞

♯
{
x ∈ (Z/pλZ)3 : q(x) ≡ N

(
mod pλ

)}
p2λ .

Note that the definition of S in [21, Equation (4)] involves a finite value of λ, however,
this is equivalent since these densities stabilise owing to the fact that N is square-free.
We now specify the constant κ. When q = ∑3

i=1 x
2
i we have D = 8, hence,

♯{x ∈ Z3 : x2
1 + x2

2 + x2
3 = N} = κN (163)

2
√

2
√
N

∞∑
m=1

(−4N
m

) 1
m

+O(N1/2−1/30),

where N (m) = ♯{x ∈ (Z/mZ)3 : x2
1 + x2

2 + x2
3 ≡ N (mod m)}m−2.

Lemma 4.3. For any integer N ≡ 3 (mod 8) and t ⩾ 3, the number of solutions of
x2

1 + x2
2 + x2

3 ≡ N (mod 2t) is 4t.

Proof. Since N ≡ 3 (mod 8) every xi must be odd. Let x1, x2 run through all odd
elements (mod 2t) and then count the number of x3 for which x2

3 ≡ a (mod 2t), where
a ≡ N − x2

1 − x2
2 (mod 2t). Here N ≡ 3 (mod 8), hence, a ≡ 1 (mod 8). Now we use the

following fact: for t ⩾ 3 and each a ∈ Z/2tZ with a ≡ 1 (mod 8), the number of solutions
of x2 ≡ a (mod 2t) is 4. This gives a total number of solutions 2t−1 · 2t−1 · 4 = 4t. □

In particular, N (163) = 1. We obtain

♯{x ∈ Z3 : x2
1 + x2

2 + x2
3 = N} = κ

2
√

2
√
N

∞∑
m=1

(−4N
m

) 1
m

+O(N1/2−1/30).

By [1, Theorem B, page 99] this equals 16
π

L
√
N , where L := ∑∞

m=1

(
−4N
m

)
1
m

. By Siegel’s
theorem we have L ≫ N−1/60, hence,

κ

2
√

2
− 16

π
= O

( 1
N1/30L

)
= O

( 1
N1/60

)
,

which shows that κ = 32
√

2/π.
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Lemma 4.4. For each c ∈ N3 and positive square-free N ≡ 3 (mod 8) we have

♯

{
x ∈ Z3 :

3∑
i=1

(cixi)2 = N

}
= 8
π
L(1, χ−N)hN(c)N1/2 +O((c1c2c3)12N1/2−1/30),

where the implied constant is absolute, hN(c) is given by

2♯{p|c1c2c3}

c1c2c3

∏
p|c1c2c3

1 −
(−N
p

)
p

1((4.2) − (4.4))
∏

p|c1c2c3
p divides exactly one ci

2−1(p∤N)
(

1 − 1
p

(
−1
p

))

and

2 ∤ c1c2c3, (4.2)
gcd(c1, c2, c3) = 1, (4.3)

p divides exactly two ci ⇒
(
N

p

)
= 1, (4.4)

p | N, p divides exactly one ci ⇒ p ≡ 1 (mod 4) . (4.5)

Proof. We use Lemma 4.2 with q = ∑3
i=1 c

2
ix

2
i so that D = 8(c1c2c3)2. Let us note that

disc(Q(
√
N)) = 4N, hence, the character χq,N(m) is given by(

−2 · 8(c1c2c3)2 · 4N
m

)
=
(−N
m

)
1(gcd(2c1c2c3,m) = 1).

Therefore, the value of the corresponding L-function at 1 is

∏
p∤2c1c2c3

1(
1 − ( −N

p
)

p

) = L(1, χ−N)
2

∏
p|c1c2c3
p̸=2

1 −
(−N
p

)
p

 .
To work out the term S we use the work of Jones [38]. In the terminology of [38,
Theorem 1.3] we take Q = ∑3

i=1(cixi)2,m = N . When p ̸= 2 divides exactly one of the
ci, say, c3, then we take a = c2

1, b1 = 0 and [38, Equation (1.5)] shows that the p-adic
factor in S equals

1(p | N)2
(

1 − 1
p

)
1(p ≡ 1 (mod 4)) + 1(p ∤ N)

(
1 − 1

p

(
−1
p

))
.

If p divides exactly two of the ci’s, say c2 and c3 then by taking a = c2
1 in [38, Equa-

tion (1.4)] shows that the p-adic factor in S becomes 2 or 0, according to whether (N
p

) = 1
or not. Finally, since N is square-free, there is no prime p that divides every ci since that
would imply that p2 divides N . Furthermore, by Lemma 4.3 the 2-adic density equals
1. □

4.3. The one-variable case. The case α1 = 1, α2 = α3 = 0 can be treated in a straight-
forward manner and we deal with it in this subsection. We use Theorem 2.3 with

A = (Z \ {0})3, ca = |y1|, T = N,χN(a) = 1{N}(y2
1 + y2

2 + y2
3),M(N) = 8

π
L(1, χ−N)N1/2.

To show that assumption (2.6) holds we use Lemma 4.4 to infer that∑
a∈A
d|y1

χN(a) = 8
π
L(1, χ−N)GN(d)N1/2 +O(d12N1/2−1/30),

20



where GN is multiplicative and defined as

peGN(pe) = 1(p ̸= 2)21(p|N)1(p | N ⇒ p ≡ 1 (mod 4))
(

1 − 1
p

(
−N
p

))(
1 − 1

p

(
−1
p

))
.

We have N1/2−ϵ ≪ M(N) ≪ N1/2+ϵ for every fixed ϵ > 0 by Siegel’s theorem. Now
let θ, ξ be positive constants that will be fixed later. For all d ⩽ M(N)θ and any fixed
positive constant ϵ, we have

d12N1/2−1/30 ≪ M(N)12θ+1−1/15+ϵ.

Hence, (2.6) holds for some ξ > 0 as long as 12θ < 1/15. In particular, it holds when
θ = 10−3. Assumptions (2.2)-(2.3) hold due to the bound GN(pe) ≪ p−e that is valid
with an absolute implied constant. One can take κ = 10 in (2.1) due to the estimate
GN(p) ⩽ 10/p that holds for all primes p.

Thus, Theorem 2.3 shows that∑
x∈(Z\{0})3

x2
1+x2

2+x2
3=N

f(|x1|) ≪ M(N)
∏

1≪p⩽M(N)
(1 −GN(p))

∑
a⩽M(N)

f(a)GN(a).

By Lemma 2.10 we infer that
∏

1≪p⩽M(N)
(1 −GN(p))

∑
a⩽M(N)

f(a)GN(a) ≍ exp
 ∑
p⩽M(N)

(f(p) − 1)GN(p)
 ,

where the implied constants are independent of N . The sum over p equals∑
p|N

(
−1
p

)
f(p) − 1

p
+
∑
p⩽N

f(p) − 1
p

+O
(

1 +
∑

p>M(N)
p|N

1
p

+
∑

M(N)<p⩽N

1
p

)
.

We have M(N) ≫ N1/4 by Siegel’s theorem, thus, the error term is ≪ 1 +N−1/4ω(N) is
bounded, something that suffices for the proof of the upper bound. To prove the lower
bound we apply Theorem 2.4 in the same manner.

4.4. Transformation. To transform the sums in Theorem 4.1 a preliminary step is to
show that for most integer solutions of x2

1 + x2
2 + x2

3 = N the common divisors of each
pair (xi, xj) are typically small. In Lemma 4.5 we show that these divisors are frequently
smaller than any fixed power of N , while in Lemmas 4.6-4.7 we show that these divisors
are smaller than a power of logN . The latter task combines equidistribution in the form
of Lemma 4.4 with a “level-lowering” mechanism that is grounded on work of Brady [9].

Lemma 4.5. Fix any s > 0 and δ ∈ (0, 1/6). Then for any positive square-free integer
N ≡ 3 (mod 4) we have∑

c>Nδ

∑
x∈(Z\{0})3,c|(x1,x2)

x2
1+x2

2+x2
3=N

(τ(x1)τ(x2)τ(x3))s ≪ N1/2−δ/2L(1, χ−N),

where the implied constant depends at most on δ and s.

Proof. Since c2 | x2
1 + x2

2 = N − x2
3, we obtain the upper bound

≪ϵ,s N
ϵ
∑
c>y

∑
|x3|⩽N1/2

c2|N−x2
3

r2(N − x2
3) ≪ϵ N

2ϵ∑
c>y

♯{|x3| ⩽ N1/2 : c2 | N − x2
3}.

We shall now split in two ranges:
N δ < c ⩽ N1/2−δ and c > N1/2−δ.
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For the second range we write D = (N − x2
3)/c2 and note that D ⩽ N2δ. Swapping

summation thus leads to∑
c>N1/2−δ

♯{|x3| ⩽ N1/2 : c2 | N − x2
3} ⩽

∑
1⩽D⩽N2δ

♯{c, x3 ∈ Z : N = x2
3 +Dc2}.

Since D > 0, the unit group of Q(
√

−D) is bounded independently of D. From the
theory of binary quadratic forms we can then infer that

♯{c, x3 ∈ Z : N = x2
3 +Dc2} ≪

∑
m|N

(
D

m

)
≪ϵ N

ϵ,

where the implied constant depends only on ϵ. This gives the overall bound

≪ N3ϵ+2δ ≪ N4ϵ+2δL(1, χ−N)

by Siegel’s estimate. Using δ < 1/6 we see that 2δ < 1/2 − δ, thus, taking ϵ = δ/8 gives
the bound N1/2−δ/2L(1, χ−N), which is satisfactory.

We next deal with the first range. Splitting in progressions we get

♯{|x3| ⩽ N1/2 : c2 | N − x2
3} ⩽

∑
t∈Z/c2Z
c2|N−t2

(
N1/2

c2 + 1
)

≪ N ϵ

(
N1/2

c2 + 1
)
.

Summing over the range N δ < c ⩽ N1/2−δ this gives ≪ N1/2−δ+ϵ, which is acceptable
upon choosing a suitably small value for ϵ. □

The proof of the next two results uses crucially that the range c > N δ has already been
dealt with.

Lemma 4.6. Fix arbitrary s > 0 and let β = 60(100s − 1)/7. For any c ∈ N3 and
positive square-free integer N ≡ 3 (mod 8) we have

∑
x∈(Z\{0})3,ci|xi∀i
x2

1+x2
2+x2

3=N

(τ(x1)τ(x2)τ(x3))s ≪ L(1, χ−N)N1/2(log logN)2(logN)3·2β+1
3∏
i=1

τ(ci)β+3

ci

+N1/2−1/100(c1c2c3)12,

where the implied constant depends at most on β and s.

Proof. The function H(δ) = δ log2(δ−1)+(1−δ) log2(1−δ)−1 satisfies H(7/6000) > 1/100.
Taking δ = 7/6000 we see that the assumption 7β + 60 = 6000s allows us to use [9,
Theorem 4]. This yields the following bound for the sum over x in the lemma:

≪β,s

∑
d∈N3

di⩽Nδ/2∀i

(τ(d1)τ(d2)τ(d3))β♯{x ∈ (Z \ {0})3 : x2
1 + x2

2 + x2
3 = N, [ci, di] | xi∀i},

where [·, ·] denotes the least common multiple. By Lemma 4.4 this can be bounded by

≪
∑

d∈N3

di⩽Nδ/2∀i

( 3∏
i=1

τ(di)β
)

(log logN)2
(
L(1, χ−N)N1/2

3∏
i=1

τ([ci, di])
[ci, di]

+N1/2−1/30
3∏
i=1

[ci, di]12
)
,

where we used the following standard bound for t = c1c2c3,∏
p|t

(
1 + 1

p

)
≪
∏
p|t

(
1 − 1

p

)−1

= t

ϕ(t) ≪ log log t. (4.6)
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Using [ci, di] ⩽ cidi we can see that the second part of this sum is

≪ N1/2−1/30
3∏
i=1

c12
i

 ∑
d⩽Nδ/2

τ(d)βd12

3

≪ N1/2−1/30+19.5δ(logN)3(2β−1)
3∏
i=1

c12
i ,

which is ≪ N1/2−1/30+20δ∏ c12
i . Our choice δ = 7/6000 makes sure that this is ≪

N1/2−1/100∏ c12
i . The first part of the sum is ≪ L(1, χ−N)(log logN)2N1/2∏S(ci), where

S(c) :=
∑
d⩽N

τ(d)β τ([c, d])
[c, d] ⩽

τ(c)
c

∑
d⩽N

τ(d)β+1 gcd(c, d)
d

.

Writing m = gcd(c, d) and d = mt, the sum over d can be seen to be at most
∑
m|c

m
∑
d⩽N
m|d

τ(d)β+1

d
⩽
∑
m|c

τ(m)β+1 ∑
t⩽N

τ(t)β+1

t
≪ τ(c)β+2(logN)2β+1

,

which is sufficient. □

Lemma 4.7. Fix any positive A and s. Then for any positive square-free N ≡ 3 (mod 8)
we have∑

c>(logN)A

∑
x∈(Z\{0})3,c|(x1,x2)

x2
1+x2

2+x2
3=N

(τ(x1)τ(x2)τ(x3))s ≪A,s L(1, χ−N)N1/2(logN)ρ(s)−A/2,

where ρ(s) = 6 · 2(6000s−60)/7 and the implied constant depends at most on A and s.

Proof. Fix any δ > 0. By Lemma 4.5 we can discard the contribution of c > N δ. For the
remaining c we employ Lemma 4.6 with β defined by 7β + 60 = 6000s. We obtain

≪
∑

(logN)A<c⩽Nδ

(
L(1, χ−N)N1/2(log logN)2(logN)3·2β+1 τ(c)2β+6

c2 +N1/2−1/100c24
)

≪ L(1, χ−N)N1/2(logN)3·2β+1−A/2 +N1/2−1/100+25δ.

Choosing sufficiently small δ and using Siegel’s bound we obtain

N−1/100+25δ ≪ N−1/1000 ≪ L(1, χ−N)(logN)3·2β+1−A/2,

which is sufficient. □

Define for N,m1,m2,m3 ∈ N the function

Rm(N) :=
∑

y∈(Z\{0})3:
∑

i
(mjmkyi)2=N

gcd(yi,yj)=1∀i ̸=j

f(yα1
1 yα2

2 yα3
3 ).

Lemma 4.8. Fix any A > 0. In the setting of Theorem 4.1 we have
∑

x∈(Z\{0})3

x2
1+x2

2+x2
3=N

3∏
i=1

f(xi)αi ≪
∑

m∈N3,(4.7)
maxmi⩽(logN)A

Rm(N)
3∏
i=1

τ(mi)2s + L(1, χ−N)N1/2

(logN)A/2−ρ(s) ,

where ρ(s) is as in Lemma 4.7, the implied constant depends at most on s, A and

gcd(mi, 2mj) = 1∀i ̸= j p | m1m2m3 ⇒
(
N

p

)
= 1. (4.7)
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Proof. By our assumption f ⩽ τ s and Lemma 4.7 we may write the sum over x as
∑

x∈(Z\{0})3,x2
1+x2

2+x2
3=N

gcd(xi,xj)⩽(logN)A∀i ̸=j

3∏
i=1

f(xi)αi +O(L(1, χ−N)N1/2(logN)−A/2+ρ(s)).

For {i, j, k} = {1, 2, 3} we let mi = gcd(xj, xk) so that the mi are coprime in pairs
due to gcd(x1, x2, x3) = 1 that can be inferred from the fact that N is square-free and
N = ∑

i x
2
i . Hence, letting yi := xi/(mjmk) we see that mi = gcd(xj, xk) is equivalent to

1 = gcd(mkyj,mjyk). We obtain
∑

m∈N3

gcd(mi,mj)=1∀i ̸=j
mi⩽(logN)A∀i

∑
y:
∑

i
(mjmkyi)2=N

gcd(yi,yj)=1∀i ̸=j

3∏
i=1

f(mjmkyi)αi +O(L(1, χ−N)N1/2(logN)−A/2+ρ(s)).

We omitted the condition gcd(yi,mi) = 1 as it is implied by the fact that N is square-free
and a sum of integer multiples of m2

i and y2
i . Our assumption f(ab) ⩽ τ(a)sf(b) allows

us to write
3∏
i=1

f(mjmkyi)αi ⩽
3∏
i=1

τ(mj)sτ(mk)sf(yi)αi = f(yα1
1 yα2

2 yα3
3 )

3∏
i=1

τ(mi)2s,

since the yi are pairwise coprime and f is multiplicative. The condition that each prime
divisor p of mi must satisfy (N

p
) = 1 comes from the fact that each mi divides two of the

coefficients of ∑i(mjmkyi)2 and is coprime to the third. Finally, if one of the mi is even,
then 4 divides N − (mjmkyi)2, which is impossible owing to N ≡ 3 (mod 4). □

4.5. Level of distribution. Throughout this subsection m is a fixed vector in N3 sat-
isfying (4.7). For positive integers d,N define

Cd(N) := ♯

{
y ∈ Z3 : (m2m3y1)2 + (m1m3y2)2 + (m1m2y3)2 = N,

gcd(yi, yj) = 1∀i ̸= j, d | y1y2y3

}
.

The main result is Lemma 4.11; it gives a level of distribution result for Cd(N) that will
subsequently be fed into Theorem 2.3 to bound Rm(N).

We start with a sieving argument that deals with the coprimality of the yi.

Lemma 4.9. Keep the setting of Theorem 4.1 and fix any δ ∈ (0, 1/9). For all m as
in (4.7) and all d ∈ N we have

Cd(N) =
∑

d∈N3,d=d1d2d3
gcd(di,dj)=1∀i ̸=j
gcd(di,mi)=1∀i

∑
b∈N3,max bi⩽Nδi ∀i

gcd(bi,bj)=1∀i ̸=j
gcd(bi,dimj)=1∀i ̸=j

µ(b1)µ(b2)µ(b3)Cb,d(N) +O(N1/2−δ/400L(1, χ−N)),

where δ1 = δ/100, δ2 = δ/10, δ3 = δ, the quantity Cb,d(N) is given by

♯{t ∈ Z3 : N = (m2m3[d1, b2b3]t1)2 + (m1m3[d2, b1b3]t2)2 + (m1m2[d3, b1b2]t3)2}

and the implied constant depends at most on δ.

Proof. Since yi are coprime in pairs in Cd(N), we can write d = d1d2d3 where di | yi and
the di are coprime in pairs. Then, Cd(N) becomes

∑
d∈N3,d=d1d2d3

gcd(di,midj)=1∀i ̸=j

♯

{
y ∈ (Z \ {0})3 : (m2m3y1)2 + (m1m3y2)2 + (m1m2y3)2 = N,

gcd(yi, yj) = 1∀i ̸= j, di | yi∀i

}
.

24



The condition gcd(di,mi) = 1 comes from the fact that N is square-free and the sum of
squares equation. We now use the expression ∑b1|(y2,y3) µ(b1) to detect the coprimality of
y2 and y3. The contribution of b1 > N δ/100 will then be at most

τ3(d)
∑

b1>Nδ/100

♯{t ∈ Z3 : t21 + t22 + t23 = N, b1 | (t2, t3)} ≪ τ3(d)N1/2−δ/200L(1, χ−N)

by Lemma 4.7. We have d ⩽ N3 due to d | y1y2y3, hence, the bound τ3(d) ≪ N δ/400

shows that the contribution is ≪ N1/2−δ/400L(1, χ−N). Next, we use ∑b2|(y1,y3) µ(b2) to
detect the coprimality of y1 and y3. The contribution of b2 > N δ/10 is

≪ τ3(d)
∑

b1⩽Nδ/100

b2>Nδ/10

♯{t ∈ Z3 : t21 + t22 + t23 = N, b2 | (y1, y3)} ≪ τ3(d)N1/2+δ/100−δ/20L(1, χ−N)

by Lemma 4.7. This can be seen to be ≪ N1/2−δ/150L(1, χ−N) as before. Finally, using∑
b3|(y1,y2) µ(b3), we can see that the range b3 > N δ contributes

≪ τ3(d)
∑

b1⩽Nδ/100,b2⩽Nδ/10

b3>Nδ

♯{t ∈ Z3 : t21 + t22 + t23 = N, b3 | (t1, t2)} ≪ N1/2−δ/10L(1, χ−N).

We thus obtain the expression claimed in the lemma. The conditions of the form
gcd(b1, b2b3d1m2m3) = 1 in the lemma come from the fact that N is square-free. Fi-
nally, the vectors t having ti = 0 for some i contribute at most

≪ τ3(d)N δ1+δ2+δ3r2(N) ≪ N2δ,

which is acceptable by the assumption δ < 1/9. □

We next apply Lemma 4.4. Denote

b = b1b2b3, m = m1m2m3 and Cd :=
∏

p≡3(mod 4)
p|(d,N)

p.

Lemma 4.10. Keep the setting of Lemma 4.9 and fix any ϖ > 0. For all d ∈ N and
m ∈ N3 as in (4.7) with the additional restriction maxmi ⩽ (logN)ϖ we have

Cd(N) = 8
π
L(1, χ−N)N1/2M1M2 +O(d12N1/2+max{50δ−1/30,−δ/800}(logN)100ϖL(1, χ−N)),

where the implied constant depends at most on δ and ϖ. Here

M1 = 1(2 ∤ d)
d

2ω(m)

m2

∏
p|m

(
1 − 1

p

(
−1
p

))

and

M2 =
∑

b∈N3

2♯{p|b:p∤m}µ(b)
b2 2♯{p|d:p∤bm} ∏

p|b,p∤m

(
1 − 1

p

(
−1
p

))
2♯{p|(d,b)}

2♯{p|d:p∤bmN}

× gcd(d, b)3♯{p|d:p∤bm}2♯{p|d,p|m,p∤b} ∏
p|d
p∤bm

(
1 − 1

p

(
−1
p

))(
1 − 1

p

(
−N
p

))
,

where the sum is over b satisfying the further conditions

Cd | b1b2b3m, gcd(bi, 2bjmj) = 1∀i ̸= j,

and (N
p

) = 1 for all primes p | b1b2b3 with p ∤ m.
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Proof. We employ Lemma 4.4 with ci = mjmk[di, bjbk] to estimate Cd(N) in Lemma 4.9.
The error term is

≪ τ3(d)d12N1/2−1/30(logN)100ϖ
3∏
i=1

∑
b⩽Nδi

b24 ≪ d12N1/2−1/30+50δ(logN)100ϖL(1, χ−N)

by Siegel’s bound and τ3(d) ≪ N δ−δ1−δ2L(1, χ−N) that is implied by d ⩽ N3.
To deal with the main term let us recall that the mi are pairwise coprime and use the

coprimality conditions on the bi, di to see that (4.3) is always met. Denote b := b1b2b3.
Note that a prime p divides exactly two of the ci if and only if p | bm. In addition, p
divides exactly one of ci if and only if p divides d but not bm. We get the main term

8
π
L(1, χ−N)N1/21(2 ∤ m)

m2 K
∏
p|m

(
1 − 1

p

(
−N
p

))
,

where K is the sum∑ * 2ω(mb)µ(b1)µ(b2)µ(b3)
(b1b2b3)2

∏
p|b1b2b3
p∤m

(
1 − 1

p

(
−N
p

))
1(2 ∤ d)2♯{p|d:p∤bm}

d
F(d)

×1(p | (d,N), p ∤ bm ⇒ p ≡ 1 (mod 4))
∏
p|d
p∤bm

(
1 − 1

p

(
−1
p

))(
1 − 1

p

(
−N
p

))(1
2

)1(p∤N)

with ∑ * taken over b ∈ N3 satisfying bi ⩽ N δi for all i, gcd(bi, 2bjmj) = 1 for all i ̸= j,
and, with the further property that each prime divisor p of b that does not divide m must
satisfy (N

p
) = 1. The multiplicative function F(d) is defined as∑

d∈N3,d=d1d2d3

gcd(d1, b2b3) gcd(d2, b1b3) gcd(d3, b1b2),

where the sum is subject to gcd(di, djmibi) = 1 for all i ̸= j. To analyse it at prime
powers pα we use that di are coprime to infer that F(pα) equals

gcd(pα, b2b3)1(p ∤ b1m1) + gcd(pα, b1b3)1(p ∤ b2m2) + gcd(pα, b1b2)1(p ∤ b3m3).

Since bi are coprime in pairs and square-free we see that if p | b1b2b3 then the above
becomes 2p because gcd(bi,mj) = 1 for all i ̸= j. If p ∤ b1b2b3m1m2m3 then the sum
becomes 3. If p ∤ b1b2b3 and p | m1m2m3 then it becomes 2. Thus, F(d) equals

2♯{p|(b,d)} gcd(b, d)3♯{p|d:p∤bm}2♯{p|(d,m):p∤b}.

Using (4.6) we see that the contribution of b with bi > N δ
i for some i is

≪ L(1, χ−N)N1/2(log logN)3τ(d)6ω(d)d
∑

b∈N3

∃i:bi>N
δi

2ω(b1b2b3)

(b1b2b3)2 ≪ L(1, χ−N)N1/2d2N
− 1

2 min δi ,

which is acceptable since min δi > δ/800. To conclude the proof we note that the condition
p | d, p | N, p ∤ bm ⇒ p ≡ 1 (mod 4) is equivalent to Cd | bm. □

Finally, we simplify the main term in Lemma 4.10. The error term will be obtained by
taking δ = 80/120003. Denote for a prime p,

cp = 1 − 1
p

(
−1
p

)
.
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Lemma 4.11. Fix any ϖ > 0. For all m ∈ N3 as in (4.7) with maxmi ⩽ (logN)ϖ, all
square-free positive integers N ≡ 3 (mod 8) and all d ∈ N we have

Cd(N) = M(N)gN(d) +O(d12N1/2−1/1200030(logN)100ϖL(1, χ−N)),
where the implied constant depends at most on ϖ. Further,

M(N) = 8
π
L(1, χ−N)N1/2 2ω(m1m2m3)

(m1m2m3)2

∏
p|m1m2m3

cp

(
1 − 1

p2

) ∏
p∤m1m2m3

( N
p

)=1

(
1 − 6cp

p2

)

and

gN(d) =1(p | (d,N) ⇒ p ≡ 1 (mod 4))1(2 ∤ d)
d

2♯{p|d:p|m1m2m3N}3♯{p|d:p∤m1m2m3}

×
∏

p|m1m2m3
p|d

(
1 + 1

p

)−1 ∏
p∤m1m2m3
p|d,( N

p
)=1

1(
1 − 6cp

p2

) (
1 − 4

pcp

) ∏
p|d

p∤m1m2m3

cp

(
1 − 1

p

(
−N
p

))
.

Proof. Let G(b) be the number of b ∈ N3 with b = b1b2b3 and gcd(bi, bjmj) = 1 for all
i ̸= j. Using 2♯{p|d:p∤bm}2♯{p|d,p|m,p∤b}2♯{p|(d,b)} = 2ω(d) we can write

M2 = M33♯{p|d:p∤m} 2ω(d)

2♯{p|d:p∤mN}

∏
p|d,p∤m

cp

(
1 − 1

p

(
−N
p

))
,

where M3 is given by∑
b∈N,2∤b,Cd|bm
p|b,p∤m⇒( N

p
)=1

2♯{p|b:p∤m}µ(b) gcd(d, b)
b2

2♯{p|b:p∤mN,p|d}

3♯{p|b:p∤m,p|d} G(b)
∏

p|b,p∤m
p|d

c−2
p

∏
p|b,p∤m

cp.

For a prime p we have G(p) = 1(p ∤ m1m2) + 1(p ∤ m1m3) + 1(p ∤ m2m3). Since the
mi are coprime in pairs, G(p) becomes 1 or 3 according to whether p divides m or not.
Hence, G(b) = 3♯{p|b:p∤m} for all square-free b, thus, M3 can be written as∑

b∈N,2∤b,Cd|bm
p|b,p∤m⇒( N

p
)=1

6♯{p|b:p∤m}µ(b) gcd(d, b)
b2

2♯{p|b:p∤mN,p|d}

3♯{p|b:p∤m,p|d}

∏
p|b,p∤m
p|d

c−2
p

∏
p|b,p∤m

cp.

Let us show that if the sum over b is non-empty then Cd = 1. To see that, assume there
is a prime p | Cd. Then the condition p | Cd | bm implies that p | m or p ∤ m and p | b.
In the first case, the condition present in M1 shows that (N

p
) = 1, which violates the

condition p | Cd | N . In the second case, we have p ∤ m and p | b, hence, the condition in
the sum over b shows that (N

p
) = 1, which is a contradiction.

Now, factor the square-free b as b0b1, where b0 | m and b1 is coprime to m. We can
thus write M3 = M4M5, where

M4 =
∑
b0|m

µ(b0) gcd(d, b0)
b2

0
=
∏
p|m
p|d

(
1 − 1

p

)∏
p|m
p∤d

(
1 − 1

p2

)

and M5 is given by∑
b1∈N,gcd(b1,2m)=1

p|b1⇒( N
p

)=1

6♯{p|b1}µ(b1) gcd(d, b1)
b2

1

(2
3

)♯{p|b1:p|d} ∏
p|b1

cp
∏
p|b1
p|d

c−2
p ,
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where we used the conditions b0 | m and gcd(b1,m) = 1 to infer that b0, b1 are coprime
and thus split µ(b0b1). The Euler product for M5 equals

∏
p∤2m

( N
p

)=1

(
1 − 6cp

p2

) ∏
p|d,p∤2m
( N

p
)=1

1(
1 − 6cp

p2

) (
1 − 4

pcp

) ,
which concludes the proof. □

4.6. The proof of Theorem 4.1. We apply Theorem 2.3 with A being the set of
vectors y ∈ (Z \ {0})3 satisfying gcd(yi, yj) = 1 for all i ̸= j and ca = |y1y2y3|. Further,
we let T = N and χN(a) = 1{N}((m2m3y1)2 + (m1m3y2)2 + (m1m2y3)2). To verify
assumption (2.6) we use Lemma 4.11. Note that 2ω(m)∏

p|m(1 − 1/p) ⩾ 1, hence

N1/2L(1, χ−N)
(logN)6ϖ ⩽

N1/2L(1, χ−N)
(m1m2m3)2 ≪ M ≪ N1/2L(1, χ−N) (4.8)

with absolute implied constants. Fix any strictly positive constants ξ and θ satisfying
12θ + ξ < 1/600015. For any positive integer d ⩽M θ, the error term in Lemma 4.11 is

≪ M12θN1/2L(1, χ−N)N−1/1200030(logN)100ϖ ≪ M1+12θN−1/1200030(logN)106ϖ

by the lower bound (4.8). Using the upper bound of the same inequality we obtain

≪ M1−1/600015+12θL(1, χ−N)1/2400060(logN)106ϖ ≪ M1−1/600015+12θ(logN)1+106ϖ

by the bound L(1, χ−N) ≪ logN . The error term is O(M1−ξ) as we have chosen ξ so
that 12θ + ξ < 1/600015. This verifies assumption (2.6) of Theorem 2.3. The remain-
ing assumptions are easily seen to hold since the function gN in Lemma 4.11 satisfies
pegN(pe) = O(1) for all e ⩾ 1 and primes p with an absolute implied constant. Hence,
one has for all m with maxmi ⩽ (logN)A∑

y∈(Z\{0})3:
∑

i
(mjmkyi)2=N

gcd(yi,yj)=1∀i ̸=j

f(|y1y2y3|) ≪ M(N)T (M(N)),

where
T (y) =

∏
1≪p⩽y

(1 − gN(p))
∑
a⩽y

f(a)gN(a)

and the implied constant depends at most on s and ϖ. We have T (y) ≍ exp(S(y)) by
Lemma 2.10, where S(y) is

6
∑
p|N

p≡1(mod 4)

f(p) − 1
p

+ 3
∑
p⩽y
p∤N

f(p) − 1
p

+O
(

1 +
∑

p|m1m2m3

1
p

+
∑
p|N
p>y

1
p

)
.

The main term is

3
∑
p|N

(
−1
p

)
f(p) − 1

p
+ 3

∑
p⩽y

f(p) − 1
p

+O
(∑
p|N
p>y

1
p

)
.

The sum over p | N, p > y is ≪ ω(N)/y ≪ (logN)/y. Thus, with cf (N) as in (4.1), there
exists a positive constant ν = ν(s) such that for all y ⩾ logN one has

∏
p|m1m2m3

(
1 + 1

p

)−ν

≪ T (y)cf (y)−3 exp
−3

∑
p⩽y

f(p) − 1
p

 ≪
∏

p|m1m2m3

(
1 + 1

p

)ν
.
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Injecting the upper bound into Lemma 4.8 and using that M(N) ⩽ N we get

∑
x∈(Z\{0})3

x2
1+x2

2+x2
3=N

3∏
i=1

f(|xi|) ≪ L(1, χ−N)N1/2

(logN)A/2−ρ(s) + L(1, χ−N)N1/2cf (N)3 exp
3

∑
p⩽N

f(p) − 1
p

S

where

S =
∑

m∈N3,(4.7)
maxmi⩽(logN)A

3∏
i=1

τ(mi)2s

m2
i

∏
p|mi

(
1 + 1

p

)ν
.

Since ∏p|m(1+1/p) ⩽ τ(m) we can see that S is bounded. Enlarging the value of A allows
the logarithmic exponent A/2 − ρ(s) to exceed any given number and it thus completes
the proof of the upper bound in Theorem 4.1 when each αi is 1.

To prove the lower bound in Theorem 4.1 we note that∑
x∈(Z\{0})3

x2
1+x2

2+x2
3=N

3∏
i=1

f(|xi|) ⩾
∑

x∈(Z\{0})3,
∑

i
x2

i =N
gcd(xi,xj)=1∀i ̸=j

3∏
i=1

f(|xi|)

and apply Theorem 2.4 to estimate the right-hand side sum. This has a level-of-distribution
assumption that can be verified using the case m1 = m2 = m3 = 1 of Lemma 4.11. The
residual stages in the proof are indistinguishable to those for the upper bound.

4.7. General Diophantine equations. The proof of Theorem 1.10 is based on an
application of Theorem 2.3. This has specific assumptions; we start by verifying the
ones related to the level of distribution in Lemma 4.13 and proceed by verifying the ones
related to the growth of the sieve density function in Lemmas 4.14-4.15.

Lemma 4.12. Let F ∈ Z[x0, . . . , xn] be as in Theorem 1.10. Then for every 0 ⩽ i ⩽ n
we have ♯{x ∈ (Z ∩ [−B,B])n+1 : F (x) = 0, xi = 0} ≪ Bn−d, where the implied constant
depends only on i and F .

Proof. It is necessary to recall the definition of the Birch rank B(g) of a polynomial g ∈
Z[x0, x1, . . . , xm], where m ∈ N. Denoting the homogeneous part of g by g♭, the number
B(g) is defined as the codimension of the affine variety in Cm+1 given by ∇g♭(x) = 0.
Note that B(g) = m + 1 when g♭ is smooth. Returning to the proof of our theorem we
note that setting xi = 0 in the polynomial F (x) will produce a homogeneous polynomial
Fi in at most n− 1 variables. We claim that Fi will have degree d. If not, then Fi must
vanish identically, which can only happen when each monomial of Fi contains xi; hence,
xi would divide F (x) and this would contradict the assumed smoothness of F .

By [48, Lemma 3.1] one has B(Fi) ⩾ B(F ) − 2, since in the notation of [48] one has
|j|1 = 1 and R = 1. Recalling that F is smooth one sees that B(F ) = n+ 1. Hence,

B(Fi) ⩾ n− 1 ⩾ (d− 1)2d−1 = (deg(Fi) − 1)2deg(Fi)−1.

Hence, Fi satisfies the assumption on the number of variables for Birch’s work [7]. In
particular, [7, Equation (4), page 260] applied to Fi gives

♯{x ∈ (Z ∩ [−B,B])n : F (x0, x1, . . . , xi−1, 0, xi+1, . . . , xn) = 0} ≪ Bn−deg(Fi) = Bn−d,

which is sufficient. □

For a prime p define

σp := lim
m→+∞

♯{x ∈ (Z/pmZ)n+1 : F (x) ≡ 0 (mod pm)}
pmn

.
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Combining [7, Equation (20), page 256] with [7, Lemma 7.1] we see that the limit con-
verges and, furthermore,

σp = 1 +O(p−1−λ) (4.9)
for some positive λ = λ(F ). The corresponding density over R is given by

σ∞ :=
∫ +∞

−∞

∫
x∈[−1,1]n+1

exp(2πiγF (x))dxdγ.

It converges due to [7, Lemma 5.2]. Finally, we let
σ(F ) := σ∞

∏
p

σp.

Lemma 4.13. Keep the assumptions of Theorem 1.10 and assume that F = 0 has a
Q-point. Then there exist positive constants Ξ, β, both of which depend on F , such that
for all q ∈ N and B ⩾ 1 with q ⩽ BΞ one has
♯{x ∈ (Z\{0})n+1 : max |xi| ⩽ B,F (x) = 0, q | x0 · · ·xn} = σ(F )Bn+1−d(hF (q)+O(B−β)),
where the function hF : N → [0,∞) is defined by

hF (q) =
∏
p|q

1
σp

lim
m→+∞

♯
{
x ∈ (Z/pmZ)n+1 : pm | F (x), pvp(q) | x0 · · ·xn

}
pmn

and the implied constant is independent of q.

Proof. Adding back the terms for which x0 · · ·xn = 0 shows that the counting function
equals

♯{x ∈ (Z ∩ [−B,B])n+1 : F (x) = 0,x ≡ t (mod q)} +O(E),
where E = ♯{x ∈ (Z ∩ [−B,B])n+1 : F (x) = 0, x0 · · ·xn = 0}. By Lemma 4.12 we
have E = O(Bn−d), which is satisfactory. To deal with the main term we partition in
progressions to convert it into∑

t∈(Z/qZ)n+1

t0···tn≡0(mod q)

♯{x ∈ (Z ∩ [−B,B])n+1 : F (x) = 0,x ≡ t (mod q)}.

We now employ [22, Lemma 4.4] to deduce that the cardinality equals
σ∞B

n+1−d∏
p|q
σp(t, pvp(q))

∏
p∤q
σp +O(Bn+1−d−ηqM),

where η,M are positive constants that depend only on F ,

σp(t, pk) := lim
m→+∞

♯
{
x ∈ (Z/pmZ)n+1 : F (x) ≡ 0 (mod pm) ,x ≡ t

(
mod pk

)}
pmn

and the implied constant depends at most on F . The contribution of the error term is
≪ Bn+1−d−ηqM

∑
t∈(Z/qZ)n+1

t0···tn≡0(mod q)

1 ≪ Bn+1−d−ηqM+n+1.

Letting Ξ := η
2(M+n+1) , the assumption q ⩽ BΞ implies that qM+n+1 ⩽ Bη/2, thus the

error term is O(Bn+1−d−η/2), which is satisfactory. The main term contribution becomes

σ(F )Bn+1−d ∑
t∈(Z/qZ)n+1

t0···tn≡0(mod q)

∏
p|q

σp(t, pvp(q))
σp

,

where we have used the fact that σp > 0 for all primes p. This is guaranteed by [7,
Lemma 7.1] and the assumption that F = 0 is non-singular and has a Q-point. It is
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straightforward to see that the sum over t forms a multiplicative function of q by using
the Chinese Remainder Theorem. Its value at a prime power pk is

1
σp

lim
m→+∞

1
pmn

∑
t∈(Z/pkZ)n+1

t0···tn≡0(mod pk)

∑
x∈(Z/pmZ)n+1, pk|x−t

F (x)≡0(mod pm)

1

which can be seen to coincide with hF (pk) by interchanging the order of summation. □

The next result will be used to study hF at prime powers. Its proof is analogous to [48,
Lemma 3.4].

Lemma 4.14. Keep the assumptions of Theorem 1.10. Fix any i ̸= j ∈ Z ∩ [0, n] and
α, β ∈ Z ∩ [0,∞). Then there exists µ0 > 0 that depends only on d such that

lim
m→+∞

♯
{
x ∈ (Z/pmZ)n+1 : pm | F (x), pα | xi, pβ | xj

}
pmn

= 1
pα+β (1 +O(p−1−µ0)),

where the implied constant depends at most on i, j and F .

Proof. Let m ⩾ max{α, β} + 1. Then

♯
{
x ∈ (Z/pmZ)n+1 : pm | F (x), pα | xi, pβ | xj

}
=

∑
(x1,x2)∈(Z/pmZ)2

pα|x1,pβ |x2

N(x1, x2), (4.10)

where N(x1, x2) = ♯{y ∈ (Z/pmZ)n−1 : Fx1,x2(y) ≡ 0 (mod pm)} and

Fx1,x2(y) := F (y0, . . . , yi−1, x1, yi+1, . . . , yj−1, x2, yj+1, . . . , yn).

The expression
1
pm

∑
a∈Z/pmZ

exp
(

2πi a
pm
Fx1,x2(y)

)

is 1 or 0 according to whether Fx1,x2(y) is divisible by pm or not. Writing a = pm−tb for
some b ∈ (Z/ptZ)∗ the expression becomes

1
pm

m∑
t=0

∑
b∈(Z/ptZ)∗

exp
(

2πi b
pt
Fx1,x2(y)

)
= 1
pm

+ 1
pm

m∑
t=1

∑
b∈(Z/ptZ)∗

exp
(

2πi b
pt
Fx1,x2(y)

)
.

Hence,

N(x1, x2) = pm(n−2) + 1
pm

m∑
t=1

∑
b∈(Z/ptZ)∗

∑
y∈(Z/pmZ)n−1

exp
(

2πi b
pt
Fx1,x2(y)

)
.

Replacing y by its value (mod pt) does not affect the exponential, thus,

N(x1, x2) = pm(n−2) + pm(n−2)
m∑
t=1

p−t(n−1) ∑
b∈(Z/ptZ)∗

∑
z∈(Z/ptZ)n−1

exp
(

2πi b
pt
Fx1,x2(z)

)
.

We can view Fx1,x2(y) as a polynomial in y since x1, x2 are fixed. It will be non-
homogeneous and its degree d part is homogeneous and equals F0,0(y). By [48, Lemma 3.1]
one has B(Fx1,x2) ⩾ B(F ) − 4 = n − 3, since one must take |j|1 = 2 and R = 1 in [48].
Our assumptions ensure that n− 3 ⩾ 1 + (d− 1)2d, thus, [7, Lemma 5.4] shows that, for
every fixed positive ϵ, the sum over z is ≪ pt(n−1−µ+ϵ), where µ = K(Fx1,x2)/(d− 1) and
K(g) is defined in [7, Equation (8), page 252] as B(g♭)2−d+1. Note that [7, Lemma 5.4]
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is unaffected by the lower order terms coming from x1, x2, since the proof is based on a
Weyl differencing process in [7, Lemma 2.1]. We obtain

N(x1, x2) = pm(n−2) +O
(
pm(n−2)

m∑
t=1

pt(1−µ+ϵ)
)
.

We aim to show that 1 − µ < −1. Using B(Fx1,x2) ⩾ n− 3 we obtain

µ = B(Fx1,x2)2−d+1

d− 1 ⩾
(n− 3)2−d+1

d− 1 ⩾ 2 + 2−d+1

d− 1 ,

where we used our assumption n ⩾ 4 + (d − 1)2d in the last step. Let ϵ = 2−d/(d − 1)
and µ0 = −2 + µ− ϵ, so that 1 − µ+ ϵ = −1 − µ0 < −1 and

m∑
t=1

pt(1−µ+ϵ) ≪ p1−µ+ϵ = p−1−µ0 .

Therefore, N(x1, x2) = pm(n−2)(1+O(p−1−µ0)), which can be injected into (4.10) to obtain

♯
{
x ∈ (Z/pmZ)n+1 : pm | F (x), pα | xi, pβ | xj

}
= pmn−α−β(1 +O(p−1−µ0))

since the right-hand of (4.10) has p2m−α−β terms. Dividing by pmn concludes the proof.
□

Lemma 4.15. Keep the assumptions of Theorem 1.10, let p be a prime and assume that
F = 0 has a Qp-point. There exist positive constants δF , δ′

F that depend only on F such
that for all e ⩾ 1 we have

hF (p) = n+ 1
p

(
1 +O(p−1−δ′

F )
)

and hF (pe) ⩽ pδF −e/(n+1),

where the implied constant depends at most on F .

Proof. We have

♯ {x ∈ (Z/pmZ)n+1 : pm | F (x), p | x0 · · · xn}
pmn

=
n∑
i=0

♯ {x ∈ (Z/pmZ)n+1 : pm | F (x), p | xi}
pmn

+O

 ∑
1⩽i<j⩽n

Ei,j

 ,
where

Ei,j = ♯ {x ∈ (Z/pmZ)n+1 : pm | F (x), p | xi, p | xj}
pmn

.

By Lemma 4.14 with α = β = p we see that Ei,j ≪ 1/p2. To estimate the sum over
0 ⩽ i ⩽ n in the main term we use Lemma 4.14 with α = p, β = 0 to obtain

n∑
i=0

(1 +O(p−3/2))
p

+O(n2p−2) = n+ 1
p

+O(p−1−µ0).

Our assumptions ensure that σp > 0 and recalling (4.9) proves the claimed estimate on
hF (p).

To bound hF (pe) note that if m > e ⩾ n and x ∈ (Z/pmZ)n is such that x0 · · ·xn ≡
0 (mod pe) then there exists 0 ⩽ i ⩽ n such that vp(xi) ⩾ e/(n + 1). By Lemma 4.14
with β = 0 and α given by the least integer satisfying α ⩾ e/(n + 1) we infer that
hF (pe) ⩽ Cp−e/(n+1) for some positive constant C = C(F ) by taking m → ∞ in the
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definition of hF (pe). If e ∈ [1, n) then we use the trivial bound hF (pe) ⩽ pn+1. Thus, in
all cases we have shown that

hF (pe) ⩽ max{C, pn+1}
p

e
n+1

.

Letting γ = (logC)/(log 2), we infer that C ⩽ 2γ ⩽ pγ, hence,

hF (pe) ⩽ pmax{γ,n+1}−e/(n+1),

thus, concluding the proof. □

To prove Theorem 1.10 we can assume with no loss of generality that F = 0 has a
Q-point so that the set C := {|x0 · · ·xn| : x ∈ (Z \ {0})n+1, F (x) = 0} is non-empty. Let
A = {x ∈ (Z \ {0})n+1 : F (x) = 0} and for every a = x ∈ A define ca = |x0 · · · xn|.
Define χB : A → [0,∞) by

χB(x) := 1[0,B](max{|xi| : 0 ⩽ i ⩽ n}).

By Lemma 4.13 there exist Ξ, β > 0 such that for all q ⩽ BΞ one has∑
a∈A
q|ca

χB(a) = σ(F )Bn+1−d(hF (q) +O(B−β)).

This shows that the property in Definition 2.2 is fulfilled for M = σ(F )Bn+1−d. In
particular,

sup{ca : χB(a) > 0} ⩽ sup{|x0 · · ·xn| : max |xi| ⩽ B} ⩽ Bn+1 ≪ M (n+1)/(n+1−d),

thus, (2.7) holds with α = n+1
n+1−d . Note that hF ∈ D(n+ 1, 1/(n+ 1), δF , B′, K) for some

positive constants B′, K that depend only on F due to hF (pe) ⩽ hF (p) and Lemma 4.15.
We can thus employ Theorem 2.3 to deduce that∑

x∈(Z\{0})n+1

max |xi|⩽B,F (x)=0

f(|x0 · · ·xn|) ≪ Bn+1−d ∏
p⩽M

(1 − hF (p))
∑
a⩽M

f(a)hF (a),

where M = σ(F )Bn+1−d. By Lemma 4.15 we can bound the product over p ⩽ M by
≪ exp(−(n + 1)∑p⩽M 1/p). Combining this with the succeding lemma completes the
proof of Theorem 1.10.

Lemma 4.16. Keep the setting of Theorem 1.10. For every fixed constant γ > 0 and
each B ⩾ 1 we have

∑
a⩽Bγ

f(a)hF (a) ≪ exp
(n+ 1)

∑
p⩽B

f(p)
p

 ,
where the implied constant depends at most on f, A, γ and F .

Proof. We will apply Lemma 2.7 with G = f . It is clear that f satisfies the required
assumptions. We next verify the required assumptions for hF : the bound (2.9) holds
for hF (pe) due to Lemma 4.15 and the fact that hF (pe) ⩽ hF (p). It remains to prove
the estimate hF (pe) ≪ 1/p2 for all e ⩾ 2. Since hF (pe) ⩽ hF (p2) it suffices to bound
hF (p2). To do so we note that if x ∈ (Z/pmZ)n+1 is such that F (x) ≡ 0 (mod pm) and
p2 | x0 · · ·xn, then either there exists i such that p2 | xi or there are i ̸= j such that p | xi
and p | xj. In the first case we may employ Lemma 4.14 with α = 2 and β = 0 and in
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the second case with α = 1 and β = 1 in order to obtain the bound hF (p2) ≪ p−2. Now
Lemma 2.7 implies that

∑
a⩽Bγ

f(a)hF (a) ≪ exp
 ∑
p⩽Bγ

f(p)hF (p)
 ,

where the implied constant only depends on f and F . Using the estimate for hF (p) from
Lemma 4.15 and noting that f(p) ⩽ A and ∑

p−2 ⩽ ∞, we can rewrite the sum over
p ⩽ Bγ as ∑

p⩽Bγ

f(p)hF (p) = (n+ 1)
∑
p⩽Bγ

f(p)
p

+O ((n+ 1)A) .

Therefore ∑
a⩽Bγ

f(a)hF (a) ≪ exp
(n+ 1)

∑
p⩽Bγ

f(p)
p

 ,
where the implied constant depends at most on f , A, n and hF . To conclude the proof
we note that for all 0 < γ1 < γ2 one has∑

Bγ1<p⩽Bγ2

f(p)
p

⩽ A
∑

Bγ1<p⩽Bγ2

1
p

= A log γ2

γ1
+O(1/ logB) ≪ 1,

thus, one can replace the condition p ⩽ Bγ by p ⩽ B at the cost of a different implied
constant. □

5. Polynomial values

In this section we give upper and lower bounds for sums of the form (1.4).

5.1. Proving equidistribution. Here we prove the necessary results that will be fed
into Theorems 2.3-2.4 to yield Theorems 1.15-1.16.

If pQ denotes the largest prime dividing all coefficients of Q then for p ⩽ pQ we have
ϱQ(pe) ⩽ 1 ⩽ pQ/p for all e ⩾ 1. For all other primes we use [51, Lemma 2.7] to obtain

ϱQ(pe) ⩽ pQ + deg(Q)
p

. (5.1)

Furthermore, Lemma 2.8 gives

ϱQ(pe) ⩽ C0

pe/deg(Q) (5.2)

for a positive constant C0 that only depends on Q. Finally, Lemma 2.5 shows∏
p⩽x

(1 − ϱQ(q)) = c(log x)−r(1 +O(1/ log x)), (5.3)

where r is the number of irreducible components ofQ and c is a positive number depending
only on Q.

The following definition is based on [54, Definition 2.2]. Write |·| for the usual Euclidean
norm on Rk for k ∈ N.

Definition 5.1 (Regions). Let n,M ⩾ 1 be integers and let L > 0 be a real number. We
say that a subset S of Rn is in Reg(n,M,L) if

(1) S is bounded,
(2) there exist M maps ϕ1, . . . , ϕM : [0, 1]n−1 → Rn satisfying

|ϕi(x) − ϕi(y)| ⩽ L|x − y|
for x,y ∈ [0, 1]n−1 and i = 1, . . . ,M such that the images of ϕi cover ∂S.
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Lemma 5.2 (Widmer, [54, Theorem 2.4]). Each S ∈ Reg(n,M,L) is measurable and
satisfies

|♯(S ∩ Zn) − vol(S)| ⩽ n
3n2

2 M max(Ln−1, 1).

Lemma 5.3. Let D ∈ Reg(n,M,L). Then for all w ∈ [−1, 1]n and t ⩾ 1 one has

♯{x ∈ Zn ∩ (tD + w)} = vol(D)tn +O(tn−1),

where the implied constant depends on n,M,L, but is independent of t and w.

Proof. This follows from Lemma 5.2. □

Lemma 5.4. Let B ∈ Reg(n,M,L) and let Q ∈ Z[x1, . . . , xn] be non-zero. Then for all
c ∈ Rn, q ∈ N, R ⩾ 1 with q ⩽ R we have

♯{x ∈ Zn ∩ (RB + c) : Q(x) ̸= 0, q | Q(x)} = ϱQ(q)vol(B)Rn(1 +O(q/R)) +O(Rn−1),

where the implied constant depends on n, B and Q, but is independent of R and q.

Proof. We may assume that Q is non-constant. We will first show that

♯{x ∈ Zn ∩ (RB + c) : Q(x) = 0} ≪ Rn−1,

where the implied constant depends at most on n, B and Q. We will proceed by induction
on n. The case n = 1 is easy, so now suppose that n > 1. Observe that we may certainly
assume that the variable xn occurs in Q. Expand Q as

Q(x1, . . . , xn) =
m∑
i=0

Qi(x1, . . . , xn−1)xin

with m ⩾ 1 and Qm(x1, . . . , xn−1) non-zero. By the induction hypothesis we may bound
the number of zeros of Qm(x1, . . . , xn−1). If Qm(x1, . . . , xn−1) ̸= 0, then there are at
most m possibilities, say α1, . . . , αm, for xn. We may find B such that B is contained in
[−B,B]n. Then we can employ Lemma 5.3 in dimension n − 1 to see that the number
of integer vectors in x ∈ Zn ∩ (R[−B,B]n + c) for which xn = αj is ≪ Rn−1, where the
implied constant depends at most on n and B. We can thus add back the missing terms
with Q(x) = 0 at the cost of a negligible error term depending only on n, B and Q.

Note that for every c ∈ R and y′ ∈ Z/qZ there exists a unique y ∈ Z ∩ [c, c + q) such
that y ≡ y′ (mod q). Using this for every yi and ci allows us to to split in progressions in
order to obtain

♯{x ∈ Zn ∩ (RB + c) : q | Q(x)} =
∑

y∈Zn∩I
q|Q(y)

♯{x ∈ Zn ∩ (RB + c) : x ≡ y (mod q)}, (5.4)

where I is the product of intervals ∏n
i=1[ci, ci + q). Letting x = y + qz we infer

♯{x ∈ Zn ∩ (RB + c) : x ≡ y (mod q)} = ♯

{
z ∈ Zn ∩

(
R

q
B + c − y

q

)}
.

Since yi ∈ [ci, ci + q) and R/q ⩾ 1 we can use Lemma 5.3 with w = (c − y)/q to obtain

♯

{
z ∈ Zn ∩

(
R

q
B + c − y

q

)}
= vol(B)R

n

qn
+O

(
Rn−1

qn−1

)
,

where the implied constant depends at most on n and B. Injecting this into (5.4) gives

♯{x ∈ Zn ∩ (RB + c) : q | Q(x)} = ϱQ(q)(vol(B)Rn +O(qRn−1)),

which completes the proof. □
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5.2. Upper bounds. We have [−1, 1]n ∈ Reg(n, 2n, 2). Thus, by Lemma 5.4 with B =
[−1, 1]n and c = 0 we have

♯{x ∈ Zn ∩ T [−1, 1]n : Q(x) ̸= 0, q | Q(x)} = ϱQ(q)2nT n
(
1 +O

(
q/T

))
+O(T n−1),

whenever q ⩽ T , where the implied constant depends at most on n,Q and B. In partic-
ular, if q ⩽ T 1/2 then the right-hand side becomes

ϱQ(q)2nT n(1 +O(1/
√
T )) +O(T n−1/2).

Thus, we can use Theorem 2.3 with

A = {x ∈ Zn : Q(x) ̸= 0},C = {|Q(x)| : x ∈ A}, χT (x) = 1[0,T ](max |xi|),

since it shows that the assumption of Definition 2.2 holds with

h = ϱQ,M(T ) = 2nT n, θ = 1
4n, ξ = 1

2n.

Note that assumption (2.1) is satisfied with κ = r due to (5.3), while assumptions (2.2)-
(2.3) hold respectively due to (5.1)-(5.2). Hence for all T ⩾ 1 we have∑

x∈Zn∩T [−1,1]n
Q(x)̸=0

f(|Q(x)|) ≪ T n
∏
p⩽Tn

(1 − ϱQ(p))
∑
a⩽Tn

f(a)ϱQ(a),

where the implied constant depends at most on A,Q and n. By (5.3) the product over
p ⩽ T n is asymptotic to (log T )−r.

To complete the proof of Theorem 1.15 let us note that since f ⩾ 0 and D is contained
in X(D)[−1, 1]n we can write∑

x∈Zn∩D
Q(x)̸=0

f(|Q(x)|) ⩽
∑

x∈Zn∩X(D)[−1,1]n
Q(x)̸=0

f(|Q(x)|).

As we have seen, this is

≪ X(D)n(log 2X(D))−r ∑
a⩽X(D)n

f(a)ϱQ(a),

which is sufficient.

5.3. Lower bounds. By assumption D contains a set of the form c + XU , where U is
the unit ball in Rn. Since f ⩾ 0 we deduce that∑

x∈Zn∩D
Q(x)̸=0

f(|Q(x)|) ⩾
∑

x∈Zn∩(c+XU)
Q(x) ̸=0

f(|Q(x)|).

We may thus employ Theorem 2.4 with

A = {x ∈ Zn : Q(x) ̸= 0},C = {|Q(x)| : x ∈ A}, χt(x) = 1c+XU(x).

Note that U can be parametrised by a single function in n − 1 variables by using trigo-
nometric functions, thus, we can use Lemma 5.4 to obtain

♯{x ∈ Zn ∩ c +XU : Q(x) ̸= 0, q | Q(x)} = vol(U)ϱQ(q)Xn +O(deg(Q)ω(q)Xn−1),

whenever q ⩽ X, where the implied constant depends at most on n and Q. The proof
can now be completed by following the same steps as in the final stage of the proof of
Theorem 1.16.
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5.4. Proof of Theorem 1.11. When D = [−X,X]n, the parameter X(D) in Defini-
tion 1.13 satisfies X(D) ⩽ 2X. Thus, Theorem 1.15 yields that∑

x∈Zn∩[−X,X]n
Q(x) ̸=0

τk(|Q(x)|)ℓ ≪ Xn(logX)−1 ∑
a⩽Xn

τk(a)ℓϱQ(a).

A lower bound can be given by employing Theorem 1.16 with D = [−X,X]n. This is
allowed since the sphere in Rn with radius X and centre at the origin is contained in
D. To conclude the proof we use Lemma 2.9 with G = τ ℓk. To see that G satisfies the
required assumptions we recall that for primes p and all e ⩾ 1 one has

τk(pe) = (e+ k − 1)(e+ k − 2) · · · (e+ 1)
(k − 1)!

so that τk(p)ℓ = kℓ and τk(pe)ℓ ⩽ eOk,ℓ(1) ≪k,ℓ (3/2)e. Hence, Lemma 2.9 can be employed
with r = 1, λ = kℓ and C = 3/2; it yields∑

a⩽X

τk(a)ℓϱQ(a) ≍ (logX)kℓ

.
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