
ETH Library

Navigating the Carbon Maze: A
Roadmap to Effective Carbon
Conductive Networks for Lithium-
Ion Batteries

Review Article

Author(s):
Baumgärtner, Julian F.; Kravchyk, Kostiantyn V.; Kovalenko, Maksym V.

Publication date:
2024

Permanent link:
https://doi.org/10.3929/ethz-b-000670529

Rights / license:
Creative Commons Attribution-NonCommercial 4.0 International

Originally published in:
Advanced Energy Materials, https://doi.org/10.1002/aenm.202400499

This page was generated automatically upon download from the ETH Zurich Research Collection.
For more information, please consult the Terms of use.

https://doi.org/10.3929/ethz-b-000670529
http://creativecommons.org/licenses/by-nc/4.0/
https://doi.org/10.1002/aenm.202400499
https://www.research-collection.ethz.ch
https://www.research-collection.ethz.ch/terms-of-use


REVIEW
Editor’s Choice www.advenergymat.de

Navigating the Carbon Maze: A Roadmap to Effective
Carbon Conductive Networks for Lithium-Ion Batteries

Julian F. Baumgärtner, Kostiantyn V. Kravchyk, and Maksym V. Kovalenko*

Conductive networks are integral components in Li-ion battery electrodes,
serving the dual function of providing electrons to the active material while its
porosity ensures Li-ion electrolyte accessibility to deliver and release Li-ions,
thereby ultimately determining the electrochemical performance of the
battery. In the realm of academic research, the task of fabricating an electrode
endowed with an effective conductive network has emerged as a daunting
challenge, profoundly influencing a researcher’s ability to showcase the
intrinsic electrochemical performance of an active material. In the diverse
landscape of conductive additives for battery electrodes, researchers are faced
with a myriad of options when deciding on the appropriate additive and
optimal electrode preparation methodology. This review seeks to provide a
fundamental understanding and practical guidelines for designing battery
electrodes with effective conductive networks across various length scales.
This involves the meticulous selection of specific carbon conductive additives
from the plethora of options and the exploration of methods for their effective
integration into the electrode, all tailored to the unique characteristics of the
active materials and the specific research objectives.

1. Introduction

Li-ion batteries (LIBs) are an integral part of modern energy-
storage solutions, powering a spectrum of devices from con-
sumer electronics and power tools to electric vehicles (EVs).
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Despite consistent advancements in
LIBs performance, the challenges posed
by demanding applications in mobility
persist.[1] EVs, in particular, necessitate
high-energy densities (>500 Wh L−1

and >230 Wh kg−1), fast charging times
(10 to 15 min), and stability over hun-
dreds of charging cycles to match the
mileage, recharge times, and dura-
bility of internal combustion engine
vehicles.[2,3] Improving the energy and
power density, along with the cycling
stability of current LIBs, through the
development of novel active materials
or enhanced utilization of current active
materials, stands as a critical challenge.

At the heart of these challenges lies
the intricate interplay of electron and ion
transport.[4,5] While active material se-
lection theoretically determines the ther-
modynamic open circuit voltage and en-
ergy density of the prospective battery,
transport processes kinetically limit the

achievable voltage and charge storage capacity at a given C rate. A
well-designed conductive network should therefore aim to mini-
mize kinetic limitations by efficiently providing electrons to the
active material while its porosity ensures accessibility for the liq-
uid electrolyte to deliver and release Li-ions to the active material.

In the field of academic research, producing electrodes with
an efficient conductive network is a complex task, significantly
affecting a researcher’s capacity to demonstrate the inherent elec-
trochemical capabilities of emerging active materials. Amidst the
plethora of conductive additives available for battery electrodes,
researchers often find themselves navigating a maze of choices
when trying to determine the appropriate additive and the opti-
mal electrode fabrication method. Yet, experimental descriptions
in research papers detailing the electrode fabrication based
on novel active materials frequently offer surprisingly limited
information, such as: “Electrodes were fabricated by ball milling
active material (xx wt.-%), conductive additive (yy wt.-%) and
pVdF binder (zz wt.-%) in NMP.”[6–12] Newcomers to the field
may therefore wrongfully conclude that the choice of conductive
additive and electrode fabrication method are insignificant as
long as all components are well dispersed, the carbon content is
sufficiently high, and the loading of active materials is kept low.

This review addresses this issue by summarizing the theo-
retical framework and establishing simple and intuitive guide-
lines for the preparation of battery electrodes with effective
conductive networks, employing various carbon conductive
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Figure 1. Electronic conduction inside the conductive network across different length scales. a–c) Electronic conduction on the long-range scale through
the conductive network (a), on the medium-range scale through the active material (b), and on the short-range scale across the interface c). d,e) Increas-
ing the interfacial contact area between active material and conductive network by high surface coverage (d) and carbon coating (e). f–h) Influencing
the diffusion length through the active material by inhomogeneous conductive network distribution (f), homogeneous conductive network distribution
(g), and ordered conductive networks (h).

additives. The review is designed to be applicable for electrode
fabrication with both state-of-the-art and emerging active ma-
terials. While there are excellent reviews describing the physic-
ochemical properties of individual components of a conduc-
tive network such as carbon black (CB),[13–15] carbon nanotubes
(CNTs),[16–18] or graphene,[16,19,20] to our knowledge, no review
has yet delved into the theoretical and practical design of effective
carbon conductive networks derived from multiple conductive
additives.

This review begins with an overview of the physics of elec-
tronic transport across different length scales in Section 2. We
outline the relevant theories and their implications for construct-
ing effective conductive networks. Section 3 provides an overview
of various conductive additives and carbon coatings as the basic
building blocks of conductive networks, covering their physico-
chemical properties and how they relate to electrochemical per-
formance. Section 4 reviews the structure and preparation of
electrodes using commercial active materials, scrutinizing the
structure and stability of state-of-the-art electrodes and exploring
emerging strategies in the field. We also highlight the importance
of defining the scope of what “effective” means in any particu-
lar application, depending on the optimization for high-energy
and high-power density, and across different technology readi-
ness levels (TRLs). Section 5 extends the discussion to novel ac-
tive materials, outlining challenges and proposing strategies for
developing conductive networks. Ultimately, guidelines for the
construction of electrodes are presented in Section 6. The review
concludes with the key takeaways, alongside cautionary consider-

ations when preparing electrodes and interpreting electrochem-
ical results.

2. Electronic Conduction in Conductive Networks

To maximize the rate capability of a cell, the electronically conduc-
tive network must ensure efficient electronic conduction within
the electrode, facilitating the delivery and release of electrons
to the surface of the active material, thereby minimizing the
overall cell resistance (Figure 1a–c). Concomitantly, a conductive
network must be porous, fostering effective ionic transport to
the active material without inadvertently impeding access to the
electrolyte.[13,21] Several insightful reviews underscore the signif-
icance of porous conductive networks in optimizing Li-ion trans-
port within battery electrodes.[4,5,22–25] Nevertheless, the aspect of
electronic conduction within these networks has been less ex-
plored, despite its equal importance in identifying and mitigat-
ing bottlenecks for high rate capability. Consequently, the subse-
quent discussion delves into the fundamental theory of electronic
conduction in porous conductive networks.

The total electronic cell resistance Rtot is the sum of three com-
ponents: i) the resistance of the conductive network RCN, ii) the
resistance within the active material RAM, and iii) the resistance
across an interface between the conductive network and the ac-
tive material Rint, according to Equation 1:[26–28]

Rtot = RCN + RAM + Rint where Ri =
li

𝜎i ⋅ Ai
(1)

Adv. Energy Mater. 2024, 2400499 2400499 (2 of 29) © 2024 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH
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where li, Ai and 𝜎i are the effective length, cross sectional area,
and electronic conductivity of each component, respectively.
Equation 1 assumes an electron that travels in sequence along
a path of all three components (Figure 1a–c). This model does
not explicitly treat the many parallel circuits required to model
a real electrode, and it neglects the capacitive contribution to the
overall impedance. To account for these effects, transmission
line models can be used to study the effect of individual com-
ponents on the overall impedance,[29–32] and interested readers
are referred to a recent review by Gaberšček et al.[33] However,
this simplified model is more valuable to gain an intuitive un-
derstanding of electronic transport in electrodes, with the aim to
formulate guidelines for the construction of effective conductive
networks from it.

Electronic conductivity in the conductive network (𝜎CN) is or-
ders of magnitude higher than in most active materials. For in-
stance, the room-temperature conductivity of common active ma-
terials (𝜎AM) are 0.5 S cm−1 for Lithium Cobalt Oxide (LCO),[34]

10−2 S cm−1 for Lithium nickel cobalt oxide (NCO),[35] 10−3

S cm−1 for Lithium nickel manganese cobalt oxide (NMC),[36]

10−5 S cm−1 for Lithium iron phosphate (LFP),[37] 10−4 S cm−1 for
Lithium manganese oxide (LMO),[38] 10−29 S cm−1 for sulfur, or
10−3 S cm−1 for silicon. By comparison, conductive additives have
conductivities of 102 to 105 S cm−1.[39] Electrons therefore travel
the vast majority of the total distance (μm to mm) in the conduc-
tive network (lCN) and minimize electronic diffusion pathways in
the active materials (lAM) to a few nm to μm (Figure 1a,b). We
denote those distinct length scales as long- and medium-range
length scales. Close proximity of every active material particle
to the conductive network is therefore required on a medium-
range scale.[13,21,40,41] Lastly, conduction across interfaces occurs
on the atomic level (Å to nm), i.e., on the short-range scale
(Figure 1c). Design considerations for the conductive network on
these three length scales are considered in depth in the following
sections, moving from short- to medium and, finally, long-range
scales.

2.1. Short-Range Lengths Scales in Conductive Networks

A conductive network might have an excellent percolating
network, with all of the active material nanosized and in close
spatial contact with the conductive network, but if the interfacial
resistance between the active material and conductive network
is high, the cell capacity will only be a fraction of the theoretical
capacity. The cross sectional area (Aint) is dictated by the distance
between the conductive network and active material, over which
electron tunneling is feasible, usually only a few Å (Figure 1c).
Conductive networks and active material particles have irregular
microstructures, so simple point contacts between the two result
in small cross sectional areas and therefore large interfacial
resistances (Rint).

Large cross sectional areas are therefore required to improve
interfacial contact, for instance through high carbon coverage of
the active material surface. Alternatively, carbon coatings can pro-
vide very large contact areas with the active material and there-
fore effective electronic contact (Figure 1d,e). It is noteworthy
that interfacial resistances may still be high if interfacial con-
ductivities (𝜎int) are low due to the presence of resistive cathode

electrolyte, or solid electrolyte interphases. However, these are re-
lated to the active material and therefore out of the scope of this
review.

2.2. Medium-Range Lengths Scales in Conductive Networks

To illustrate the importance of conductivity on medium-range
scales, imagine two possible pathways by which an electron can
be delivered to the active material (Figure 1b). In this thought
experiment, interfacial resistances between active material and
conductive network are briefly neglected but have been consid-
ered in the previous section. Along the optimal path, this sum of
resistances is minimized according to Equation 1. Because the
conductive network and the active material have conductivities
that are orders of magnitude different from each other, the elec-
tron travels the vast majority of its distance within the conductive
network and minimizes the distance traveled in the active mate-
rial (Figure 1a,b). To facilitate high rate capability, an ideal con-
ductive network should therefore minimize the average distance
between any point in the active material to the nearest point in
the conductive network.

This notion is captured by the requirement of a homoge-
neously distributed conductive network. To illustrate this, we
subdivide the electrode into subvolume cubes with edge lengths
roughly equal to the smallest active material particle dimension
(Figure 1f,g). A homogeneously distributed conductive network
branches into every subvolume of the electrode to limit the max-
imum distance an electron travels within the active material to at
most the active particle diameter.

Further reduction of the resistance is possible by rigorously
minimizing the electron path travelled within the active material
under the boundary condition of minimum use of the conduc-
tive additive. This optimization is equivalent to an optimal tes-
sellation of space with regular polyhedra. To illustrate this point
visually, consider the simplified 2D case of an ordered conduc-
tive network with a regular hexagonal closed packing (Figure 1h).
In this case, the maximum distance an electron needs to travel
within the active material is, at most, the inradius of the hexagon.
This thought experiment demonstrates how ordered conductive
networks can be considerably more favorable to deliver electrons
to the entire active material effectively, especially for very poorly
conductive active materials. The ability to do so, as measured by
the average distance between any point in the active material to
the nearest point in the conductive network, should therefore be
another important metric to compare the quality of different con-
ductive networks.

Interestingly, carbon coatings limit the maximum distance
that an electron needs to travel within the active material be-
fore reaching the conductive network to just the particle radius
and therefore fulfill the requirement of optimal conductivity on
medium-range scales.

2.3. Long-Range Length Scales in Conductive Networks

To describe the long-range electronic conduction throughout the
entire conductive network, one can use the intuitive approach
based on the stepwise addition of discrete conductive additive
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Figure 2. Schematic presentation of a percolation curve at various conductive additive contents. a–d) Schematic presentation of the electrode structure
at various carbon contents. e) Theoretical percolation curve of the electronic conduction of the composite at various carbon concentrations. Adapted
with permission.[13] Copyright 2022, Elsevier.

particles that are mixed together with other predominantly non-
conductive materials to form an electrode. Macroscopic con-
ductivity arises if the conductive building units form a perco-
lating network throughout the entire composite. To illustrate
this, consider an electrode without any conductive additive to
which the conductive additive is added stepwise in random lo-
cations (Figure 2a). Initially, the composite is electrically insu-
lating because no conductive additive is present. When conduc-
tive additive is now added randomly to the system, the parti-
cles are initially not connected, so the composite is still insulat-
ing. Upon further addition, the percolation threshold is reached
and a connected conductive path throughout the entire compos-
ite is formed. At the percolation threshold, the entire composite
switches from being insulating to being conductive (Figure 2c,e).
Adding more conductive additives beyond the percolation thresh-
old still improves conductivity because the pathways become less
tortuous and more numerous, thereby increasing the cross sec-
tional area for conduction.

How electronic percolation arises in a composite of two phases
with different conductivity, can be described mathematically by
different theories. The most widely used ones are percolation the-
ory (PT),[42–46] and effective medium theory (EMT).[44,47,48] Both
theories have important implications for the design of conduc-
tive networks and are discussed below.

2.3.1. Percolation Theory

PT theory was first used to describe gelation in polymers,[45]

and was later generalized to describe networks that undergo a
phase transition once a critical number of nodes, the percolation
threshold, is connected within the system.[42,43,49] PT is there-
fore particularly insightful for the preparation of electrodes be-
cause it predicts the minimum required amount of conductive

additive to achieve electronic percolation, which is especially rel-
evant for high-power and high-energy density applications. Con-
sequently, PT has found wide application in materials science
to describe the formation of conductive networks within com-
posites, e.g. polymer composites,[47,50–53] fuel cells, or battery
electrodes.[15,54–59]

The conductivity of the composite 𝜎 above the percolation
threshold xc can be expressed by a power law:[60]

𝜎 ∝ 𝜎0 ⋅
(
x − xc

)n
(2)

where 𝜎0 is the effective conductivity of the conductive additive,
x is the volumetric concentration of the conductive additive and
n is the critical exponent with a theoretic value of n = 2.

Important insights about conductive networks arise from
Equation 2 and are summarized in Figure 3a–d. The first and
most obvious implication is that adding larger amounts of con-
ductive additive directly increases the conductivity within the
electrode. However, the conductivity increase from adding more
conductive additive diminishes after the percolation threshold.
Therefore, adding significantly more conductive additive beyond
the percolation threshold does not improve the macroscopic elec-
trode conductivity meaningfully. Second, a conductive additive
with high intrinsic conductivity improves the conductivity in the
overall composite. Apart from these two obvious requirements,
PT also has more subtle implications about how to lower the per-
colation threshold xc.

First, the particle size ratio between active material and con-
ductive additive is inversely proportional to the percolation
threshold (Figure 3b). For spherical particles of equal size, a uni-
versal percolation threshold of ca. 16 vol.-% is found.[63] However,
this value is significantly reduced if the size of the conductive
additive particles relative to the active material is reduced. In
this case, a large amount of the total volume is excluded, so

Adv. Energy Mater. 2024, 2400499 2400499 (4 of 29) © 2024 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH
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Figure 3. Strategies to lower percolation thresholds and increase long-range electronic conductivity. a) Theoretical percolation curve of the electronic
conduction of the composite at various carbon concentrations. b-d) Effect on the percolation threshold of particle size ratio between conductive additive
and active material (Graph adapted with permission.[61] Copyright 1993, Elsevier.) (b), aspect ratio of the conductive additive (Graph adapted with
permission.[61] Copyright 1993, Elsevier.) (c), and order of the conductive network (Adapted with permission.[62] Copyright 2011, American Chemical
Society.) (d). e–g) Effect on the composite electronic conductivity of reduced interfacial resistance (e), tortuosity (f) and void fraction (g).

the conductive additive fills the interstitial space between the
active material particles. By restricting the allowed subvolume for
the conductive additive to the interstitial space, the effective con-
centration of conductive additive within this subvolume is sig-
nificantly increased (Figure 3b).[61,62,64–66] Hence, the overall per-
colation threshold of the electrode can be lowered significantly.
This insight implies that the use of very small conductive addi-
tive particles, for instance, CB, can be beneficial in reducing the
percolation threshold compared to larger additives like graphite.
Similarly, using large active material particles reduces the perco-
lation threshold. This has recently been demonstrated as a viable
strategy to reduce the amount of conductive additive for micron-
sized Si particle anodes.[67]

Another key insight from PT is that the higher the aspect ra-
tio of the conductive material, the more readily they connect with
each other due to the higher excluded volume and the lower the
percolation threshold (Figure 3c).[68,69] The percolation thresh-
old is roughly inversely proportional to the aspect ratio of the
conductive additive.[61,68,69] This implies that conductive additives
like CNTs or graphene lower the percolation threshold signifi-
cantly compared to spherical conductive additives like graphite
or CB.[70]

Thirdly, one can easily verify that the percolation threshold is
reduced significantly if the conductive additive is not distributed

randomly, but ordered (Figure 3d).[64] For instance, by confin-
ing CNTs in a regular hexagonal closed packing, the percolation
threshold in a polymer composite can be four times lower than in
a randomly oriented sample.[62] Likewise, partially aligned CNTs
exhibit reduced percolation thresholds.[64,71] Hence, ordered con-
ductive networks can offer significantly reduced conductive addi-
tive contents compared to randomly distributed conductive net-
works, even though this decrease is not captured by PT, which
assumes random distributions.

Although PT is particularly useful for modeling the onset of
electronic percolation and how to reduce it, it does not accurately
describe conductivity far away from the percolation threshold.[60]

PT is also less suitable to describe the factors influencing elec-
tronic conductivity above the percolation threshold.

2.3.2. Effective Medium Theory

Instead, EMT based on Newman’s porous electrode theory is
more frequently used to describe the conductivity beyond the
percolation threshold.[72–76] EMT offers an empirically derived
approach to describe the influences on electronic conductivity
beyond percolation. It also models conductivity as a func-
tion of conductive additive content. However, it systematically

Adv. Energy Mater. 2024, 2400499 2400499 (5 of 29) © 2024 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH
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Table 1. Characteristics of different conductive additives.[17,39,100,102]

Conductive Additive Dimensionality Smallest Dimension [nm] Aspect Ratio BET SSA [m2 g−1] Conductivity [S cm−1] Price

CB 0D 10–100 1–10 50 10 $$

SWCNTs 1D 1 100–10000 1.300 104–105 $$$$$

MWCNTs 5–50 100–10000 200–1000 104–105 $$$$

VGCF 50–100 250–2000 10–200 103–105 $$$

Electrospun CF 50–10000 100–1000 10–200 102–104 $$$

Graphene 2D <1 250–10000 2.630 105–106 $$$$$$

RGO 1–5 50–1000 100–500 10–102 $$$$$

Graphite 3D 1000 10 5–25 104 $

overestimates the percolation threshold,[43] and is therefore more
useful to describe electronic conductivity when the conductive ad-
ditive content significantly surpasses the percolation threshold.
According to EMT, the intraparticle conductivity of the conduc-
tive network 𝜎CN, intra can be described as:[77]

𝜎CN,intra = 𝜎
bulk
0 ⋅ (x ⋅ P)𝜇 where x = (1 − 𝜀) ⋅ xs (3)

where 𝜎
bulk
0 is the intrinsic bulk conductivity of the conductive

additive, P is the percolation probability, and related to the co-
ordination number of conductive additive particles.[78] Up un-
til the percolation threshold is reached, it should be 0. 𝜇 is the
Bruggemann factor, and related to the tortuosity of the conduc-
tive path. 𝜖 is the void fraction inside the electrode and xs is the
volume fraction with respect to total amount of composite mate-
rial. It follows that reducing the void fraction and tortuosity both
improve the intraparticle conductivity within the conductive net-
work (Figure 3f,g).

So far, the influence of interfacial resistance within the con-
ductive network has been neglected. In reality, conductive addi-
tive particles never touch each other perfectly, and electrons have
to pass between them either via electron tunneling or through
highly resistive interfaces (Figure 1).[79,80] For instance, electron-
ically insulating polymeric binder, which is added in practical
electrodes to provide mechanical stability, separates out individ-
ual conductive additive particles, thereby significantly increasing
the interfacial resistance within the conductive network (𝜎CN,inter)
(Figure 3e).[81,82] The interfacial resistance may dominate over
the internal resistance within the conductive additive particles
(𝜎CN,intra). Instead of adding higher quantities of conductive ad-
ditive, the overall conductivity may instead be improved by mit-
igating excessive use of insulating binder, reducing the distance
between conductive additive particles through compression, or
minimize the total number of contact resistances by choosing
conductive additives with larger dimensions.

3. Overview of Carbon Materials

In the previous section, general requirements for the electronic
conductivity of conductive additives were reviewed. Apart from
that, conductive networks need to be chemically stable, suppress
any unwanted side reactions of other battery components, and
be mechanically stable to avoid delamination from the current
collector. Different materials can be used as conductive additives,
e.g. metals,[83] conductive polymers,[84] MXenes,[85–92] or carbon.

Carbon materials are by far the most widely used conductive
additive because they are light, (electro)chemically stable, provide
good electronic conductivity, and exist in a wide range of struc-
tural motifs that can be fine-tuned to suit the needs for a good
conductive network.

3.1. Carbon Additives

Over the last decades, numerous carbon materials have been
found to be suitable as conductive additives. An overview of
the conductive additives discussed in this section is depicted in
Figure 4 and summarized in Table 1. They are categorized accord-
ing to aspect ratio and size into 0D (CB), 1D (CNTs and carbon
fibers (CFs)), 2D (graphene), and 3D (graphite).

3.1.1. 0D Materials (Carbon Black)

Carbon Black is a group of carbon materials that is commonly
used as a conductive additive because of its good electronic con-
ductivity, very high electrochemical stability, and because it is very
cost effective to produce.[13–15] Different CB additives may differ
significantly in their properties, such as conductivity, dispersibil-
ity in solvents, surface area, size or shape. All of these proper-
ties influence the electrochemical performance of the electrode.
For this reason, the percolation threshold for CB composites may
vary significantly depending on the type of CB and the fabrication
process of the composite.[80,103] This diverse set of characteristics
is often not appreciated in the scientific literature and papers ei-
ther incorrectly specify the CB that was used or do not specify it
at all.[11,104–116] The aim of this section is therefore to provide a
basic understanding of the structure, synthesis, electronic, and
chemical properties of CB, as well as an overview of the different
types of CB that are available commercially. For a more detailed
discussion on the structure and properties of CB, the reader is
referred to some excellent reviews elsewhere.[14,117–119]

Structure and Morphology of Carbon Black: Carbon Black is
not a distinct allotrope of carbon. Instead, the structure is com-
posed of different regions which correspond to known allotropes
of carbon. Carbon allotropes, e.g., graphite, diamond, CNTs,
fullerenes, amorphous carbon, etc., differ in how carbon is hy-
bridized within it. The basic bonding modes differ between sp2

and sp3, as well as partially hybridized carbon in bent sites for
fullerene or CNTs (Figure 5a–d).
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Figure 4. Overview of different carbon conductive additives. a–d) Schematic representation of the structure of CB (Reprinted with permission.[93] Copy-
right 2011, Elsevier.) (a), Single-walled carbon nanotubes (SWCNTs), multi-walled carbon nanotubes (MWCNTs), vapor-grown carbon fibers (VGCF)
and carbon fibers (CFs) (b), graphene (c) and graphite (d). e–l) TEM micrographs of a CB aggregate (Reprinted with permission.[94] Copyright 2015, IOP
Science.) (e, f), SWCNT (Reprinted with permission.[95] Copyright 2011, Nature.) (g), MWCNT (Reprinted with permission.[96] Copyright 2002, Elsevier.)
(h), VGCF (Reprinted with permission.[97] Copyright 2007, Elsevier.) (i), electrospun CF (Reprinted with permission.[98] Copyright 2009, Elsevier.) (j),
graphene monolayer (Reprinted with permission.[99] Copyright 2008, Nature.) (k) and synthetic graphite (Reprinted with permission.[57] Copyright 2011,
Elsevier.) (l).

If carbon is sp2-hybridized, it forms a 2D honeycomb lattice
that extends to form an individual graphene layer, as observed in
graphene or graphite (Figure 5a,e).[120,121] Carbon atoms inside
these graphene layers are characterized by a free p-orbital which
forms a delocalized 𝜋-orbital over the entire graphene domain.
Structural motives with extended, regular sp3-hybridized carbon
form diamond-like domains (Figure 5c,f). In these structures, all
the electrons are localized on the carbon atoms and the structure
is fully described by covalent bonds without any delocalized elec-
trons.

CB exhibits these two motifs with varying sizes and ra-
tios, both of which influence structure and properties. The ra-
tio of these domains is referred to as the degree of graphi-
tization. It should be noted, however, that CB is amorphous
because the size of these domains is smaller than a few
nm.[14]

The primary particles (PP) of CB are spherical nanoparticles
with thicknesses ranging from 10 to 100 nm (Figure 4a,e,f).[14,117]

These PPs feature an amorphous core surrounded by a shell of
nm-sized graphene layers.[93,122] The graphene layers stack tur-
bostratically around the amorphous core, resulting in a disor-
dered onion-like nanostructure (Figure 4a,e,f).[93,122,123] The very
small size of the CB PPs compared to most cathode active materi-
als makes it a 0D material from the standpoint of PT, and results
in very low percolation thresholds.[51,124] However, the point-to-
point contact with the active materials may lead to low cross sec-
tional areas for the interface and high interfacial resistances.

The CB PPs fuse together during the synthesis into larger
primary aggregates of variable size, ranging from 100 nm to
10 μm, and shape, depending on the exact synthesis conditions.
Due to the non-discrete nature of the PPs, separation of individ-
ual nanoparticles is impossible without fracturing the primary

Adv. Energy Mater. 2024, 2400499 2400499 (7 of 29) © 2024 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH
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Figure 5. Structure and properties of carbon materials. a,b) Geometry of
sp2-hybridized, (a) and sp3-hybridized carbon (b). b,d) Simplified band
structure of graphene (b) and diamond (d). e,f) Structure of graphene (e)
and diamond (f). g) Overview of electrical conductivity of different carbon
materials. h) Overview of possible surface functional groups and defects
in graphene layers of carbon materials. i) Examples of defunctionalization
reactions during heat treatment of carbon materials.

agglomerate.[14,119] Importantly, the morphology and size of these
aggregates play a pivotal role in determining various properties,
including electronic conductivity, and are therefore important
characteristics to distinguish different CB materials.[14] For in-
stance, CB with high aspect ratio aggregates (up to 10) are de-
sirable for low percolation thresholds. While the size of the pri-
mary aggregates can be measured from transmission electron
microscopy, aggregate size is normally measured indirectly by
Brunaue-Emmet-Teller (BET) specific surface area (SSA), which
is inversely related to CB aggregate size. While the inner porosity
of the PPs and aggregates can also affect the surface area, this ef-
fect is usually negligible for CB with surface areas less than 100
m2 g−1.[57]

Lastly, the primary aggregates can agglomerate to larger
micron-sized secondary particles. These agglomerates signifi-
cantly influence electrode preparation, which is discussed in
Section 4.1.

Electronic Conduction in Carbon Black: Electronic conduction
in CB occurs by two main mechanisms. First, the graphene layers
on the PP surface are highly conductive because they are zero-
bandgap semiconductors (Figure 5b).[14,125,126] In other words,
highly mobile electrons can travel in the delocalized 𝜋-orbitals of
the graphene layers. Consequently, CB containing a high num-
ber of graphene layers, i.e., a high degree of graphitization, is

more conductive.[127] Higher conductivities are also expected for
CB with small PPs and correspondingly high surface area, com-
posed of graphene layers.[124]

Second, electrons are conducted between graphene domains
or between carbon particles through tunneling on a sub-nm
length scale.[14,50,80,124] These tunneling events occur frequently
in CB because of the very small graphene layer size. The inter-
facial resistance associated with electron tunneling often domi-
nates over the internal resistance in the graphene domains. CB
therefore has the lowest conductivity of the conductive additives
discussed in this review (Figure 5g). Having intimate contact
between CB PPs, e.g., through compression, is crucial to in-
creasing the cross sectional surface area between particles and
aggregates.[80,103]

Likewise, larger graphene domains reduce the number of in-
terfacial contacts within a given distance and therefore reduce the
resistance of CB (Figure 3e). Crystallization of these domains to
larger sizes is a viable option to improve electronic conductivity.
However, complete graphitization of CB is not possible due to the
highly strained turbostratic stacking of the graphene layers.[117]

As for the electronic structure of the CB core, it exhibits large
regions of sp3–hybridized carbon. Electrons in these diamond-
like domains are localized at the carbon center and are therefore
non-conductive (Figure 5d). Likewise, the introduction of sp3–
hybridized carbon into the graphene layers on the PP surface,
either through deliberate chemical functionalization, or because
of the unwanted presence of residual surface functionalities, dis-
rupts the 𝜋-orbitals and localizes the electrons on the carbon cen-
ter, thereby reducing electron mobility.[126–128]

Because electronic conductivity and percolation thresholds are
so sensitive to PP size, aggregate size, aggregate morphology, car-
bon purity, degree of graphitization, and contact between par-
ticles, the observed percolation thresholds and electronic con-
ductivities reported in the literature vary widely.[80,124] CB with
branched or linear aggregates typically exhibit significantly lower
percolation thresholds than spherical CB aggregates,[80] and per-
colation thresholds as low as 0.6 wt.-% in polymer composites
can be achieved.[129] Similarly, compression[103] and graphitiza-
tion improve the electronic conductivity.

Synthesis of Carbon Black: Carbon Black is synthesized from
the gas phase via the thermal decomposition of hydrocarbon pre-
cursors. Decomposition and carbonization occur either under i)
heat treatment in a partially oxygen-depleted atmosphere or ii) a
fully oxygen-depleted atmosphere (pyrolysis).[14,119,130] In the first
case, the hydrocarbon-rich feedstock is co-injected with air to par-
tially combust the carbon and generate the required heat. At tem-
peratures above 1000 °C, cracking of the precursors occurs, and
the uncombusted feedstock decomposes to form CB.

While the exact mechanism of CB formation during thermal
decomposition is not yet fully understood, it is acknowledged
that PP nucleation, particle growth, and aggregation all happen
during this step.[131–135] Hence, the exact conditions during ther-
mal decomposition influence the CB PP size, aggregate size, and
shape, and therefore the physicochemical properties.

Depending on the synthesis conditions, heteroatoms are elim-
inated from the carbon precursor at these elevated tempera-
tures to reach final products with >97 to >99.9 wt.-% carbon
content.[117,119] High-quality CB with very high carbon contents
is required for good conductivity and low impurity levels. For
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electrode preparation, conductive CB is used.[57] Because of the
variable conditions and possible feedstock, a plethora of differ-
ent CBs is produced by this method, from furnace black used
in the rubber industry to battery-grade Super and ENSACO
CB.[15,119,130,136]

Alternatively, heat treatment can be done under the complete
exclusion of air, known as the thermal black process.[117] This pro-
cess employs lighter, gaseous hydrocarbons. Instead of generat-
ing the required heat for hydrocarbon cracking by partial com-
bustion, it is generated in a separate step by burning some of the
hydrocarbon first, and then injecting a fresh batch of hydrocar-
bon into the heated furnace chamber.[117] A special case of this
process is the acetylene process, where no separate heating step
is required because the combustion proceeds autogenously above
800 °C.[119,136]

Surface Chemistry of Carbon Black: Carbon itself is one of the
most (electro)chemically stable materials and therefore attrac-
tive for battery applications.[117] Nevertheless, its reactivity is en-
hanced at the surface of the carbon material, especially at sites
with unsaturated valences, for instance edge sites or basal plane
defects (Figure 5h). In order to terminate edge sites and basal
plane defects, carbon reacts with the surrounding atmosphere,
leading to the introduction of various surface functional groups,
e.g. hydrogen, sulfur, nitrogen and most often oxygen-containing
groups, such as carboxylic acids, carboxylic anhydrides, lactones,
lactols, phenolic hydroxyls, carbonyls, o-quinones, or ethers
(Figure 5h).[137,138] These surface functional groups are more
reactive than defect-free carbon.[139,140] They are therefore im-
portant for chemically and electrochemically induced side re-
actions during cell operation (see section 4.4).[139,141,142] For in-
stance, electrolyte decomposition can occur due to the pres-
ence of surface functional groups, thereby reducing the cycling
stability.[143,144]

As previously discussed, surface functional groups also reduce
the electronic conductivity of CB.[126,128] Generally, the lower the
number of heteroatom impurities, the higher the electronic con-
ductivity, as heteroatoms perturb the sp2-hybridized graphene-
like domains within the CB PPs. Hence, defunctionalization as a
form of purification is required for battery-grade CB. Thermal
treatment is the preferred purification method in industry be-
cause CB synthesis already occurs at high temperatures, so no
subsequent treatment steps are required. In a partially or fully

oxygen-depleted atmosphere, heteroatoms are eliminated and
the overall carbon content of the material increases. Elimination
reactions yield sp2-hybridized carbon, so electronic conductivity
is improved by this strategy (Figure 5i).

However, retaining some amount of functional groups may
be desirable to adjust the polarity of the carbon additive. Highly
pure CB is apolar, while active materials like LFP, NMC and
LCO are polar due to their ionic nature. Likewise, organic sol-
vents used in electrode preparation are polar. This polarity mis-
match may hinder dispersion during slurry preparation or cause
phase separation during subsequent drying, both of which can
result in overall poor electronic networks. Similarly, a polar-
ity mismatch with the electrolyte may result in poor wettabil-
ity of the carbon conductive network. The amount of functional
groups in commercial CB is mainly controlled by the heat treat-
ment step. However, subsequent chemical treatments can be
applied to introduce additional functional groups. For an in-
depth discussion of different functionalization methods of CB,
the reader is referred to an excellent recent review by Andreoli
et al.[14]

Overview of Commercial Carbon Blacks for Lithium-Ion Batteries:
CB is used primarily in the rubber tire industry, but its properties
make it very appealing for electrochemical applications as well,
like supercapacitors,[145,146] fuel cells,[147–150] photocatalysts,[151]

or batteries.[14,21,41,57,81,94,143,152–177] In this section, we only present
an overview of conductive CB with high purity levels because they
are required for battery applications.[57] To achieve low percola-
tion thresholds, battery-grade CB displays large complex aggre-
gates with high aspect ratios.[119] Their large size also minimizes
the number of interparticle contacts and thereby reduces interfa-
cial resistances. The complex aggregate structure is also benefi-
cial for electrolyte uptake in the final electrode.

A list of commonly used CBs is provided in Table 2. Ex-
amples of battery-grade CB include special furnace blacks like
Super P,[57,94,153–163] C-NERGY Super C65,[21,41,57,81,143,163–170] and
C45,[57,178] and Super S,[57,82,179,180] as well as acetylene blacks
like Denka Black,[57,171–177] Ketjenblack,[164,172,181–183] and Shaw-
inigan Black.[153] Most CB products exhibit surface areas below
100 m2 g−1, corresponding to PP sizes between 30 to 40 nm.

While all of these CBs exhibit very high electronic conductiv-
ity relative to other CBs, e.g. those used in the rubber industry,
their conductivity in composites can still differ by over an order

Table 2. Commercial conductive carbon black materials used in LIBs.[14,15,57]

Process Manufacturer Commercial Name BET SSA [m2 g−1] PP size [nm] Conduc-tivity Disper-sibility Purity Refs.

Partial Combustion Imerys Super PLi 62 30–35 ++ +++ +++ [57,94,153–163]

C-NERGY Super
C65

62 30–35 ++ +++ ++++ [21,41,57,81,143,163–170]

C-NERGY Super
C45

45 35–40 +++ +++ +++ [57,178]

Timcal Super S 50 35–40 + ++ + [57,82,179,180]

Acetylene Process Denka
Corporation

Denka Black Li 68 35 + ++ +++ [57,171–177]

Ketjenblack EC300J 800 79 +++ + ++ [172,181,182]

AkzoNobel Ketjenblack
EC600JD

1270 68 ++++ + ++ [164,172,183]

Chevron Phillips Shawinigan Black 75 42 + + + [153]
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of magnitude. For instance, Spahr et al. measured the electronic
conductivity of various CBs in LCO/CB composites with 3 wt.-
% CB prepared by dry mixing.[57] The measured conductivities
differed significantly between different CB with 0.002 S cm−1

for Super S, 0.01 S cm−1 for Denka black, 0.02 S cm−1 for Su-
per P Li and Super C65, and 0.1 S cm−1 for Super C45. As pre-
viously discussed, the conductivity of the composite improved
upon compression due to the increased volumetric CB concentra-
tion and the larger cross sectional area between CB particles. The
authors attributed the different conductivities of the composite at
low carbon contents mainly to the different carbon distribution
as a result of composite preparation, as opposed to differences
in intrinsic conductivity. In particular, Super C45 showed high
conductivity in the composite despite lower degrees of graphiti-
zation. This was attributed to the excellent dispersibility of Su-
per C45 with polar LCO, due to the relatively high amount of
carboxylic and oxygenated functional groups in Super C45 com-
pared to other battery-grade CBs. To illustrate this, the authors
prepared composites with the same carbon content by wet mix-
ing. Consequently, the dispersion of CB was improved and the
conductivity increased three times for Super C65 CB.

Lastly, it should be noted that the carbon content of battery-
grade CB is not only dependent on the amount of surface func-
tional groups, but also on the amount of metallic residues from
the synthesis process.

3.1.2. 1D Materials

Carbon Nanotubes and Carbon Fibers are highly desirable con-
ductive additives due to their very high aspect ratios, which can
significantly lower the percolation thresholds compared to CB or
graphite.[16,18,184–187] They are often considered 1D materials be-
cause of their small diameter and high aspect ratio (Figure 4b,g–j)

Carbon Nanotubes: Discovered in 1991,[188] CNTs are another
commonly used conductive additive that is particularly attractive
due to their high electrical and thermal conductivity, mechanical
stability, and tunable surface functionality.[184] Their use for elec-
trochemical applications has therefore been a subject of active
scientific research and many excellent reviews have been pub-
lished on their various use cases.[16–18,184,185,189–191]

CNTs consist of slightly pyramidalized sp2-hybridized
graphene layers where the basic hexagonal honeycomb structure
is wrapped into a 1D tubular structure.[17] The diameter of CNTs
can vary between 1 to 100 nm, while their length can reach
several mm.[192] Hence, they exhibit a high aspect ratio of up
to 10000,[193] and high surface areas of up to 1300 m2 g−1.[17]

Depending on the number of graphene layers stacked on top
within the tubular structure, CNTs are classified into single-
walled CNTs (SWCNTs) and multi-walled CNTs (MWCNTs).[17]

SWCNTs have diameters of 1 to 10 nm, while MWCNTs can
reach up to 100 nm in diameter. Owing to their hollow structure,
a unique feature of CNTs compared to other carbon conductive
additives is their ability to confine active materials within the
CNTs.[194–198] This can be advantageous for active materials that
exhibit significant volume changes, as discussed in Section 5.

CNTs are mainly synthesized by two different processes:
i) sublimation of graphite at very high temperatures (up
to 4.000 °C), typically generated in electrical arcs,[199–201] or

through laser ablation,[202] and ii) pyrolysis of carbon-containing
compounds.[192,203] The decomposition of gaseous products
through chemical vapor deposition (CVD) is most commonly
used to obtain large quantities of CNTs at moderate tempera-
tures (500 to 1300 °C).[203] These processes enable the growth of
CNTs with extremely high purity and very few surface functional
groups. MWCNTs are much easier to produce on large scales
than SWCNTs,[17] so most battery applications employ MWCNTs.
However, even MWCNTs are significantly more expensive than
most CBs and are so far only used in specialized high-power bat-
teries or for lab-scale applications.

Due to their high purity and very large size of unperturbed
graphene-like domains, CNTs exhibit extremely high electronic
conductivities on the order of 10000 S cm−1.[189] Moreover, the
observed percolation thresholds are significantly lower than for
CB due to the very high aspect ratio.[51–53,204–206] However, the ex-
perimentally reported percolation thresholds for CNTs can vary
widely, depending on the aspect ratio and dispersion state of
the CNTs.[207] For aligned MWCNTs in epoxy-resins, percolation
thresholds can be as low as 0.0025 wt.-%.[51]

The surface structure of CNTs is comparable to that of the
graphene domains in CB (Figure 5h). While the amount of func-
tional groups compared to the total carbon content is much
higher in CNTs than for most CB, it is important to remember
that CNTs have much higher surface areas and a better compar-
ison of carbon purity might be the density of functional groups
per surface area.

CNTs can be readily functionalized, e.g. through the in-
troduction of hydrophilic functional groups,[208,209] or nitrogen
doping.[210] For in-depth reviews of different functionalization
methods of CNTs, the reader is referred elsewhere.[17,211–213] This
review focuses on relevant functionalizations for battery appli-
cations. For instance, functional groups on CNT can be used as
anchoring points for the synthesis of active materials.[209] Func-
tionalization, e.g. via carboxylation, may also help improve dis-
persibility in the presence of polar active materials like LFP and
NMC.[208] However, the reduced electronic conductivity caused
by functionalization can outweigh the benefits of this strategy.[208]

An important consequence of CNT functionalization is that
redox-active functional groups can cause additional capacity or
pseudocapacitance.[214] The reversible capacity for CNTs as active
materials may vary hugely.[189] They do not exhibit a pronounced
voltage plateau and have very poor coulombic efficiency. This ex-
cludes them as viable active materials, but nevertheless needs to
be considered when using them as conductive additives.

Carbon Fibers: In this section, we discuss two types of carbon
nanofibers, which are distinguished by their synthesis method: i)
vapor-grown CFs (VGCF) and ii) electrospun CFs (Figure 4b,i,j).
Both VGCF and electrospun CFs have found application as con-
ductive additives and the reader is referred to excellent reviews
for a more in-depth treatment.[17,186,187,215–217]

Just like CNTs, VGCF is synthesized via a CVD process.[217,218]

They were historically discovered much earlier than CNTs.
Compared to CNTs, VGCF typically exhibits larger fiber diame-
ters, around 50 to 200 nm, as well as wall thicknesses of 10s of
nm.[219] VGCF also exhibits turbostratic graphene layers of much
smaller lateral dimensions than in CNTs, which are interrupted
by amorphous carbon domains.[17] Similarly, the stacking of the
graphene layers exhibits a larger disorder than in MWCNTs.
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Correspondingly, VGCF has lower surface areas (10 to
200 m2 g−1), lower aspect ratios (250 to 2000),[219] as well as
slightly lower electronic conductivities (103 to 105 S cm−1)[100]

than CNTs. The price of VGCFs is 2 to 3 times lower than for
MWCNTs because the synthesis of VGCF can tolerate larger
amounts of impurities than the growth of CNT.[219] Compared
to other conductive additives, the very low surface areas, as low
as 10 m2 g−1, make VGCF an attractive conductive additive for
applications where side reactions within the electrode need to
be suppressed as much as possible. For instance, VGCF has
been used in commercial high-power batteries,[220,221] despite its
higher price than CB.

Electrospun CFs have been known since the 1960s.[217] The
fiber diameter can vary between 10s of nm to a few μm. Contrary
to VGCF, electrospun CFs are not hollow. CFs are prepared from
a viscous polymer solution with a carbon precursor, e.g. include
polyacrylonitrile (PAN), polyimide, polyvinyl alcohol, polyvinyli-
dene difluoride (pVdF) or pitch, and a sacrificial polymer.[215,217]

The polymer solution is then ejected from a needle at a high volt-
age onto a heated substrate, where the solution evaporates, and
the precursor is subsequently carbonized at high temperatures.
Carbon purity and electronic conductivity are primarily depen-
dent on the precursor and carbonization temperature.

3.1.3. 2D Materials (Graphene)

Graphene is the prototypical building block that facilitates the
electronic conduction in all carbon additives.[121,222–225] Theoret-
ically, it should be just a single-layer thick with a very high the-
oretical surface area of 2630 m2 g−1.[226,227] Practically, it is often
2 to 10 layers thick. Beyond this thickness, its electronic proper-
ties become indistinguishable from graphite, which is discussed
separately in section 3.1.4.[222] Graphene is a 2D material due
to its extremely high aspect ratio and thinness and offers area-
to-point contacts with active materials. Many reviews have been
published on the use of graphene for electrochemical energy stor-
age applications.[16,19,20,127,184,228–231]

Graphene sheets can vary in lateral dimensions between less
than 100 nm (nanosheets), up to 10s of μm (microsheets).[120]

Their very high aspect ratio enables the formation of a conduct-
ing composite polymer at percolation thresholds below 0.1 vol.-
%.[232,233] In addition to aspect ratio, the size ratio between con-
ductive additive and active material is very important for the
observed percolation thresholds, as discussed in Section 2.3.1.
Graphene stands out in this respect, with lateral size dimensions
comparable to active materials, e.g. LFP. The large lateral di-
mensions are also important for the conductivity on short-range
scales, as discussed in Section 2.1. Due to its structural flexibil-
ity, graphene can adopt different structural modes and contact
with the active material depending on the size of graphene, as
well as the size of the active material.[160,234] This has important
implications for the electrochemical performance discussed in
Section 4.2.2.

Graphene can be synthesized by several different
methods:[19,121,224,225,235] i) exfoliation from graphite,[99,236] ii)
epitaxial growth on top of another crystal,[237] iii) unzipping of
MWCNTs,[238,239] or iv) reduction of graphene oxide (GO) to
reduced GO (RGO).[240–242] The synthesis of RGO is the only

commercially relevant synthesis of graphene.[127] For this rea-
son, the vast majority of battery research on graphene also uses
RGO.[156,157,243–246] Its synthesis is therefore discussed further. In
the initial step, highly pure graphite oxide is obtained via oxida-
tion of graphite using a modified Hummer’s method.[247–249] Due
to its large number of hydrophilic functional groups, graphite
oxide is easily dispersible and can be exfoliated via ultrasonica-
tion to obtain GO sheets in large quantities. Lastly, the exfoliated
GO is reduced to obtain RGO.[240–242] Reduction can occur
chemically, thermally, electrochemically or by a combination of
the above, although thermal reduction is most often used.[224,225]

The obtained RGO is typically several layers thick and usually
has oxygen contents above 5 to 10 wt.-%.[102,224] Although more
feasible than the alternative routes for obtaining graphene, the
costs of graphene are still one order of magnitude higher than
for MWCNTs.

While the reduction of GO is suitable to obtain larger quanti-
ties of RGO, the residual functional groups on the surface reduce
the electronic conductivity of the obtained graphene. Without re-
duction, the GO precursors are an electronic insulator due to the
disrupted 𝜋-orbital.[223] Moreover, the harsh conditions for exfoli-
ation and reduction result in small flake sizes of only a few hun-
dred nanometers,[225] as well as significant porosity within the re-
sulting flakes. Interflake resistance must therefore be considered
when measuring the electronic conductivity of RGO composites.
As a result, RGO is typically less conductive than CNTs, with re-
ported conductivities for polymer composites or electrodes rang-
ing from 10 to 100 S cm−1.[224] Importantly, the ability to vary the
polarity of graphene by going from GO to RGO is sometimes ex-
ploited in electrode preparation. For instance, polar GO is often
mixed with the active material to obtain well-dispersed slurries.
Heat treatment then reduces GO to obtain electronically conduc-
tive RGO in a subsequent step.[250]

Graphene can be chemically modified, similar to other carbon
conductive additives.[121,224,225,251,252] Common strategies involve
heteroatom doping, e.g. nitrogen doping, or oxidation to intro-
duce hydrophilic surface groups.[252–254] While these functional-
izations generally reduce electronic conductivity, they may help
to improve contact with the active material.[255] Functional groups
can also serve as anchors for the synthesis and growth of nanopar-
ticulate active material on top of the graphene.[245,256] Similarly,
functional groups or nitrogen doping can also help with anchor-
ing polysulfides in Li-S batteries and can therefore be used to
enhance the cycling stability of sulfur cathodes, as discussed in
more detail in Section 5.2.[110,257–261]

Lastly, it should be mentioned that similar to CNTs, the
very large surface area of graphene and, subsequently, of func-
tional groups leads to large observed (pseudo)capacities or -
capacitances.[184,234] This needs to be considered when assessing
the charge-storage capacities of active materials, as well as the
overall electrochemical stability of electrodes.

3.1.4. 3D Materials (Graphite)

Graphite is one of the chemically stable, crystalline allotropes
of carbon. While graphite is typically known as the anode
active material in LIBs, it is also used extensively as a conduc-
tive additive.[57,81,153,156,157,262] Conductive graphite enhances the
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electrode conductivity and differs structurally from electrochem-
ically active graphite.

Graphite consists of very large domains of periodically stacked
graphene layers (Figure 4d). Thermodynamically stable graphite
has a hexagonal crystal structure, with a stacking order of
ABABAB (H2) and an interlayer spacing of 0.3354 nm,[263] al-
though a rhombohedral modification also exists with an AB-
CABC (R3) stacking order.[264] Similarly, stacking faults are de-
scribed by the rhombohedral modification, but these stacking
faults can be alleviated by heat treatment to convert back to the
hexagonal crystal structure.[15] The degree of crystallinity dictates
the electronic conductivity, so only highly crystalline graphite is
used in battery applications.[15]

The most common shape of graphite particles is flake-like.
Graphite flakes are polycrystalline and often exhibit a plate-like
shape (Figure 4d,l).[15] The crystalline domains in these flakes
exhibit varying degrees of preferred orientation, i.e., texture. The
larger the aspect ratio of the flake, the higher the degree of pre-
ferred orientation of the crystalline domains within. The size of
the graphite flakes can vary, depending on the graphite source
and history, but the graphite used in battery applications is typ-
ically less than 10 μm in diameter. The larger size of graphite
compared to smaller sized conductive additives like CB im-
plies higher percolation thresholds, which is also experimentally
observed.[57]

Because of the very high purity that can be achieved within the
graphene layers of graphite, the electrical conductivity can exceed
30000 S cm−1 along the graphene layers.[15] Hence, graphite ex-
hibits higher intrinsic conductivities than CB, although at signif-
icantly higher carbon contents. However, the through-plane con-
ductivity is only on the order of 1 S cm−1.[265] Likewise, graphite
exhibits extremely high thermal conductivity, which is relevant
for thermal management in commercial high-power batteries.

Diverse graphite products are commercially available. They dif-
fer in size, shape, surface area, and purity. An overview of com-
mercial graphite materials can be found in Table 3.

Battery-grade graphite is either obtained i) by synthesis or ii)
from natural graphite after purification.[15,130] Synthetic graphite
is synthesized from carbon precursors like petroleum cokes or
coal tar-based cokes.[136] The amorphous coke precursors are
then crystallized under exclusion of O2 at temperatures above
2500 °C to obtain graphite. Heating may be applied by joule
heating with an electric current, e.g. in the Acheson furnace
technology.[136] By controlling the purity of the precursor coke,
the final product may reach carbon contents beyond 99.9 wt.-
%.[15] In a last step, the as-synthesized graphite is mechanically
treated by grinding and sieving to obtain the desired particle size.
All of the graphite materials shown in Table 3 are synthesized by
the Acheson technology.[57]

Alternatively, natural graphite can be purified from graphite
ore by flotation processes.[15] Because of the relatively large size
of the natural graphite particles and little porosity within the
graphite, its surface area is typically much smaller than for other
carbon additives. Hence, there are also less surface functional
groups that need to be considered for possible side reactions.
Nevertheless, thermal treatment around 1500 °C is often subse-
quently applied to reduce the number of surface functionalities
of the natural graphite particles and thereby reach the desired
carbon content.[130]

Table 3. Commercial graphite materials from Imerys used as conductive
additives.[15,57]

CB Grade Commercial Name Particle shape BET SSA [m2 g−1] d90 [μm]

TIMREX KS4 Isometric
irregular

spheroids

26 4.8

KS6 Isometric
irregular

spheroids

20 6.5

KS15 Isometric
irregular

spheroids

12 17

SFG6 Anisometric
flakes

16 6.5

SFG15 Anisometric
flakes

7 18

SFG44 Anisometric
flakes

5 48

MX15 Strongly Ani-
sometric

flakes

9 18

C-NERGY KS6L Isometric
irregular

spheroids

20 6.5

SFG6L Anisometric
flakes

17 6.5

3.2. Carbon Coatings

The last type of carbon materials that is reviewed here are carbon
coatings. Carbon coatings reduce the electronic diffusion lengths
in the non-conductive active material, e.g. LFP, and provide good
electronic contact with the active material (Figure 1e).[266–268]

They therefore reduce the overall resistance by reducing RAM and
Rint. Hence, carbon coatings are widely applied in academia and
industry. In this section, we discuss the structure, morphology,
and synthesis of carbon coatings primarily for LFP containing
cathodes.[182,269–273] However, carbon coating has also been ap-
plied to cathodes containing LCO,[274,275] or NMC.[276]

Industrial carbon coatings for LFP are typically uniform coat-
ings with 1 to 2 nm thickness and high degrees of graphitization,
i.e. high amounts of graphene domains through which electronic
conduction occurs rapidly.[266,268,269] At the same time, carbon
coatings exhibit a certain degree of porosity in the amorphous
regions, which provide access for Li-ions to diffuse through the
coating layer. The precise structure of the carbon coating, i.e. coat-
ing thickness, degree of graphitization, coating uniformity, and
morphology, are determined by the synthesis precursors and con-
ditions. Carbon coatings can be formed directly during the syn-
thesis of the active material or in a subsequent step.[266] Indus-
trially, a two-step process is usually preferred because the sepa-
ration of the two processes allows more control in each step over
the desired properties, i.e. high-quality LFP in the first step and
high-quality coating in the second step. As with the synthesis
of CB, carbon coatings are synthesized under inert conditions
at temperatures between 600 to 800 °C, by pyrolyzing carbon-
containing organic precursors mixed with the active material.
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 16146840, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aenm

.202400499 by E
T

H
 Z

urich, W
iley O

nline L
ibrary on [08/05/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

http://www.advancedsciencenews.com
http://www.advenergymat.de


www.advancedsciencenews.com www.advenergymat.de

Typical precursors are various sugars, e.g. glucose,[277] and
sucrose,[277,278] carboxylic acids like citric acids,[270,272,279] or car-
bonaceous polymers.[269,271,280,281]

The degree of graphitization is controlled by the choice
of precursor and the sintering temperature.[268] Sucrose,[282]

and polyaromatic polymeric precursors[269,271] can form highly
graphitic carbon coatings. Higher synthesis temperatures im-
prove graphitic contents. However, just like with CB, the synthe-
sis temperatures are usually too low to allow full graphitization,
which only occurs at temperatures above 2000 °C. The coating
thickness is mostly determined by the amount of carbon precur-
sor, the surface area of the active material, the porosity of the
coating and the degree of carbonization, which is, in turn, de-
termined by process conditions such as heating temperature and
time.[266,272] Finally, the coating porosity also depends on the pre-
cursor. Overall, sugar is the preferred precursor for commercial
LFP coatings because of its ability to provide high-quality carbon
coatings with high degrees of graphitization, good porosity, and
its abundance and therefore, cost-effectiveness.[266]

It is important to keep in mind that pyrolysis of hydrocarbons
generates a reducing atmosphere. Active materials can there-
fore easily be reduced carbothermally during carbon coating un-
der these atmospheres and temperatures.[283] Pyrolysis is, conse-
quently, not suitable for all active materials and process parame-
ters may have to be adjusted to minimize side reactions. How-
ever, high-quality carbon coatings cannot be obtained by low-
temperature coating strategies so far.

4. Conductive Networks in Electrodes with
Commercial Active Materials

In this section, the construction of effective conductive networks
in electrodes with commercial active materials, such as NMC,
LCO, LFP, or Lithium nickel cobalt aluminum oxides (NCA) are
reviewed. Because of the strong focus on commercial applica-
bility, the material and electrode requirements mentioned pre-
viously apply strictly, i.e. cells are optimized for energy and/or
power density and high cycling stability. To meet their perfor-
mance requirements, conductive additive contents only slightly
above the percolation thresholds are used, typically below 2 wt.-
% for state-of-the-art electrodes.[13] The precise amount depends
on the type of carbon conductive additive, and active material, as
well as their particle size distributions.[15] At such low conductive
additive contents, certain problems arise that are often neglected
in academic research. For instance, proper electrode preparation
becomes crucially important to distribute the conductive additive
homogeneously within the composite electrode.[284] Important
aspects about electrode preparation from wet mixing/coating,
and how the processing parameters affect the structure and prop-
erties of the conductive network, are therefore discussed in Sec-
tion 4.1.

The final microstructure of the conductive network, and there-
fore the long-, medium-, and short-range scale, is crucially de-
pendent on the types of conductive additives.[167] The choice of
conductive additive also dictates the pore size within the result-
ing electrode, which is relevant for ionic conductivity. Because
of its lower density compared to the active material, CB occu-
pies a significant volume of the electrode and therefore influ-
ences the electrode microstructure significantly.[285] For instance,

as much as half of the porosity filled by electrolyte is determined
by the conductive additive.[285] Hence, choosing the right conduc-
tive additive dictates the microstructure and tortuosity for Li-ion
diffusion.[40,161,286]

High-energy and high-power electrodes have diverging per-
formance limiting factors, as recently highlighted by Nirschl
et al.[287] Consequently, there is not one optimal conductive net-
work structure for high-energy and high-power electrodes be-
cause of the tradeoffs that arise from optimizing either electronic
or ionic conductivity.[288,289] Strategies for conductive networks
for high-energy and high-power electrodes are discussed sepa-
rately in Sections 4.2 and 4.3. Both the structure of state-of-the-art
commercial conductive networks are discussed, and emerging
strategies are reviewed that might become commercially viable
in the future. Finally, the influence of the conductive network on
cycling stability is discussed in Section 4.4.

4.1. Preparation of Conductive Networks

Battery electrodes need to be fabricated from the individual con-
stituents. The best hypothetical conductive network is therefore
of little use if it cannot be processed into a working electrode.
Commercial batteries consist of thin electrode films of about 50
to 100 μm thickness. The electrodes are fabricated by first dis-
persing all the electrode ingredients, i.e. active material, conduc-
tive additive, and binder in a solvent.[22,290,291] The viscous slurry
is then ball-milled or knitted to form a well-mixed dispersion.
The dispersion is then printed or coated onto the current col-
lector. Finally, the coated electrodes are dried to remove the sol-
vent. A final calendaring step is usually applied to increase the
electrode density and improve the electronic contact inside the
electrode, as well as adhesion with the current collector. All of
these steps affect the final electrode performance, so precise con-
trol over each step is crucial.[166,171] While other methods for elec-
trode preparation exist, this is the dominant preparation process
used in academia and industry across different TRL levels. In the
following, we discuss the different steps, and summarize how
each parameter affects the conductive network. For a more in-
depth analysis, the reader is referred to some excellent reviews
on the detailed processing conditions required for state-of-the-art
electrodes.[13,290–293]

4.1.1. Wet Mixing

Commercial cathode slurries are prepared with N-
Methylpyrrolidone (NMP) as solvent and pVdF as binder.
The wet mixing process plays a pivotal role in controlling the
degree of dispersion and deagglomeration of all components, in-
cluding the active material, binder, and conductive additives.[13]

Various techniques can be applied for dispersing, characterized
by direction, compression, shear stress, etc. Hydrodynamic
shear mixing and ball milling are the most commonly employed
mixing methods.[290] The amount of free solvent relative to solid
content dictates the slurry viscosity. CB can take up significant
amounts of solvent within the primary aggregates and secondary
agglomerates, reducing the amount of free solvent. More solvent
is therefore required to achieve the desired viscosity, driving up
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solvent consumption and production cost.[294–296] Meanwhile,
graphite takes up significantly less solvent because of its lower
surface area and porosity. Its impact on rheology is therefore
negligible in comparison.[166]

The rate of shear mixing controls the degree of deagglom-
eration in CB during wet mixing, which directly affects both
the morphology of CB and the resulting network, as well as
the CB dispersion in the electrode. How much deagglomera-
tion of CB is desired is not straightforward to answer. On the
one hand, deagglomeration is crucial to allow homogeneous car-
bon distribution within the entire electrode to ensure good con-
ductivity on medium-range scales and high surface coverage
of the active material.[287,297,298] This is especially important at
the very low carbon contents used in industry. Deagglomeration
also increases the amount of free solvent and thus lowers the
slurry viscosity.[13] Because of this, the conductive additive is of-
ten pre-dispersed in NMP.[57,170,181] Subsequently, the active ma-
terial is added and a homogeneous dispersion at higher solid
contents can be achieved. For commercial applications, reduc-
ing the amount of solvent for slurry preparation is crucial to
lower process energy consumption and overall cost, especially be-
cause of the health hazards associated with solvents like NMP.
Dry or low solvent processing techniques are therefore being
investigated.[293]

On the other hand, excessive deagglomeration may also not be
desirable. Due to the presence of binder in the slurry, a thin layer
of binder covers all non-continuous surfaces in the slurry during
electrode drying, leading to an insulating layer on the conduc-
tive additive surface.[81,82] Likewise, minimizing the surface of CB
on which binder can deposit is important.[166,299] For this reason,
lower surface area CBs with larger aggregate sizes, e.g. Super P,
Super C65, and Super S are employed in industry. Wet mixing
needs to preserve some of the CB aggregates to retain fast elec-
tronic conduction within them.[81,166,299] Minimizing binder us-
age also reduces the negative impact on electronic and ionic con-
ductivity, but may negatively affect mechanical stability. Choos-
ing the right ratio of conductive additive to binder is therefore
crucial.[174–177,300] Moreover, completely deagglomerated CB can-
not form a gel-like network to stabilize the active material upon
drying.[162] Instead, CB migrates during drying, resulting in in-
homogeneous conductive networks and ultimately poor rate ca-
pability.

Overall, some degree of deagglomeration may be needed for
good conductivity on the short- and medium-range scales. How-
ever, the conductivity on long-range scales can be deteriorated
by deagglomeration. Consequently, the precise degree of deag-
glomeration needs to be determined for every individual system,
depending on the choice of conductive additive, active material,
binder, and their relative amounts.

4.1.2. Dry Mixing

A preliminary dry mixing step of conductive additive and active
material in the absence of binder can enable intimate contact be-
tween the two components and good surface coverage of the ac-
tive material. When the insulating binder is added during wet
mixing, the intimate contact between active material and con-
ductive additive can be retained during subsequent wet mixing

and the binder cannot precipitate at the interface during drying.
This can significantly reduce the interfacial resistance in the final
electrode,[21,81,159] and subsequently improve the rate capability
observed at commercial areal loadings and carbon contents.[21]

Dry mixing may also partially deagglomerate the CB, result-
ing in more free solvent in the subsequent wet mixing step and
allowing for higher solid contents in the slurry.[262] However, ex-
cessive dry mixing can fracture the CB primary aggregates and
thereby reduce the structural benefits of the CB primary aggre-
gates on electrolyte uptake and electrical conductivity.[301] More-
over, such excessive ball milling increases the CB surface area,
which is an important parameter for cycling stability, as discussed
in Section 4.4.[14]

4.1.3. Slurry Coating

After the desired slurry is obtained, it is coated onto Cu or Al
metal foils. The shear rates applied during coating are typically
lower than during mixing.[13] Industrially, slot-dies with shear
rates of 10 to 30 m min−1 are applied, whereas academic research
typically uses rates of 1 to 2 m min−1. Shear rates can influence
the electrode microstructure and porosity, as well as the ordering
of the conductive additive on long-range scales.[41] It has been ob-
served that high shear rates can therefore yield higher discharge
capacities for high loading electrodes.[41]

4.1.4. Electrode Drying

In the subsequent electrode drying step, the binder which was
previously dissolved in the solvent, precipitates out and deposits
onto the surfaces of active material and conductive additive.[13,292]

Since the binder is required for mechanical stability and is
therefore always part of the conductive network, the conduc-
tive network is also often referred to as the carbon binder
domain.[13,161,162,285,302–304] Binder is usually electronically and
ionically insulating and hence increases interfacial resistances
when it deposits on surfaces. The amount of binder should there-
fore be minimized.

Another problem that frequently occurs during drying, espe-
cially of thick electrodes, is the sedimentation of active material
due to its higher mass. This effect is particularly pronounced if
CB was fully deagglomerated in the previous mixing step.[305]

Meanwhile, the binder dissolved in the solvent can migrate to
the surface, ultimately leading to a binder-enriched surface and
active material-enriched lower part of the electrode.[306] Hence,
choosing a sufficiently high drying temperature is crucial to avoid
excessive segregation.[41]

4.1.5. Electrode Calendaring

In the final step, electrodes are often calendared to reduce poros-
ity and thereby increase volumetric energy density. Moreover,
calendaring improves electronic contacts both within the con-
ductive network and between the active material and conductive
network.[81,159,166,307] Calendaring is also important to improve
mechanical stability and contact between the electrode and cur-
rent collector.[307] However, CB is hard to compress during calen-
daring because of high repulsive forces of the electrical charges
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Figure 6. Structure of conductive networks in state-of-the-art electrodes. a,b) Schematic representation of high-energy (a) and high-power (b) electrodes.
The schematic for the VGCF highway was adapted with permission.[312]. Copyright 2015, Royal Society of Chemistry. c,d) Influence of carbon content on
surface coverage and tortuosity for Li-ion and electronic diffusion pathways. d–g) SEM micrographs of commercial cathodes for high-energy (d, e) and
high-power (f, g) applications. Reproduced with permission.[220,221] Copyright 2019, Elsevier. Copyright 2012, IOP Science.

on the CB surface.[308] For the production of dense electrodes,
a small amount of graphite can help to reduce spring back ef-
fects during calendaring and therefore improve the volumetric
energy density further.[57] However, the decreased pore size af-
ter calendaring usually results in more tortuous Li-ion diffusion
pathways.

4.2. Conductive Networks in High-Energy-Density Electrodes

4.2.1. Structure of Commercialized State-of-the-Art High-Energy
Density Electrodes

In this section, we review the structure of commercialized state-
of-the-art high-energy-density electrodes. When attempting to
improve the energy density of LIBs, a primary consideration is
increasing the electrode mass and thickness. This approach in-
creases the proportion of active material relative to inactive cell
components, such as current collectors and separators, etc. How-
ever, the electrode thickness cannot be increased indefinitely,
because mechanical cracking occurs during drying beyond the
critical cracking thickness.[309] State-of-the-art electrodes, for in-
stance, are about 50 to 100 μm thick (Figure 6a).

To further enhance the energy density of LIBs, reducing
the content of non-active materials within the electrode itself
becomes essential. This involves minimizing carbon contents
(< 2 wt.-%),[13] and void fractions (20 to 30 vol.-%).[220,221] At such
low carbon contents, homogeneous carbon distribution and good

contact with the active material are paramount to ensure full uti-
lization of the entire active material during cycling, even if it re-
sults in suboptimal ionic transport.[284,287]

Achieving electronic percolation at long, medium, and short
ranges at low carbon contents is commonly realized through the
utilization of CB, owing to its small particle size. For instance,
Super C65 and Super P are prevalent choices for LCO and NMC
cathodes.[57,162,167,285,307,310,311] However, it is noteworthy that rely-
ing solely on CB as a conductive additive leads to a reduction in
electrode density and, consequently, the volumetric energy den-
sity of LIBs due to the high porosity of CB. To address this, small
amounts of denser carbon materials, such as conductive graphite
KFS6, may be added in conjunction with CB to increase the volu-
metric energy density of the electrode.[57,162,167,285,307,310,311] Simi-
lar considerations apply when employing carbon coatings. While
carbon coatings can indeed ensure high conductivity at medium
and short ranges, the carbon content in the form of coating
should be maintained below 2 wt.-% to uphold the high density
of the electrodes and, accordingly, the high volumetric density of
the LIBs.

To elucidate the architecture of the conductive network in
commercial high-power and high-energy cathodes, Ivers-Tiffee
et al. recently conducted a comprehensive characterization of two
commercial cylindrical cells (18 500 Sanyo and 18 650 Sony), and
two pouch cells (Kokam) for high-power and high-energy appli-
cations (Figure 6c–g).[220] Cathodes in high-energy batteries had
slightly higher carbon contents (ca. 10 to 20 vol.-%) compared to
high-power batteries. As a result, the surface of the active material
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in high-energy-density cathodes exhibited a greater fraction of CB
coverage in contrast to the high-power electrodes (10% compared
to 2%, as depicted in Figure 6c). Concurrently, the utilization of
elevated carbon contents led to a 50% increased in the electrode
tortuosity and the obstruction of Li-ion transport to/from the sur-
face of the active material (Figure 6c).[220,313]

4.2.2. Emerging Strategies for High-Energy-Density Electrodes

In an effort to improve the energy density of electrodes, electrode
thicknesses need to be increased even further.[23–25,309] CNTs
emerge as a potential solution to overcome the critical crack-
ing thickness associated with CB-containing electrodes, owing to
their exceptionally high mechanical strength.[67,314] Notably, Ni-
colosi et al. demonstrated that the utilization of CNTs as con-
ductive additives allowed the fabrication of extremely thick elec-
trodes (800 μm) without the need for additional binder.[67] Con-
sequently, very high areal loadings of 45 mAh cm−2 for Si anodes
and 30 mAh cm−2 for NMC cathodes could be achieved at rel-
atively low CNT loadings. A corresponding full cell exhibited a
remarkable areal capacity of 29 mAh cm−2, although cycling sta-
bility could only be demonstrated for 50 cycles.

While increasing the electrode thickness can result in sig-
nificantly improved energy densities, critical challenges toward
commercializing this approach remain. For instance, the de-
sign of ultra-thick electrodes may also require novel elec-
trode fabrication processes, such as 3D printing,[315,316] which
are not yet cost-effective. Therefore, further reduction of car-
bon content below the industry standard of 2 wt.-% may
be more practical in the short-term. As discussed in Sec-
tion 2.3.1, high aspect ratio conductive additives may offer
significant advantages in this respect because of their signifi-
cantly lower percolation thresholds. A plethora of work is there-
fore investigating these conductive additives in high-energy
electrodes, e.g. SWCNTs,[67,169,206,314,317] MWCNT,[155,157,208,318–321]

VGCF,[312,320,322] or RGO.[156–158,160,169,243,244,250,255,323–326] For ex-
ample, the use of RGO allows significantly lower percolation
thresholds compared to those observed with commercial con-
ductive additives.[156,157,160,244] Its 2D planar structure can also
offer improved conductivity on the short-range scale due to its
larger contact area with the active material. However, the pla-
nar structure of graphene also causes significantly more tortu-
ous Li-ion pathways, and impedes Li-ion transport to the ac-
tive material.[160] The applicability of RGO nanosheets for high-
energy and high-power LFP-based LIBs was studied by Kang
et al.[156,157] Their studies demonstrated higher capacities for
RGO-containing electrodes (2 wt.-% carbon) at low C-rates (up to
2 C) compared to a conventional CB-based composition (10 wt.-
% carbon). Concomitantly, high overpotentials for the RGO-
containing electrodes resulted in a drastic capacity loss at high
rates. The authors attributed this behavior to the Li-ion-blocking
nature of graphene.[156] Hence, graphene could be appealing for
high-energy density, but not high-power density applications.

It is noteworthy that high surface area conductive additives
such as CNTs or graphene can present challenges in terms of
electrode fabrication. CNTs and graphene tend to agglomerate
during slurry preparation due to strong van der Waals interac-
tions between particles.[208] Agglomeration may be prevented by

functionalization,[208] or stabilization with surfactants.[67] How-
ever, functionalization reduces the electronic conductivity in the
conductive network and thus the rate capability, while surfactant
needs to be carbonized subsequently under an inert atmosphere.
This process usually takes place at around 700 °C, which puts
severe constraints on other cell components regarding their ther-
mal stability.

4.3. Conductive Networks in High-Power-Density Electrodes

Commercial high-energy-density batteries contain electrodes
with maximized active material contents and are therefore not
optimized for high-power applications. The rate capability of
commercial high-energy electrodes is mainly limited by poor
long-range ionic transport due to the very high electrode thick-
nesses and highly tortuous Li-ion pathways. To overcome the
bottleneck of ionic conductivity, the ionic transport pathways in
high-power density electrodes are significantly shorter. This is
achieved by i) reducing the electrode thickness (to ca. 30 μm) to fa-
cilitate Li-ion electrolyte penetration, and ii) lowering the carbon
contents (to ca. 5 to 15 vol.-%), to reduce the tortuosity of Li-ion
diffusion pathways.[220] Since the carbon contents in high-power
electrodes can be even lower than in high-energy electrodes, re-
taining high electronic conductivity requires reducing the per-
colation threshold. High-power density electrodes may therefore
employ a cost-effective high aspect ratio conductive additives like
VGCF (Figure 6b).[220,221]

In addition to the use of high aspect ratio carbon additives,
other strategies for the fabrication of high-power electrodes are
under intense investigation.[23–25] A common theme of most
emerging high-power conductive networks is the construction of
low tortuosity Li-ion pathways. For instance, magnetically aligned
conductive networks can be used to significantly reduce the tortu-
osity in graphite anodes,[327] or LCO cathodes.[328] Similarly, laser
patterning is a viable technique to reduce the tortuosity factor.[329]

Alternatively, ordered conductive networks can be constructed
by the synthesis of tailored ordered scaffolds, e.g. through co-
extrusion/sintering.[330]

With respect to Li-ion diffusion bottlenecks on the short-range
scale, Li-ion diffusion to/from the active material may be im-
peded by carbon coatings. Carbon coatings should therefore be
less than 3 nm thick and exhibit significant porosity in the
amorphous carbon domains.[272] Simultaneously, the presence of
graphitic domains is crucial for electronic conduction. Therefore,
the degree of graphitization is critical to the ability of the carbon
coating to deliver both electrons and ions effectively to the active
material.[331]

4.4. Cycling Stability of the Electrodes

The conductive network plays a crucial role in mediating vari-
ous side reactions that occur after battery assembly and during
its subsequent cycling. These side reactions primarily arise from
i) the (electro)chemical instability inherent to the conductive net-
work itself,[139,141] and ii) the significant surface area it provides,
which enables various electrochemically induced side reactions
involving the Li-ion electrolyte and active material to occur.[141,143]
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Regarding the (electro)chemical stability of the conductive net-
work, there is evidence that electrolytes may react chemically with
the carbon conductive additive, even in the absence of potential
or current.[94] Moreover, the conductive network can react elec-
trochemically, especially at high voltages. For instance, oxygen-
containing surface functional groups may be oxidized to form
CO and/or CO2.[140] The electrochemical stability of the conduc-
tive network is therefore highly sensitive to the chemical struc-
ture of the carbon material itself.[139] For instance, commercial
CB like C65 has been optimized for excellent oxidative stabil-
ity, but side reactions will be much more pronounced in high
surface area carbon materials with low degrees of graphitization
due to their abundant surface functional groups. Likewise, the
chemical composition of the electrolyte, e.g. the solvent,[141] Li-
salt,[141] and impurities, such as trace amounts of H2O,[140,165,332]

all determine the electrochemical stability window of the con-
ductive network. For instance, no significant carbon oxidation
is observed for Super C65 CB at room temperature in LiPF6/EC
electrolytes, even above 5 V.[141] However, C65 oxidation becomes
more pronounced at moderate temperatures (50 °C) or can start
occurring at voltages as low as 4.5 V, e.g. in LiClO4-containing
electrolytes.[141]

When considering electrochemically induced side reactions
occurring at the electrode surface, it is crucial to bear in mind that
even at moderate carbon contents in the electrode, the conductive
network dominates the total electrode surface area. For instance,
in a typical electrode, comprised of transition metal oxide active
material (90 wt.-%, ca. 0.2 to 0.3 m2 g−1 specific surface area) and
C65 CB (5 wt.-%, 65 m2 g−1 specific surface area), the conductive
network accounts for over 90% of the total electrode surface area.
Likewise, the electrode surface area will be dominated (>99%) by
the contribution of the conductive network, even at very low car-
bon contents below 1 wt.-%, for carbon materials like CNTs or
graphene, with surface areas many orders of magnitude higher
than for CB. In the absence of any catalytic activity of either the
active material or the conductive networks, electrolyte degrada-
tion is therefore dominated by the reactions occurring on the
conductive network surface, as discussed by Gasteiger et al.[143]

Understanding the chemical and electrochemical stability of dif-
ferent battery components, especially the electrolyte, under oper-
ating conditions and in the presence of the conductive networks
is therefore crucial.[82,143,144,333,334] It should be noted that elec-
trolyte degradation on the carbon surface is not restricted to high-
voltage cathodes. Dahn et al. demonstrated that electrodes con-
taining higher Super S CB contents and therefore a larger surface
area exhibited lower coulombic efficiencies than Li/graphite cells
containing less CB, when cycled between 0.05 and 1.2 V.[82]

This deteriorating effect of high surface area conductive
additives on electrolyte degradation is not very well studied
in the literature, and most papers on CNTs or graphene do
not demonstrate cycling stabilities beyond 100 cycles at rele-
vant loadings.[155,169,206,208,318–321,335] While some reports highlight
the cycling stability in the presence of CNTs,[116,336] other re-
ports find somewhat lower coulombic efficiencies and stability
in the presence of CNTs relative to CB-containing conductive
networks.[337,338] Further work in this area may be needed to re-
solve this question.

Finally, reactive surface functional groups can also contribute
to electrolyte degradation.[139,142] The influence of their abun-

dance on the cycling stability of high-voltage cathodes was stud-
ied by Winter et al.[144] Thermally treated CB with a reduced
amount of functional groups showed improved cycling stability
in Lithium nickel manganese oxide cathodes.

5. Conductive Networks in Electrodes with Novel
Active Materials

Active materials can be classified according to their lithiation
mechanism into three main categories: intercalation, alloying,
and conversion materials (Figure 7).[184,339–345] The typical exam-
ples of intercalation-type materials are the well-established tran-
sition metal oxides (e.g., NMC or LCO) and graphite, which can
store Li-ions without significant volume changes (< 10 vol.-%)
due to the limited number of electrons/Li-ions (≤ 1) involved
in the redox reactions per transition metal or C6 center, respec-
tively. The majority of intercalation-type cathode active materi-
als consist of scarce and expensive transition metals, particu-
larly cobalt and nickel. Recognizing the challenges posed by the
scarcity and high cost of these metals, current efforts are under-
way to develop Co- and Ni-free intercalation-type counterparts.
Specifically, research is focused on alternative cathodes such as
LMO,[180,346,347] LMP,[154,348,349] and LVP.[350] Additionally, inves-
tigations are ongoing for high-capacity materials derived from
known active materials, such as Ni-rich NMC,[351,352] as well as
Li-excess materials with layered structures,[353–355] or disordered
rock-salt (DRX) structure.[356,357] Similarly, other transition metal
salts are heavily investigated, e.g. V2O5,[209,358,359] or iron fluorides
with pyrochlore,[337,360] or hexa-tungsten bronze structure.[361]

Moving onto alloying-type materials, the primary rationale for
employing them as active materials stems from their substantial
charge-storage capacity, which is attributed to the involvement of
multiple electrons per redox center (Figure 7b).[362] Prominent
examples in this category include Si,[113,363–367] Sn,[12,368–373] and
Sb.[12,372,374] For the purposes of this review, metallic Li can be
considered as an alloying-type active material, and conductive
networks to utilize metallic Li have been heavily investigated as
well.[114,375,376] Despite their high charge-storage capacities of over
4000 mAh g−1 for Si, due to the reversible acceptance/release of
up to 4.4 electrons per active material,[363] lithiation of alloying-
type anodes leads to their severe volume changes of several hun-
dred percent,[377,378] which poses significant challenges to their
cycling stability.[379]

Similarly, conversion-type materials also exhibit very high
capacities due to the involvement of multiple electrons per redox
center. Lithiation causes the formation of new phases, thus
defining these materials as conversion-type (Figure 7c). Sulfur is
a particularly interesting example of a conversion-type cathode
material because of its high theoretical capacity of 1675 mAh g−1

for two-electron reduction, resulting in the formation of
Li2S.[110,380–385] Simultaneously, sulfur stands out as the active ma-
terial with the lowest electronic conductivity (10−30 S cm−1). Fur-
ther examples of conversion-type cathodes encompass transition
metals such as FeFx,

[8,107,108,361,386–398] CoF2,[391,399] MnF2,[391,400]

CuF2,[401] and BiF3.[402–406] While the discharge potential of these
materials is similar to or higher than that of sulfur, their theoret-
ical charge storage capacities are lower, reaching a maximum of
730 mAh g−1. At the same time, their significantly higher elec-
tronic and ionic conductivity compared to sulfur make their
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Figure 7. Different lithiation mechanisms of novel active materials. Adapted with permission.[339] Copyright 2009, Royal Society of Chemistry.

applicability potentially more viable. Lastly, transition
metal oxides, including CoOx,

[245,407–410] FeOx,
[407,411–416]

MnOx,
[115,238,407,417,418] NiOx,

[256,407,419] and TiOx,
[11,420] are cur-

rently subject to intensive investigations owing to their potential
as compelling conversion-type anodes, characterized by their
high theoretical capacities around 1000 mAh g−1, and low
discharge potentials (0.5 to 1 vs Li+/Li).[339,407]

Given the significant variations in electrochemical properties
among active materials, the design and fabrication of electrodes
for each mentioned category must address distinct and specific
challenges tailored to the unique characteristics of the corre-
sponding active material.[184,340–345] Nevertheless, some issues are

common across materials from different categories, and a con-
cise summary of these common issues is presented below.

The primary and overarching challenge for all novel active ma-
terials with high charge-storage capacity is the occurrence of vol-
ume changes during cycling. The expansion in volume results
in delamination of active materials from the conducting net-
work, leading to a decreased charge-storage capacity (Figure 8a).
It is important to note, however, that the degree of volume
change varies across different materials. For instance, novel
intercalation-type electrodes, or conversion-type BiF3

[402,405,406]

exhibit volume changes comparable to, or only slightly exceeding
those of commercialized intercalation-type materials. To evaluate
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Figure 8. Tailored conductive networks for the study of novel active materials. a,b) Failure of conductive networks based on conventional conductive
additives (a) and carbon coatings (b). c,d) FeF3 nanoparticles on 3D honeycomb structure of carbon. Reprinted with permission.[390] Copyright 2019,
Wiley. e,f) Silicon nanoparticles contained within SWCNTs before (e) and after (f) cycling. Reprinted with permission.[197] Copyright 2015, Royal Society of
Chemistry. g,h) CNT wireframe before (g) and after (h) sulfur impregnation. Reprinted with permission.[421] Copyright 2017, Elsevier. i,j) Immobilization
strategies based on the anchoring of active material (Adapted with permission.[230] Copyright 2015, Nature.) (i) or reactants (j).
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the intrinsic electrochemical performance of novel active materi-
als with such relatively small volume changes, a straightforward
approach involves adopting similar fabrication processes to those
discussed in Section 4. However, materials exhibiting substan-
tial volume changes require alternative approaches, which will
be discussed in the following section.

A second notable concern of many novel active materials is
the low electronic conductivity of the active material. This im-
plies that high resistances within the active material (RAM) can
dominate the total resistance according to Equation 1 unless the
diffusion length (lAM) is minimized. While the apparent solu-
tion to this problem is nanostructuring,[182,347,350,358,422,423] achiev-
ing close contact between the nanostructured active material and
the conductive network is a challenging task. A straightforward
strategy for addressing the issue of low electronic conductivity in
active materials involves employing a premixing step via high-
energy ball milling of the active material with carbon additives.
This step can help reduce interfacial resistance and control the
active material particle size.[402,424] Carbon contents in this case,
can vary between 5 to 20 wt.-%, although values as high as 40 wt.-
% are reported.[107,337,358,380,390,402] Moreover, the addition of CNTs
or graphene to the electrode can enhance the electronic contact
between the conductive network and the active material due to
the higher interfacial contact area (Aint).

[155,209,246,337,359,402,425,426]

Lastly, carbon coatings can also be considered a viable solu-
tion to this problem, but it is important to note that this ap-
proach is effective primarily for active materials with small vol-
ume changes, as carbon coatings possess low mechanical sta-
bility and may crack in response to significant volume changes
(Figure 8b).[427]

Finally, there are some issues related to the loss of structural
integrity of the electrode, which can be the result of leaching of
active material. The most typical example of this problem is the
dissolution of polysulfides in organic electrolytes formed during
the discharge of Li-S batteries.[110,184]

5.1. Tailored Conductive Networks

In the preceding discussion, we briefly outlined the most critical
challenges associated with incorporating novel active materials
into LIBs, along with some initial strategies to address them. It
is important to note that these strategies are suitable for the pre-
liminary screening of novel active materials, and more sophis-
ticated approaches are essential, particularly when dealing with
significant volume expansion during lithiation/delithiation and
poor electronic conductivity of the active material.

In this context, the use of porous carbon scaffolds emerges
as a potential solution to tackle the issues of volume changes
and electronic conductivity. Carbon scaffolds refer to carbon ma-
terials with finely distributed interconnected pores. Infiltrating
these pores with active material can reduce the diffusion path-
ways within the poorly conductive active material (lAM). Examples
of carbon scaffolds include various forms of mesoporous carbon
and carbon monoliths. For more detailed reviews on carbon scaf-
folds, the reader is referred elsewhere.[428–436]

Mesoporous carbon consists of micron-sized particles char-
acterized by pore sizes ranging from 2 to 50 nm. The advan-
tages of porous scaffolds were initially showcased in Li-S bat-

teries by Nazar et al.[380] The infiltration of sulfur melt into
CMK-3 mesoporous carbon proved highly effective, leading to
an exceptional increase in capacity compared to a conventional
cathode design that utilized acetylene black as the conductive
additive.

A carbon monolith is a microscopic, free-standing porous car-
bon electrode characterized by high degrees of graphitization,
porosity exceeding 90 vol.-%, and a surface area between 100 to
1000 m2 g−1 (Figure 8c,d). The pore sizes in these materials can
vary widely, reaching up to millimeters depending on the syn-
thesis. However, scaffolds employed in electrodes typically ex-
hibit pore sizes of 0.1 to 10 μm with a narrow distribution.[437–439]

An example of a carbon monolith is 3D graphene, consisting of
10 or fewer graphene layers.[428] The pore microstructure of 3D
graphene and its derivatives can vary widely, with structures such
as crumpled, honeycomb, coral, and flower-like reported. Synthe-
sis methods for 3D graphene involve various approaches, includ-
ing those based on random stacking of RGO sheets,[261,437] tem-
plated synthesis,[440,441] CVD growth,[442] and thermal decompo-
sition of polymers.[390] Carbon monoliths, such as 3D graphene,
have been widely employed with various active materials, in-
cluding S,[261,443] Fe3O4,[438], FeF3,[390] and MoS2.[439,444] Due to
the discrete micron-sized domains of its porous structure, ad-
ditional conductive additives are usually included during elec-
trode preparation to ensure connectivity between the porous
segments.[390]

Another strategy for addressing issues related to significant
volume changes and low electronic conductivity of active mate-
rials involves carbon materials with a high aspect ratio, primar-
ily SWCNTs or CFs. This strategy involves constructing a wire-
frame network that is infused with active material through either
melt infiltration or in situ synthesis of the active material,[365]

ensuring close contact and minimizing Li-ions diffusion path-
ways (Figure 8g,h). Initially applied to Si anodes,[365] this strategy
has been extended to various anode and cathode materials, such
as Fe2O3,[414,445] Co3O4,[9] or MoS2.[7,446] These networks can be
highly mechanically stable, permitting their usage as electrodes
without additional conductive additives.[365,398,421]

Moreover, non-filling carbon coatings have been developed
for active materials that undergo large volume change during
cycling.[113,367,427,447] Unlike regular carbon coatings, these coat-
ings trade some of the high contact area with the active mate-
rial for the ability to accommodate volume change of the active
material. Similarly, active materials can be confined in hollow
carbon,[371,384,448] in graphene scrolls,[449] in CNTs,[194,195,197,198] or
in CNFs[196,450–452] (Figure 8e,f). However, it is important to note
that this strategy can only work for porous carbon materials. Oth-
erwise, Li-ion diffusion toward the active material may be hin-
dered, resulting in poor rate capability.

To conclude this section, a few pitfalls for the strategies dis-
cussed above need to be kept in mind. Very high porosity,
frequently surpassing 90 vol.-%, of these conductive network
is a prevailing feature among all the approaches. Hence, the
volumetric energy and power density is substantially reduced.
Additionally, these conductive networks often display poor me-
chanical stability, primarily attributed to the fragility of the car-
bon walls within the structure. Notably, these networks are op-
timized for conductivity on short- and medium-range scales,
while their conductivity on long-range scales may be suboptimal
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because of the relatively low carbon contents of the conductive
networks. Although not extensively addressed in the literature, it
is noteworthy that the majority of papers in this field still resort to
incorporating additional carbon additives, such as CB, to es-
tablish a more effective conductive network on long-range
scales.

5.2. Reactant Immobilization

As elaborated in Section 3, the surface chemistry of conduc-
tive carbon materials can be altered to introduce or eliminate
functional groups and heteroatoms. While conventional con-
ductive networks benefit from minimizing surface functional
groups to maximize electronic conductivity, surface functional
groups can play a vital role in facilitating intimate contact be-
tween the conductive network and the conversion- or alloying-
type active materials. For example, nanoparticulate active mate-
rial can be grafted onto graphene if reactive functional groups
are present on the surface (Figure 8i).[256,418,453] This approach
ensures close contact with the conductive network, even in sce-
narios where the active material undergoes phase transforma-
tions or significant volume changes. An illustrative example of
such an approach is the synthesis of metal oxide anodes on
graphene, including CoOx,

[196,245] NiOx,
[196,256,419] FeOx,

[414] and
MnOx,

[115,196,418] FeF3,[393,396,397,454,455] and SnO2.[239,370,456] Func-
tionalized CNTs have also been employed to graft various nanos-
tructured conversion materials, such as Fe2O3,[414] V2O5,[209] or
FeF3.[388]

Reactant immobilization is crucial in Li-S batteries as well.
During discharge, polysulfides form, which are soluble in the
electrolyte and subsequently leach out of the cathode, leading
to capacity fade. Simple physical confinement in hollow carbon
spheres is often insufficient because the polar polysulfides in-
teract weakly with apolar carbon in the case of unfunctionalized
carbon additives.[184] Hence, the polysulfides need to be chem-
ically immobilized within the cathode.[110] Most often, N-doped
graphene is used to immobilize the polysulfides via strong dipole-
dipole interactions.[258,260] Similarly, amino-functionalized RGO
can help to reduce polysulfide shuttling.[457] With the develop-
ment of novel synthetic techniques, this approach has also been
extended to incorporate other functionalities into the conductive
network, e.g., single metal atoms.[458,459] These isolated transition
metals are highly active redox mediators for the catalytic conver-
sion of polysulfides.

It should be noted that these immobilization strategies pre-
dominantly focus on altering the surface chemistry of carbon
rather than addressing the overall structure and morphology of
the conductive network. While they can be employed in conjunc-
tion with the strategies discussed in Section 5.1, it is crucial to
recognize that this approach often leads to a significant reduc-
tion in electronic conductivity, and therefore, additional conduc-
tive additives are commonly introduced to ensure the required
electronic conductivity on long-range scales.

6. Guidelines for the Construction of Electrodes
with Effective Conductive Networks

At the outset of this review, we posed the question of how to con-
struct an effective conductive network. As we navigated through

the various sections, we delved into the theoretical understand-
ing of electronic conduction in electrodes and explored different
conductive additives as the fundamental building blocks for con-
structing conductive networks. Subsequently, we examined di-
verse industrially viable, as well as emerging strategies employed
to prepare conductive networks, providing insights into effective
conductive networks, depending on the research scope. To con-
clude this discussion, our final goal is to provide a framework
that can assist researchers aiming to study the electrochemical
performance of different active materials, aiding them in the se-
lection of various additives and methods for constructing an ef-
fective conductive network. Within this framework, three central
questions must be addressed: 1) What is an “effective” conductive
network, given the specific project? 2) What should be the struc-
ture and properties of the optimal conductive network? 3) How
can the optimal conductive network be achieved practically?

Before entering the laboratory, it is imperative to define the
scope of the study and specify which aspects of the active ma-
terial are under investigation. The scope can vary, ranging from
the fundamental electrochemistry of a novel active material, to
focusing on enhancing the electrochemical performance of state-
of-the-art compounds. Additionally, the targeted electrochemi-
cal performance must be clearly defined, such as assessment
of gravimetric or volumetric energy density, power density, or
cycling stability. This step is pivotal because attempting to op-
timize all these metrics simultaneously may result in subopti-
mal outcomes due to the inherent tradeoffs of the conductive
network, e.g. between electronic and Li-ion conduction in the
electrodes.[289]

Once the research scope is defined, the next critical step is
determining the theoretically optimal configuration of the con-
ductive network. For instance, if the focus is on the fundamen-
tal electrochemistry of the active material, it becomes imperative
to eliminate any ionic and electronic bottlenecks that are unre-
lated to the active material itself. Moreover, it is essential to dis-
cern whether the bottleneck occurs on a short-, medium-, or long-
range scale. We have highlighted the importance of length scales
for electronic conduction in Section 2, but note that analogous
considerations are valid for ionic conduction as well. An addi-
tional pivotal aspect involves comprehending the extent of struc-
tural and volume changes that occur during cycling of the active
material, as highlighted in Section 5.

Once the optimal conductive network has been identified, the
subsequent step entails its fabrication. In the realm of basic re-
search, the question may arise as to whether conventional strate-
gies discussed in Section 4 are applicable, or whether the synthe-
sis of a custom conductive network may be required, as discussed
in Section 5. When looking for methods, it may be helpful to look
at the literature on other active materials for commonalities. If
the construction of conductive additives via slurry preparation is
suitable, the appropriate conductive additive must be selected, an
overview of which is given in Section 3. Again, the choice depends
heavily on the scope of the study and the identified bottleneck of
the electrode. It is also important to consider the combination
of several conductive additives, e.g. highways for long-range and
carbon coatings for short- and medium-range conduction.

Crucially, adding more carbon may not always be appropriate
if it does not address the bottleneck. If ionic conductivity is the
bottleneck, more carbon may negatively affect the tortuosity of
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the Li-ion pathways, or block Li-ions from the active material sur-
face, thereby reducing rate capability. While this effect may be
negligible at low loadings due to the very thin electrodes, it is
essential to consider when demonstrating higher loadings. Sim-
ilarly, higher carbon content inevitably increases the electrode
surface area, which can increase side reactions and ultimately
degrade cycling stability, even if the active material itself is po-
tentially stable during cycling. Likewise, even if electronic con-
ductivity is identified as a bottleneck that could theoretically be
overcome by higher carbon levels, the interplay of binder and
carbon must be considered to ensure that higher carbon levels
actually result in higher electronic conductivity over the short,
medium, and long scales. This is especially important since ex-
cessive amounts of carbon additive may absorb binder, which can
then no longer provide mechanical stability to the electrode. If
this effect is counteracted by the use of larger amounts of binder,
it may lead to higher interfacial resistances between particles of
the carbon additive, instead of the desired improved conductiv-
ity. Lastly, it is important to keep in mind that the carbon addi-
tives might possess considerable intrinsic charge-storage capac-
ities themselves.[158,214,460–465] This can lead to an overestimation
of the intrinsic charge-storage capacity and rate capability of a
given material when normalized by the active material mass. To
estimate the effect of this additional capacity, reference electrodes
with similar conductive network loadings without active material
can be fabricated and characterized, attributing the capacity dif-
ference to the active material.

It should also be noted that the electrode fabrication process
requires careful attention, particularly regarding processing con-
ditions that can significantly influence the final conductive net-
work, as elaborated in Section 4.1. For example, it is essential to
identify the optimal sequence for mixing components, determine
the desired level of deagglomeration of the conductive additive,
and establish the optimal speed for the mixing and tape-casting
process. Moreover, attention to details such as drying and calen-
daring is crucial and should not be overlooked.

We conclude this section by emphasizing that the accurate doc-
umentation of the electrode fabrication procedure is paramount
to ensure its reproducibility by other researchers. For instance,
crucial details include specifying the type of conductive additives
used, their relative fractions and absolute masses, the quantity of
solvent in the slurry, and the method of mixing, e.g. ball milling
or other techniques. Even seemingly minor details, such as the
material of the ball mill jar, its volume, the size and number of
balls, and the specific mixing program, should be reported, as
they directly influence the resulting conductive network.

7. Conclusion

In a nutshell, we emphasize that a simple theoretical model,
which considers various length scales in the battery electrode, is
sufficient to develop valuable intuition for the design and fab-
rication of battery electrodes with effective conductive network.
The presented discussion dispels a commonly held misconcep-
tion that higher carbon contents and more highly conductive car-
bon in electrodes would always eliminate the electron transport
bottleneck. This assertion is inaccurate, as macroscopic conduc-
tivity within the electrode is influenced by more than just these
two factors. In this context, we also underscore that, due to the

diverse use cases of conductive additives at short-, medium-, and
long-range length scales, the fabrication of battery electrodes may
be based on the complementary use of multiple conductive addi-
tives. We also underline that if the bottleneck of the active mate-
rial is not known a priori, using too much carbon can significantly
increase the tortuosity for Li-ions and, consequently, the ionic re-
sistance, or necessitate the use of additional insulating binder.
Furthermore, we reiterate that there are many similarities in con-
ductive networks across different active materials, both for cath-
odes and anodes. Therefore, we encourage readers to draw inspi-
ration from research on active materials beyond their own. Ulti-
mately, the optimal conductive network will depend on a clearly
defined research objective, the properties of the active material,
and the identified bottleneck.
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[33] J. Moškon, M. Gaberšček, J. Power Sources Adv. 2021, 7, 100047.
[34] Y. Takahashi, N. Kijima, K. Tokiwa, T. Watanabe, J. Akimoto, J. Phys.

Condens. Matter. 2007, 19, 436202.
[35] D. Carlier, M. Ménétrier, C. Delmas, J. Mater. Chem. 2001, 11, 594.
[36] R. Amin, Y.-M. Chiang, J. Electrochem. Soc. 2016, 163, A1512.
[37] R. Amin, P. Balaya, J. Maier, Electrochem. Solid-State Lett. 2007, 10,

A13.
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