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ASTRATTO
Nel corso degli ultimi due decenni, la microscopia a due fotoni è diventata una tec-

nologia di riferimento per lo studio in tempo reale delle interazioni tra le difese immu-

nitarie e diversi patogeni in vivo. Tuttavia, nonostante la sua rilevanza, sussiste una 

scarsità di strumenti analitici dedicati a questa piattaforma, con tecniche quantita-

tive prettamente basate sull’analisi di traiettorie cellulari. Pertanto, la mia tesi di dot-

torato ambisce a colmare tale lacuna contribuendo allo sviluppo di nuove tecniche 

analitiche di dati generati in vivo. L’obiettivo principale di questo lavoro è lo sviluppo 

di strumenti per il riconoscimento dell’attività cellulare (RAC) al fine di distinguere 

e quantificare diversi comportamenti legati al sistema immunitario e alla morte 

cellulare. Per raggiungere tale obiettivo, ho sviluppato architetture di intelligenza 

artificiale (IA) progettate per l’analisi del linguaggio e dei video. Contestualmente, 

ho curato e reso pubblici i dati necessari per applicare tali tecniche di IA. Infine, a 

conferma della loro fruibilità, ho fornito una validazione biologica degli strumenti 

RAC nel contesto del sistema immunitario. In conclusione, questa tesi di dottorato 

presenta un approccio pionieristico per determinare il comportamento cellulare in 

dati di microscopia. In futuro, lo sviluppo di strumenti CAR consentirà la previsione 

e la caratterizzazione di attività cellulari complesse, contribuendo all’avanzamento 

della ricerca fondamentale e agevolando lo sviluppo di strategie terapeutiche.





ABSTRACT
Over the past two decades, two-photon intra-vital microscopy (2P-IVM) has emerged 

as the gold standard technology for the real-time investigations of interactions be-

tween host immune defenses and pathogens. However, despite its significance, an-

alytical tools dedicated to this platform remain scarce, with quantitative measure-

ments primarily relying on cell trajectory analysis. The aim of this doctoral thesis is 

to address this gap by providing a comprehensive analysis of data generated in vivo. 

The main objective of this work is the development of novel cell activity recognition 

(CAR) tools to distinguish and quantify cellular behaviors related to the immune sys-

tem and cell death. To achieve this goal, I explored the application of deep learning 

architectures designed for natural language processing and computer vision tasks. 

Simultaneously, I curated and made public datasets for the application of super-

vised learning techniques. Finally, I provided a biological validation confirming the 

usability of the generated CAR tools in the context of the immune system. In con-

clusion, this doctoral thesis presents a pioneering approach to measuring cellular 

behavior. In the future, the development of CAR tools will enable the prediction and 

characterization of complex cellular activities, contributing to the advancement of 

fundamental research and therapeutic strategies.
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INTRODUCTION

1. Live-cell imaging 

Live-cell imaging1 is a powerful technol-

ogy that revolves around the visualization 

of living cells in real-time using microscopy 

techniques. This approach offers several 

advantages over traditional static acquisi-

tions, enabling researchers to observe the 

motility of cells in response to different 

stimuli and across various experimental 

conditions. For this reason, live-cell imag-

ing provided a deeper understanding of 

dynamic biological processes such as che-

motaxis, cell division and cell death among 

others. Due to these highlights, this imaging 

platform is an essential asset in the toolkit 

of modern cell biologists. 

Among the existing imaging platforms, flu-

orescence microscopy is one of the most 

employed for cellular investigations2. One 

of the reasons is the specificity of the tech-

nology, which allows the specific visualiza-

tion of different cell types, organelles and 

physiological structures. This is possible 

due to the usage of fluorescent dyes3 that 

bind specifically target cellular structures or 

molecules within the cell. The labeled cell is 

then excited with excitation light to emit flu-

orescence light that is captured by a detec-

tor to generate the corresponding image. 

Wide field fluorescence microscopy is a 

technique in which the imaged sample is 

entirely excited. The main drawback of this 

platform is that it generates considerable 

amount of scattered light, ultimately lead-

ing to blurred images and photodamage of 

the fluorophores. By contrast, confocal flu-

orescence microscopy4 utilizes a pinhole, 

or spatial filter, to reject out-of-focus light. 

This precaution translates into smaller airy 

disks that ensure sharper images and less 

background noise. In addition, the sample 

is not entirely excited, as the excitation la-

ser only targets punctual regions at a time 

while scanning the sample in a raster pat-

tern. This ensures that only light emitted 

from the focal point is collected, further re-

ducing scattering and enhancing the quality 

of the image. Detrimental to these advan-

tages, confocal microscopy is affected by 

lower acquisition speed, which is inherently 

limited by the scanning acquisition process.

Spinning disk confocal microscopy5 rep-

resents a leap forward that overcame the 

limitations associated with point-scanning. 

This technology employs multiple pinholes 

placed on a rotating disk, as opposed to a 

single one, and multiple emissions lasers 

excite different focal points of the sample 

in correspondence of the different pinholes. 
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Consequently, this technique can effective-

ly reduce scattering without excessive loss 

of acquisition speed. This enables the cap-

ture of extremely fast-lived processes like 

cell division6 and microtubules re-arrange-

ment7 among others.

One drawback of the afore mentioned tech-

niques is the gradual loss of fluorescence 

from the fluorophores,  a phenomenon 

known as photobleaching8 which inherent-

ly affects all fluorescence-based imaging 

platforms. Another limitation of classical 

fluorescent microscopy pertains the re-

duced ability to penetrate tissues due to 

scattering and absorption. 

Figure 1. Comparison of linear and non-linear excitation in confocal and two-photon microscopy. 
A. Confocal microscopy employs a single photon with lower energy to excite a fluorophore that will emit a 
second wavelength of higher energy. B. 2-Photon excitation employs two consecutive excitation wavelengths 
in the near infrared spectrum to generate the same emission wavelength as confocal microscopy but with 
reduced scattering and excitation volume. C. 2-Photon microscopy enables in depth imaging compared to 
confocal microscopy. Adapted from7

A

B

C



29

INTRODUCTION

Multi-photon microscopy (MP), primarily 

developed for neurological investigation, 

has emerged as a solution to contain and 

mitigate the problems associated with tra-

ditional fluorescence imaging. MP micros-

copy, as opposite to confocal microscopy, 

employs a pulsed laser that emits two or 

more high energy photons in the near-infra-

red range (Fig. 1B), leading to their simulta-

neous absorption by a specific fluorophore 

and the subsequent emission of a photon 

with higher energy.  By utilizing two lower 

energy excitation photons instead of a sin-

gle one, MP produce less scattering while 

enabling for deeper tissue penetration 

compared to confocal microscopy (Fig. 

1C). Moreover, by reducing scattering and 

confining absorption to a defined area, MP-

IVM significantly reduces phototoxicity and 

photobleaching. For these reasons, MP has 

become a popular investigation tool, en-

abling a plethora of studies in the domain 

of neurology, developmental biology, immu-

nology, and tumor biology. 

1.1. In vitro live-cell imaging 

Live-cell imaging is a powerful approach 

that offers a unique opportunity to study liv-

ing cells in real-time. This technique com-

bines advanced microscopy and imaging 

technologies to capture both static snap-

shots and time-lapse sequences of living 

cells while preserving their viability and 

functionality. Unlike traditional fixed-sam-

ple imaging, which provides static informa-

tion, live-cell imaging enables researchers 

to delve into the dynamic and ever-chang-

ing processes within cells. This includes 

observing cell growth and division, tracking 

cell movements, and studying intricate cell-

to-cell interactions. By gaining insights into 

these dynamic cellular behaviors, research-

ers can unravel critical biological processes 

and better understand complex dynamics 

at the cellular level. Live-cell imaging en-

compasses two main modality with respec-

tive advantages and disadvantages; in vitro 

and in vivo.

Live-cell imaging in vitro permits a tight con-

trol of the environment and the standardiza-

tion of experimental protocols. Cells grow-

ing on a glass or plastic dish are maintained 

in a stable environment with several adjust-

able parameters that include temperature, 

oxygen levels, pH, and content of the grow-

ing media among others. This allows for 

highly reproducible results. In addition, in vi-

tro live-cell imaging enables researchers to 

study cells from a wide range of organisms, 

and to apply techniques that would not be 

possible in vivo. For instance, cell manipula-

tion by transfection or gene editing is easier 



30

DEEP LEARNING-BASED CELLULAR ACTIVITY RECOGNITION IN LIVE-CELL IMAGING

compared to in vivo settings. At the same 

time, experimental costs and ethical limita-

tions are reduced due to not using animals. 

Therefore, in vitro imaging is a versatile 

technique prone to capture several biolog-

ical insights, such as chemotaxis9,10, cell-to-

cell interactions, and 3D organoids11. In vi-

tro imaging aims to mimic the physiological 

conditions encountered in living tissues, al-

lowing to model and represent intricate bio-

logical systems12. However, these systems 

have not achieved yet the fidelity required 

to depict complex cellular interactions en-

countered in physiological conditions. 

1.2. In vivo live-cell imaging 

The main advantage of in vivo live-cell 

imaging, is the ability to study cells in a 

physiological environment in tissues, and 

organs, including cell-to-cell interactions. 

Accordingly, In vivo imaging provides in-

formation that cannot be fully appreciated 

in culture due to the inherent lack of phys-

iological conditions, such as the presence 

of vessels and the interactions between 

multiple key players of the immune system. 

Amongst the microscopy platforms suit-

able for in vivo studies, multiphoton intravi-

tal microscopy (MP-IVM) is one of the most 

commonly employed13 due to the afore-

mentioned technical advantages. The appli-

cation of MP-IVM typically involves a step 

of cell labelling, followed by animal surgery 

and image acquisition.

For cell labelling different methods are 

available, including the adoptive transfer 

of cells from transgenic animals express-

ing a fluorophore-tagged protein, in vitro 

labeling with fluorescent dies, or the injec-

tion of fluorescently labeled antibodies that 

specifically bind to the cells of interest14,15.  

After labelling, the next step to perform MP-

IVM is selecting the proper surgical model 

to enable the exposure and immobilization 

of the relevant organ16–18 (Fig. 2A). Surgical 

models for long-term acquisition of organs 

and tissues can vary in complexity and in-

vasiveness, and they can include the gut19, 

brain, spinal cord20, and tumors21,22 amongst 

others23,24.

After surgery, the anesthetized animal is 

transported to the microscope where im-

age acquisition is performed with MP-IVM 

(Fig. 2B). Resulting acquisitions typically 

consists in 4D imaging data over time (Fig. 

2C), which can be successively analyzed 

with software tailored for the quantification 

of cell motility and morphology (Fig. 2D).
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Figure 2. Pipeline for intravital imaging acquisitions. A. Depiction of a surgically exposed lymph node in 
an anesthetized mouse. B. 2-Photon acquisition of the exposed organ. C. Representation of the generated 
acquisitions accounting for multiple focal planes and channels. D. Subsequent analysis of the imaging data 
with a dedicated imaging analysis software. Adapted from25,26.
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2. Quantitative analysis for 
live-cell imaging

Intravital 2-photon datasets are espe-

cially rich in information due to the pres-

ence of multiple simultaneously imaged, 

chemical cues, cell types or vascular sys-

tems. Therefore, the resulting analysis pro-

cess is extended and complex, posing seri-

ous challenges to its interpretation. For this 

reason, in comparison to other techniques 

such as flow cytometry, live-cell imaging 

has for long been considered a qualitative 

addition to biological research. The quan-

titative aspect of this platform were im-

plemented with the development of new 

methodologies that enabled the estimation 

of cell abundance, morphology, and motil-

ity. At present, two common quantitative 

strategies cell are commonly used, namely 

tracking-based and pixel-based.

2.1. Track-based analysis

Over the last two decades, the analysis 

of live-cell imaging revolved around the 

quantification of cellular motilities, which 

was successively used as an experimen-

tal readout. For instance, cells moving in a 

specific direction may indicate chemotax-

is, while cells moving randomly could im-

ply a surveillance function. These motility 

measures are typically calculated from cell 

trajectories presented in the form of spa-

tial-temporal coordinates and a unique iden-

tifier (x, y, t, ID). This information includes a 

range of motility parameters that can be in-

stantaneous (calculated at a specific point 

in the trajectory) or average (calculated 

over the entire trajectory). Accordingly, pa-

rameters such as speed, directionality, and 

arrest coefficient describe multiple motility 

states and behaviors27,28 , which in turn can 

be associated with precise biological func-

tions27. For this reason, motility parameters 

computed from tracks can help identifying 

population of cells involved in different bio-

logical functions. Moreover, these measure-

ments are also helpful to assess wheatear 

distinct experimental conditions affect cell 

motility. However, track based analysis 

present some limitations. For example, cell 

tracks only capture the information related 

to the spatial coordinates of the cells, ne-

glecting changes in cell morphology over 

time. Additionally, track-based measures 

can be highly biased depending on the qual-

ity, duration, and temporal resolution of the 

trajectories28. Therefore, accurate and com-

parable tracks are fundamental to produce 

reliable derived measurements.

Cell tracking can be performed manually, 

by labelling the centroid of individual cells, 
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or automatically, by algorithmically detect-

ing or segmenting the cells and connecting 

their centroids based on heuristic or optimi-

zation strategies. The second option is the 

fastest, but a series of limitations hamper 

the automatic generation of tracks in live-

cell imaging. For instance, the high plastici-

ty of cells often leads to tracking errors28.  

Additionally, high cell density can hinder 

the distinction of individual cells. Lastly, 

technical such as varying signal-to-noise 

ratio or moving specimen might affect the 

overall experimental readout, particularly 

in vivo29,30. Therefore, automatic tracking 

does not always guarantee reliable results, 

as available algorithms are not exempted 

from errors31. Consequently, human an-

notation remains the most reliable way to 

minimize tracking errors and improving the 

reliability of derived measurements used to 

infer cell migration and general motility32. 

Nonetheless, this procedure is time-con-

suming and prone to individual operator 

bias. Consequently, researchers face the 

decision to choose between more reliable 

and time-consuming manual tracking, or 

faster but less accurate automatic track-

ing. Ultimately, this tradeoff is an incentive 

for the improvement of cell tracking algo-

rithms33 and the development of track-free 

analyses.

2.3. Pixel-based analysis

Pixel-based techniques can extract 

meaningful information from microscopy 

data without the need for tracking. These 

methods primarily focus on processing the 

intensity values of the image to gain insights 

on the abundance and spatial distribution 

of fluorescent signals. In turn, this informa-

tion allows to estimate the total abundance 

of cells, as well as the occurrence of certain 

biological processes labeled with fluores-

cent markers, such as apoptosis. Moreover, 

signal colocalization can determine the de-

gree to which two fluorescent signals over-

lap in the same location. At the cell level, 

this measure can indicate an interaction 

such as a cellular contact34, a cell scanning 

for antigens35, or a phagocytic ingestion 

among others36.

Another common technique based on pix-

el intensities is optical flow (OF)37. OF esti-

mates the displacement of individual pixels 

between consecutive frames of a time-

lapse relying on two assumptions: 1) pixels 

should retain similar photometric proper-

ties between frames, 2) and they should 

perform small spatial displacements38. In 

live-cell imaging, this information provides 

insights into the motility of objects, allow-

ing estimating their directionality, speed, 
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and shape without the limitations associ-

ated with tracking procedures. However, 

OF methods do not always apply to live-cell 

imaging conditions. One reason is that the 

assumption of constant pixel intensity is 

not met, due to fluctuations in fluorescence 

emission over different regions of the spec-

imen and across time points. Moreover, 

the sampling rate of microscopy acquisi-

tion significantly influences the measured 

displacement of cells between frames. 

Consequently, time-lapses acquired with 

larger sampling rate might not respect the 

assumption of small object displacements 

between consecutive frames.

A general limitation of pixel-based tech-

niques is the need for extensive parameter 

adjustment, which hampers their applica-

bility to varying imaging settings. For this 

reason, although pixel-based techniques 

are generally effective and straightforward 

to apply, they can suffer a lack of generaliz-

ability that prompted researcher to develop 

novel and more robust methods. A notable 

example is Ilastik39, a semi-supervised clas-

sifier for segmentation that enables users 

to interactively define pixels of interest to 

improve the outcome of the predicted fore-

ground. This approach represent a signifi-

cant improvement in the field and a step 

toward the mainstream applicability of pix-

el-based analysis. However, as the availabil-

ity of imaging data rapidly increases, there 

is a concrete need for further methodolog-

ical advancement to effectively extract and 

process imaging data. To this end, modern 

computer vision (CV) and activity recogni-

tion (AR) techniques can reveal promising 

strategies, especially in treating time-laps-

es data.

3. An overview of computer  
vision and activity recognition

Computer vision is a discipline of com-

puter science that aims to enable com-

puters to extract and process the visual 

information contained in natural images 

and movies40. One of the goals of the field 

was the algorithmic understanding of visual 

data analogously to how human vision per-

ceive and interpret real-world information. 

To achieve this goal, early attempts in the 

field focused on the engineering of spa-

tial features based on the hypothesis and 

understanding of human vision. The casu-

al discovery that neurons in cats activate 

upon seeing simple lines41,42 laid the basis 

for a hierarchical model of vision in which 

low-level features enable the understand-

ing of high-level features such as objects or 

sceneries43,44.
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Hence, early work in CV focused on the de-

velopment of algorithms that could extract 

simple low-level features, such as lines or 

corners, to progressively build a higher-lev-

el understanding of natural images. These 

features were extracted with the aid of im-

age filters, namely 2D matrixes with numer-

ical entries capable of finding correspon-

dences of simple shapes within the image. 

This approach established the birth of fea-

ture extraction and pattern recognition45, 

which successively enabled the task of 

image classification. By engineering differ-

ent filters, vision researchers could extract 

multiple descriptors from natural images. 

Successively, by quantifying the occurrence 

of these descriptors, they could classify the 

content of the images. For instance, early 

face detectors would employ rudimental 

image filters to highlight horizontal lines 

representing the eyes and the mouth46,47 

(Fig. 3A). Such filters, applied in a cascade 

sliding-window fashion, allowed to effec-

tively detect faces within images depicting 

multiple individuals (Fig. 3B). 

Figure 3. Simple face-detector based on spatial filters A. Representative kernels of the Viola-Jones face 
detector to identify key facial features. B. Subsequent application of the Viola-Jones algorithm to detect all 
faces in a group picture. From46.

A B
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The aforementioned approach is also pop-

ularly known as “bag of words”48, words re-

ferring to individually engineered features 

(Fig. 4). For example, to distinguish an im-

age depicting a face from an image depict-

ing a bicycle, a different occurrence of the 

words, or features, “nose”, “eye”, “mouth”, 

“wheel” and “pedal” are expected in the two 

images. After engineering several filters, 

the occurrence of the extracted words was 

compared with reference populations of 

images of known content and label, such 

as “faces”, “cars” or “mountains”. Reference 

image populations had known statistical 

distributions of words, which were com-

pared with the words occurrence of novel 

images to establish their label.

This strategy had a large consensus in the 

vision community, finding successful appli-

cation in the most disparate image classi-

fication tasks. However, two bottlenecks 

were present at the time. Firstly, manual-

ly engineering several image descriptors 

was not sustainable in the long term, as 

their number would inevitably grow with 

the class labels and complexity. Moreover, 

manually engineered features often relied 

on hypothesis and intuition, offering no 

guarantee of being adequate and inevitably 

leading to a trial-and-error process. Second-

ly, traditional statistical and probabilistic in-

ference approaches required large sample 

sizes and did not guarantee optimal results 

in high-dimensional non-convex spaces. 

Figure 4. Representative steps of a bag-of-words classification algorithm. A. Region from Input images are 
extracted. B. Each region is processed to create a feature vector. C. Feature vectors are grouped by similarity 
in clusters, or words, to build a dictionary. D. The occurrence of individual words in an image is the hallmark 
used to attribute a label. Adapted from 48.
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It is with the advent of machine learning 

techniques, and more specifically with 

support vector machines (SVM)49, that CV 

made a major leap forward. SVM enabled 

to learn separating boundaries in a high-di-

mensional space from few samples, having 

the upper hand over traditional statistical 

approaches. However, the selection of op-

timal features remained a trial-and-error ap-

proach that often required several iterations 

before achieving satisfying results. While 

SVM improved the classification step, fea-

ture engineering remained a large barrier 

for computer vision practitioners50. There-

fore, computer vision required more robust 

methods to extract features from images.

3.1. Modern computer vision  
and deep learning

Deep learning elegantly addressed 

the two previously mentioned issues en-

countered in CV, namely the extraction of 

features from natural images and their 

classification. The advent of convolutional 

neural networks51 (CNNs) offered an ap-

parent solution to the challenge of feature 

engineering by enabling the algorithmic 

optimization of spatial filters used for fea-

ture extraction. The application of CNNs 

to natural images generated a feature map 

that was optimized for both the extraction 

of relevant features and for their subse-

quent classification. Accordingly, gradient 

descent optimization ensured that the fea-

tures extracted were sufficiently informa-

tive to achieve a high classification accura-

cy, sparing countless time from the manual 

engineering of non-effective features. At 

the same time, the algorithmic optimization 

of the decision layer of CNNs bypassed the 

need for adjusting the hyper-parameters of 

traditional discriminative approaches, such 

as SVM or random forest. Therefore, fea-

ture extraction and classification were final-

ly merged into a unique end-to-end step that 

made feature engineering and traditional 

ML classifiers less appealing (Fig. 5).

The subsequent shift in the CV paradigm 

brought tremendous advantages for prac-

titioners, and CNNs quickly became of the 

main building-blocks of most DL architec-

tures for vision-based tasks. In modern 

computer vision, several key tasks consti-

tute the foundation of the field. These main-

ly include image classification, object de-

tection53–55, and object segmentation, each 

serving a distinct purpose. Image classifi-

cation is the simplest task and it involves 

assigning a class label to entire images 

based on their content (Fig. 6A). Object 

detection, on the other hand, is more chal-
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 Figure 5. Comparison between classification algorithms using manual-engineered or deep-learning-based 
features. A. Traditional classification algorithms includes the explicit design of manually-engineered feature 
that are subsequently classified. B. In deep learning, feature learning and classification steps are merged, 
enabling the automatic and optimal identification of features. From 52.

lenging than classification, as it entails pre-

dicting the spatial coordinates of target ob-

jects within an image along with their class 

label (Fig. 6B). This is typically achieved by 

estimating the bounding boxes coordinates 

framing each object of interest. Object seg-

mentation adds another layer of complexi-

ty, as it presuppose a pixel-level generation 

of masks for individual objects or regions 

of interest within images (Fig. 6C). Lastly, 

semantic segmentation merges the idea 

of object detection with object segmenta-

tion. This is achieved by associating each 

pixel in the predicted semantic foreground 

with a specific semantic category (Fig. 6D). 

Hence, this task is more fine-grained than 

standard segmentation, as it assigns a la-

bel with a unique identifier to each predict-

ed segment.
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Figure 6. Depiction of four common tasks in modern computer vision. A. The classification task consists in 
attributing a label to the whole image based on its content. B. Object detection involves the spatial detection 
of individual objects within the image and their classification. C. Semantic segmentation involves labeling 
each pixel in an image with a corresponding class label for the object of interest, e.g. “pen”, ”stapler”, ”box”. D. 
Instance segmentation, in addition to label each pixel with a corresponding class, provides distinct instances 
for multiple objects belonging to the same class. From53.
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3.2. Computer vision in bio-imaging

In the past decade, the field of CV has 

gained significant interest from the bio-

logical and microscopy communities. CV 

algorithms have successfully tackled the 

complex visual features present in live-cell 

imaging data, leading to astonishing re-

sults in medical imaging56. Notably, CNNs 

have outclassed human physicians in clas-

sifying histological tissues, proving useful 

the screening various pathological condi-

tions57,58 (Fig. 7A). Moreover, when applied 

in a sliding window fashion, CNNs have 

facilitated the detection of target cells, tis-

sues or organelles within specific regions 

of the images59 (Fig. 7B). Therefore, these 

advancements have found large applica-

tion in digital pathology, where they proved 

instrumental for the classification, detec-

tion and segmentation of cells and tissues.

Figure 7. Common deep learning applications in digital pathology. A. Classification network applied to 
predict the label of histological tissues. B. Detection network locates cells of interest within histological 
tissue. C. Segmentation network highlights the contour of regions of interest in histological tissues. From 60.

A

B
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The recent advent of auto-encoder architec-

tures, such as the U-net61, has made a sub-

stantial impact in the practical application 

of CV to bio imaging. This architecture, spe-

cifically designed for biological use, offered 

robust and accurate object segmentation 

based on supervised annotations (Fig. 7C). 

In addition to the coordinates of the target 

objects predicted by traditional detectors, 

auto encoders provide the shape of the 

object too. Moreover, auto-encoders have 

the technical advantage of accessing the 

entire image compared to region proposal 

detectors, resulting thus in more efficient 

training due to the need of fewer samples. 

This offered researchers novel opportuni-

ties to analyze live-cell imaging data and 

effectively quantifying the occurrence of a 

cell population of interest, the presence of 

anomalous cells, as well as highlighting in-

ternal cell structures and organelles. In ad-

dition, auto encoders generally improved all 

existing routines relying on cell segmenta-

tion as a pre-processing step, most notably 

cell tracking and lineage analysis among 

others. 

The popularity of auto-encoders architec-

tures arose in every field of bio imaging, in-

cluding medical imaging, digital pathology, 

microfluidics, and live-cell imaging. Howev-

er, regardless of the milestones achieved, 

current CV applications for live-cell imag-

ing mostly addressed the static aspect 

of acquisitions (classification, detection, 

segmentation), neglecting the temporal in-

formation embedded within consecutive 

frames. Therefore, to access this infor-

mation, there is a concrete need for tech-

niques that explicitly address the temporal 

insights of live-cell imaging. In this regard, 

approaches based on activity recognition 

might reveal beneficial in several live-cell 

imaging contexts.

3.3. Human activity recognition

Activity recognition (AR) is the process 

of automatically identifying and under-

standing the actions of individuals, ani-

mals, or objects from various sensory data 

such as images, videos, audio record or 

motion data. AR involves the development 

of algorithms and techniques that enable 

to recognize and understand distinct ac-

tivities based on features and patterns en-

countered in the sensor data. Typically, this 

involves a combination of techniques to 

extract relevant features from sensor data, 

such as motion patterns. Successively, 

these features can be used to train a model 

capable to recognize specific activities per-

formed by a subject. 
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Among the different types of AR, human 

activity recognition (HAR) focuses on 

identifying and understanding the motility 

patterns of humans to predict their behav-

ior62,63. HAR is typically divided in four dis-

tinct steps62–64. At first, sensory indicators 

of human activity are collected for an inter-

val of time with dedicated monitoring devic-

es (Fig. 7). These can include motility data 

such as video records, motion sensors, and 

geographical position among others. Alter-

natively non-motility data can include the 

web history, the activity performed on elec-

tronic devices, as well as body parameters 

recorded with smart watches.

Successively, the collected sensory data are 

processed to be suitable for the training of 

a predictive model. Finally, the trained mod-

el is deployed on novel and unseen sensory 

data to infer the activities performed by hu-

mans (Fig. 8).

Figure 8. Steps for human activity recognition. Sensory data representative of human activity are collected 
using a digital device. After processing the data to extract key features, the latter are used to train a 
discriminative model to distinguish human activities. Finally, the trained model is deployed on novel sensory 
data to infer human activity. From 65.
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The applications of HAR are several and 

can include monitoring of sport actions, 

surveillance from camera records, law-en-

forcement, appropriate urban conduct, and 

commercial surveys among others. At pres-

ent, HAR plays a crucial role in several tasks 

that contemplate processing of real-world 

information, and its use is expected to in-

crease with the growing availability of sen-

sory data. 

3.3. Video-based activity recognition 
and related challenges

One of the main research topic in com-

puter vision is video-based activity recog-

nition66, which involves the analysis and 

understanding of human activities encoded 

within a video sequence. The assumptions 

underlying this technique is that spatial in-

formation of human activities is encoded 

within static frames, whereas the tempo-

ral information is captured by the changes 

occurring between consecutive frames. 

Therefore, video-based activity recogni-

tion requires the processing of both spa-

tial and temporal features with dedicated 

techniques. However, the complex nature 

of video data can pose several challenges. 

Among these are temporal modeling, which 

entails understanding how activities evolve 

over time as well as identifying their tem-

poral dependencies. Temporal modelling 

can prove difficult as it involves various 

sub-routines such as motion detection, 

tracking changes in morphology, and dis-

cerning interactions between objects and 

individuals. Furthermore, video data can ex-

hibit high dimensionality, spanning diverse 

lengths, high resolutions, and wide-fields of 

view, thus demanding computationally in-

tensive processing. The variability in view-

points and camera angles further compli-

cates matters, as these variations alter the 

appearance of the same activities. Camera 

motion, such as zooming or shaking, can in-

troduce visual artifacts, intensifying the dif-

ficulty of activity recognition. Finally, occlu-

sions and clutter often obscure activities in 

realistic settings, with subjects of interest 

potentially obstructed by other objects and 

leading to a loss of information.

To address these challenges, advanced 

machine learning and computer vision ap-

proaches are required, particularly those 

with demonstrated robustness in real-world 

movie scenarios. However, the design and 

benchmarking of such techniques would 

be impractical without the availability of 

extensive curated datasets for activity rec-

ognition. Consequently, researchers have 

begun crafting dedicated datasets com-

prising standardized clips depicting various 
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human activities categorized by classes67 

(Fig. 9). These datasets often encompass 

several of the aforementioned challeng-

es, such as changing viewpoints, dynamic 

backgrounds, and varying quality and light-

ing conditions. 

Figure 9. Activities sample from UCF101 dataset. Image gallery depicting human activities sampled from the 
UCF101 dataset. From68 .
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3.4. Deep learning architectures for 
video-based activity recognition

As previously discussed, video-based 

AR requires robust approaches for the ex-

traction of spatial-temporal features as well 

as for their classification. Early attempts of 

AR in computer vision were based on the 

classification of the optical flow between 

consecutive frames or digital filters, among 

other manually engineered features. How-

ever, current research focuses on end-to-

end DL networks capable of extracting and 

classifying the spatial-temporal information 

contained in movies. Following, we report 

the main DL architectures that have been 

used for video-based activity recognition:

Traditional 2D CNNs operate at the frame 

level to extract spatial features from each 

frame69. While this approach does not cap-

ture temporal relationships per se, temporal 

information can be represented by aggre-

gating the feature vectors of each frame. 

Common aggregation techniques include 

averaging, max pooling, or using CNNs in 

conjunction with sequence modeling archi-

tectures like LSTM70.

Similar to 2D CNNs, 3D CNNs simultane-

ously extract spatial and temporal filters us-

ing a 3D kernel applied to the x, y, and time 

dimensions68. With this approach, the entire 

video is treated as a volume and passed di-

rectly into the architecture, eliminating the 

need for additional preprocessing steps.

Recurrent Neural Networks (RNNs) were 

initially designed to process sequential 

data in natural language processing (NLP) 

tasks. These networks evaluate sequential 

entries while retaining memory of previous 

entries, allowing to capture complex and 

distant time relationships within the time 

series. Recently, RNN architectures have 

been applied to model temporal depen-

dencies in video tasks71. To increase their 

effectiveness, these architectures are often 

preceded by modules for spatial feature ex-

traction, such CNNs stacked on top of the 

recurrent architecture (e.g., CNN-LSTM).

Similarly to RNNs, transformers72 were also 

developed to treat sequential data in the 

context of NLP. However, a major difference 

is that these architectures rely on attention 

mechanism rather than memory. The entire 

input sequence is processed at once, and 

attention heads learn to understand which 

part of the sequence holds significance in 

order to make correct inference. Similarly 

to RNNs, transformers are combined with 

spatial feature extractors and produce hy-

brid models (CNN-Transformer).
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Finally, multiple-Stream networks73 were de-

vised to address a limitation of CNNs, which 

cannot directly extract temporal features. 

To overcome this aspect, double-stream 

networks introduced two types of inputs. 

The first input consists of the unchanged 

RGB sequence of frames, while the second 

input is a sequence of optical flows cap-

turing temporal changes between frames. 

These inputs are independently processed 

by CNNs, and their outputs are combined 

through temporal aggregation. Variations 

of these architectures include the incorpo-

ration of additional streams and the stack-

ing of DL architectures (e.g., Two-Stream-

CNN-3DCNN, Two-Stream-CNN-LSTM). 

Multiple-Stream networks do not represent 

an entirely new class of architectures but 

rather a modification of existing architec-

tures by extending the input sources. 

Figure 10. Prevalence of deep learning architectures in computer vision. A. Pie-plot showing the percentage 
usage of deep learning architectures for computer vision tasks until 2021. B. Bar plot showing the number of 
times that a deep learning architecture achieved the highest accuracy on an activity recognition dataset. Data 
elected and extracted from74 and subsequently re-plotted.
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These architectures offer different ap-

proaches to address the challenges of 

video-based activity recognition, including 

capturing spatial information and modeling 

temporal dependencies. Vision researchers 

often explore combinations of networks to 

improve performance and meet specific re-

quirements of recognition tasks. However, 

it is important to note that, at present, no 

architecture is universally superior to oth-

ers. On this matter Ullah and colleagues74 

emphasized that different architectures 

may perform better or worse depending on 

the dataset characteristics, as each dataset 

can present unique content that might be 

better grasped by a specific network74. For 

instance, Multi-stream networks, 3D CNNs, 

and recurrent networks all achieved the 

highest benchmark score in at least one ki-

netic datasets for AR74 (Fig. 10). Therefore, 

in light of these evidences, computer vision 

practitioners should conduct a thorough 

and comprehensive evaluation to deter-

mine the most suitable network for a partic-

ular activity recognition task.

3.5. Video-based cellular activity  
recognition

AR has well-established applications with-

in the human social infrastructure, and re-

cently it has captured the interests of other 

fields, among which the scientific commu-

nity. In this regard, AR has been used to 

monitor the stress levels and well-being 

of experimental mice in a cage, or to keep 

track of the behavior and migratory pat-

terns of animal herds. These promising ap-

plications are laying the basis to expand the 

usage of AR to other scientific fields, includ-

ing live-cell imaging.

In the context of live-cell imaging, AR tech-

niques could produce tremendous advan-

tages to automatically monitor the behav-

ior of cells. Analogously to human, cells 

can display characteristic morphological 

phenotypes associated with distinct activ-

ities26. For instance, migrating cells can un-

dergo a unique locomotion pattern, also re-

ferred as amoeboid migration. Conversely, 

the morphology of cells at rest is rounded 

and constant. Cells also exhibit morpho-

logical hallmarks when undergoing mitotic 

division, cell death, antigen scanning, and 

extravasation among others. Thus, sim-

ple morphological features can enable the 

application of cellular activity recognition 

(CAR) to differentiate and classify distinct 

cellular behavior. In this context, CAR strat-

egies could provide an understanding of the 

dynamic processes occurring in live-cell im-

aging on par with fluorescent reporters. For 

instance, any cellular activity that yields a 
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distinctive morphological phenotype could 

be automatically detected in a label-free 

manner. Processes like cell death, immuno-

logical synapses, cytotoxic interactions and 

others could be measured without specific 

staining nor the use of transgenic animals, 

thus reducing experimental manipulations, 

costs, and times. Moreover, CAR could obvi-

ate to common problems related to manual 

annotation and cell tracking25, reducing the 

bias due to subjective annotation and pro-

cessing time. In turn, these aspects could 

enable robust and high-throughput analysis 

of live-cell imaging data.

Despite the clear advantages of CAR, how-

ever, its usage might be hampered due to 

the intrinsic challenges and complexity of 

live-cell imaging. Similar to HAR movies, 

live-cell imaging data present occlusions 

due to overlapping cells, clusters, and 

non-cellular structures. In addition, live-cell 

imaging data present higher dimensional-

ity than standard RGB movies, as they of-

ten capture multiple focal planes encom-

passed in four-dimensional time-lapses (x, 

y, z, channels, time). Moreover, the presence 

of specific imaging artifacts, such as pho-

to bleaching, signal intensity variation and 

poor contrast, further exacerbate the chal-

lenges associated with imaging platforms. 

Fort these reasons, although video-based 

HAR revealed effective in capturing human 

activities, the application of HAR algorithms 

to address CAR is not necessarily straight-

forward.

For instance, in video-based HAR, the use 

of two-stream architectures resulted in the 

highest accuracy across various kinetic 

datasets74. However, the transposition of 

these architectures to CAR might be ham-

pered in live-cell imaging. This arises from 

the inherent assumption of small lumines-

cence changes in optical flow, which is not 

necessarily respected in live-cell imaging 

due to large variations in the signal intensi-

ty. Therefore, vision researcher should care-

fully consider all the related challenges that 

are specific to live-cell imaging prior to es-

tablish a CAR strategy. To do so, research-

ers should have access to curated datasets 

encompassing multiple cellular activities. 

However, at present tailored kinetic data-

sets encompassing various cellular activi-

ties are non-existent. Therefore, generating 

and curating these datasets should be a pri-

ority for establishing the field of CAR.
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4. Cellular activities displayed 
by the immune system

The immune system is a complex net-

work of organs and cells tasked to defend 

the organism against potential threats such 

as viruses, bacteria, parasites and cancer 

cells. In such a system, innate immunity 

represents the first line of defense against 

unwanted pathogens75. This defense com-

prehends effector cells that, upon recogniz-

ing evolutionary conserved antigen regions, 

are responsible for directly clearing poten-

tial threats by phagocytosis76 or induced 

killing. The second line of defense of the 

immune system is the adaptive response, in 

which cells specialized for antigen recogni-

tion produce specific antibodies that binds 

to pathogen and orchestrate their disposal 

in a selective manner.

A natural biological response triggered by 

the immune system in response to injury or 

infection is inflammation. Inflammation is a 

protective mechanism aimed at removing 

harmful stimuli and initiating the healing 

process by grouping the main actor of the 

innate and adaptive response at the site of 

inflammation while enhancing their activi-

ty. The process is complex and character-

ized by high cell dynamism which involves 

changes in the behavior of cells both at the 

site of inflammation as well as at distant or-

gans77,78. in this process, Immune cells are 

key players that relocate into infected or in-

jured tissues and orchestrate the immune 

response by releasing pro inflammatory 

signals and mediators that initiate a cas-

cade of immune reactions79–83. 

To better characterize this complex set of 

interactions, researchers are interested in 

studying the behavior of individual immune 

cells participating in the process. To this 

end, fluorescent microscopy and cytome-

try techniques are employed to identify and 

characterize distinct cellular population 

based on the presence of specific fluores-

cent markers. This generates a landscape 

of immune players, their activation state 

and their function at a given time-point. 

However, one downside of these tech-

niques is the finite number of fluorophores 

per panel, which in turn limits the number of 

cell populations and activation states that 

can be detected simultaneously. 

To obviate the aforementioned limitations, 

CAR in live-cell imaging would enable mul-

tiplexing of distinct cell actions without 

constraints imposed by the finite panel. In 

turn, fluorescence channels would remain 

available for capturing other cell types of in-

terest. However, the successful application 
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of CAR for the study of the immune system 

requires the explicit definition of cellular 

activities in association with a clear and 

characteristic morphological phenotype. 

Currently, this relationship is not always ad-

dressed in the literature, as from a biologi-

cal perspectives cell populations are rath-

er characterized in a mechanistic way and 

from a biochemical perspective. 

Therefore, to enable the application of CAR 

in immunology, we curated a review of im-

mune cellular activities and related motility 

patterns26. In our work, we considered the 

immune response to be a hierarchical set 

of actions performed by single cells or a 

group. To this end, we reported from the 

literature all actions displayed by immune 

cells in different organs during key inflam-

matory processes (Table 1), providing a 

consensus definition for each action and its 

biological relevance during inflammation. 

In the next paragraphs we directly cite the 

main activities displayed by immune cells 

as reported in our review article26. 

4.1. Patrolling 

Patrolling is an action associated with 

random-like movement and extensive 

monitoring of tissues (Fig. 11A–B)84. Pa-

trolling-like cells exhibit long tracks in a con-

fined area, which results in low directional-

ity. The speed of patrolling-like cells varies 

according to the cell type, conditions, and 

anatomical site. For instance, patrolling-like 

monocytes exhibited a speed of 36 um/min 

in the endothelium of carotid arteries and 9 

um/min in the mesenteric venules85, while 

patrolling-like B cells exhibited a speed of 6 

um/min in the lymph node follicles.

Patrolling-like cells are pivotal in the initia-

tion of the inflammatory process, as they 

are capable of efficiently monitoring large 

areas and promptly responding to the pres-

ence of antigens.

Maximize antigen encountering. Pa-

trolling-like behavior in immune cells was 

interpreted as a strategy to maximize anti-

gen encountering in different tissues. The 

endothelium of blood vessels is continu-

ously monitored by innate immune cells dis-

playing a patrolling-like behavior. Amongst 

these, monocytes promote the recruitment 

and activation of neutrophils, and initiate a 

local neutrophil response via secretion of 

proinflammatory cytokines84–87. Neutrophils 

within the blood vessels lumen instead 

were described with a patrolling-like behav-

ior within the lumen of blood vessels and 

associated with an increased capacity for 

being recruited to the inflammation site88,89. 



51

INTRODUCTION

More recently, tissue-resident eosinophils 

have also been reported to display a pa-

trolling-like behavior in the vasculature of 

different organs, which became more prom-

inent in response to inflammatory stimuli90.

In the LN, patrolling-like B cells continuous-

ly survey subcapsular macrophages and 

follicular dendritic cells in order to identify 

antigens that are either presented on a cell 

surface or suspended in the environment91. 

Moreover, within the germinal centers (GC), 

patrolling-like B cells exhibited a probing, 

dendritic morphology that confers them a 

larger surface area and therefore a greater 

opportunity for antigen encountering (Fig. 

11C, ii)91. Similarly, NK cells were reported 

to maintain a patrolling-like behavior during 

priming, suggesting that the patrolling-like 

pattern is an efficient strategy for sensing 

and integrating cytokine signals in the vi-

cinity of multiple DC92. In the same context, 

patrolling-like of T cells was also reported 

as a strategy to avoid obstacles in densely 

packed microenvironments93.

Tumor immunosurveillance. Within the 

tumor microenvironment, patrolling-like 

monocytes were also associated with im-

mune surveillance, promptly detecting 

tumor material, establishing interactions 

with metastasizing cells, and promoting 

recruitment and activation of natural killer 

(NK) cells in lung carcinoma94. Similarly, 

within the lymph node (LN), NK cells exhibit 

a patrolling-like pattern while searching for 

cognate targets and transformed cells (Fig. 

11C, iii)95.

4.2. Directed migration

Directed migration is an action associ-

ated with cells displacing along straight tra-

jectories. These cells typically exhibit long 

tracks with high confinement ratio and pos-

sibly high speed (Fig. 11 D–E) depending on 

the cell type, the conditions, and the micro-

environment.

In an inflammatory context, cells undergo 

directional migration in response to che-

motactic cues and inflammatory signals, 

as well as when influenced by anatomical 

structures. Generally, directional migration 

is described as a strategy to rapidly reach a 

specific target, which also plays important 

roles in recruitment, tissue repair and clean-

ing, and antigen presentation96,97.

Response to chemotactic gradients. One 

of the best-characterized processes as-

sociated with directional migration is che-

motaxis. This involves the polarization and 

displacement of cells towards the source 
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of a chemotactic gradient (Fig. 11F, i). For 

instance, neutrophils perform directed 

migration towards injured, infected, or in-

flamed areas98–100, where their presence 

is relevant for tissue repairing, microbial 

clearing101, amplification of the inflammato-

ry response102 and shaping of the adaptive 

immune response103. Even macrophages 

perform directed migration in interstitial 

tissue in response to bacterial infection or 

tissue injury104.

Influence of anatomical structures on the 

directed migration. Tissue architecture 

can influence cell movements, conferring 

properties of directed migration. The most 

compelling case of this is the transporta-

tion of cells via the bloodstream105,106. More 

recently, transportation of immune cells via 

lymphatics107,108 was also reported, and is 

associated with a strategy for rapidly reach-

ing lymphoid tissues96. 

Directed migration of immune cells was 

also reported in tumor microenvironments. 

For instance, CD8+ T cells exhibited a di-

rected migration pattern along collagen fi-

bers in a model of ovarian carcinoma (Fig. 

11F, ii)109. Moreover, the architecture of the 

LN was reported to influence the recruit-

ment of B and T cells, which displayed di-

rectional migration to relocate precisely in 

their respective areas110.

4.3. Arresting

Arresting is a cell action characterized 

by confined trajectories and speed below a 

predefined threshold (Fig. 11G–H)110. The 

migration of immune cells typically involves 

alternating cycles of “stop-and-go”111, and 

during the inflammatory process, motile 

cells change their behavior into arresting 

to perform a variety of functions, including 

signaling and activation.

Communication and signaling. Effective in-

tracellular communication requires arrest-

ing. Notably, both B cells and T cells under-

go an arresting phase prior to interacting 

with DC during priming112. This step is es-

sential to maximizing the contact duration 

and to inducing signaling.

Killing. The formation of stable contacts be-

tween a cytotoxic cell and its target is one 

of the best-characterized biological pro-

cesses during which cytotoxic cells arrest. 

For instance, CD8+ T cells arrest during the 

formation of the cytotoxic synapses with 

target tumor cells and resume their migra-

tion after killing the target113,114.

Adhesive interactions during recruitment.

During recruitment from the blood stream, 
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several types of leukocytes form adhesive 

interactions with stromal cells, leading to a 

decrease in motility and eventually to their 

arrest110  (Fig. 11 I). This coincides with find-

ings from recent studies that show that T 

interacting with lymphatic capillaries cells 

were commonly arrested34.

Cell activation. In neutrophils, arresting 

was associated with the oxidative burst115, 

which is a state in which reactive oxygen 

species are generated. This occurs both 

during phagocytosis and in response to sol-

uble antigens In contrast, Beuneu and col-

leagues92 reported that NK cells do not ar-

rest while being activated by DC. However, 

NK cells were reported to arrest in the med-

ullary part of the LN116 following influenza 

vaccination. Although the arrested NK cells 

were forming stable contacts with macro-

phages, this behavior was not associated 

with NK-mediated lysis. Therefore, it may 

suggest an alternative activation pattern.
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Figure 11. Gallery of actions displayed by individual immune cells. A. Illustration of a patrolling-like cell, 
with the characteristic long track in a confined area, which is associated with mid-speed and low directionality 
(high confinement). B. MMP-IVM micrograph showing a patrolling-like neutrophil (light blue) migrating 
between macrophages (red) in the subcapsular sinus of a lymph node following infection. C. Illustration 
of biological cases of patrolling-like behavior, including (i) a monocyte (Mo) screening the endothelium of 
blood vessels, (ii) a B cell surveying antigen-presenting cells in the lymph nodes (M: macrophages, DC: 
dendritic cells), and (iii) a natural killer (NK) cell during immune-surveillance in tumor microenvironments 
(T). D. Illustration of a cell migrating directionally, with the characteristic straight tracks associated with high 
directionality and possibly high speed. E. MMP-IVM micrograph showing a neutrophil (light blue) exhibiting 
directed migration towards the subcapsular sinus area of a lymph node following infection. F. Illustration 
of biological cases of directed migration including (i) a neutrophil (Neu) directed towards the source of a 
chemotactic gradient, and (ii) a T cell (Tc) moving with directed migration while following collagen fibers 
(blue structures) in the tumor microenvironment (T). G. Illustration of an arrested cell with the characteristic 
folded track, which is associated with a low speed and high confinement. H. MP-IVM micrograph showing 
a neutrophil (light blue) arresting in the proximity of a macrophage (red) in the subcapsular sinus area of 
a lymph node following infection. I. Illustration of biological cases of arresting including (i) a neutrophil 
(Neu) during an adhesive interaction with an epithelial cell layer, and (ii) a neutrophil arresting during the 
production of reactive oxygen species. Adapted from our review26.
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4.4. Contact formation

Within the immune system, a cellular con-

tact is defined by the formation of an immu-

nological synapse117. During contact forma-

tion, the distance between membranes of 

cells decreases up to a distance of 15 nm 

to 100 nm118. Cells forming contacts may 

exhibit an arrested behavior, or maintain a 

patrolling-like behavior according to the du-

ration and type of the contact. Cellular con-

tacts are a form of cell-to-cell communica-

tion that enables the formation of clusters 

between the proteins on the surface of two 

distinct cells (Fig. 12A–C)119,120. Although 

contacts are continuously formed and dis-

rupted between migratory and resident 

cells in physiological conditions, certain 

contacts of immune cells are pivotal for in-

flammatory processes116,121.

Immunological synapses. One of the 

best-characterized cases of contact forma-

tion between immune cells is the immune 

synapse that occurs between DC and T cells 

(Fig. 12C, i). DC play a crucial role in initiat-

ing the immune cell response as they scan 

the surrounding environment in search of 

antigens to capture and present to naive T 

cells122. The interaction between T cells and 

DC follow a series of steps characterized 

by varying contact durations. At first, T cells 

engage many short-lived contacts with 

the surrounding DC, reducing their overall 

motility due to the multiple interactions123. 

Upon successful encounter between T cells 

and antigen-presenting DC, long-term and 

stable contacts occur, and T cells remain 

arrested. This leads to the activation of 

T cells, which finally recover motility and 

proliferate. In an OT-I model, a comparison 

between antigen-specific CD8+ T cells and 

polyclonal CD8+ T cells revealed that anti-

gen-specific cells significantly decreased 

their speed in response to the formation 

of stable interactions with DC124. By con-

trast, polyclonal CD8+ T cells maintained a 

constant speed124. This finding is in agree-

ment with the T-DC model, where different 

phases of the T cell-DC interaction were as-

sociated with different contact durations125. 

Additionally, contacts between T cells and 

DC can occur in non-lymphoid organs and 

compartments, such as the lymphatic cap-

illaries of the ear skin34.

NK cells form short-term contacts with DC 

by recognizing cytokines on the surface of 

DC in addition to soluble signals. In contrast 

with in vitro observations, where long-last-

ing contacts between NK cells and DC were 

observed, in vivo acquisitions in the LN re-

vealed that NK cells maintain a motile be-

havior during their activation126. This yields 
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to the formation of brief contacts with the 

duration of 1–3 min, suggesting an efficient 

strategy to sense and integrate cytokine 

signals in the vicinity of multiple DC. 

Cytotoxic synapses and lysis. Cytotoxic T 

leucocytes (CTL) can establish cytotoxic 

synapses with other cells, which eventually 

leads to cell death (Fig. 3C, ii)127. Cytotox-

ic synapses formed by CD8+ T cells (Fig. 

12C, ii) rely on a shared molecular mecha-

nism with CD4+ T cell immunological syn-

apses.127 However, CD8+ T cell synapses 

appear to be more stable and efficient in 

killing the target128. Two known killing mech-

anisms involve the binding of FasL to Fas, 

resulting in the induction of apoptotic death 

by caspase activation129. The second mech-

anism involves Ca2+ dependent release of 

perforin and granzymes, yielding to the acti-

vation of alternative apoptotic pathways129. 

The latter mechanism was reported to be 

faster since it does not require specific re-

ceptors to be activated127. Common targets 

of CTL are virus-infected or transformed 

cells. However, CTL killing efficiency was 

reported to be affected by the affinity for its 

ligand123,127.

NK cells are also able to form contacts in-

tended to lyse target cells through degranu-

lation. Within the LN, NK has been observed 

to form contacts with B cells to eliminate 

major histocompatibility complexes mis-

matched targets95. Additionally, in the con-

text of tumor microenvironment, NK-medi-

ated lysis was reported to occur either by 

establishing contacts of long duration with 

a single NK or via multiple short contacts 

with several NK92.

4.5. Swarming

Swarming is an action in which a collectivity 

of cells, called swarms, cluster in a defined 

space or move towards a common target 

in a coordinated manner (Fig. 12D–E)130. 

Swarms have been classified according to 

their size and duration130. Transient swarms 

with fewer than 150 cells are reported 

to last up to 40 minutes. Larger swarms, 

meanwhile, can include more than 300 cells 

and can persist for hours130. 

The swarming process has been primar-

ily described in neutrophils, which form 

cell aggregates in inflamed and injured 

tissues. Notably, duration and swarm size 

were positively correlated with the severity 

of the tissue damage or infection, with ex-

tended lesions recruiting thousands of neu-

trophils involved in swarms that persisted 

for days131,132. Cell death, known to induce 

recruitment of phagocytic cells27,133,134, is 
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regarded as one of the triggers of swarm 

formation. 

Figure 12. Gallery of actions displayed by two or a collectivity of cells. A. Illustration of the 
morphodynamics of contact formation between two cells, characterized by a low distance and the 
possible overlap of colors. B. MP-IVM micrograph showing a neutrophil (green) establishing contact with a 
macrophage (violet). 3D reconstructions are shown to highlight the shape of the cells during the formation 
of the contacts. C. Illustration of biological cases of contact formation including (i) a T cell (Tc) forming an 
immunological synapse with a dendritic cell (Dc) with a cluster of proteins in the contact area, and (ii) a T cell 
(Tc) accumulating cytotoxic granules in contact with a tumor cell (T). D. Illustration of the morphodynamics 
of swarm formation, characterized by cells moving towards a common target, resulting in the accumulation 
of cells in a confined area (high density). E. MP-IVM micrograph showing a neutrophil swarm (light blue) 
following infection in the subcapsular area of a lymph node. F. Illustration of biological cases including (i) a 
swarm of neutrophil (Neu) to contain pathogens in an isle enriched with microbicidal compounds, and (ii) a 
swarm of T cell (Tc) accumulating around an antigen-presenting dendritic cell (Dc) to prevent the other Tc 
from interacting with the Dc. Adapted from our review26.
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Two key functions are associated with the 

swarming process: host protection and tis-

sue remodeling131,132,135, both described be-

low. 

Host protection. Swarm formation was re-

ported in infection models as a strategy to 

contain pathogens and protect the host136. 

To this end, swarms lead to the confine-

ment of pathogens in isles where micro-

bicidal compounds concentrate (Fig. 12F, 

i)131. Moreover, neutrophil swarming was 

observed to contain bacteria spread135 

and limit the growth of fungi in vivo137. Eo-

sinophils were also observed performing 

swarms throughout the parenchyma in 

the lungs in different infection models. 

Amongst these, during parasitic infections, 

swarms of eosinophils were maintained for 

several days138.

Tissue remodeling and shaping the im-

mune response. Neutrophil swarming was 

also reported in the context of sterile in-

flammation. Sterile photo burning100 and 

needle damage98 caused neutrophils to 

form abrupt and long-lasting clusters of 

large dimensions, suggesting a role in tis-

sue remodeling and repair.

Additionally, the formation of swarms can 

alter the cellular structure of immune or-

gans. For instance, swarms formed by 

neutrophils were reported to disrupt the 

network of resident SCS macrophages in 

parasitic infection models131,139,140. Consid-

ering that SCS macrophages are important 

for containing the spread of pathogens141,142 

and for activating adaptive immunity99,141 the 

alteration of this cell layer by swarms might 

influence the overall immune response. 

Interestingly, other cell types, such as NK 

cells, were also observed to form swarms 

in the SCS area of the LN and to interact 

with resident CD11b+ cells. The accumula-

tion of NK cells in the SCS area was linked 

to the function of promoting self-activation 

by the encounter with specific APC143. Other 

cell types such as T cells were reported to 

form swarms around APC following immu-

nization. Since most of the interactions in 

the swarms were maintained over time122, it 

has been proposed that swarms may keep 

newly arrived T cells at the boundaries of 

the swarm, limiting their interaction with DC 

(Fig. 12F, ii)122. 
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Table 1. Summary of the actions described in different inflammatory conditions, organs, and cell types. 
Adapted from our review26.
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5. CAR to quantify pro-
grammed cell death

5.1. Programmed cell death

Another promising application for CAR 

strategies is the detection of cellular ac-

tivities with an evident phenotype, such as 

programmed cell death (PCD). PCD refers 

to the mechanism by which cells actively 

orchestrate their disposal to benefit the or-

ganism. One of the best characterized form 

of PCD is apoptosis, a key process involved 

in several biological functions to maintain 

body homeostasis. Accordingly, every day 

damaged or dysfunctional cells undergo 

apoptosis to accommodate new healthy 

cells. This clearing mechanism ensures a 

balanced turnover and correct functioning 

of the tissues. Moreover, the removal of 

infected cells, or cells that sustained DNA 

damage, is a crucial mechanism of host 

defense that counteracts the insurgence of 

pathogens and tumors. Consequently, mis-

regulation of apoptosis may result in severe 

pathological conditions, including cancer, 

infectious diseases and autoimmune disor-

ders.

From a morphological perspective, apopto-

sis display specific hallmarks that make it 

unique. At a late apoptotic stage, cells un-

dergo shrinkage, chromatin condensation, 

membrane blebbing and the formation of 

apoptotic bodies158. In response, phagocyt-

ic cells are locally recruited by the release 

of “eat me” signals, and they are succes-

sively responsible for clearing the remain-

ing apoptotic bodies, resulting in the con-

clusion of the process. 

This sequence of events is specific to 

apoptosis, making it a distinctive signature 

for the process. Hence, video-based CAR 

methods have the potential to facilitate the 

analysis of in vitro and in vivo time-laps-

es by automatically identifying apoptotic 

events based on motility and morphologi-

cal patterns. Notably, the morpho-dynam-

ics of apoptotic cells share similarities to 

the movements exhibited during various 

human activities. Therefore, we anticipate 

that CV-based tools will prove successful 

to achieve robust CAR for detecting multi-

ple apoptotic cells in live-cell imaging. This 

achievement will consequently benefit sev-

eral experimental fields, including toxicolo-

gy and immunotherapy.

5.2. Advantages and disadvantages 
with respect to fluorescent probes

The usage of apoptotic reporters159 is pivot-

al to gain insights into the adverse effects 
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of various substances on cellular health 

and survival. Fluorescent markers that ac-

tivate during the onset of apoptosis provide 

a means to quantify apoptotic cells in real 

time, enabling to monitor changes in cell vi-

ability and proliferation induced by specific 

substance. In turn, this permits to evaluate 

the toxicity of different compounds and 

facilitates the screening of potential drugs 

that inhibit or induce apoptosis.  

In line with the scope of fluorescent report-

ers, algorithms designed for apoptosis de-

tection can deliver real-time quantification 

of cell death, offering potential advantages 

over traditional fluorescent probes. One 

such advantage is label-free detection, as 

CV and DL methods can operate on unla-

beled cells160, eliminating the need for flu-

orescent reporters and additional experi-

mental setups. This non-invasive approach 

has the potential of reducing artifacts as-

sociated with fluorescent labeling161, exper-

imental costs and manipulation time.

DL algorithms are also suited for 

high-throughput processing, enabling the 

analysis of large data batches. This feature 

proves especially beneficial in high-content 

screening assays for apoptosis, where DL-

based detection could reduce experimental 

variability due to labeling efficiency, probe 

selection, and photobleaching. Additional-

ly, DL methods can decrease subjectivity 

in analysis by eliminating biases stemming 

from individual interpretation or judgment, 

such as when operating manual labeling 

of apoptotic. In this case, by automating 

the analysis process, DL minimizes the re-

liance on human labeling, thereby enhanc-

ing objectivity. Lastly, by leveraging the ca-

pabilities of neural networks, DL holds the 

potential to uncover novel morphological 

insights and temporal patterns associated 

with apoptosis, contributing to a deeper un-

derstanding of the mechanisms.

5.3. Therapeutic perspectives in toxi-
cology and tumor therapy

The successful implementation of auto-

mated apoptosis detection holds great po-

tential for the future of therapeutics that in-

duce or inhibit apoptosis. From a toxicology 

standpoint, the algorithmic quantification 

of apoptotic cells serves as an experimen-

tal readout providing valuable information 

about the toxicity of distinct compounds 

and their ability to elicit apoptosis. Addi-

tionally, these methods could also be em-

ployed to uncover novel inhibitors of cell 

death, and due to the capability of measur-

ing apoptosis over time, they could enable a 
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detailed characterization of dose-response 

dynamics for different compounds.

In addition to toxicological assays, automat-

ed apoptosis detection might play a crucial 

role in monitoring tumor treatments, where 

the therapy typically aims to kill a specific 

cell population. Accordingly, the apoptotic 

count can be regarded as a detailed readout 

of the effectiveness of the therapy. This can 

be especially relevant for treatments that 

induce targeted apoptosis in tumors, such 

as apoptotic-inducing agents162,163 and chi-

meric antigen receptors T cells (CAR-T)164. 

At present, measuring the efficacy of sever-

al anti-tumor therapies relies on measuring 

changes in the host life span. Arguably, the 

host survival remains the most indicative 

parameter to assess the efficacy of the 

therapy. However, this approach offers little 

insights on the fate of individual cells and 

the dynamics of tumor killing. 

Solid tumors exhibit significant heterogene-

ity and diverse microenvironments165, which 

can differentially impact the infiltration of 

cytotoxic cell populations, including T and 

CAR T cells22. As a result, the immunother-

apy efficacy can display large variability. To 

address this issue, it is crucial to gain a com-

prehensive understanding of the spatial in-

teractions between tumors and the immune 

system. By doing so, we can successively 

understand and overcome the limitations 

of current therapies. Consequently, there is 

an urgent need for tools capable of assess-

ing individual interactions between immune 

cells and tumors.

Existing molecular probes for detecting 

apoptosis provide a cumulative measure 

of cell death but lack spatial and tempo-

ral resolution. While the cumulative signal 

from these probes can estimate the total 

number of apoptotic events, it is not possi-

ble to determine their specific spatial coor-

dinates without manually tracking cells ex-

hibiting active reporters. On the other hand, 

fluorescent reporters offer variable activa-

tion times, introducing a time lag that can 

span minutes. To address these limitations, 

CAR could generate a detailed profile of the 

apoptotic dynamic. In turn, this information 

could elucidate the complex spatial and 

temporal dynamics occurring within the 

tumor microenvironment and the immune 

system. 
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AIM AND RELEVANCE
Two-photon intra-vital microscopy has become the reference technology to study in 

real time interactions between host immune defenses and pathogens. However, an-

alytical tools dedicated to this platform are scarce, and quantitative measurements 

are prevalently based on trajectory analysis. Therefore, to consolidate the analytical 

framework in live-cell imaging, the aim of this thesis is the development of meth-

odologies that enable the quantitative studies in vitro and in vivo, with an eye of 

attention dedicated to the implications on the immune system. To accomplish this 

objective, I will adopt two main strategies. The first one consists in developing track-

based CAR techniques to segregate cell behaviors into distinct classes that present 

specific motility patterns. This approach is meant to utilize modern DL techniques to 

maximize the information extracted from trajectories.

The second strategy consists in developing vision-based CAR methods to detect 

and classify different cellular activities based on morphology and temporal cues 

displayed by cells. Specifically, we are interested in characterizing cell death, which 

has relevant implications within the context of the immune response and immu-

notherapy. The exploration of video-based CAR is meant to provide alternatives to 

trajectory analysis, whose cell tracking pre-requisite represent a major bottleneck. 

To develop and test our tools, we will design tailored architectures for supervised 

learning. Hence, we will generate relevant 2P-IVM datasets which will be used to 

train and test the predictive models.
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1. Aim 1: Track-based cellular activity recognition

The first aim of this thesis lays the groundwork for the future employ of CAR in live-cell imag-

ing. Following a track-based approach, we want to show that we can use the information embed-

ded within spatial trajectories to predict the dynamics and behavior of cells. Our focus pertains 

interactions and activities occurring between key players of the immune system, such as neutro-

phils, T cells, natural killers, and eosinophils.

Before addressing this aspect, however, it was necessary for us to have a consensus of the main 

cellular activities displayed by immune cells. Therefore, we grouped the major immune activities 

that were associated with clear and unique motility patterns,  as described in the literature, gener-

ating an exhaustive ontology26 that I partially cited in the introduction. The resulting atlas enabled 

us to characterize different aspect of the immune response, such as the role of neutrophils upon 

vaccine inflammation explored in manuscript 1.

In manuscript 2, I explored instead the potential of cell tracks to predict cellular identities using 

the sequential information contained in their spatial-temporal coordinates.
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2. Aim 2: Video-based cellular activity recognition

The second aim of this thesis represent a shift from a track-based approach to a vision-based 

paradigm in CAR. We want to bridge live-cell imaging and CV, demonstrating that the unexpressed 

potential of vision techniques in microscopy can be promptly conveyed by designing sound DL 

architectures and appropriate datasets Therefore, using video-based CAR, we decided to charac-

terize cell death as a prototypical activity that displayed clear and unique morphology traits. As a 

pre-requisite for this goal, in manuscript 3 I first curated a time-lapse dataset depicting apoptotic 

cells. After fulfilling this requisite, in manuscript 4 I designed and deployed different solutions for 

spatial-temporal detection of cell death in live-cell imaging.





RESULTS
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1. Aim 1: Track-based cellular activity recognition

1.1. Manuscript 1: Characterization of the dynamic behavior of neutrophils following 
influenza vaccination

The present manuscript represents my first contribution to a peer-reviewed article achieved with-

in the first year of my doctoral training. The project aimed to characterize the role of neutro-

phils during the inflammatory process induced by inactivated influenza in an unconventional yet 

innovative manner. By combining traditional immunological investigations with computational 

track-based analysis, the primary authors of the study, Dr. Latino and Dr. Pizzagalli, demonstrated 

varying phenotypic behaviors of neutrophils throughout the inflammatory process.

Although I am a co-author, I included this article in the thesis as it defines an important milestone 

that allowed me to gain a solid understanding over both experimental and analytical aspects that 

laid the basis for my following work. The practical contributions I provided consisted in support-

ing the authors with part of the analysis displayed, as well as during the writing and revision of 

the article.

Status: published in Frontiers in immunology
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Abstract

Neutrophils are amongst the first cells to respond to inflammation and infection. Although 

they play a key role in limiting the dissemination of pathogens, the study of their dynamic behavior 

in immune organs remains elusive. In this work, we proposed a novel image-based systems biolo-

gy approach to characterize in vivo the activities of neutrophils in the mouse popliteal lymph node 

(PLN) after influenza vaccination with UV-inactivated virus. We described a prominent and rapid 

recruitment of neutrophils to the LN following vaccination, which is dependent on the secretion 

of the chemokine CXCL1 and the alarmin molecule IL-1α. In addition, we observed that the initial 

recruitment occurred mainly via high endothelial venules located in the paracortical and interfol-

licular regions of the LN. The analysis of the spatial-temporal patterns of neutrophil migration 

demonstrated that, in the initial stage, the majority of neutrophils display a patrolling behavior, 

followed by the formation of swarms in the subcapsular sinus of the LN, which are associated 

with macrophages in this compartment. Finally, we observed using multiple imaging techniques, 

that neutrophils phagocytize and transport influenza virus particles. These processes might have 

important implications in the capacity of these cells to present viral antigens.
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Introduction

The innate immune system plays a critical 

role in protecting the host during the first 

hours that follow a new insult75. This pro-

cess involves complex cell-to-cell and cell-

to-pathogen interactions that are essential 

for the early recognition of the pathogen 

and the initiation of the adaptive immune 

response103. Although several advances 

have been made in linking the behavior of 

innate immune cells to the efficiency of the 

immune response166, many questions re-

main open. This is mainly due to the dynam-

ic nature of the aforementioned interaction 

patterns, which change over time and are 

distributed in space167. 

The lymph node (LN) has been the pre-

ferred organ to investigate in vivo the com-

plexity of cell behavior and cell dynamics in 

relation to immune functions 18. This organ 

is highly compartmentalized and is com-

posed of specific regions, which facilitate 

the coordination of the innate and adaptive 

immune responses. Indeed, the architec-

ture of the LN further promotes the dynam-

ics of immune cell interactions, such as 

antigen trafficking between macrophages 

from different regions, which is critical for 

the final effector response36,116,142,168,169, and 

the capture and presentation of antigen by 

LN resident dendritic cells (DC) 170,171. The 

migration of different cell populations to the 

specific regions of the LN follows a com-

plex balance of chemokine gradients that 

orchestrate its architecture. For instance, 

CCL21 and CXCL12 act on the vascular 

endothelium to promote the recruitment 

of leukocytes via high endothelial venules 

(HEV)172,173. After the extravasation process, 

CXCL13 and CCL19-21 direct B and T cells 

towards the B-cell follicle and the T-cell 

zone, respectively174–179.

Among the innate cells that migrate to the 

LN in inflammatory conditions, neutrophils 

constitute the first line of defense against 

pathogens140,180. These cells have import-

ant immunological functions, such as the 

secretion of antimicrobial compounds181, 

and play a key role in tissue cleaning and 

remodeling 88. Neutrophils are abundant 

in the circulation in their mature form and 

are rapidly recruited from the bone marrow 

upon inflammation102,182 via post-capillary 

vessels183,184 or lymphatics184–187. Neutrophil 

recruitment to the site of infection is a high-

ly regulated process that involves the ini-

tial secretion of pro-inflammatory factors, 

released by activated macrophages and 

DC, which regulate the expression of adhe-

sion molecules from vascular endothelial 

cells80,88. Among the different inflammatory 
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cytokines that have shown to be involved in 

this process, the interleukin-1 (IL-1) fami-

ly188–190 and the tumor necrosis factor (TNF) 

are some of the best-characterized185. In ad-

dition, many other chemokines and recep-

tors are known to be involved26,191. 

Once recruited to the inflamed tissue, neu-

trophils can interact with lymphocytes and 

antigen-presenting cells (APC) influencing 

the adaptive immune response88,192,193. This 

was demonstrated in different inflammato-

ry conditions in which neutrophils released 

B cell-stimulating molecules, such as BAFF 

or CD40L194, or induced T cell proliferation 

and activation192,193,195. T cell response can 

further be orchestrated by neutrophils influ-

encing both DC priming and T cell function 

via NETosis or release of granules196. More-

over, recent evidence has indicated that 

neutrophils can cooperate with DC, trans-

porting antigens to the site of T cell activa-

tion or acting as APC180,197,198.

While the initial recruitment of neutrophils 

from blood has been extensively charac-

terized199, their post-recruitment behavior 

remains widely unknown. One of the few 

activities previously described regards the 

formation of aggregates or swarms140. This 

process involves the coordinated migration 

of cells towards a common target131,140,200. 

During the formation of swarms, the first 

neutrophils that are recruited can trigger a 

cascade of secondary chemoattractants, 

which amplify the recruitment of other 

neutrophils in a feed-forward manner201. 

The main signals triggering neutrophil in-

flux and swarm formation were associated 

with tissue injury98,202. However, in microbi-

al infection models other factors such as 

pathogen-derived compounds136 or other 

molecules released by dying neutrophils132 

can trigger swarm formation. The role of 

neutrophil swarms has been linked with 

microbicidal activity, tissue cleaning and 

remodeling and protection of uninfected 

tissues. However, it is unclear how indi-

vidual neutrophils behave in the swarming 

environment. Recent evidences in infection 

model show that neutrophil swarm growth 

correlates with the removal of subscapu-

lar sinus macrophages140, suggesting an 

interplay between the two populations and 

a possible involvement of the resident cell 

population in the initiation and regulation of 

the process.

To better investigate the behavior of neu-

trophils following influenza vaccination, 

imaging techniques are of paramount im-

portance. Among the available imaging 

methods, 2-photon intravital microscopy 

(2P-IVM), allows the long-term observation 
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of cells in organs and tissues of living an-

imals. For this reason, in the last two de-

cades, 2P-IVM has become an essential 

tool for the observation of immune-related 

mechanisms in vivo, highlighting unprece-

dented mechanisms related to cell migra-

tion and cell-to-cell interaction 203. However, 

an interdisciplinary approach is required to 

analyze the imaging data generated by this 

technique. Indeed, the recently established 

image-based systems biology approach204 

combines microscopy data with computa-

tional methods to describe, quantify, and in-

terpret complex biological processes, from 

imaging data This combination of methods 

allowed for instance to uncover different T 

cell receptor signaling patterns205 or differ-

ent types of migration patterns206 from the 

tracks of immune cells.

In this work, we employ a cutting-edge im-

aging analysis methodology to characterize 

in vivo the dynamics of neutrophil recruit-

ment and their migratory patterns following 

vaccination with UV-inactivated influenza 

virus. Thus, we highlight the interaction of 

early recruited neutrophils with the resident 

macrophage population involved in antigen 

capturing. Finally, we report how neutrophil 

behavior changes over time, using a new 

mathematical model that maps recurrent 

motility patterns of neutrophils to biological 

functions.
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Figure 1. Neutrophil recruitment and distribution into the popliteal lymph node (PLN) after influenza 
vaccine administration. A) Kinetic of neutrophil recruitment into the LN during the first 24 h following 
UV-inactivated influenza virus injection (UV-PR8). B) Flow cytometric analysis showing the recruitment of 
neutrophils (Ly6G+ CD11b+) at 12 h post vaccination (p.v.). Percentages of CD69+ (C) and CXCR4+ (D) 
cells out of all neutrophils at 12 h p.v. compared with non-vaccinated controls. E) Representative confocal 
microscopy of LN section showing the distribution of Ly6G+ neutrophils (red) in the LN at 3 h p.v. in a 
CD11c-YFP animal. F) Quantification plots showing the distribution of neutrophils in the medullary (Med), 
interfollicular area (IFA), T cell zone (Cortex), follicle (Fo) and subcapsular sinus (SCS) areas of the LN at 3 h 
p.v., G) Sequential 2-photon intravital (2P-IV) micrographs showing the recruitment of LysM-GFP neutrophils 
(green). Blood vessels (red) are labeled by i.v. injection of Rhodamine B isothiocyanate-Dextran and arrow 
indicated hotspot of neutrophil recruited. H) Time series showing the increasing density of neutrophils inside 
high endothelial venules (HEVs) of the PLN following vaccination. I) Scanning electron micrograph showing 
an association between neutrophils (n) and HEV at 2 h p.v.. The lumen of the blood vessel is marked 
in red. J) Schematic drawing of the mouse footpad showing the injection site (1), the imaged area (2) 
and the lymphatic drainage towards the PLN. K) Sequential 2P-IV micrographs showing the recruitment of 
LysM-GFP inside the lymphatic vessel in the injection site following UV-PR8 administration. L) Time series 
showing the density of neutrophils inside the draining lymphatic vessel. In all figures, the presented data 
are representative of at least three independent experiments. Results are given as mean ± SD. ns p>0.05; 
*p<0.05; **p<0.01; ***p<0.001; ****p<0.0001.

Results

Neutrophils are recruited to the draining 

lymph node via blood following influenza 

vaccination. To study the dynamics of neu-

trophil recruitment to the popliteal lymph 

node (LN) we evaluated the total number 

of Ly6G+/CD11b+ cells by flow cytometry 

during the first 24 h following footpad ad-

ministration of influenza vaccine (UV-in-

activated influenza virus, strain A/Puerto 

Rico/8/34). We observed a rapid increase 

in the number of neutrophils, reaching a 

peak at 12 h post vaccination (p.v.) (Fig-

ures 1A, B). Moreover, we found that the re-

cruitment coincided with an increase in the 

expression of the early activation marker 

CD69 in these cells (Figure 1C). However, 

we found that, once in the LN, neutrophils 

downregulate the expression of the chemo-

kine receptor CXCR4, one of the key regula-

tors of leukocyte trafficking (Figure 1D). In 

addition, we also detect loss and shedding 

of the receptors CD44, CD62L, and CD49d, 

which are constitutively expressed in rest-

ing neutrophils (Supplementary Figure 1A-

D). To better characterize the recruitment 

process, we performed confocal micros-
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copy and quantified the presence of these 

cells in different areas of the PLN at 3 h p.v. 

(Figure 1E). We observed that, at this early 

time, neutrophils accumulate in the med-

ullary and interfollicular areas (Figure 1F). 

Next, to evaluate if the recruitment occurs 

via the blood vessels or the lymphatic sys-

tem, we monitored in vivo the process us-

ing intravital 2-photon and electron micros-

copy. Quantitative analysis of the 2-photon 

movies acquired in the paracortical blood 

vessels of LysM-GFP mice showed a prom-

inent increase in the number of neutrophils 

during the first 2 h p.v. (Figure 1H). In addi-

tion, we observed the presence of multiple 

hotspots 207 in the wall of high endothelial 

venules (HEVs), suggesting a relevant role 

of these areas in the observed recruitment 

(Figure 1G, Supplementary Movie 1). To 

confirm this observation, we performed 

electron microscopy in a PLN HEV, which 

clearly showed neutrophils associated with 

the blood vessel endothelium as early as 2 

h p.v. (Figure 1I). Interestingly, intravital im-

aging of the lymphatic vessels, which drain 

the area in which the vaccine was admin-

istered (Figure 1J), showed a progressive 

increase in the number of neutrophils in-

side the lymphatic vessels during the first 

4 h p.v. (Figure 1K, Supplementary Movie 

2). However, this process appeared to be 

slower than the recruitment that occurs via 

the blood vessels, as we could not detect 

any neutrophil in the lumen of the lymphatic 

vessels during the first 2 h p.v. (Figure 1L).

The recruitment of neutrophils to the 
LN involves the cytokine IL-1α and the 
chemokine CXCL1. 

In a previous study, we observed that the 

necrotic death of the LN macrophages after 

the administration of influenza vaccine was 

followed by the release of the potent inflam-

matory cytokine IL-1α36. In this work, we con-

firmed that IL-1α reaches an early peak (6 h) 

following vaccination and returns to basal 

levels at 24 h p.v. (Figure 2A). Moreover, we 

found that IL-1RKO animals show a signifi-

cant inhibition of neutrophil recruitment in 

the PLN (Figure 2B). To confirm that IL-1α 

was involved in neutrophil recruitment, we 

injected a dose of 1 µg of recombinant IL-

1α in the mouse footpad, and observed that 

the injection of this cytokine alone was able 

to induce the recruitment of neutrophil in 

the draining PLN at 12 h p.v. (Figure 2D). In 

a previous work, we also observed that in-

fluenza vaccination induced a fast increase 

of the chemokine CXCL136, a well-known 

inducer of neutrophil recruitment208. There-

fore, to investigate whether the production 

of this chemokine was associated with LN 



83

RESULTS

macrophages (LNM), we measured the se-

cretion of CXCL1 in animals in which LNM 

(CD169DTR + Diphtheria toxin) or mono-

cytes (CCR2KO) had been depleted. We 

observed that, in both cases, the levels of 

CXCL1 were significantly reduced at 12 h 

p.v. compared to the control group (Figure 

2C). However, CXCL1 levels were not com-

pletely abrogated. Interestingly, we also ob-

served that the type-I interferon response 

following vaccination was necessary for 

the secretion of this chemokine, as IFNAR-

KO animals showed a prominent inhibition 

of the levels of CXCL1 at 12 h p.v. (Figure 

2C). As internal control for the knockout 

strains, we confirmed that mutant mice do 

not exhibit complete defects in resident 

macrophages population (Supplementa-

ry Figure 1F-G). By contrast, DTX-treated 

CD169-DTR mice exhibited a complete de-

pletion of LN macrophages after the admin-

istration of the toxin (Supplementary Figure 

1E). Moreover, footpad administration of 

recombinant CXCL1 (0.5 µg/fp) alone was 

able to induce a significant recruitment of 

neutrophils in the popliteal LN (Figure 2D). 

However, we observed significant differenc-

es in the effect that both molecules had on 

the activation of neutrophils. Based on the 

expression of the receptor CD69, recombi-

nant CXCL1, but not IL-1α, was able to in-

duce the expression of the early activation 

marker CD69 in the recruited neutrophils 

(Figure 2E). However, neutrophils recruit-

ed after IL-1α administration showed high-

er levels of MHC II compared to the ones 

recruited following treatment with CXCL1 

(Figure 2F).
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Figure 2. Production of CXCL1 and IL-1α induce recruitment of neutrophils to the lymph node in 
response to vaccination.  A) Time course showing the secreted IL-1α in the lymph from the LN at 0, 2, 6, 
12 and 24 h following vaccination. B) Flow cytometric analysis showing the recruitment of neutrophils in the 
LN in B6 and IL-1R-deficient mice at 12 h p.v.. C) Cytoplex analysis showing the production of CXCL1 in the 
LN at 12 h p.v. in CCR2 KO, IFNAR KO, and CD169DTR mice compared to B6 controls. Flow cytometric 
analysis showing the total neutrophils count (D), and the expression of CD69 (E) and MHCII (F) after 
administration of recombinant IL-1α and CXCL1. In all figures, the presented data are representative of 
at least three independent experiments. Results are given as mean ± SD. ns p>0.05; *p<0.05; **p<0.01; 

***p<0.001; ****p<0.0001.

Neutrophils phagocytize and transport 

influenza virus. To examine the capacity 

of neutrophils to phagocytize UV-inacti-

vated influenza virus (UV-PR8), we per-

formed electron microscopy. Indeed, re-

sults showed that a number of neutrophils 

phagocytized necrotic vesicles containing 

the UV-PR8 particles (Figure 3A). To quanti-

fy the percentage of neutrophils that phago-

cytized the virus, we labeled inactivated 
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influenza virus with the lipophilic dye DiO 

and performed flow cytometric analysis. 

We found that 15 % of the neutrophils were 

positive at 12 h p.v. (Figure 3B). Finally, to 

assess the capacity of neutrophils to trans-

port phagocytized influenza particles, we 

performed 2P-IVM in LysM-GFP mice. The 

dual tracking of DiD-UV-PR8 and LysM-GFP 

neutrophils confirmed that, after phagocy-

tosis, neutrophils were able to transport the 

phagocytized virus within the LN during 7 

h (Figure 3C, representative track, Supple-

mentary Movie 3). A volumetric reconstruc-

tion further confirmed that viral particles 

were internalized, with a distance from the 

cell centroid smaller than the cell radius 

(Figure 3D).

Figure 3. Neutrophils phagocyte and transport influenza virus. A) Schematic drawing (left) of an electron 
micrograph (right) showing neutrophils in the SCS phagocytizing UV-inactivated influenza virus at 2 h p.v.. 
B)  Flow cytometric analysis indicating the percentage of neutrophils positive for influenza vaccine (DiO 
labeled, left) and the corresponding MFI analysis (right). C) (Left) Intravital 2-photon micrograph showing a 
LysM-GFP neutrophil (green) phagocytizing DiD labeled UV-PR8 (red) (Right). Intravital 2-photon timelapse 
showing the correlation between the tracks from a UVPR8-positive vesicle and the neutrophil. In all figures, 
the presented data are representative of at least three independent experiments. D) Distance of the viral 
particles from the cell centroid (black line), compared to the cell radius (red line). Results are given as mean 
± SD. ns p>0.05; *p<0.05; **p<0.01.
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Neutrophils change their motility soon af-

ter being recruited to the LN. To identify 

the areas of the LN with higher activity, we 

acquired low-magnification 2P-IVM mov-

ies (Figure 4A). Moreover, to visualize the 

vasculature and the LNM, we administered 

fluorescein isothiocyanate-dextran (200 

kDa) and CD169-PE antibody, respectively. 

Initially, we imaged an area located in the 

paracortex of the LN (Figure 4A, dashed 

line), characterized by a high vasculariza-

tion and active recruitment of neutrophils. 

Representative snapshots of the acquired 

movies are shown in Figure 4B-D, while the 

tracks of the analyzed cells are plotted in 

Figure 4E-G. A qualitative analysis of cell 

migration showed that at 30 min p.v. neu-

trophils generated long tracks in four main 

directions, which were associated with their 

movement inside the blood vessels (Figure 

4E, Supplementary Movie 4). Once outside 

the blood vessel (75 min p.v.), neutrophils 

did not follow any preferential direction (Fig-

ure 4F, Supplementary Movie 4), while at lat-

er time points (135 min p.v.) they displayed 

a collective migration directed towards an 

area in which cells started to cluster (Fig-

ure 4G, Supplementary Movie 4). Next, we 

quantified cell migration by computing mea-

sures based on entire tracks (Figure 4H). 

We observed a significant change in neutro-

phil motility occurring within 30-75 minutes 

p.v. Indeed, neutrophils at 30 min p.v. were 

faster, more directional and traveled longer 

distances with a lower arrest coefficient, 

compared to later time points. However, 

no significant difference was observed be-

tween 75 and 135 min. These findings, using 

track-based measures, confirmed a change 

in the overall motility only after recruitment. 

Nevertheless, the analysis of the instanta-

neous speed of neutrophils showed a high 

variance (Figure 4I, left), which was associ-

ated with a variable mean over time (Figure 

4I, right, black line). The observed variability 

in speed arises from both the differences 

between distinct cells at the changes of 

speed that a single neutrophil undergoes 

over time. An example is provided in Figure 

4J, where the track of a neutrophil (left) and 

the plot of the instantaneous speed (right) 

over time are shown. This example shows 

the transition between two distinct behav-

iors that are characterized by low speed 

and high speed, respectively. 
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Figure 4. Time-course of neutrophil motility. A). Low-magnification 2P-IVM micrograph showing the 
structure of the PLN including vascular network (Fluorescein isothiocyanate-Dextran), CD169+ macrophages 
(red), collagen scaffold (Second Harmonic Generation - blue) and neutrophils (light-blue) adoptively 
transferred from a CK6/ECFP animal. Image was acquired immediately after vaccine injection. B-D) 
Snapshots of representative lymph node areas at different time points. E-G) Plots of cell tracks with common 
origin showing four preferential migratory directions at 30 min, more equally distributed directionalities at 75 
minutes and a tendency towards the 1st and 4th quadrants at 135 minutes. The number of tracks is  19, 
101, 57 respectively. H) Cell motility quantification using tracks mean speed, straightness, displacement 
and arrest coefficient. I) Boxplots of Instantaneous speed (left) exhibiting high variance at early time points. 
Instantaneous speed time series (right) showing distinct trends at different time points. J) Representative 
track (left) acquired at 135 min and the associated time series of the instantaneous speed. The same cell 
exhibits two different trends characterized by low speed (i) and high speed (ii). Results are given as mean ± 
SD. ns p>0.05; *p<0.05; **p<0.01; ***p<0.001; ****p<0.0001.
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Neutrophils change activities over time. 

To describe the long-term and time-varying 

behavior of each individual neutrophil, we 

defined, according to a previous study26, 

five distinct cellular activities based on 

the motility patterns visually identifiable 

in the videos (Figure 5A). We named them 

as flowing, arresting, patrolling, directed 

migration and swarming (Figure 5A). To 

detect these activities from imaging data, 

we divided the track of each neutrophil into 

multiple fragments (tracklets). Then, we 

computed morphological and motility mea-

sures on each of them. By defining a gating 

strategy on these measures, each tracklet 

was associated with an activity (Figure 5B). 

Considering each tracklet as a data-point, 

the proposed gating strategy identified five 

distinct populations corresponding to the 

different activities (Figure 5C). Following 

this analysis, we observed that neutrophils 

perform different activities at different time 

points (Figure 5D). At homeostasis, neutro-

phils were mostly circulating within blood 

vessels, moving with high speed and direc-

tionality (Supplementary Figure 2, Supple-

mentary Movie 8). Then, during the first 30 

min p.v. neutrophils were mostly associat-

ed with capillaries. This behavior changed 

when neutrophils started to migrate within 

the LN (30 to 75 min p.v.), displaying primar-

ily patrolling, directed and arrest behaviors. 

Other neutrophils exhibited a temporarily di-

rected migration. Finally, at 2 h p.v., cluster 

formation was the predominant neutrophil 

behavior. This was associated with tem-

porarily directed migration of neutrophils 

either towards a swarm under formation or 

from a previously formed swarm to anoth-

er target. In addition, a small population of 

neutrophils was arrested (Figure 5D). These 

results confirmed that the time-varying mo-

tility of neutrophils can be represented as 

a sequence of distinct activities which, in 

turn, are associated with distinct biological 

processes.

Following vaccination neutrophils form 

swarms in the SCS associated with SCS 

macrophages (SSM). To identify the areas 

in the LN with high cell motility we per-

formed low magnification (10X) 2P-IVM, 

which allowed the visualization of the whole 

organ (Figure 6A, Supplementary Movie 5). 

Cells were tracked for a period of 30 min 

and the percentage of cells migrating from 

one region to another was computed. We 

found that at early time p.v. most of the 

neutrophil migration occurred between the 

interfollicular (IF) and the SCS areas (Fig-

ure 6B). To evaluate the presence of areas 

associated with high neutrophil motility,  
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Figure 5. Neutrophils exhibit different activities in the early response to vaccination. A) Graphic 
representation (up) and 2P-IVM micrographs showing different neutrophil activities in response to influenza 
vaccination: flowing “F” neutrophils moving inside blood vessels, with long and straight following the vessel 
structure. Arrested neutrophils “A” exhibit confined tracks and short displacement. Patrolling neutrophils “P” 
have long, non-straight tracks associated with extensive tissue monitoring. Directed neutrophils “D” exhibit 
straight tracks with lower migration speed compared to flowing neutrophils. Swarming neutrophils (S) form 
cell aggregates with high density and large volume. B) Gating strategies used to define and identify the 
activities according to cell speed, displacement, straightness and arrest coefficient on track fragments of 
fixed length (500s). C) Classification of track fragments at different time intervals (arrested: black, patrolling: 
red, directed: green, flowing: blue). D) Time-course plot showing how neutrophil activities change over time 
according to our gating strategy.
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we measured the average pixel velocity by 

optical flow, a computer vision method that 

does not require cell tracking209. The results 

showed the presence of hotspots with high 

motility, which are depicted as lighter areas 

in the pixel velocity heat map (Figure 6C). 

These hotspots were localized in the SCS 

and IF area. Interestingly, the hotspots were 

associated with the regions where swarms 

were formed (Figure 6D-E).

To fully characterize neutrophils swarming 

behavior, we recorded movies in the SCS 

region of the LN using different magnifi-

cations. Low magnification movies from 

LysM-GFP mice showed that neutrophils 

formed large and multiple swarms in asso-

ciation with regions enriched with macro-

phages (Figure 6F, Supplementary Movie 6). 

Such swarms grew in size over time (Fig-

ure 6G). Furthermore, these swarms com-

peted for nearby neutrophils, which often 

changed their directionality from one clus-

ter to another (Figure 6F). In mathematical 

terms, the average dynamic of the observed 

swarms was best described by a sigmoidal 

function (Figure 6H), suggesting that swarm 

formation undergoes an initial steady state, 

a growing phase and a plateau before its 

resolution. Moreover, we observed that the 

decreasing swarms showed a resolution 

period of approximately 30 min.

To better visualize individual neutrophil 

behavior, as well as possible interactions 

with resident macrophages, we acquired 

high-magnification videos starting from 5-7 

h p.v. These videos confirmed that swarm 

formation occurs in proximity to SSM (Fig-

ure 6I, Supplementary Movie 7), with highly 

directed and skewed trajectories (Figure 

6J), and the majority of the cells approach-

ing the center of the swarm (Figure 6K). 

Moreover, using high-magnification 3D re-

construction and EM, we confirmed that 

neutrophils were located in close proximity 

to SSM clusters (Figure 6L-M). To inves-

tigate the involvement of SSM in the for-

mation of swarms we quantified the accu-

mulation of neutrophils in areas proximal 

or distal to SSM. Interestingly, the number 

of neutrophils fluctuated over time out-

side the SCS area (Figure 6N). By contrast,  

it constantly increased in areas rich in mac-

rophages (Figure 6O) exhibiting the sig-

moidal growth rate observed during swarm 

formation.
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Figure 6: Characterization of neutrophils swarm formation in the lymph node after influenza 
vaccination. A) Low magnification 2P-IVM micrograph showing the PLN of a LysM-GFP animal at 3 h p.v. 
Seven different areas are identified according to their anatomical structure and cell populations: SCS, follicles 
(Fo1-3), interfollicular areas (IF1-2) and medullary area (MED). B) Transition matrix showing the migration 
of cells across different areas. The value at the i-th row and j-th column refers to the percentage of cells that 
migrated from the i-th to the j-th area. Values on the diagonal refer to the percentage of cells that remained 
in the same area. The IF and the SCS areas exhibited the major communication with the neighboring 
regions. C) Pixel velocity heatmap, showing hotspots with high motility. D-E) 2P-IVM micrograph (D) and 
pixel velocity heatmap (E) showing the IF and SCS areas at 6 h p.v. Cap refers to the collagen capsule. 
Dashed lines indicate hotspots toward which cells migrate with high motility. F) Micrographs acquired with 
25x magnification at 4 h p.v. showing the formation of multiple LysM-GFP neutrophils swarms in the SCS 
in close proximity to CD169+ macrophages G) Swarm volumes over time observed at 4 h p.v.. Volumetric 
data built according to fluorescence intensity thresholding. H) Sigmoid fit to previous swarm volume (R 
= 0.652) showing their averaged growth phase. I) Snapshots (25x) in the SCS showing CFP-expressing 
neutrophils initiating a swarm at 5 h p.v. J) Trajectories of 5h p.v. swarm plotted from the same origin K) 
Time-course distances from the swarm center at 5h p.v. L) High magnification 3D reconstruction of LysM-
GFP neutrophils interacting with CD169 macrophage network in the SCS region. M) Colored transmission 
electron micrograph (left) and schematic drawing (right) showing the interaction of different neutrophils (n) 
with a macrophage (mf) in the SCS of the LN at 2h p.v.. N,O) Number of neutrophils vs. time showing an 
oscillatory trend in an area without macrophages (N), and an increasing trend indicative of swarming in an 
area associated with macrophages (O).
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Discussion

In this study, we investigated in vivo the 

behavior of neutrophils that are recruited to 

the draining LN following influenza vaccine 

administration. Neutrophil recruitment has 

been previously described in several infec-

tion models132,140,186,199,210. However, despite 

the critical role of these cells in pathogen 

clearance and the initiation of the inflam-

matory response, their specific behavior 

upon vaccination remains poorly studied. In 

this work, we observed a rapid recruitment 

of activated and mature neutrophils in re-

sponse to vaccination with an inactivated 

influenza virus. Although the role of neutro-

phils against influenza has been extensively 

studied in the lung211, this is the first time 

that an in vivo response is characterized in 

response to an influenza vaccine adminis-

tration.

The way neutrophils enter the LN remains 

controversial. Different studies have sug-

gested that neutrophils get recruited mainly 

via the HEV100,199. However, other authors 

have stated that neutrophils access the LN 

mainly via the lymphatic vessels185–187. Our 

data suggested that influenza vaccination 

induces an initial recruitment of neutrophils 

via HEV, followed by a minor, secondary 

wave through the lymphatics that drain di-

rectly from the injection site to the sentinel 

LN. It is tempting to speculate that the type 

of recruitment might influence the function 

of the recruited cells in the LN. However, fu-

ture experiments need to be performed to 

study differences in the behavior and the 

function of neutrophils that arrive through 

these two different routes. In addition, we 

found that a percentage of neutrophils 

downregulate the expression of CXCR4, a 

marker known to be involved in neutrophil 

mobilization from the bone marrow and 

trafficking through the circulation to the site 

of inflammation212,213. Moreover, consistent-

ly with neutrophils activation, we detected a 

downregulation in multiple cell surface-re-

ceptor linked with leucocyte trafficking and 

accumulation214,215 or express at high level 

in resting neutrophils216. 

Neutrophil localization within the LN af-

ter pathogen challenge is tightly linked to 

their specific function. In a previous study 

we observed that macrophages, located 

within the subcapsular sinus (SCS) and the 

medullary area of the LN, capture and retain 

influenza virus following vaccination. Inter-

estingly, in both the areas, macrophages 

undergo necrosis-like cell death after vi-

ral capture that leads to their progressive 

decline36. Our study demonstrated that 

neutrophils migrate towards the SCS pro-
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gressively, probably in response to chemo-

attractant signals released by the necrotic 

macrophages, as suggested by other mod-

els based on infection100,140. Among the dif-

ferent signals released by the necrotic mac-

rophages, IL-1α is one of the most potent36. 

In this work, we have demonstrated that IL-

1α and its receptor IL-1R are involved in the 

initial recruitment of neutrophils to the LN. 

Other authors have previously confirmed 

the role of IL-1β and IL-1R in the recruitment 

of neutrophils to the infection site188,217,218. 

However, we could not observe any signif-

icant secretion of IL-1β or activation of the 

inflammasome pathway in the LN following 

influenza vaccine administration36. There-

fore, we can conclude that the observed 

absence of neutrophil recruitment in the 

IL-1R-defective mice was associated with 

the macrophage-associated release of IL-

1α.

Moreover, we confirmed that CXCL1, a 

mouse homolog of human IL-8, was also 

involved in the recruitment of neutrophils to 

the LN. The source of this chemokine needs 

to be further investigated but we speculate 

that DC and activated macrophages could 

be the main producers219,220. Indeed, the se-

cretion of CXCL1 was almost abolished in 

mice lacking type-I interferon (IFN) recep-

tors, suggesting an important role of LN 

macrophages and DC, the main producers 

of IFN, in this process. Thus, absence of 

IFN-I signaling in IFNARKO mice partially 

reduce the total number of CD169+ macro-

phages compared to the control, although 

it not impair the number of medullary mac-

rophages. However, the specific elimination 

of macrophages reduced only partially the 

expression of CXCL1. Interestingly, our 

findings demonstrated that subcutaneous 

administration of IL1-α and CXCL1 induced 

the mobilization of neutrophils toward the 

LN. Nevertheless, we showed that CXCL1 

induced the expression of CD69, a marker 

associated with the early activation, while 

IL-1α administration increased the expres-

sion of MHCII, suggesting a potential role 

of neutrophils in antigen presentation, as 

previously described in other models195,221. 

In the early phases of recruitment, we 

found that neutrophils exhibited significant 

differences, resulting in reduced speed, 

directionality, and displacement, while in-

creased arrest coefficient. These findings 

suggest that the recruited neutrophils ac-

tively migrate and increase cell-to-cell inter-

actions26. Previous studies have associated 

the increase in the arresting of neutrophils 

with the oxidative burst in which reactive 

oxygen species (ROS) are generated. Anti-

gen presentation might also influence the 
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speed of neutrophils. Indeed, other authors 

have reported that neutrophils can serve as 

antigen presenting cells (APC) during influ-

enza infection in mice103,222,223. In support 

of the notion that neutrophils might act as 

APC in the context of influenza vaccination, 

we observed that they actively phagocytize 

influenza particles, which were previous-

ly associated with necrotic macrophages. 

Moreover, they elevated their expression 

of MHCII after exposure to IL-1α which 

is released by the dying macrophages36. 

However, it is not clear if the APC function 

of neutrophils might occur in the LN or, as 

suggested by other authors224, in other im-

mune-relevant organs, such as the spleen. 

In support of the former, we observed that 

neutrophils are able to transport influenza 

particles for long distances in the lymph 

node225. This suggests that neutrophils can 

carry viral particles to specific areas as de-

scribed for other infection models226–228. 

Therefore, a more detailed study regarding 

the potential capacity of the neutrophils to 

transport viral particles to other immune 

relevant organs as well as the capability of 

these cells to function as APC need to be 

further investigated.

Little is known regarding the behavior of 

early recruited neutrophils in the LN after in-

fluenza vaccination. Our findings supported 

that neutrophil behavior is a dynamic pro-

cess, with significant differences observed 

already within the first 3 h p.v. These find-

ings were in agreement with previous in vi-

tro studies in which the motility of neutro-

phils was found to change within minutes 

in response to both external  (i.e. chemical 

gradients) and internal factors (i.e. direc-

tional memory)111.

Among the different activities that occur 

within the first few hours after vaccination, 

we identified the formation of swarms, 

which is a process previously associat-

ed with tissue injury98,132. In this study, we 

showed that neutrophils swarms are 

formed in the SCS, co-localizing with the 

resident SSM population. The character-

ization of the swarm dynamics showed 

consistent growth rates, suggesting that 

they are comparable to smaller transient 

swarms observed in other infection mod-

els140. Regarding the factors that generate 

this behavior, tissue injury, neutrophil sec-

ondary cell death and the release of the 

chemoattractant LTB4 have been previous-

ly proposed as triggers of swarming forma-

tion132. Although LTB4 is mainly secreted 

by neutrophils, macrophages can also pro-

duce this molecule132. These observations, 

along with our in vivo evidence of swarms 

association with SSM, suggest a close as-
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sociation between the two populations. In 

previous studies, swarm formation in the 

SCS was linked with the removal of resident 

SSM. We speculate that macrophage death 

contributes to the initiation, amplification, 

and stabilization of neutrophil swarming 

and recruitment via the release of different 

chemo attractants, such as IL-1. However, 

the redundancy in the recruitment process 

of neutrophils, with the involvement of more 

than 30 chemokine receptors191, makes the 

effect of a single molecule difficult to be 

distinguished from other cues that regulate 

neutrophil chemotaxis. 

Regarding the swarm dynamics, a direct 

correlation between swarm size and tis-

sue injury severity has previously been 

shown229. Furthermore, the number of neu-

trophil secondary death is also proportional 

to the swarm size132. It would be compelling 

to determine whether influenza vaccination 

induces the death of neutrophils in a way 

similar to the previously described macro-

phage death36. 

The quantification of the spatio-temporal 

migration and interaction patterns of cells 

from 2P-IVM data presents specific chal-

lenges. These arise from the difficulties 

both in cell tracking and in describing a com-

plex biological system by means of numer-

ical values. The difficulties in cell-tracking, 

arise from both the textureless appearance 

and the complex biomechanical properties 

of neutrophils, including high plasticity and 

formation of contacts. These problems are 

amplified by the high number of cells that 

need to be tracked. To facilitate individual 

tracking, the number of fluorescently-la-

beled cells can be reduced by performing 

an adoptive transfer of a limited number of 

fluorescently labeled cell to a non-fluores-

cent recipient animal. This justifies the dif-

ferences in cell number between the exper-

imental setup using LysM-GFP transgenic 

model or the adoptive transfer of CFP-neu-

trophils into wild type animals prior to imag-

ing shown in Figures 1, and 6, respectively.

In this study, we described an alternative 

way to analyze cell motility in 2P-IVM vid-

eos were single cells cannot be tracked. In-

deed, by computing pixel velocity, we iden-

tified the areas in the LN, called hotspots, 

in which cells were more active. The advan-

tage of pixel-based measures with respect 

to track-based measures is that neither 

manual nor automatic single-cell tracking 

is required. Therefore, this allows the anal-

ysis of videos with a high number of cells. 

The quantification of neutrophil behavior 

from 2P-IVM data is further challenged 

by the lack of mathematical models that 
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make their motility patterns interpretable. 

Although optical probes can be used to 

transform a biological function into a light 

signal, their application for 2P-IVM remains 

challenging230. 

To address this issue, we developed a new 

method of analysis that brings two main 

advantages with regard to the previously 

used methods: capturing the time-varying 

motility of cells and making results inter-

pretable. Indeed, the available methods to 

assess cell motility can lose information 

during the averaging process111. Addition-

ally, although several measures of cell mo-

tility were defined28, the connection of their 

values to a biological meaning remains to 

be addressed by the investigator. When ap-

plied to our data, the standard track-based 

measures did not capture significant dif-

ferences between neutrophils from 75 to 

135 min p.v. (Figure 4). However, the new 

method of analysis, proposed in Figure 5, 

identified distinct activities, which changed 

over time, indicating clear differences in the 

functions of the analyzed cells. Although in 

this study we defined five distinct activities 

of neutrophils, alternative activities could 

be also defined in future studies, such as 

apoptosis or netosis226 amongst others. 

The proposed method allowed to perform 

a dynamic in situ cytometry analysis as 

proposed in a previous study205,230 where 

distinct phenotypes of cells were identified 

in 2P-IVM data. However, a set of gates cor-

relating phenotypes to actions were not de-

fined. By contrast, our definition of activities 

allowed to define a precise set of gates to 

interpret the results. It would be compelling 

to define an extended list of activities that 

neutrophils can perform or automatically 

unravel populations of cells expressing dis-

tinct phenotypes using data mining meth-

ods such as clustering algorithms231,232. 

Additionally, advanced computer vision 

methods can be applied to detect more 

complex behaviors, both on shorter and 

longer periods of time considering other 

parameters such as cell morphology, con-

text, and history. This is in line with recent 

works that aim to recognize cellular motion 

phenotypes in in vitro cultures233 or human 

activities using deep machine learning 

methods234.

In conclusion, to analyze the complex dy-

namics of neutrophils in intravital imaging 

data, an interdisciplinary effort is required. 

By combining different imaging methodolo-

gies, molecular techniques, and pattern rec-

ognition methods, we identified distinct be-

haviors of neutrophils in the early response 

to influenza vaccination. These behaviors 
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are the expression, of the biological mech-

anisms that follow influenza vaccination. 

In addition, we identified an interaction be-

tween neutrophil and macrophages, which 

might be important in terms of the capacity 

of the former to capture and present anti-

gen.
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1.2. Manuscript 2: vAbs: virtual antibodies for immune  
cell identification 

The concept of a classifier capable of predicting cell type identity based on their motility is not 

entirely novel and it has been explored to some extent in the past. Nevertheless, drawing an ex-

plicit analogy with immune-specific antibodies holds compelling implications in microscopy, as 

it opens the door to identifying immune cells without the need for traditional staining methods.

With this premise in mind, the concept of a ‘virtual antibody’ that could potentially eliminate the 

requirement for fluorescent probes had been circulating within our laboratory for several years 

as a promising project. Finally, during the last months of my PhD, Prof. Santiago proposed that 

we bring this project to life as a brief communication. As a result, the following manuscript rep-

resents a personal take on the concept of virtual antibodies and their potential applications.

Far from complete, the present manuscript serves as draft that outlines the direction we will pur-

sue over the course of the final months of my tenure in the lab.
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Abstract

Cell tracks have long been a valuable source of information in live-cell imaging; proving to be 

instrumental to chatacterize immune cell processes under varying experimental conditions. How-

ever, cell trajectories retain an amount of embedded information that has not been fully explored 

yet. Different cell types display unique characteristic and motilities which in the present study 

we sought to use to predict cellular identity and migratory mode. Inferring the cell type solely 

based on spatial coordinates is a significant challenge, given that different populations of cells 

could exhibit similar motility patterns. However, recent developments in activity recognition have 

proven effective in forecasting human behavior, are they could be viable for identifying and clas-

sifying cellular activity in live-cell imaging. To further explore this direction, we applied natural 

language processing for the analysis of tracks depicted as temporal signals. This approach led us 

to introduce the concept of “virtual antibodies” (vAbs) – deep learning-based classifiers tailored 

to identify specific cell populations with varying affinity. Resulting vAbs were trained with more 

than 9000 cellular trajectories obtained from 4D time-lapses generated in vivo. Following this 

approach, and based solely on their trajectories, we successfully T cells, neutrophils, and natural 

killers. Moreover, we demonstrate potential use-case-scenarios for label-free staining of time-

lapse acquisitions, as well as for generating an array of affinity profiles describing the motility 

state of the cells.
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Introduction

Live-cell imaging has become a funda-

mental technology in immunological stud-

ies, facilitating real-time visualization of 

dynamic processes and interactions at the 

cellular level. A consolidated approach for 

translating the visual information within 

imaging time-lapses into quantitative mea-

surements is cell track analysis26,28. Trajec-

tory analysis has played a pivotal role in de-

scribing various immunological functions 

and cell behaviors, ranging from the homing 

of B and T cells175,235,236, to antigen scanning 

and contact formation initiated by dendritic 

cells237. In these scenarios, cell tracks have 

served as experimental readouts captur-

ing the transient states of cells in complex 

physiological environments. Consequently, 

trajectory analysis has proven instrumental 

in characterizing variations of motility in re-

sponse to diverse experimental conditions 

within unique cell population. Nonetheless, 

these approaches relied on simple motility 

metrics such as cell speed or directionality, 

thereby only capturing limited aspects of 

cell dynamicity. In contrast, recent studies 

have demonstrated that multiple features 

related to cell migration can successfully 

identify discrete cell populations and be-

haviors238. Consequently, these findings 

Live-cell imaging has become a fundamen-

tal technology in immunological studies, 

facilitating real-time visualization of dy-

namic processes and interactions at the 

cellular level. A consolidated approach for 

translating the visual information within 

imaging time-lapses into quantitative mea-

surements is cell track analysis26,28. Tra-

jectory analysis has played a pivotal role 

in describing various immunological func-

tions and cell behaviors, ranging from the 

homing of B and T cells175,235,236, to an-

tigen scanning and contact formation initi-

ated by dendritic cells237. In these scenari-

os, cell tracks have served as experimental 

readouts capturing the transient states 

of cells in complex physiological environ-

ments. Consequently, trajectory analysis 

has proven instrumental in characterizing 

variations of motility in response to diverse 

experimental conditions within unique cell 

populations. Nonetheless, these approach-

es relied on simple motility metrics such 

as cell speed or directionality, thereby only 

capturing limited aspects of cell dynamici-

ty. In contrast, recent studies have demon-

strated that multiple features related to cell 

migration can successfully identify discrete 

cell populations and behaviors238. Conse-

quently, these findings have raised a fun-

damental question: do cell tracks alone 
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contain sufficient information to predict 

cellular identity and behavior? 

Given that the information embedded with-

in trajectories requires tailored processing 

techniques for extraction,  addressing this 

question is not straightforward. Further-

more, the complexity introduced by vary-

ing experimental conditions can result in a 

highly entangled feature space, causing two 

different cell types to exhibit identical motil-

ities under specific circumstances27. For 

this reason, relying solely on individual cell 

tracks to achieve unequivocal predictions 

of cellular identities is a challenging and 

unlikely milestone. Nonetheless, we pose 

that individual tracks can serve as a reliable 

indicator of the corresponding cellular iden-

tity in a non-specific manner. Analogous to 

non-specific antibodies capable of binding 

a broad spectrum of cells, cell trajectories 

may indicate the presence of one or more 

populations of cells exhibiting similar motil-

ities. Building on this concept, we introduce 

in this work the notion of virtual antibod-

ies (vAbs), deep learning (DL) classifiers 

designed to target cell tracks and predict 

their identities. Drawing an explicit analogy 

with traditional antibodies, vAbs are mean 

to identify uniquely a specific motility pat-

tern in the same way that an antibody iden-

tifies the specific expression of the target 

protein. Consequently, the combination of 

multiple vAbs has the potential to provide a 

comprehensive characterization of individ-

ual trajectories by capturing distinct facets 

of their motility. 

To create a set of vAbs, we obtained more 

than 9000 cell tracks using 2-Photon intra-

vital microscopy158,239 (2P-IVM) across 

various inflammatory conditions. These 

tracks were created and saved within the 

Immunemap platform, a collective effort 

from the intravital communities aimed at 

centralizing and make accessible 2P-IVM 

data (see chapter 8). Successively, we em-

ployed natural language processing (NLP) 

techniques to train the vAbs, specialized 

classifiers designed to predict distinct cell 

identities based on their movement pat-

terns. In our research we demonstrate that 

vAbs possess remarkable versatility; serv-

ing as a label-free alternative for cellular 

staining and generating affinity profiles that 

offer valuable insights into cell behavior. In 

the future, vAbs might find diagnostic appli-

cations in predicting aberrant cell behavior 

as well as in monitoring the effect of vari-

ous drugs on cell motility.



104

DEEP LEARNING-BASED CELLULAR ACTIVITY RECOGNITION IN LIVE-CELL IMAGING

Results

Track analysis using averaged features.  

We established a comprehensive data-

set for the analysis of cell tracks using 

time-lapses data acquired through 2PIVM 

(Fig. 1A, left). Imaging was conducted un-

der inflammatory conditions in the spleen 

and lymph nodes of anesthetized mice. 

Subsequently, we performed manual track-

ing of each cell in the recordings annotating 

their spatial coordinates across time (x, y, 

z, t). During the annotation process, each 

track was associated with a label ID indicat-

ing the cell type, which encompassed CD4 T 

cells (TCs), natural killers (NKs), and neutro-

phils (Fig. 1B).

The resulting dataset comprised 9523 

tracks with a balanced representation 

across the three classes of cells (Fig. 1C). 

To ensure the reliability of the dataset, we 

examined and processed the dataset with 

the primary goal of standardizing the sam-

pling rate of the acquisitions and the track 

durations. This evaluation is crucial given 

that large discrepancies in these two pa-

rameters can exert significant influence on 

the estimation of derivative metrics such 

as cell displacement and speed28,237, in-

troducing inherent biases into the dataset. 

Consequently, tracks characterized by sub-

stantial differences in duration or sampling 

rate might not be directly comparable. To 

address this aspect, we cleaned the data-

set to remove outliers and ensured that 

both the sampling rates and track durations 

were comprised within comparable ranges 

(Fig. 1D); thereby enabling the subsequent 

comparison of trajectories.

Furthermore, we inspected the trajectories 

to assess their suitability for predicting cell 

class labels. To achieve this, we computed 

an array of motility-derived features (see 

material and methods) which we used to 

compute a hierarchical cluster grouping 

tracks according to their similarity (Fig. 1E). 

Notably, the resulting dendrogram showed 

a distinct structure partitioning tracks into 

three primary clusters, two of which exhibit-

ed predominant abundance of a single cell 

type (top green, bottom red). This observa-

tion suggests that motility-related features 

effectively facilitated the differentiation and 

aggregation of these particular cell popula-

tions. In contrast, the third and larger clus-

ter displayed a more intricate composition, 

lacking specific enrichment for a single cell 

type. 

We observed similar results after feature 

reduction with Uniform manifold approxi-

mation and projection (UMAP) technique 



105

RESULTS

(Fig. 1F). Accordingly, we demonstrated 

that an increased number of motility fea-

tures enabled a clear separation of tracks, 

leading to the formation of clusters highly 

representative of the cell types. Notably, 

the last dimensionality reduction showed 

three distinct regions prevalently populated 

by a unique cell type (Fig. 1F, left). However, 

outside these boundaries, the distributions 

were overlapping. Altogether, these findings 

suggests that multiple averaged features 

partially enable the distinction of cell types, 

but their motility attributes can exhibit 

large interconnections and overlaps. Con-

sequently, the precise classification of cell 

types based on motility attributes represent 

a significant challenge. We expect that the 

inclusion of the temporal dimension in our 

analysis will further improve the distinction 

of cell based on their motility.
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Figure 1. Dataset generation workflow. A. Micrograph representation depicting intravital surgery and 
acquisition of T cells in the lymph node (left), and subsequent tracking (right). B. Cropped snapshots 
showing a T cell, natural killer, and neutrophil with cytoplasmic staining. C. Pie chart showing abundances of 
immune cells in the dataset. D. Plot showing the sampling rates (minutes/frame) of the imaging acquisitions 
from which the respective tracks are derived. E. Distribution of track duration per cell type. F. Hierarchical 
clustering of different motility features labelled per cell type. G. UMAP analysis of tracks with increasing 
number of featues.
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Classification of temporal cell tracks.  

To address the temporal aspect of cell 

tracking and for classification purposes, 

we utilized DL and NLP, as they proved 

promising approaches in recent works 

aiming to classify cell motility50,240,241. 

Initially, we standardized each track by 

centering it at the origin axis (Fig. 2A, left) 

and subsequently aligned the tracks along 

the direction of the average displacement 

vector (Fig. 2A, right). This procedure 

ensured that significant changes in motility 

occurred consistently along the same axis 

for all tracks, facilitating the detection of 

common patterns.

We then computed eight motility-derived 

features, combined with the spatial-tem-

poral coordinates of the cells, to create 

our training set (Fig. 2B). In order to de-

termine the most suitable classification 

approach, we implemented and evaluated 

various deep learning architectures with 

increasing numbers of parameters: a 1D 

convolutional network (Conv1D), a long 

short-term memory network70 (LSTM), and 

LSTM and bidirectional LSTM models pre-

ceded by Conv1D feature extraction (Con-

v1D-LSTM, Conv1D-biLSTM). The results 

of this comparison are illustrated in Figure 

2C, demonstrating a positive correlation be-

tween model complexity and predictive ac-

curacy (Fig. 2D). Notably, the largest mod-

el, Conv1D-biLSTM, achieved the highest 

predictive accuracy at 0.902. Surprisingly, 

the Conv1D model ranked as the second 

best model amongst those tested despite 

having the smaller number of trainable pa-

rameters. This finding highlights the impor-

tance of Conv1D as a feature extractor, as 

indicated by the improved accuracy seen in 

networks utilizing this module in combina-

tion with recurrent components.

Subsequently, we assessed the perfor-

mance of the Conv1D-biLSTM model on 

a dataset comprising 953 tracks equally 

distributed among neutrophils, TCs, and 

NKs. The results, visualized in a confusion 

matrix, indicated that the model had high 

sensitivity and relatively few false positives 

(Fig. 2E). Notably, most misclassifications 

occurred between TCs and NKs, suggesting 

that these two cell types exhibit greater sim-

ilarity in motility compared to neutrophils. 

This observation was further supported by 

examining the receiver-operating curves 

(ROC) obtained after transforming the pre-

dictions into a binary output. Accordingly, 

the neutrophil curve exhibited the highest 

area under the curve (AUC), indicating a 

more favorable tradeoff between true pos-

itive rate (TPR) and false positive rate (FPR) 

compared to TCs and NKs (Fig. 2F-G).
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Figure 2. Dataset generation workflow. A. Sampled tracks plotted at the common origin before being 
processed (left) and after being rotated to align in the direction of the average displacement vector B. 
Schematic representation of the motility-derived feature vector that is passed into a classifier for cell type 
prediction. C. Plot representing the predictive accuracy of different deep learning classifiers as a function of 
the number of features considered D. Scatterplot depicting a correlation between the predictive accuracy 
and the number of parameters of the classifiers (mB) E. Confusion matrix for three-class label classification 
of cell tracks F.  True positive and false positive rates for binary classification (1 cell type vs all) G. Receiver 
operating curves for binary classification (1 cell type vs all).
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vAbs to assess different motility patterns. 

Following the assessment of vAbs theoret-

ical capabilities, we decided to test them 

within an in vivo model application. For 

this, we acquired intravital movies depict-

ing adoptively transferred neutrophils in 

the popliteal lymph-node of anesthetized 

mice. After tracking the cells (Fig. 3A), we 

compared vAbs with traditional motility 

estimates to assess the most effective ap-

proach to identify changes in cellular motil-

ity. 

As previously observed, traditional metrics 

did not produce an evident hierarchical 

cluster of cell tracks (Fig. 3B). By contrast, 

testing the same tracks against a panel of 

6 vAbs (see material and methods) gener-

ated an affinity profile that segregated cell 

tracks in two distinct major clusters (Fig. 

3C). The larger cluster showed high affinity 

for vAbs1 and vAbs2, which were designed 

to specifically target neutrophils. At the 

same time, these tracks did not exhibit af-

finity for the other vAbs in the panel, as they 

were tailored for TCs and NKs respectively. 

The second and smaller cluster, however 

showed a notably different binding profile, 

with surprisingly low affinity for neutrophils.

Compelled by this observation, we decid-

ed to inspect the tracks within the cluster 

to screen for potential artefacts, abnormal 

behaviors, or biological insights. Surprising-

ly, we discovered that many tracks were the 

result of tracking mistakes (Fig 3D), hence 

explaining the existence of a different and 

anomalous group of tracks. Although this 

finding did not underlie a biological obser-

vation, we posit that such approach could 

enable the detection tracking errors and, 

possibly, different migratory modes within 

the same experimental condition. More-

over, we believe that vAbs screening might 

also highlight different cellular behavior un-

der different stimuli and experimental con-

ditions.

To sustain the latter hypothesis, we com-

pared the affinity profiles of neutrophils in 

mice anesthetized with ketamine/xylazine 

(KX) and isofluorane (Iso). As we wanted to 

investigate whether the two anesthetics af-

fected differently cell behavior, we ensured 

to eliminate other experimental variables by 

standardizing all acquired videos (2 x con-

dition) to have identical duration (30 min), 

sampling rate (30s), and number of tracks 

(115). Then we successfully applied the 

panel of vAbs to the trajectories in the two 

experimental conditions, finding an affinity 

profile that was comparable in cells treat-

ed with ketamine and isoflurane (Fig. 3E-F). 

Despite this similarity, isoflurane treated 
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cells exhibited tracks with higher affinities 

for vAbs6, associated with NKs motility. 

These patterns were consistently observed 

in replicate videos, and therefore unlikely 

due to artifacts. Consequently, we conclude 

that vAbs might have elucidated a slightly 

difference in the motility of neutrophils due 

to the use of different anesthetics.

Figure 3. Dataset generation workflow. A. Micrograph showing neutrophils imaged with 2P-IVM in the poplite-
al lymph node in a mouse anesthetized with ketamine and xylazine. Cell motility has been registered by means 
of cell tracking. B. Hierarchical clustering performed using motility features (left) compared to a cluster em-
ploying vAbs predicted affinity (right). The second cluster shows a better group segregation which highlights 
an anomalous group of racks. C. Plot inspection of the track from (D) showing an enrichment of anomalous 
tracking errors. E. Specificity fingerprint of neutrophil tracks against a panel of 6 vAbs in ketamine/xylazine 
(left) and isoflurane (right) conditions. F. Fold change ratio of vAbs specificity (videos per conditions =2, n 
tracks per video = 115).
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Discussion

The present study provided insights into 

challenges and solutions relating to cell 

track analysis. The motility information of 

cells is concealed within the spatial coordi-

nates of cell tracks, and is mainly accessed 

using tailored processing techniques. In 

turn, extracted features enhance cell track 

separation and classification into distinct 

niches. Nevertheless, the abundance and 

complexity of these features can hinder 

their interpretation. To address this chal-

lenge, we introduced the idea of vAbs, 

computational models designed to inter-

pret and classify cell tracks based on their 

motility traits. vAbs offer a concise and 

interpretable representation of the feature 

space embedded within tracks. Unlike tra-

ditional classification approaches, vAbs do 

not strive for a binary and exclusive pre-

diction of cell types. Instead, they provide 

a nuanced quantification of the similarity 

between a track and a reference cell popu-

lation. Consequently, this approach enables 

interpretable profiling of tracks across di-

verse experimental settings and conditions.

Among the potential applications of vAbs, 

label-free staining marks a significant par-

adigm shift in experimental design. Over-

coming the need for fluorescent probes, 

vAbs have the potential to reduce experi-

mental manipulation and associated costs. 

Most importantly, they have the potential 

to minimize experimental artifacts caused 

by dyes that can alter cell behavior, thus 

maintaining a physiological environment 

and cell dynamics. In turn, the unused ac-

quisition channels could serve multiplexing 

purposes, maximizing the insights gained 

from each acquisition. Another compelling 

application of vAbs relates to behavior-

al studies. By testing multiple cell tracks 

against a panel of vAbs, resulting affinity 

profiles could become a behavioral finger-

print and experimental readout. Therefore, 

vAbs could find application in monitoring 

the effects of different therapies as well as 

the toxicity associated with different com-

pounds.

In conclusion, vAbs represent a novel ap-

proach to cell track analysis with the poten-

tial to transform the way we conduct live-

cell imaging. The concept of vAbs holds 

potential due to its flexibility and room for 

refinement. The integration morphological 

cues could further improve the design vAbs, 

as tracks and images are complementary 

in depicting different facets of cell motility. 

Therefore, future endeavors might expand 

the concept of vAbs by including morpho-

logical information and different cell types.
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2. Aim 2: video-based cellular activity  
recognition in live-cell imaging

2.1. Manuscript 3: a microscopy dataset of apoptotic immune  
cells for algorithmic advancement in vivo

The third manuscript marks the initiation of the ‘cell death detection project,’ which required the 

creation of an annotated dataset comprising dying cells. In this project, I curated the design and 

implementation of a dataset which encompassed various cell death events. My responsibilities 

included selecting dataset entries and performing all manual annotations and data processing. I 

also wrote the initial draft of the text, which was subsequently reviewed by Dr. Pizzagalli and Dr. 

Carrillo, which contributions significantly enhanced the final quality of the text.

Beyond establishing the foundation of our following project, this manuscript holds significance 

as it represents my first independent research project within the lab.

Status: submitted to Scientific Data
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Abstract 

Programmed cell death is pivotal for tissue homeostasis, embryological development, and host 

defense. Among the various forms of programmed cell death, apoptosis is characterized by dis-

tinct morphological traits such as cell shrinkage, membrane blebbing, and the formation of apop-

totic bodies. Intravital microscopy (IVM) have revolutionized the study of apoptotic dynamics 

within living animals, enabling investigations under diverse and physiological experimental con-

ditions. However, the analysis of resulting data poses significant challenges, necessitating the 

development of computational tools which requires curated datasets. Therefore, in this paper, we 

present an Intravital Microscopy (IVM) dataset specifically designed to advance the field of apop-

tosis classification and detection. Each movie within the dataset displays immune cells undergo-

ing apoptosis and annotated by imaging scientists based on the formation of apoptotic bodies. 

Our dataset offers precise spatial coordinates and 3D reconstructions of each apoptotic cell, 

accompanied by semantic annotations that characterize the morphology of the cells at each time 

step. This richly annotated dataset serves as a valuable resource for comparative studies and the 

development of algorithms encompassing cell death classification, detection, and segmentation. 
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Background and summary

Apoptosis, a critical form of programmed 

cell death242, plays a pivotal role in mul-

tiple physiological processes243,244. 

In physiological conditions, damaged or 

dysfunctional cells undergo apoptosis to 

accommodate new healthy cells, an es-

sential mechanism in development and 

tissue homeostasis245246. From a mor-

phological perspective, apoptosis presents 

prototypical hallmarks that facilitate its 

identification. At the onset of the morpho-

logical change, dying cells are character-

ized by chromatin condensation, shrinkage, 

membrane blebbing, and the formation of 

apoptotic bodies247, which are membrane 

vesicles that encapsulate the cytoplasm 

to prevent the leakage of different mole-

cules into the extracellular space248. In re-

sponse, phagocytic cells are locally recruit-

ed to clear the resulting apoptotic bodies 

in a process known as efferocytosis249, 

which outline the end of the process.

This type of cell death plays a central role 

in the homeostasis of the immune sys-

tem250. Traditionally apoptotic clearance 

of active leukocytes has been associat-

ed with reduced inflammation and host 

self-harm251, enforcing the idea that the 

process is immunologically silent247. 

Nonetheless, recent evidences suggest 

that apoptosis might promote an immune 

response252–254. Additionally, it orches-

trates the development of adaptive im-

mune progenitors, clearing self-reacting 

lymphocytes or those unable to recognize 

antigens255. Moreover, cytotoxic lympho-

cytes can induce apoptosis in infected or 

transformed cells to prevent the spread of 

pathogens and tumors164.

Considering these implications, main-

tain a balanced apoptotic rate is essen-

tial246,256, and measurement of the apop-

totic process is of paramount importance 

in immunology research. Immunologist 

rely on experimental tools to measure the 

apoptotic rate of immune cells and assess 

its implications in physiological and patho-

logical conditions. One pivotal approach to 

gain insights on cell death dynamics can 

be imaging. Different imaging techniques, 

such as in vivo or in vitro, can be used to 

monitor apoptosis of immune cells. In vi-

tro imaging allows control over multiple 

experimental conditions257,258, including 

cell density and migratory cues. However, it 

cannot capture the complex behavior of the 

immune system within physiological con-

ditions. In contrast, intravital techniques, 

in particular two-photon intravital micros-

copy (2P-IVM), enable the imaging of cells 
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within their physiological environment158. 

2P-IVM delivers in real time, multidimen-

sional imaging data (x,y,z,t,c) of living cells 

in vivo up to several hours of acquisition, 

thus representing a central technology for 

the study of the immune system16,259.

Following the FAIR principles260,261, the 

generation of public datasets becomes 

crucial for enhancing the reusability and re-

producibility of experimental data. To date, 

however, there are only few examples of 

available dataset of @P-Microscopy (refer 

to LTDB), preventing thus the development 

of computational tools. Therefore, to foster 

the development of computational analysis, 

we created a comprehensive 2P-IVM data-

set of apoptotic immune cells. This dataset 

encompasses 2P-IVM movies (Fig. 1 A-B) 

featuring neutrophils, eosinophils and den-

dritic cells undergoing apoptotic cell death 

in various experimental settings associ-

ated with inflammation. In addition to the 

raw data, we provide meticulously curated 

trajectories of apoptotic cells annotated 

by multiple operators trained to detect the 

morphological hallmarks of the process. 

Each entry in the dataset is enriched with 

3D volumetric reconstructions and frame 

semantic annotations that describe the cell 

morphology (Fig. 1C). The resulting in vivo 

catalogue is a resource for comparative 

studies, cell segmentation, apoptosis de-

tection and activity recognition in vivo. 
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Figure 1. Dataset generation workflow. (a) In vivo acquisition. Tissues from an anaesthetized mouse 
are surgically exposed and subjected to 2P-IVM.  Resulting in vivo acquisitions (b) are 4D sequential data 
composed of multiple focal planes per time point and multiple channels. Raw data are annotated by three 
individual operators tracking apoptotic cells and generating a 3D mask. Apoptotic cells are associated with a 
cell state between “blebbing” and “disrupting” that defines the phase of the ongoing process.
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Methods

Mice. Before imaging, mice were anesthe-

tized with xylazine (10 mg/Kg)  and  ket-

amine (100 mg/Kg)l, as previously report-

ed259. Mice were stored in a sterile animal 

facility at the Institute for Research in Bio-

medicine (Bellinzona, CH). All experiments 

were conducted in compliance with the 

regulations set by the local authorities and 

were approved by the Swiss Federal Veter-

inary Office.

In vivo settings of the intravital micro-

scope. For intravital two-photon microsco-

py, we adopted a well-established surgical 

preparation method to access the poplite-

al lymph node. Subsequently, the exposed 

organs were subjected to imaging using a 

custom-made upright two-photon micro-

scope (TrimScope, LaVision BioTec) specif-

ically designed to capture 4D data, encom-

passing multiple stacks, channels, and time 

points (Table1, Fig. 1. A).

Our imaging system employed two Ti:sap-

phire lasers (Chameleon Ultra I, Chameleon 

Ultra II, Coherent) and an optical oscillator 

that emitted light within the 1,010–1,340 nm 

range (Chameleon Compact OPO, Coherent).  

The output wavelength ranged between 

690–1,080 nm, serving dual purposes for 

probe excitation and tissue second-har-

monic generation (SHG).

Neutrophil isolation from mouse bone 

marrow. Bone marrow was extracted via 

flushing with PBS from the long bones 

of UBC-GFP mice (https://www.jax.org/

strain/004353). Then, the bone marrow was 

filtered through a 40um strainer and sus-

pended in PBS. Primary bone marrow neu-

trophils were isolated with Ficoll gradient 

and resuspended in PBS.

Data processing. The microscopy data ac-

quired from the videos were stored in HDF5 

files, comprising uint8 or uint16 TIFFs. Prior 

to image analysis, the raw data underwent 

no preprocessing. For cell detection, track-

ing, and volumetric reconstruction of the 

microscopy videos, we employed Imaris 

(Oxford Instruments, v9.7.2), a versatile 

software suite. Subsequently, the data ob-

tained from Imaris underwent further anal-

ysis using customized Matlab and Python 

scripts (refer to the code availability section 

for details).

https://www.jax.org/strain/004353
https://www.jax.org/strain/004353
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Table 1: Experimental Conditions. Table reporting channel specification and experimental settings for each 
movie entry included in the dataset. Channel specifications include the cell types visible in each channel 
among neutrophils (Neu), dendritic cells (DCs), eosinophils (Eos) and T-cells (TCs). Moreover, whenever 
visible, channel specification include the second harmonic generation (SHG) and the vaccine.  Experimental 
settings include the imaging site, stimuli, cell markers, and microscope magnification.

Manual tracking. The centroids of cells over 

time were manually annotated and tracked 

using the “Spots drawing” tool in Imaris 

(Bitplane). To ensure robustness, three 

operators independently and redundantly 

performed tracking without knowledge of 

reciprocal results.

During the tracking process, the operators 

adhered to strict morphological criteria to 

identify apoptotic cells. Specifically, they 

focused on sequences exhibiting the char-

acteristic hallmarks of apoptosis: 1) mem-

brane blebbing, 2) subsequent formation 

of apoptotic bodies, and 3) eventual cell 
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disruption (Fig. 2 B). For each frame with-

in the apoptotic sequences, the operators 

placed a centroid at the cell’s center using 

the Imaris “Spots” function, resulting in a 

connected track representing the apoptotic 

event (x, y, z, t, ID). Subsequently, the tra-

jectories generated by each operator were 

consolidated into a ground truth using a 

majority consensus scheme that consid-

ered the duration and location of the events. 

The starting and ending time points were 

determined by identifying overlaps among 

at least two of the three annotators’ tracks. 

For each time point, the two closest spatial 

coordinates were selected and averaged to 

create a final ground truth. Once the ground 

Figure 2. A. Micrograph depicting a MP-IVM acquisition in the spleen of an anesthetized mouse. Neutrophils 
are stained with GFP (green) and T cells are stained with CMTCMR (red). B. Prototypical apoptotic sequences 
depicting the morphological hallmarks of cells undergoing apoptosis. The dataset encompasses neutrophils 
(top), eosinophils (middle), and dendritic cells (bottom). A 3D mask complements each raw sequence. .
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truths for each apoptotic event were estab-

lished, volumetric 3D reconstruction was 

performed using the Imaris “Surface” func-

tion. This reconstruction process generated 

precise 3D masks of each cell undergoing 

apoptosis, enhancing the accuracy and reli-

ability of the dataset. 

Semantic annotation. Three annotators 

meticulously labeled the morphological 

state of the cells basing their annotations 

on specific morphological criteria. For each 

frame within the ground truth sequence, 

they assigned to each cell one of two apop-

totic semantic labels: “membrane blebbing” 

or “cell disruption.” The goal was to accu-

rately annotate the interval and dynamics 

of apoptosis, capturing crucial moments in 

the cell’s life cycle. To ensure robustness 

and consistency, a majority consensus 

scheme was employed to establish the fi-

nal cell state. This scheme considered the 

overlap of annotations from at least two of 

the annotators, promoting a unified and re-

liable consensus on the apoptotic seman-

tic label for each cell at every time point. 

Hence, by employing a consensus-driven 

approach, we minimized potential bias-

es and variations in the annotations. The 

resulting ground truth dataset provides a 

comprehensive and accurate representa-

tion of the cellular behavior during apopto-

sis, setting the stage for in-depth analyses 

and advanced algorithm development.

Computation of quality metrics. To com-

pute the SNR of the entries of the dataset, 

for each frame of the movies we computed 

a reference denoised image using a median 

filter. Successively, we used the snr func-

tion of matlab to compare the reference 

image to the original one, computing an es-

timate of the SNR. This procedure has been 

applied for each channel separately.

Computation of density metrics. The densi-

ty metrics are computed by using adaptive 

thresholding and morphological operations 

to separate foreground objects from the 

background in each channel. The number 

of cells visible at each time point in each in-

dividual channel is then counted. By averag-

ing these numbers over time, an estimate of 

the number of cells over the course of the 

movies is generated. The average shortest 

distance between cells and a coefficient of 

clustering can also be estimated by know-

ing the spatial coordinates of the cells.

Statistical analyses. Statistical analysis 

and plot visualization were performed us-

ing GraphPad Prism 8 (Graphpad, La Jolla, 

USA). All statistical tests were performed 

using non-parametric Kruskal-Wallis test or 



123

RESULTS

Mann-Witney test. Significance of p value is 

described as * when p < 0.05, ** when p < 

0.005 and *** when p < 0.0005.

Video ID
blebbing 

start 
(frame)

blebbing 
end (frame)

disruption 
start 

(frame)

disruption 
ends (frame)

response 
(yes/no) Channel

Neu1 3 5 6 10 yes ch1
Neu2 18 20 21 22 no ch1/ch4
Neu2 27 29 30 30 no ch1
Neu2 24 30 no ch1
Neu3 6 7 yes ch1
Neu3 11 11 12 13 no ch1
Neu4 9 11 12 15 no ch1
Neu4 10 30 31 43 yes ch1
Neu4 99 104 105 111 yes ch1
Neu4 24 26 yes ch1
Neu5 41 44 45 50 yes ch1/ch3
Neu5 98 105 106 112 yes ch1/ch3
Neu5 90 106 107 112 no ch1/ch3
Neu6 17 18 19 23 no ch1
Neu6 25 33 no ch1
Neu6 37 53 54 60 no ch1
Neu7 4 7 no ch1
Neu7 21 24 25 26 no ch1
Neu7 31 33 34 34 no ch1
Neu7 43 43 44 51 no ch1
Neu7 52 53 54 56 no ch1
Neu7 53 57 no ch1
Neu8 3 5 6 8 no ch1/ch4
Neu9 25 25 26 30 no ch1
Neu10 49 54 no ch1/ch3
Neu11 1 3 no ch1
Neu11 3 5 no ch1
Neu11 20 21 22 24 no ch1
Neu11 23 26 no ch1
Neu11 24 24 25 29 yes ch1
Neu11 26 28 no ch1
Neu11 34 35 36 37 no ch1
Neu11 36 37 38 40 no ch1
Neu11 45 46 47 47 no ch1
Neu11 51 52 53 55 no ch1
Neu12 1 4 5 14 yes ch1/ch3
Neu12 10 15 yes ch1/ch3
Neu12 27 33 34 50 no ch1/ch3
Neu12 46 49 50 54 no ch1/ch3
Neu12 63 66 67 74 no ch1/ch3
Neu12 104 129 121 124 yes ch1/ch3
Neu12 145 146 147 150 no ch1/ch3
Neu12 153 155 156 159 yes ch1/ch3
Neu13 198 204 205 209 no ch4
Neu13 247 252 253 255 no ch4
Neu14 24 28 29 34 yes ch1
Neu15 1 10 11 19 no ch1
Neu16 2 6 7 14 yes ch1
Neu16 19 22 yes ch1
Neu16 28 41 42 45 yes ch1
Neu17 111 111 112 114 yes ch1
Neu18 1 12 yes ch1
Neu18 28 33 no ch1
Neu19 8 12 13 15 yes ch1/ch3
Neu20 8 12 13 17 no ch4/ch1
Neu20 22 25 26 34 no ch4/ch1
Neu20 73 82 no ch4/ch1
Neu20 103 104 105 108 yes ch4/ch1
Neu21 1 5 6 12 no ch1
Neu22 1 15 no ch1
Neu23 11 17 no ch1
Neu23 1 4 no ch1
Neu24 7 8 9 12 no ch1
Neu25 19 20 21 26 no ch2
Eos1 1 34 35 52 no ch3
Eos2 1 11 12 19 yes ch1
Eos2 11 20 yes ch3
Eos2 16 19 20 35 no ch1
Eos2 15 29 30 47 no ch1
Eos2 25 30 30 37 no ch1
Eos2 1 5 6 10 yes ch3
Eos3 1 6 yes ch2
Eos3 18 31 32 40 yes ch2
Eos3 24 33 34 36 no ch2
Eos3 25 50 51 55 yes ch2
Eos3 36 56 57 80 yes ch2
Eos4 45 67 68 75 no ch1
Eos4 49 71 72 81 no ch1
Eos5 21 26 27 45 no ch1
Den1 1 10 18 28 no ch1
Den1 64 66 67 72 no ch1
Den2 83 88 no ch1
Den2 42 44 45 72 no ch1
Den2 86 91 92 103 no ch1
Den2 68 78 79 86 no ch1
Den2 24 27 28 32 no ch1
Den3 15 17 no ch1
Den3 19 20 21 26 no ch2
Den4 1 20 no ch1
Den4 11 12 13 40 no ch1

Table 2: apoptotic phases annotation.  

Table reporting the semantic annotations of 

the apoptotic events. For each video, apop-

totic events are characterized by a unique 

identifier and frame level semantic anno-

tations. The morphological state of cells 

undergoing apoptosis were categorized as 

“blebbing” or “disrupting“, each defined by a 

starting and ending frame. Furthermore, the 

table indicates weather if apoptotic elicit a 

local immune response (“response”).
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Data record 

The proposed dataset is structured hier-

archically, as illustrated in Figure 3. At the 

top level, it comprises a collection of videos 

featuring apoptotic cell death. These videos 

consist of unprocessed raw microscopy 

footage, each assigned a unique identifier 

(ID) and accompanied by essential metada-

ta and acquisition settings. The videos con-

tain multiple channels and span five dimen-

sions: spatial coordinates (x, y, z), time (t), 

and multiple channels (c). The raw videos 

are available in HDF5 format.

Within each video, researchers will find 

three types of annotations providing in-

sights into the apoptotic process. The 

first type includes tracks of apoptotic and 

non-apoptotic cells, available in the same 

HDF5 file or separate excel tables. These 

tracks enable comprehensive analysis of 

cellular behavior. The second type compris-

es 3D reconstructions of apoptotic cells, al-

lowing researchers to visualize cell death in 

three dimensions. Finally, semantic annota-

tions are provided in excel format, describ-

ing the state of the cells at different stages 

of the apoptotic process.

Figure 3. Dataset structure and format. Diagram depicting the hierarchic organization of the dataset. The 
highest conceptual block of the dataset is the video collection depicting apoptotic cells. Each unprocessed 
video is characterized by its ID, the acquisition data, the metadata and the images stack with structure x, y, 
z, channel, time. Videos are available in HDF5. For each video, the dataset provides multiple annotations 
that are cell ID specific. Apoptotic cell tracks and binary masks are composed of centroids and voxels with 
properties x, y, z, c, t. Both annotations are in the same HDF5 of the acquisition or in xlsm format. Semantic 
annotations link a semantic information to a frame interval for each cell ID in a separate xlsm file. Annotations 
are always performed on the channel where apoptotic cells are more visible.
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Technical validation

Imaging raw data. Movies in the dataset 

were imaged with different microscopy set-

tings. These included different voxel size, 

sampling rates, duration and volume (Table 

3). As these parameters can influence the 

overall quality of the movies, we estimated 

the image-quality of our dataset by comput-

ing the signal-to-noise (SNR) ratio for each 

acquisition (Fig. 4 A). Higher SNR indicate 

better image quality, and reportedly values 

above 5 are considered sufficiently good to 

distinguish foreground objects from back-

ground. Hence, the measured average SNR 

of 10 can assert the overall quality of the 

dataset and guarantees that their entries 

provide reliable and interpretable results

The sampling rate of the movies in our data-

set varied between 15s, 30s, 45s, and 60s 

(Fig 4B). This aspect holds relevance when 

evaluating dynamic processes in time-laps-

es. Specifically, estimations of general cell 

motility, such as speed and straightness, 

as well as cell tracking, can be significantly 

influenced by the selected sampling rate28. 
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Figure 4: Data quality and validation. To evaluate the quality of each video, different image 
related metrics, such as signal to noise ratio and the blur, are computed and combined into a 
final quality score. Similarly, a complexity score is computed by considering metrics related to cell 
density and local cell clusters. B) The inter operator variability is estimated by a consensus ratio, 
that is the ratio of individual annotations overlapping between at least two operators out of three.

Higher sampling rates may result in the loss 

of critical information, especially in highly 

dynamic processes like cell death, where 

rapid and short-lived changes in the mor-

phology of the cell occur. To address this 

concern and ensure accurate depiction of 

fast and transient processes, our dataset 

encompasses movies with low sampling 

rates. This guarantees robustness in detect-

ing essential temporal dependencies, such 

as membrane blebbing, without overlooking 

critical features of the apoptotic process.

Aside from the acquisition settings, the in-

terpretability of imaging data can be influ-

enced by the biological content and com-

plexity of the acquisitions. A prominent 

parameter in this regard is cell density, 

which has a significant impact on the analy-

sis. In time-lapses with high cell density, po-

tential side effects such as cluttering, cell 

merging, and cell splitting, may arise. These 

factors pose challenges to cell detection 

efforts and may hinder crucial information 

within the data. Consequently, excessive 

cell density may render certain algorithms 

incapable of extracting meaningful insights 

from the imaging data. 

Thus, in light of these considerations, we 

estimated crucial parameters related to cell 

density and aggregation for each channel 

in the dataset. These parameters encom-

pass the overall cell number, the shortest 

distance between cells, and a clustering 

coefficient that indicates the percentage 

of cells in close proximity to at least three 

other cells (Table 3, Fig. 4C-E). These mea-

surements underscore the variability in the 

dataset, with movies ranging from 20 cells 

to up to 300 and exhibiting a clustering co-

efficients near 1. By analyzing such diverse 

time-lapses, researchers can effectively 

benchmark their detection algorithms on 

increasingly complex scenarios, ensuring 

the robustness and applicability of their 

methods across a wide range of biological 

conditions and cell densities.
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Table 3: video quality and complexity. For each video, we computed the following imaging metrics: image 
resolution (x, y, z), voxel size (x, y, z), and sampling rate (seconds/frame). In addition, we computed the 
following quality metrics: signal to noise ratio, peak signal to noise ratio, standard deviation of the mean 
intensity and power spectrum of the signal. To account for each video complexity, we calculated the total 
cell number, the average shortest distance between cells and a clustering coefficient that evaluates the 
percentage of cells in a cluster of at least four cells. Quality and complexity metrics were computed for all 
the separate channels.

Apoptotic events. Apoptotic events are 

inherently diverse, exhibiting variabili-

ty that can affect classification and de-

tection algorithms. One major challenge 

arises from the distinct morphologies of 

apoptotic cells, leading to a class hetero-

geneity262,263 task that makes it difficult 

to identify consistent patterns within the 

same label in supervised classification.  

Additionally, the variable duration of apop-

totic sequences can pose a challenge to 

algorithms aimed at classifying the entire 

apoptotic process over time. 

Finally, the residual motility of apoptotic 

cells, caused by drifting, can further com-

plicate the accurate identification of cell 

coordinates during the apoptotic process. 

To address these challenges and aid prac-

titioners in designing effective algorithms, 

we estimated the variability between apop-

totic events in our dataset. We quantified 

the mean timing of cell disruption (Fig. 4F), 

which provides insights into the typical oc-

currence of this critical phase. Additionally, 

we assessed the average displacement of 

cells (Fig. 4G) and the overall duration of 
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the apoptotic process (Fig. 4H), offering 

essential information to guide algorithmic 

solutions for apoptosis classification and 

detection. Hence, by considering these vari-

abilities, researchers and practitioners can 

better design and fine-tune their algorithms 

for accurate classification and detection of 

apoptotic immune cells. 

Operator annotations. To assess the in-

ter-operator variability during the annota-

tion process, we introduced a consensus 

ratio, which quantifies the proportion of 

annotations that achieved agreement be-

tween at least two out of the three opera-

tors involved. The mean consensus ratio for 

annotating apoptotic events (Fig. 4I) was 

0.6, indicating a moderate level of agree-

ment among the operators and the intrinsic 

challenge of visually detecting apoptotic 

events based on morphological cues. How-

ever, when annotating the specific apoptot-

ic phases (Fig. 4J), the mean consensus ra-

tio significantly increased to 0.9. This high 

consensus ratio displays strong agreement 

between the operators in identifying the dis-

tinct phases of apoptosis. Together, these 

metrics convey the challenge in identify-

ing apoptotic cells, where some instances 

might be overlooked. However, once entries 

are established in the dataset, the subse-

quent annotation demonstrated high con-

sensus, ensuring a consistent and reliable 

dataset.

Usage notes

The proposed database represents a valu-

able resource for researchers seeking to 

develop and validate algorithms targeted 

at identifying the apoptotic process. With 

access to the raw data and annotations 

in excel format, users can tailor training 

datasets to suit their specific tasks of cell 

classification, detection, or segmentation. 

To generate datasets for supervised-learn-

ing tasks, users can access the raw mi-

croscopy videos and their corresponding 

annotations provided in Excel format. By 

utilizing the annotations, it is possible to 

locate and track the centroids of individual 

apoptotic events over time (x, y, z, t). Users 

can then define a suitable region around 

each cell centroid to capture the informa-

tion of the cells. Subsequently, single-cell 

crops can be extracted at each frame us-

ing the defined regions, and labels (0 for 

healthy, 1 for apoptotic) can be assigned 

based on the provided annotations. Us-

ers can create personalized training data-

sets to train custom classifiers to predict 

the apoptotic state of cells based on their 

morphology using various deep learning ar-

chitectures or traditional machine learning 
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techniques (Fig. 5A left). To accomplish 

supervised classification on static frames, 

a wide array of deep learning architectures, 

such as convolutional networks (CNNs)54,  

capsule networks264, and vision transform-

ers72,265 among others, are available. Ac-

cordingly, recent studies demonstrated the 

successful classification of a variety of cell 

deaths in static images160,266.

Moving towards a higher level of com-

plexity, users can undertake the clas-

sification of complete apoptotic se-

quences of images (Fig. 5A right).  

To this end, deep learning architec-

tures tailored for activity recognition69,  

such as 3DCNNs68, recurrent networks267, 

or optical flow-based methods268, can be 

employed. Recurrent architectures, in par-

ticular, have demonstrated effectiveness in 

classifying apoptotic sequences acquired 

in vitro244, showcasing their potential for 

this task. To achieve whole sequence clas-

sification, users can extract consecutive 

frames as cropped time-lapses, thus pre-

serving the temporal dependencies of the 

apoptotic events. Each resulting sequence 

would encapsulate a specific time window 

capturing the dynamic behavior of a cell 

throughout its apoptotic process. With this 

information, users can train models capa-

ble of effectively analyzing the temporal  

dependencies and patterns exhibited by 

cells during apoptosis. 

Figure 5. Dataset usage for deep learning 
applications. A. Schematic representation 
of the classification task applied to single 
image crops depicting apoptotic cells 
(left) and to apoptotic sequences (right). 
Single image crops can be classified with 
the aid of convolutional networks, mapping 
an image to a corresponding binary value 
labelling healthy (0) or apoptotic (1) cells. 
Similarly, sequences of apoptotic images 
can be classified with activity recognition 
architectures. B. Schematic depiction of a 
detection routine applied to full microscopy 
images containing healthy and apoptotic 
cells. Input images are processed with a 
detector that predicts the spatial coordinates 
of apoptotic cells (red bounding boxes). 
C. Schematic representation of the image 
segmentation task applied to full microscopy 
images depicting apoptotic cells. Input 
microscopy images are processed with an 
auto encoder-decoder architecture which 
learns to map the input into a binary mask 
that highlights apoptotic cells only. 
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Users can also add complexity to the classi-

fication problem by venturing into detecting 

apoptotic cells in uncropped microscopy 

time-lapses (Fig. 5B). Unlike classification, 

the detection task poses greater challenges 

as it involves identifying the precise spatial 

and time interval of candidate apoptotic 

events. While specialized architectures can 

handle detection tasks effectively in static 

images, apoptosis detection in time-lapses 

remains a particularly demanding and open 

challenge. In static images, the detection of 

apoptotic events can be hampered by vari-

ations in cell appearance, overlapping cells, 
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or background clutter. However, in live-cell 

imaging, additional complexities arise from 

the dynamic motility of cells, including 

changes in shape and movement over time. 

This temporal dimension introduces new 

difficulties that requires tailored algorith-

mic solutions. To this end, researchers can 

leverage the presented dataset to explore 

novel approaches for tracking and detect-

ing apoptotic events in time-lapse micros-

copy.

The dataset is also suitable for cell segmen-

tation (Fig. 5C) through the utilization of en-

coder-decoder approaches61. These archi-

tectures have demonstrated to be effective 

in several bio-imaging segmentation tasks. 

Hence, they hold promising potential for the 

segmentation of apoptotic cells based on 

their distinct morphology. Our dataset en-

ables the task of cell segmentation by pro-

viding 3D segmentation data of apoptotic 

cells over time. To train segmentation mod-

els, the dataset provides inputs 2D (single 

planes) and 3D (whole volume) images, as 

well as the ground truth annotations bina-

ry masks of each individual apoptotic cell. 

Consequently, researchers can design and 

apply segmentation techniques either in 2D 

or 3D settings, and each individual frames 

from the time-lapse videos can be used as 

an independent training sample.
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2.2. Manuscript 4: Transformer-based spatial-temporal detection 
of apoptotic cell death in live-cell imaging.

This project initiated concurrently with the creation of the aforementioned dataset, as we decided 

to promptly experimenting with different computational techniques. Upon selecting deep learning 

methods, we established an ongoing communication with the group led by Prof. Gambardella, a 

renowned expert in the field. Our discussion mainly revolved around the scope and feasibility of 

the project, and Dr. Giusti, which already developed classifiers for mitosis, provided invaluable 

suggestions to direct our study toward the communities of pattern recognition and computer 

vision.

The hybrid nature of the project, however, demanded sound performances in real-world biological 

applications. Therefore, after realizing that the data in our possession would not suffice to gen-

eralize the proposed methodology, we decided to expand the scope of our dataset. Fortuitously, 

during a symposium on cell death and autophagy, we had the chance to meet Dr. Gagliardi, which 

had incidentally annotated an extended dataset of apoptotic cells in vitro. After briefly discussing, 

we decided to establish a collaboration with the common goal of integrating their data in the 

framework that we had already developed, leading to the present manuscript. Reflecting on the 

history of the project, the significance of this manuscript lies in the interdisciplinary collabora-

tions which made it possible.

Status: accepted at eLife
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Abstract

Intravital microscopy has revolutionized live cell imaging by allowing the study of spatial-tempo-

ral cell dynamics in living animals. However, the complexity of the data generated by this tech-

nology has limited the development of effective computational tools to identify and quantify cell 

processes. Amongst them, apoptosis is a crucial form of regulated cell death involved in tissue 

homeostasis and host defense. Live-cell imaging enabled the study of apoptosis at the cellular 

level, enhancing our understanding of its spatial-temporal regulation. However, at present, no 

computational method can deliver label-free detection of apoptosis in microscopy time-lapses. 

To overcome this limitation, we developed ADeS, a deep learning-based apoptosis detection sys-

tem that employs the principle of activity recognition. We trained ADeS on extensive datasets 

containing more than 10,000 apoptotic instances collected both in vitro and in vivo, achieving 

a classification accuracy above 98% and outperforming state-of-the-art solutions. ADeS is the 

first method capable of detecting the location and duration of multiple apoptotic events in full 

microscopy time-lapses, surpassing human performance in the same task. We demonstrated the 

effectiveness and robustness of ADeS across various imaging modalities, cell types, and staining 

techniques. Finally, we employed ADeS to quantify cell survival in vitro and tissue damage in vivo, 

demonstrating its potential application in toxicity assays, treatment evaluation, and inflammatory 

dynamics. Our findings suggest that ADeS is a valuable tool for the accurate detection and quan-

tification of apoptosis in live-cell imaging and, in particular, intravital microscopy data, providing 

insights into the complex spatial-temporal regulation of this process.
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Introduction

In the last two decades, Intravital microsco-

py (IVM) has revolutionized live-cell imag-

ing by enabling microscopy acquisitions in 

situ across different organs, making it one 

of the most accurate model to describe cel-

lular activities within a living host259. In par-

ticular, multiphoton intravital microscopy 

(MP-IVM) generates in-depth 3D data that 

encompass multiple channels for up to sev-

eral hours of acquisition (x, y, z + t)16,269,270, 

thus providing unprecedented insights into 

cellular dynamics and interactions26. The 

resulting MP-IVM data stream is a complex 

and invaluable source of information, con-

tributing to enhance our understanding of 

several fundamental processes28,259. 

Apoptosis is a form of regulated cell 

death247,271 which plays a crucial role in sev-

eral biological functions, including tissue 

homeostasis, host protection, and immune 

response255. This process relies on the pro-

teolytic activation of caspase-3-like effec-

tors250, which yields successive morpho-

logical changes that include cell shrinkage, 

chromatin condensation, DNA fragmenta-

tion, membrane blebbing243,248,272, and final-

ly, apoptotic bodies formation273. Due to its 

crucial role, dysregulations of apoptosis 

can lead to severe pathological conditions, 

including chronic inflammatory diseases 

and cancer163,274. Consequently, precise 

tools to identify and quantify apoptosis in 

different tissues are pivotal to gain insights 

on this mechanism and its implications at 

the organism level.

Traditional techniques to quantify apopto-

sis rely on cellular staining on fixed cultures 

and tissues275–279 or flow cytometry278,280. 

However, these methods do not allow the 

temporal characterization of the apoptotic 

process. Moreover, they potentially intro-

duce artifacts caused by sample fixation281. 

Live-cell imaging can overcome these lim-

itation by unraveling the dynamic aspects 

of apoptosis with the aid of fluorescent re-

porters, such as Annexin staining277 or the 

activation of Caspases282. However, the use 

of biochemical reporters in vivo could po-

tentially interfere with physiological func-

tions or lead to cell toxicity283. For these 

reasons, label-free detection of apoptosis 

represent a critical advancement in the field 

of cell death. 

Computational methods could address this 

need by automatically detecting individual 

apoptotic cells with high spatial and tem-

poral accuracy. In this matter, deep learning 

(DL) and activity recognition (AR) could pro-

vide a playground for the classification and 
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detection of apoptosis based on morpho-

logical features284. Accordingly, recent stud-

ies showed promising results regarding 

the classification of static frames160,285 or 

time-lapses244 portraying single apoptotic 

cells. However, none of the available meth-

ods can apply for the detection of apopto-

sis in microscopy movies depicting multiple 

cells. Therefore we developed ADeS, a novel 

apoptosis detection system which employs 

a transformer DL architecture and com-

putes the location and duration of multiple 

apoptotic events in live-cell imaging. Here 

we show that our architecture outperforms 

state-of-the-art DL techniques and efficient-

ly detects apoptotic events in a broad range 

of imaging modalities, cellular staining, and 

cell types.

Results

An in vitro and in vivo live-cell imaging 

data. Curated and high-quality datasets 

containing numerous instances of train-

ing samples are critical for developing da-

ta-hungry methods such as supervised DL 

algorithms286. To this end, we generated 

two distinct datasets encompassing ep-

ithelial cells (in vitro) and leukocytes (in 

vivo) undergoing apoptotic cell death. In 

addition, the two datasets include different 

imaging modalities (confocal and intravital  

2-photon), biological models, and train-

ing-set dimensionalities. A meaningful 

difference between the datasets pertains 

to the staining methods and the morpho-

logical hallmarks, which define the apop-

totic process in both models. In the in vitro 

model, the expression of nuclear markers 

allowed us to observe apoptotic features 

such as chromatin condensation and nu-

clear shrinkage248, whereas in the in vivo 

model, cytoplasmic and membrane stain-

ing highlighted morphological changes 

such as membrane blebbing and the forma-

tion of apoptotic bodies248. Accordingly, we 

have manually annotated these datasets 

based on the presence of the specific hall-

marks, ensuring that each dataset includes 

two class labels depicting either apoptotic 

or non-apoptotic cells. These two datasets 

constitute the first step toward creating, 

testing, and validating our proposed apop-

tosis detection routine.

To generate the in vitro dataset we used ep-

ithelial cells because, among the human tis-

sues, they have the highest cellular turnover 

driven by apoptosis287. Nevertheless, from 

the bioimaging perspective, the epithelium 

is a densely packed tissue with almost no 

extracellular matrix, making it extremely 

challenging to analyze. As such, in epithelial 

research, there is a pressing need for com-
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putational tools to identify apoptotic events 

automatically. To this end, we imaged and 

annotated the human mammary epitheli-

al cells expressing a nuclear fluorescent 

marker (Fig.1A), obtaining 13120 apoptot-

ic nuclei and 301630 non apoptotic nuclei 

image sequences (Fig. 1B-C, Supplemen-

tary 1A). Nuclear shrinkage and chromatin 

condensation, two of the most prototypical 

hallmarks of apoptosis (Fig. 1C), formed 

our criteria for manual annotation. We con-

firmed that non-apoptotic nuclei had con-

stant area and chromatin density from the 

generated time-lapses. In contrast, apop-

totic nuclei underwent a decrease in area 

and an increase in chromatin condensation 

(Fig. 1D). The resulting dataset captured the 

heterogeneity of apoptotic cells in epithelial 

tissue, including early nuclear fragmenta-

tion, a rapid shift along the x and y axes, and 

extrusion through the z dimension (Supple-

mentary Fig. 1B–C). Moreover, our dataset 

incorporates the typical difficulties of auto-

matically annotating apoptotic events from 

live microscopy of a densely packed tissue 

(Supplementary Fig. 1D) with the accumu-

lation of apoptotic bodies (Supplementary 

Fig. 1E) and across multiple microscope 

hardware settings (Supplementary Fig. 1F). 

To generate an in vivo dataset, we focused 

on polymorphonucleated leukocytes (neu-

trophils and eosinophils) that expressed 

a fluorescent marker. In these early im-

mune responders, apoptosis is a crucial 

process that orchestrates their disposal, 

consequently determining the duration of 

the inflammation288. To acquire instanc-

es of apoptotic leukocytes, we performed 

MP-IVM in anesthetized mice by surgical-

ly exposing either the spleen or the popli-

teal lymph node (Fig. 1E-F). The resulting 

time-lapses (Fig. 1G) provided 3D imaging 

data encompassing consecutive multi-fo-

cal planes (3D) and multiple imaging chan-

nels. Then, from the generated MP-IVM 

movies, we generated cropped sequences 

of fixed size that tracked apoptotic cells for 

the duration of their morphological chang-

es (59x59 pixels + time; Fig. 1H-I). This 

procedure was applied to 30 MP-IVM mov-

ies, generating 120 apoptotic sequences 

(supplementary Fig. 1G). Furthermore, we 

annotated random instances of non-apop-

totic events, generating 535 cropped sam-

ples. To characterize the heterogeneity 

of the movies, we manually quantified the 

cell number per field of view (87 ± 76), the 

shortest distance between cells (21.2 µM 

± 15.4), and the signal-to-noise ratio (8.9 

± 3.6; supplementary Fig. 1 H–J). We as-

sumed that the morphological changes 

associated with apoptosis occur within de-

fined time windows for detection purposes. 
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Hence, we estimated the median duration 

of the morphological changes correspond-

ing to 8 frames (supplementary Fig. 1K–L, 

respectively). In addition, to classify apop-

totic cells within defined spatial regions, 

we considered them to be non-motile.  

This assumption was confirmed when we 

found that apoptotic cells exhibited a dis-

placement and speed that were not signifi-

cantly different from those of arrested cells 

(supplementary Fig. 1M). 
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Figure 1: Generation of in vitro and in vivo live-cell imaging data. A.  Micrographs depicting mammary 
epithelial MCF10A cells transduced with H2B-miRFP703 marker and grown to form a confluent monolayer. The 
monolayer was acquired with a fluorescence microscope for several hours with 1-, 2- or 5-min time resolution. 
B. The centroid (x, y) and the time (t) of apoptotic events were annotated manually based on morphological 
features associated with apoptosis. Non-apoptotic cells were identified by automatic segmentation of nuclei. 
C. Image time-lapses showing a prototypical apoptotic event (upper panels), with nuclear shrinkage and 
chromatin condensation, and a non-apoptotic event (bottom panels). D. Charts showing the quantification 
of nuclear size (left) and the standard deviation of the nuclear pixel intensity (right) of apoptotic and non-
apoptotic cells (n = 50). Central darker lines represent the mean, gray shades bordered by light colored lines 
represent the standard deviation. E. Simplified drawing showing the surgical set-up for lymph node and spleen. 
F-G. Organs are subsequently imaged with intravital 2-photon microscopy (IV-2PM, F), generating 3D time-
lapses (G). H. Representative IV-2PM micrograph and I. selected crops showing GFP-expressing neutrophils 
(white) undergoing apoptosis. The apoptosis sequence is depicted by raw intensity signal (upper panels) and 
3D surface reconstruction (bottom panels). 

ADeS, a pipeline for apoptosis detection. 

Detecting apoptosis in live-cell imaging is a 

two-step process involving the correct de-

tection of apoptotic cells in the movies (x, y) 

and the correct estimation of the apoptotic 

duration (t). To fulfill these requirements, 

we designed ADeS as a set of independent 

modules assigned to distinct computation-

al tasks (Fig. 2). As an input, ADeS receives 

a 2D representation of the microscopy ac-

quisitions (Fig. 2A) obtained from the nor-

malization of 2D raw data or the maximum 

projection of 3D data289. This processing 

step ensures the standardization of the 

input, which might differ in bit depth or ac-

quisition volume. After that, we employ a 

selective search algorithm55,290 to compute 

regions of interest (ROIs) that might con-

tain apoptotic cells (Fig. 2B). For each ROI 

at time (t), ADeS extracts a temporal se-

quence of n frames ranging from t - n/2 to t 

+ n/2 (Fig. 2C). The resulting ROI sequence 

is standardized in length and passed to a 

DL classifier (Fig. 3), which determines 

whether it is apoptotic or non-apoptotic. Fi-

nally, each apoptotic sequence is depicted 

as a set of bounding boxes and associat-

ed probabilities (Fig. 2D) generated from 

the predicted trajectories (x, y, t, ID; Fig. 

2E). From this readout, ADeS can generate 

a heatmap representing the likelihood of 

apoptotic events throughout a movie (Fig. 

2F, left), together with a cumulative sum of 

the predicted cell deaths (Fig. 2F, right).
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Figure 2. ADeS, a pipeline for apoptosis detection. A. ADeS input consists of single channel 2D microscopy 
videos (x, y, t) B. Each video frame is pre-processed to compute the candidate Regions of Interest (ROI) 
with a selective search algorithm. C. Given the coordinates of the ROI at time t, ADeS extracts a series of 
snapshots ranging from t-n to t + n. A deep learning network classifies the sequence either as non-apoptotic 
(0) or apoptotic (1). D. The predicted apoptotic events are labelled at each frame by a set of bounding boxes 
which, E. are successively linked in time with a tracking algorithm based on Euclidean distance. F. The 
readout of ADeS consist of bounding boxes and associated probabilities, which can generate a probability 
map of apoptotic events over the course of the video (left) as well as providing the number of apoptotic 

events over time (right).
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For the classification of apoptotic sequenc-

es, we proposed a Conv-Transformer ar-

chitecture (Fig. 3). In the proposed archi-

tecture, a convolutional module extracts 

the spatial features of the apoptotic cells, 

whereas attention-based networks eval-

uates the temporal relationship between 

consecutive frames. 

Figure 3. Conv-Transformer architecture at the chore of ADeS. Abstracted representation of the proposed 
Conv-Transformer classifier. The input sequence of frames is processed with warped convolutional layers, 
which extract the features of the images. The extracted features are passed into the 4 transformer modules, 
composed of attention and feedforward blocks. Finally, a multi-layer perceptron enables classification 
between apoptotic and non-apoptotic sequences.
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Training and deployment in vitro. As pre-

viously described, ADeS is a multiple-block 

pipeline, and its application and validation 

to detect apoptotic cells in live-cell imaging 

follow two main steps: (1) the training of the 

DL classifier with a target dataset and (2) 

its deployment on live-cell imaging acquisi-

tions. As opposed to in vivo acquisitions, in 

vitro time-lapses are more homogeneous in 

their content and quality, thus representing 

the first dataset in order of complexity for 

the training of ADeS. For this reason, we 

formulated the learning problem as a binary 

classification task that assigned non-apop-

totic sequences to the class label 0 and 

apoptotic sequences to the class label 1 

(Supplementary Fig. 2A). The class label 0 

included instances of healthy nuclei and nu-

clei undergoing mitotic division (which can 

resemble apoptotic events). 

To validate the proposed Conv-Transform-

er architecture for apoptosis classification, 

we compared it with the performances of 

a CNN, a 3DCNN, and a Conv-LSTM. To 

this end, the four models were trained on 

a dataset containing 13.120 apoptotic and 

13.120 non-apoptotic events, using a 0.12 

validation split (Table 1). Results show that 

the frame accuracy of the CNN is low, pos-

sibly due to morphological heterogeneity 

over consecutive frames, and therefore 

unsuitable for the task. By contrast, the 

3DCNN and the Conv-LSTM displayed high 

sequence accuracy, F1 score and AUC, con-

firming that the temporal information within 

frames is pivotal to correctly classifying im-

age sequences containing apoptotic cells. 

Nonetheless, the proposed Conv-Trans-

former outperformed both the 3DCNN and 

the Conv-LSTM, establishing itself as the 

final DL architecture at the chore of ADeS. 
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Table 1. Comparison of deep learning architectures for apoptosis classification. Comparative table report-

ing accuracy, F1 and AUC metrics for a CNN, 3DCNN, Conv-LSTM, and Conv-Transformer. The classification 

accuracy is reported for static frames or image-sequences. N.A. stands for non-applicable. The last column 

shows which cell death study employed the same baseline architecture displayed in the table.

Successively, we deployed a preliminary 

trained network on control movies without 

apoptotic events to collect false positives 

that we used to populate the class label 0, 

thus ensuring a systematic decrease in the 

misclassification rate (Supplementary Fig. 

2B). Using the latter generated dataset, we 

trained the Conv-Transformer for 100 ep-

ochs using an unbalanced training set with 

a 1:10 ratio of apoptotic to non-apoptotic 

cells (Fig. 4A). After deploying the trained 

model on 1000 testing samples, the confu-

sion matrix (Fig. 4B) displayed a scant mis-

classification rate (2.68%), similarly distrib-

uted between false positives (1.04%) and 

false negatives (1.64%). Accordingly, the 

receiver operating characteristic (ROC) of 

the model skewed to the left (AUC = 0.99, 

Fig. 4C). This skew indicates a highly favor-

able tradeoff between the true positive rate 

(TPR) and false positive rate (FPR), which 

the overall predictive accuracy of 97.32% 

previously suggested (Fig. 4B). Altogether, 

these metrics suggest an unprecedented 

accuracy of the DL model in the classifi-

cation of apoptotic and non-apoptotic se-

quences. However, they only reflect the 

theoretical performances of the classifier 

applied to cropped sequences depicting a 

single cell at a time.

To validate ADeS on full-length microscopy 

acquisitions, we deployed it on six testing 

movies that were not part of the training 

set. Each testing movie had been annotat-

ed manually and contained a variable num-

ber of ground-truth apoptosis (98 ± 21) and 
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a comparable cell density (1705 ± 124). 

Moreover, all movies had identical magnifi-

cation (20x), duration (21 h), and sampling 

rate (5 min). In order to test ADeS on these 

movies, we adopted an unbiased approach 

and we did not hard-tune the hyper-param-

eters of the model (see Material and Meth-

ods), specifying only a stringent confidence 

threshold (0.995) and a temporal window 

based on the average duration of the nucle-

ar hallmarks (9 frames). As a result, ADeS 

could predict the location and timing of the 

apoptotic nuclei (Fig. 4D, Supplementary 

Movie 1), enabling the detection of multiple 

apoptosis in a densely packed field of view 

(Fig. 4E–F). 
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Figure 4. Training and performance in vitro. A. Confusion matrix of the trained model at a decision-
making threshold of 0.5. B. Receiver operating characteristic displaying the false positive rate (specificity) 
corresponding to each true positive rate (sensitivity). C. Training accuracy of the final model after 100 
epochs of training. D. Representative example of apoptosis detection in a time-lapse acquired in vitro. E. 
Multiple detection of nuclei undergoing apoptosis displays high sensitivity in densely packed field of views. 

F. Heatmap representation depicting all apoptotic events in a movie and the respective probabilities. G. 
Bar plots showing the true positive rate (TPR) and false positive rate (FPR) of ADeS applied to five testing 
movies, each one depicting an average of 98 apoptosis. H. Time course showing the cumulative sum of 
ground truth apoptosis (blue) and correct predictions (red). I. 2D visualization of spatial-temporal coordinates 
of ground truth (blue) and predicted apoptosis (red). In the 2D representation, the radius of the circles maps 
the temporal coordinates of the event. J. Pixel distance between ADeS predictions and the nearest neighbor 
(NN) of the ground truth (left) in comparison with the NN distance obtained from a random distribution (right). 
The plot depicts all predictions of ADeS, including true positives and false positives. K. Scatterplot of the 
spatial distance between ground truth and true positives of ADeS. Ground truth points are centered on the 
X = 0 and Y = 0 coordinates. L. Distribution of the temporal distance (frames) of the correct predictions from 
the respective ground truth nearest neighbor. Statistical comparison was performed with Mann-Whitney test. 
Columns and error bars represent the mean and standard deviation respectively. Statistical significance is 
expressed as: p ≤ 0.05 (*), p ≤ 0.01 (**), p ≤ 0.001 (***), p ≤ 0.0001 (****).

To quantify these performances, we com-

pared the prediction of ADeS to the anno-

tated ground truths (x, y, t). By doing this, 

we found that the average TPR, or sensi-

tivity, was 82.01% (ranging from 77% to 

92%), while the average FPR was 5.95% 

(Fig. 4G). The undetected apoptotic events 

were likely a consequence of the heteroge-

neity of nuclear fragmentation, which can 

vastly differ in signal intensity, size, focal 

plane, and duration (Supplementary Fig.1). 

Nonetheless, hard tuning the model could 

further increase the sensitivity without ad-

ditional training data, such as by adjusting 

the temporal interval or by lowering the 

confidence threshold. With respect to the 

false positives, most were mitotic cells, 

due to their morphological similarities with 

apoptotic nuclei. Nevertheless, the FPR 

was contained, translating into a new false 

positive every 4 frames (or 20 minutes of 

acquisition). This rate confirmed that ADeS 

is overall robust, especially in light of mov-

ies depicting 1700 cells per frame.

Concerning the spatial-temporal dynamics, 

the apoptotic count over time highlighted 

a tight relationship between ground truth 

apoptosis and correct detections of ADeS 

(Fig. 4H). Accordingly, the two curves were 

divergent but highly correlative (Pearson r = 

0.998), proving that ADeS can successfully 
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capture cell death dynamics. A 2D scatter-

plot (x, y, t = radius; Fig. 4I) visually depict-

ed the spatial-temporal proximity between 

ADeS and the ground truth, indicating over-

lap between the two scatter populations. 

Nearest neighbor (NN) analysis further cap-

tured this relationship; the average distance 

between all ADeS predictions (true pos-

itives + false positives) and the NN in the 

ground truth was 30 pixels. In contrast, ran-

domly generated predictions had a ground 

truth NN within a 52-pixel radius (Fig. 4J). 

Considering instead the true positives only, 

we observed that they were in close spatial 

proximity to the ground truth, with most pre-

dictions falling within a 20-pixel radius (Fig. 

4K). The difference between the predicted 

timing of apoptosis and the one annotated 

in the ground truth was also slight, with an 

average discard of 3.46 frames (Fig. 4L). In-

terestingly, ADeS showed a bias toward late 

detections, which is explained considering 

that operators annotated the beginning of 

the apoptosis, whereas ADeS learned to 

detect nuclear disruption, occurring at the 

end of the process. Altogether, these quan-

tifications indicate that ADeS detects apop-

totic nuclei with high spatial and temporal 

accuracy, establishing a novel comparative 

baseline for this task.	

 

3D rotation of the in vivo dataset. Upon 

the successful application of ADeS in vitro, 

the next step in complexity was detecting 

apoptosis in vivo time lapses. The latter is 

inherently more challenging due to differ-

ent factors, including high background sig-

nal, autofluorescence, and the presence of 

collagen25, among others. For this purpose, 

we re-trained ADeS using the  in vivo  data 

described in Figure 1. However, one of 

the main limitations of supervised DL is 

the need for large datasets, and the finite 

number of MP-IVM acquisitions and apop-

totic instances represented a bottleneck 

for the training of ADeS. To overcome this 

limitation, we implemented a custom data 

augmentation strategy that exploits 3D vol-

umetric rotations, as previously performed 

in other studies 293,294. Accordingly, each 

3D apoptotic sequence underwent multi-

ple spatial rotations and was successively 

projected in 2D (Fig. 5A). This procedure 

enabled us to increase the dataset of a 100 

fold factor without introducing imaging arti-

facts, as each volume rotation was a physi-

ological representation of the cell (Fig. 5B).
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Figure 5. 3D rotation of the in vivo dataset. A Depiction of a 3D volume cropped around an apoptotic 
cell. Each collected apoptotic sequence underwent multiple 3D rotation in randomly sampled directions. 
The rotated 3D images were successively flattened in 2D. B. Gallery showing the result of multiple volume 
rotations applied to the same apoptotic sequence. The vertical axis depicts the sequence over time, whereas 
the horizontal describes the rotational degree applied to the volumes.

Training and deployment in vivo. To train 

ADeS using the latter rotated  in vivo  data-

set, we defined a binary classification task 

in which ROIs containing apoptotic cells 

were assigned to the class label 1. In con-

trast, all remaining ROIs, including healthy 

cells and background elements, were as-

signed to the class label 0 (Supplementary 

Fig. 3A). Subsequently, we trained the DL 

classifier for 200 epochs. Finally, we per-

formed 5-fold cross-validation according to 

the ID of the movies (Fig. 6A). The result-

ing confusion matrix demonstrated a clas-

sification accuracy of 97.80% and a 2.20% 

misclassification rate that is primarily due 

to type II error (1.80% false negatives) (Fig. 

6B). Analogous to the tests in vitro, clas-

sification in vivo proved highly effective in 

predicting apoptotic and non-apoptotic in-

stances. The ROC of the model, which indi-

cated high sensitivity and a low FPR, sup-

ported this favorable result (Fig. 6C). 
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Figure 6. Training and performance in vivo. A. Confusion matrix of the trained model at a decision-making 
threshold of 0.5. B. Receiver operating characteristic displaying the false positive rate (FPR) corresponding 
to each true positive rate (TPR). C. Training accuracy of the final model trained for 200 epochs with data 
augmentations. D. Image gallery showing ADeS classification to sequences with different disruption timing. 
The generated heatmap reaches peak activation (red) at the instant of cell disruption D. Representative 
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snapshots of a neutrophil undergoing apoptosis. Green bounding boxes represents ADeS detection at the 
moment of cell disruption E. Representative micrograph depicting the detection of two eosinophil undergoing 
cell death in the spleen (left) and the respective probability heatmap (right). F. ADeS performances 
expressed by means of true-positive rate (TPR) and false-positive rate (FPR) over a panel of 23 videos. G. 
TRA measure distribution of the trajectories predicted by ADeS with respect to the annotated ground truth 
(n = 8) H. Comparison between human and ADeS by means of TPR and FPR on a panel of 5 randomly 
sampled videos I. Hierarchical clustering of several video parameters producing two main dendrograms (n 
= 23). The first dendrogram includes videos with reduced sensitivity and is enriched in several parameters 
related to cell density and signal intensity. J. Graph showing the effect of cell density on the performances 
expressed in terms of TPR and FPR (n = 13).  K. Comparison of the positive predictive value between videos 
with large and small signal to noise ratio (left), and videos with large and small shortest cell distance (right). 
L-M. Selected video parameters are combined into a quality score that weakly correlates with the TPR in 
overall data (M, n = 23) and strongly correlates with the TPR in selected underperforming data (N, n = 8). 
Statistical comparison was performed with Mann-Whitney test. Columns and error bars represent the mean 
and standard deviation respectively. Statistical significance is expressed as: p ≤ 0.05 (*), p ≤ 0.01 (**), p ≤ 
0.001 (***), p ≤ 0.0001 (****).

We then benchmarked ADeS in the detec-

tion task performed on a set of 23 MP-IVM 

acquisitions of immune cells undergoing 

apoptosis. Unlike in vitro settings, in vivo 

acquisitions displayed high variability in cell 

number, auto-fluorescence, signal intensity, 

and noise levels (Supplementary Fig. 3B). 

Still, ADeS correctly predicted the location 

and timing of cells undergoing apoptosis 

(Fig. 6H, Supplementary Movie 2), indicat-

ing its robustness to increasingly populat-

ed fields of view (Supplementary Fig. 3C). 

In addition, we successfully applied the 

pipeline to neutrophils imaged in the lymph 

node (Fig. 6D) and eosinophils in the spleen 

(Fig. 6E). By comparing ADeS predictions 

with the annotated ground truths, we found 

that our pipeline detected apoptotic events 

with a TPR of 81.3% and an FPR of 3.65% 

(Fig. 6F). The detections, provided in the 

form of bounding boxes and trajectories, in-

dicated the coordinates and duration of the 

events. Hence, to measure how close they 

were to the annotated trajectories, we em-

ployed the tracking accuracy metric (TRA), 

a compound measure that evaluates the 

similarities between predicted and ground 

truth trajectories. The average TRA was 

above 0.9, indicating the high fidelity of the 

trajectories predicted by ADeS (Fig. 6G). 

Next, we compared ADeS to human anno-

tation performed by three operators on five 

testing movies. As a result, ADeS displayed 

an upward trend of the TPR and a down-

ward trend of the FPR. However, we found 
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no significant difference in the TPR and FPR 

(Fig. 6H). Regardless, ADeS performances 

appeared to be distributed across two dis-

tinct groups: a large group with an average 

sensitivity of 100% and a smaller group with 

an average sensitivity of 53% (Fig. 6H). To 

understand this discrepancy, we applied 

hierarchical clustering to the testing videos 

according to their imaging properties and 

biological content (Fig. 6I), thus generating 

two major dendrograms. The first dendro-

gram mostly contained videos with reduced 

sensitivity (yellow) and was defined by a 

high cell number, high noise levels, short cell 

distance, and a saturated and fluctuating 

image signal. Most notably, the cell number 

played a crucial role in overall performance, 

as reflected in the fact that an increment of 

this parameter resulted in a pronounced de-

crease in the TPR and a moderate increase 

in the FPR (Fig. 6J). Incidentally, the posi-

tive predictive value (PPV) was significantly 

lower in videos with poor SNR and, although 

not statistically significant, the PPV was 

lower when the signal standard deviation 

was higher (Fig. 6K). Following these ob-

servations, we hypothesized that the qual-

ity of a movie predicts ADeS performance. 

Hence, we combined the parameters high-

lighted by the clustering analysis (Fig. 6I) 

into a single score ranging from zero to one 

(one indicating the highest and ideal score) 

and, in doing so, found there to be a weak 

correlation between the video quality and 

the sensitivity of ADeS (Fig. 6L). However, 

this trend was evident only when we con-

sidered videos with suboptimal sensitivity; 

indeed, in these cases, we found a strong 

correlation (0.72), confirming that the video 

quality partially explains the observed per-

formances (Fig. 6M).

Finally, we evaluated how the biological 

variability in vivo could affect the readout of 

ADeS, defining nine distinct biological cat-

egories, including apoptotic cells, healthy 

cells, and background elements. For all bi-

ological categories, the classification accu-

racy was above 80%, except for overlapping 

cells and cells with high membrane plastici-

ty (Supplementary Fig. 3D). 
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Comparison with the state-of-the-art. To 

compare the performance of ADeS with oth-

er state-of-the-art algorithms for cell death 

quantification, we conducted a comprehen-

sive literature review. For each study, we re-

ported the attained classification accuracy, 

the experimental setup, the architecture of 

the classifier, the capability of detecting cell 

death events in movies, and the number of 

cell deaths in the training set (Table 2). Ini-

tial results indicate that ADeS achieved the 

highest classification accuracy, but a direct 

comparison in terms of accuracy is not 

meaningful due to the differences in data-

sets, including distinct cell types, different 

types of cell death, and varying dataset 

sizes. For a more appropriate benchmark, 

we refer to Table 1, which shows that our 

classifier outperformed the baseline re-im-

plementations of the main classifiers used 

in other studies.

From Table 2, we observe that ADeS is the 

only algorithm for cell death quantification 

that has been applied in vivo. Additionally, 

only ADeS and the study by Vicar and col-

leagues295 effectively detected apoptotic 

cells in fully uncropped microscopy movies, 

which is a significant achievement given the 

computational challenge associated with 

the task. However, Vicary and colleagues 

relied on the temporal analysis of cell trajec-

tories, while ADeS used vision-based meth-

ods to directly analyze consecutive frames 

of a movie. As a result, ADeS offers a com-

prehensive and pioneering pipeline for ef-

fectively applying vision-based classifiers 

to detect cell death in imaging time-lapses.

Applications for toxicity assay in vitro.  

A common application of cell death stain-

ing is the evaluation of the toxicity associat-

ed with different compounds277,297 or the ef-

ficacy of an apoptotic-inducing treatment. 

Here, we show that ADeS has analogous 

purposes and can effectively quantify the 

toxicity of different compounds in vitro. For 

this application, we grew epithelial cells in 

vitro, treating them with PBS and three in-

creasing concentrations of doxorubicin, a 

chemotherapeutic drug that elicits apopto-

sis in the epithelium298. Epithelial cells were 

seeded with the same density of cells per 

well, and all four conditions had the same 

confluence before the treatment. Howev-

er, at 24 h. post-acquisition, the number of 

survivor cells was inversely proportional 

to the doxorubicin concentration (Fig. 7A). 

We confirmed this trend using ADeS (Sup-

plementary Movies 3–6), which measured 

the lowest mortality after 24 h. in PBS (62 

cells), followed by doxorubicin concentra-

tions of 1.25 μM (95 cells), 2.50 μM (167 

cells), and 5.00 μM (289 cells). Moreover, 
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Table 2. Comparison of cell death identification studies. Table reporting all studies on cell death 
classification based on machine learning. For each study, we included the reported classification accuracy, 
the experimental conditions of the studies, the target input of the classifier, and the capability of performing 
detection on static frames or microscopy time-lapses. Met conditions are indicated with a green check. 
Moreover, for each study we reported the architecture of the classifier and the number of apoptotic cells in 
the training set. N.A. stands for not available and indicates that the information is not reported in the study.
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ADeS predicted distinct pharmacodynam-

ics (Fig. 7B), which can define the drug 

concentration and experimental duration 

required to reach a specific effect in the 

apoptotic count. To this end, each time 

point in Figure 7B also defines a dose-re-

sponse relationship. Here we provide two 

dose-responses curves at 5 h. and 24 h. 

post-treatment, showing different pharma-

codynamics (EC50 5h = 2.35, Hill slope 5h 

= 3.81, EC50 24h = 4.47, Hill slope 24h = 

1.93, Fig. 7C–D). Notably, the fit can proj-

ect the dose-responses for higher drug con-

centrations, predicting the maximum effect 

size at a given time. For instance, at 24 h. 

post treatment, a 10 μM titration attains 

86% of the maximum effect (456 apoptot-

ic cells), whereas a further increase in the 

concentration of the drug leads only to a 

moderate increase of the toxicity (Fig. 7E). 

We argue that this approach helps to max-

imize the effect of a drug on a designated 

target, while minimizing collateral damage 

done to non-target cells. For instance, in 

chemotherapies employing doxorubicin, 

apoptosis of epithelial cells is an undesired 

effect. Therefore, researchers can select a 

titration of the drug and a duration of the 

treatment that does not affect the epithe-

lium yet still positively affects the tumor.  

Finally, we also demonstrated the repro-

ducibility of the toxicity assay by targeting 

another cell type (T-cells) treated with a 

different apoptotic inducer (staurosporine, 

Supplementary Fig. 4).



155

RESULTS

Figure 7. Applications for toxicity assay in vitro. A. Representative snapshots depicting epithelial cells in 
vitro at 0 and 24 hours after the addition of PBS and three increasing doses of doxorubicin, a chemotherapeutic 
drug and apoptotic inducer B. Plot showing the number of apoptotic cells detected by ADeS over time 
for each experimental condition. C-D. Dose-response curves generated from the drug concentrations and 
the respective apoptotic counts at 5 h. and 24 h.post-treatment. Vertical dashed lines indicates the EC50 
concentration. E. Dose-response curve projected from the fit obtained in (D). The predicted curve allows to 
estimate the response at higher drug concentrations than the tested ones.

Measurement of tissue dynamics in vivo. 

To test the application of ADeS in an in vivo 

setting, we applied it to study the response 

of bystander cells following apoptotic 

events in the lymph nodes of mice treated 

with an influenza vaccine. We computed 

the spatial and temporal coordinates of a 

neutrophil undergoing apoptosis (Fig. 8A), 

which, combined with the tracks of neigh-

boring cells, allowed us to characterize cel-

lular response patterns following the apop-

totic event. Among other parameters, we 

observed a sharp decrease in the distance 

between the neighboring cells and the 

apoptotic centroid (Fig. 8B) in addition to a 

pronounced increase in the instantaneous 

speed of the cells (Fig. 8C).
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Figure 8. Measurement of tissue dynamics in vivo. A. Intravital 2-photon micrographs showing ADeS 
detection of an apoptotic neutrophil (Blue, left) and the subsequent recruitment of neighboring cells (right) in 
the popliteal LN at 19 h. following influenza vaccination. B. Plot showing the distance of recruited neutrophils 
with respect to the apoptotic coordinates over time (n = 22) C. Plot showing the instantaneous speed of 
recruited neutrophils over time (n = 22). The dashed vertical lines indicate the instant in which the apoptotic 
event occurs. D. Schematic drawing showing the intravital surgical set up of a murine spleen after inducing 
a local laser ablation. E. Intravital 2-photon micrographs showing the recruitment of GFP-expressing 
neutrophils (Green) and the formation of a neutrophil cluster (red arrows) at 60 min after photo burning 
induction. F. Application of ADeS to the generation of a spatiotemporal heatmap indicating the probability of 
encountering apoptotic events in the region affected by the laser damage. The dashed circle indicates a hot 

spot of apoptotic events.

Successively, we evaluated the detection 

of apoptotic cells following laser ablation 

in the spleen of an anesthetized mouse 

(Fig. 8D). Previous research has employed 

this method to study immune cell respons-

es to tissue damage299. The insult caused 

prompt recruitment of neutrophils, lead-

ing to the formation of a local swarm (Fig. 

8E, left). After that, the neutrophils within 

the swarm underwent apoptotic body for-

mation in a coordinated manner (Fig. 8E, 

right). To quantify this event, we processed 

the generated time-lapse with ADeS, result-

ing in a probability map of apoptotic events 

throughout the acquisition (x, y, t, p; Fig. 8F). 

Accordingly, the location with the highest 

probability corresponded to the area dam-

aged by the laser, while the visual represen-

tation of the probability map enabled us to 

infer the morphology and location of the 

swarm. This result demonstrates the poten-

tial application of ADeS in digital pathology, 

showing how the distribution of apoptotic 

events throughout the tissue can identify 

areas enriched by cell death events.

Discussion

Automated bio-image analysis obviates the 

need for manual annotation and avoids bias 

introduced by the researcher. In this regard, 

recent studies showed the promising us-

age of DL to classify static images160,285,296 

or time-lapses containing single apoptot-

ic cells244. However, these approaches are 

unsuitable for microscopy time-lapses be-

cause they do not address two fundamen-

tal questions: the location, over the whole 

field of view, at which an event occurs, and 

its duration. These questions define a de-

tection task300 in space and time, which has 

a computational cost that can rapidly grow 

with the size and length of a movie. More-

over, live-cell imaging data present specific 
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challenges which further increase the diffi-

culty of detection routines, including dense-

ly packed fields of view, autofluorescence, 

and imaging artifacts25. 

Consequently, computational tools to ef-

fectively detect apoptotic events in live-cell 

imaging remained unavailable. Thus, we 

created an apoptosis detection pipeline 

that could address the abovementioned 

challenges in vitro and in vivo. In this regard, 

ADeS represents a crucial bridge between 

AR and bioimaging analysis, being the first 

apoptosis detection routine with demon-

strated applicability to full microcopy 

time-lapses. In addition, we presented two 

comprehensive and curated datasets en-

compassing multiple cell types, fluorescent 

labels, and imaging techniques to encour-

age reproducibility and foster the develop-

ment of apoptosis detection routines.

In human activity recognition benchmark, 

3DCNNs68, two-streams networks73, and 

RNNs267 have proved to score the highest 

accuracy on most kinetic datasets74. How-

ever, in most studies for the classification 

of apoptosis, authors unanimously em-

ployed RNNs such as Conv-LSTMs. This 

choice, although produced valid results, 

is not necessarily optimal for the task. 

In this regard, Ullah and colleagues high-

lighted that the performances of different 

DL architectures are highly dependent on 

the AR dataset74. Therefore, selecting the 

most suitable one is only possible after an 

extensive benchmark. In our comparison, 

we demonstrated for the first time that at-

tention-based networks are suitable for the 

classification and detection of apoptotic 

events. Accordingly, our Conv-Transform-

er network outperformed DL architectures 

previously employed in other studies, in-

cluding 3DCNNs and RNNs. This result es-

tablished a landmark in the application of 

attention-based networks in AR for live-cell 

imaging. Moreover, it suggests the possible 

benefits of employing transformers for the 

classification of different biological activi-

ties other than cell death. 

Similar to most diagnostic tools, ADeS dis-

played a tradeoff between sensitivity (TPR) 

and specificity (1 - FPR), which is a known 

challenge in binary classification263. This 

tradeoff can be attributed to the fact that 

apoptosis is rare in normal physiological 

conditions, leading to a high degree of class 

imbalance during training. As a result, the 

choice of the training set had a significant 

impact on the performances of ADeS. For 

instance, we highlighted the importance of 

a training and validation set that included 

challenges related to real live-cell imag-
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ing acquisitions, such as overlapping cells 

and low signal-to-noise samples. Including 

these challenges instances enabled ADeS 

to attain low misclassification rate and ro-

bust real-life performances. Nonetheless, 

we observed residual misclassifications 

due to shared similarities between healthy 

and apoptotic cells. For instance, in vitro 

mitotic divisions could mislead the detec-

tion of apoptotic nuclei, while in vivo, over-

lapping cells were sometimes mistaken for 

apoptotic cells. Therefore, to effectively 

address these challenges, it is crucial to 

implement strategies to increase the rep-

resentativeness of the dataset, such as 

integrating multiple data sources and data 

augmentation techniques. 

From a biological perspective, ADeS has 

multiple applications in fundamental and 

clinical research. Among other advantag-

es, it can provide insights into pivotal cell 

death mechanisms, monitor the therapies 

used to modulate apoptosis in various 

diseases and characterize the toxicity of 

different compounds. In this regard, ADeS 

readout is analogous to standard fluores-

cent probes for apoptosis detection, with 

the advantage that it can be applied directly 

to nuclear or cytoplasmic staining without 

the need of additional fluorescent report-

ers. Therefore, ADeS avoids using any ad-

ditional acquisition channel, which can be 

used for multiplexing purposes. Moreover, 

common probes275–279 flag early apoptosis 

stages, activated up to several minutes 

before the point at which morphological 

changes in the cell282,301; meanwhile, these 

cells can reverse the apoptotic process 302–

304. By contrast, ADeS indicates the exact 

instant of cell disruption, thus adding spec-

ificity to the spatial-temporal dimension. 

For these reasons, we suggest that ADeS 

can complement the information provided 

by classic apoptotic biomarkers, which will 

prove advantageous in experimental as-

says where the temporal resolution delivers 

more information than the sole apoptotic 

count. Moreover, ADeS can be usefully ap-

plied in processing high-throughput live-cell 

imaging, minimizing annotation time and 

research bias.

Finally, in tissue dynamics the spatial-tem-

poral activity of cells can reveal connec-

tions between signaling pathways and the 

fate decision of individual cells, such as 

mitosis or apoptosis305. These intricate sys-

tems can display complex dynamics, which 

can be better comprehended incorporating 

spatial and temporal coordinates provided 

by ADeS. Consequently, we propose that in-

tegrating these spatial-temporal character-

istics with experimental observations could 
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lay the groundwork for understanding the 

mechanism governing complex signaling 

pathways. Furthermore, we contend that 

this information has the potential to facili-

tate the development of predictive models, 

establishing a correlation between specif-

ic cell death dynamics and the underlying 

stimuli. This, in turn, could serve as the 

foundation for innovative diagnostic tools 

capable of inferring the cause of cell death.

In conclusion, ADeS constitutes a novel 

solution for apoptosis detection that com-

bines state-of-the-art microscopy and DL. 

Its successful implementation represents a 

step towards the general application of AR 

methods to live-cell imaging. By bridging 

these two distinct fields, ADeS leverages 

successfully the benefits of automated rou-

tines. Further work could expand the pro-

posed pipeline to encompass diverse cell 

populations, various types of cell death, and 

potentially broader cellular activities.
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Supplementary figures
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Supplementary figure 1. Generation of in vitro and in vivo microscopy data. A. Table reporting the 
number of entries of the dataset in vitro. B. Time-lapses showing the heterogeneity of the morphological 
appearance of apoptotic events. C. Pie chart representing the frequency of the classes of morphological 
appearance in the entire dataset. D. The density of the epithelium is quantified by comparing the diameter 
of the nuclei versus the distance to the nearest neighbor (NN), and to the 6 nearest neighbors (6-NN). 
Violin plot showing the mean of all cells of the first frame from (n = 219 FOVs). E. Data from a single 
FOV shows the accumulation of apoptotic debris over time, making the identification of newer apoptotic 
events difficult. In this experiment, MCF10A cells were treated with 1.25 µM Doxorubicin for 40 hours. The 
image crops show the original nuclear channel and the binary images with identification of debris with a 
machine learning approach (Ilastik) and thresholding. The Chart represents the area occupied by debris 
over time. F. Two imaging modalities were used (40x, 20x), representative nuclear masks are shown in the 
left images. Violin plots show the mean number of nuclei in the first frame per FOV (40x: n = 39, 20x: n = 
180). G. Table reporting the number of entries of the dataset in vivo. Neu and Eos stand for neutrophils and 
eosinophils, respectively. H-J. Quantification of cell numbers, shortest distance, and signal to noise ratio 
(SNR) in the generated IV-2PM movies (n = 30). K-L. Histograms representing the duration of the apoptotic 
events expressed in frames (K) and minutes (L). M. Quantification of the track length (left) and cell speed 
(right) of apoptotic cells before disruption, compared to arrested and migrating cells. Statistical comparison 
was performed with non-parametric Kruskal-Wallis test. Columns and error bars represent the mean and 
standard deviation respectively. Significance is expressed as: p ≤ 0.05 (*), p ≤ 0.01 (**), p ≤ 0.001 (***), p ≤ 
0.0001 (****).
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Supplementary figure 2. Training and performance in vitro. A. The training set describes a binary 
classification task in which the class label 1 contains the nuclei of epithelial cells undergoing apoptosis, 
while the class label 0 includes healthy and mitotic nuclei. B. The class label 0 has been further expanded 
by iteratively including false positives generated by a trained network and applied to movies which contained 
no apoptotic events
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Supplementary figure 3. Training and deployment in vivo. A. The designed training set describes a binary 
classification task in which the class label 1 contains only apoptotic cells and the class label 0 encompasses 
all non-apoptotic content, including healthy cells, filaments, background, and cell debris. B. Representative 
snapshots of variable and potentially challenging conditions in multi-photon intravital microscopy (MP-
IVM), including high cell density, auto-fluorescence, dim signal, and noisy background. C. Representative 
micrographs depicting the detection of apoptotic cells at increasing cell densities. D. Graph showing the 
accuracy of ADeS in predicting the class label (0 or 1) of sequences containing different biological content. 
Red bars represent an accuracy below 80%.
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Supplementary figure 4. Applications for toxicity assay in vitro. A. Schematic drawing representing 
in vitro-cultured T cells treated with staurosporine. B. Confocal micrograph snapshot showing T cells at 60 
min after treatment with staurosporine (left) compared to the untreated control group (right). C. Survival 
assay plot of control (dotted lined) and treated samples (solid line) during the first 60 min post treatment with 
staurosporine. 
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1. Establishing the basis of 
cellular activity recognition

1.1. Cell activity recognition requires 
distinct morpho-dynamics

The application of CAR techniques pre-

supposes that cellular activities display 

well-defined and unique morpho-dynamics. 

However, at present, there is no consensus 

on the motility and morphological pheno-

types of different cells engaged in distinct 

activities. For this reason, in our review26 

partially cited in the introduction, we cre-

ated an atlas of known cellular activities 

grouped by morphological phenotype and 

function. As a pioneer study in this direc-

tion, our review examined and collected 

only those activities that exhibited a phe-

notype extensively supported by the litera-

ture. Specifically, we grouped distinct bio-

logical processes by function, appearance, 

and the available metrics used for quanti-

fication. The inclusion of the latter metrics 

was meant to highlight the possibilities and 

limitations of existing quantification meth-

ods, suggesting new directions to improve 

and automatize the identification of biolog-

ical activities. In this regard, we assessed 

that existing analyses are limited to sim-

ple heuristics applied to motility parame-

ters, such as cell speed and directionality.  

For this reason, we argued that DL methods 

have the potential to improve the quality 

and robustness of analytical routines, while 

creating a bridge between the fields of im-

age analysis, cell biology and activity recog-

nition. The proposed atlas of cellular activ-

ities represents thus a starting point and a 

playground to achieve this aim.

In this regard, we treated cells as ac-

tive agents performing activities with a 

measurable effect on the environment, 

thus neglecting all the homeostatic ac-

tivities occurring within the cell. This ap-

proach, although highly reductive, had a 

clear advantage for track-based and vi-

sion-based models: treating cells as ac-

tive agents makes them comparable to 

humans performing distinct activities,  

for which human activity recognition (HAR) 

already proved successful.

1.2. Track-based cellular activity  
recognition and limitations

In the first  manuscript presented in this 

thesis27, we investigated whether the set 

of biological activities previously postu-

lated could find application in the con-

text of a biological characterization. 

Our approach was simple yet effective.  

The entire inflammatory response post-vac-
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cine was abstracted and reduced to a sum 

of individual immunological activities that 

we detected by means of motility param-

eters and gating strategies. Therefore, our 

study carried two main contributions. The 

first one was the proof that discrete cellular 

activities are detectable by combining mo-

tility parameters and gating strategies that 

define the range of motility for each behav-

ior. The second and most important contri-

bution was observing that the proportion of 

cellular activities captured different phases 

of inflammation in agreement with experi-

mental observations. 

2. CAR for cell death  
identification

From a biological perspective, automatic 

apoptosis detection offers multiple ad-

vantages, including the label-free identifi-

cation of events without the need for flu-

orescent staining. This approach would 

reduce the need for experimental manip-

ulation, eliminate researcher bias, and fa-

cilitate multiplexing studies. Additionally, 

given that apoptosis occurs within various 

physiological and pathological conditions, 

understanding the precise location and 

duration of individual apoptotic events 

could elucidate the mechanisms behind 

several diseases involving apoptosis.  

Consequently, automated detection could 

enhance the comprehension of therapeu-

tics that modulate apoptosis in target cells, 

such as those used in tumor treatments.

Due to these reasons, one of the main goals 

of this thesis was to establish a framework 

for the application of video-based CAR to 

automatically detect apoptosis in live-cell 

imaging. As mentioned earlier, the first pre-

requisite for achieving this task in AR is the 

existence of morphological hallmarks asso-

ciated with the target activity. In our case, 

this requirement had already been met, giv-

en that apoptosis is one of the most exten-

sively characterized forms of cell death at 

the morphological level. Hence, there was 

no need to establish a consensus morphol-

ogy for the apoptotic process during our 

review of cellular activities. In turn, this al-

lowed me to immediately address the chal-

lenge of creating a pipeline for apoptosis 

detection.

To this end, two components were still 

missing: a dataset with high-quality annota-

tions, and a robust predictive model. To ad-

dress the first requirement, in the third man-

uscript I presented a dataset of apoptotic 

leukocytes acquired in vivo. The creation 

of this dataset presented the typical chal-

lenges encountered when performing man-
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ual labelling for supervised learning tasks. 

For instance, I highlighted that although 

the morphological cues of apoptosis were 

defined, they could extensively vary from 

event to event, making the annotation pro-

cess difficult. To address this aspect, I de-

fined a strict annotation criteria and I suc-

cessively merged the annotations of three 

independent operators into a consensus 

ground truth. This precaution ensured the 

quality of the dataset by limiting the bias 

associated with a single operator.

Regarding the selection of a predictive 

model, I had to identify first the framework 

that was best suited for apoptosis detec-

tion in live-cell imaging. Previous studies 

demonstrated that DL networks could suc-

cessfully classify cell death events in static 

images295 and time-lapses244 with high ac-

curacy. Given these premises, I decided to 

use supervised DL to tackle the detection 

of apoptosis. However, this particular do-

main was relatively unexplored, and several 

questions were yet unaddressed. Among 

these, the question of how different DL ar-

chitectures would compare in the classifi-

cation of apoptotic events was not clear, as 

most authors employed the same networks 

in their studies. However, performances of 

DL architectures can be task and dataset 

dependent, for which reason it is pivotal to 

benchmark multiple networks. Considering 

this aspect, the first scientific contribution 

of my third manuscript was to provide an 

extensive benchmark of various DL archi-

tectures. In turn, this showed that a DL ar-

chitecture based on attention mechanisms 

attained the highest task-specific classifi-

cation accuracy. 

After selecting the DL model, the second 

contribution of my manuscript was the cre-

ation of a pipeline for the effective detec-

tion of apoptosis in live-cell imaging. This 

achievement was realized through ADeS, a 

modular pipeline compatible with different 

DL classifiers. Despite its simple implemen-

tation, ADeS represents the first use of DL 

classifiers for the detection of apoptosis in 

real-world microscopy movies. Consequent-

ly, this result is a significant proof-of-con-

cept for implementing CAR in microscopy, 

demonstrating that competitive predictive 

accuracy can be attained even in light of im-

aging-related challenges. In terms of com-

petitive accuracy, our goal was to achieve 

a predictive accuracy of at least 80%. Once 

ADeS surpassed this arbitrary threshold, I 

halted its algorithmic enhancement and I 

deployed it to showcase real-world appli-

cations across various experimental sce-

narios. However, it is important to note that 

there is substantial potential for technical 
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improvements in apoptosis detection, both 

in the near and distant future.

2.1 Technical implementation and 
future design of apoptosis detection in 
live-cell imaging

One of the primary challenges I encountered 

during the implementation of ADeS was the 

complexity of the imaging data. Microscopy 

time-lapses can exhibit large spatial depth, 

incorporate multiple acquisition channels, 

and span several hours in duration. As a 

result, conducting detection on this data 

incurs a significantly higher computational 

cost compared to the classification or de-

tection of 2D images, for which most CV 

routines are designed. Consequently, the 

initial step I took to enable apoptosis detec-

tion in live-cell imaging involved mitigating 

the computational cost by reducing and 

standardizing the input data. To achieve 

this goal, I devised a pipeline tailored for 2D 

single-channel time-lapses, rather than 3D 

volumes. This approach not only helped in 

limiting computational demands, but also 

proved effective in standardizing the input 

data by removing variations stemming from 

different acquisition depth sizes.

Even so, the computational cost of pro-

cessing 2D movies can be significant, es-

pecially considering their potential for large 

size and extended acquisitions. The latter 

aspect posed a constraint on the depth of 

our DL classifier, which I had to confine to 

a fixed number of representative frames 

to prevent abrupt growth in model param-

eters. This tradeoff affected the design of 

our detection pipeline, which ultimately 

encompassed a region proposal block de-

fining cell crops for classification, a slid-

ing-window deployment of the classifier 

over time, and a tracking module assigning 

a unique identifier to each apoptotic event. 

As a result, this pipeline enabled effective 

apoptosis detection utilizing a simple and 

modular framework.

However, this implementation included 

some of the pitfalls associated with super-

vised DL classifiers. Namely, a classifier 

that evaluates only one cell at a time might 

require a larger training set compared to 

a DL architecture that comprehends the 

entire field of view along with its contex-

tual information. In our case, this choice 

led to a trial-and-error process in which I 

iteratively adjusted the training set until 

the model achieved competitive perfor-

mance. Although this procedure was suc-

cessful, it was arguably not time-efficient.  

Therefore, future methods for apoptosis 

detection should ensure a more systemat-

ic training procedure that does not require 
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extensive tuning of the training set to con-

verge toward an optimal solution.

To address this aspect and overcome the 

aforementioned limitations, I suggest the 

utilization of an end-to-end DL architecture 

rather than a modular pipeline. One char-

acteristic of such an architecture should 

be the ability to process entire fields of 

view sequentially, replacing the region pro-

posal module and enabling training with 

fewer samples. Additionally, predictions 

should encompass the class of the cells, 

regression boxes, and a unique identifier. 

This format would eliminate the need for 

region proposal and tracking modules, as 

the predictive network would infer the co-

ordinates and identifiers of the apoptotic 

cells. This approach offers the advantage 

of optimizing all routines that previously re-

lied on heuristics according to a common 

cost function. This cost function would 

be based on metrics such as the distance 

from the ground truth apoptotic trajecto-

ries and bounding boxes. As a result, with 

a representative dataset, the final network 

is expected to generalize better across var-

ious real-world scenarios and require less 

parameter tuning.

 
 
 

2.2. Comparison of automated cell 
death detection with fluorescent re-
porters

In this study, I argued that utilizing CV for 

the detection of apoptosis offers advantag-

es over traditional staining techniques that 

rely on fluorescent markers276,277,306. Specif-

ically, while fluorescent staining measures 

the cumulative apoptosis occurrence over 

time, it may lack the precision to pinpoint 

the exact moment when a cell undergoes 

apoptosis. In this regard, automated de-

tection based on morphological features 

has the potential to predict the temporal 

and spatial coordinates of apoptosis. Fur-

thermore, employing CV for apoptosis de-

tection facilitates the incorporation of an 

additional imaging channel to enable multi-

plexing, while also minimizing experimental 

costs and manipulations.

Despite these theoretical advantages, vi-

sion-based methods reliant on human su-

pervision may be susceptible to errors, for 

examples due to morphological similarities 

shared between healthy and apoptotic cells. 

Therefore, at present fluorescent biomark-

ers remain the most reliable approach to 

identify cell death. To address this concern 

and improve the accuracy of vision-based 

techniques, it is imperative to ensure that 
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the training datasets exclusively compris-

es instances of apoptosis. This could can 

be achieved by selecting data according to 

apoptotic biomarkers or adhering to strict 

and specific morphological criteria.

In the second and third manuscript, we 

adopted rigorous morphological criteria 

generate in vitro and in vivo datasets that 

contained exclusively apoptotic cells. This 

precaution increased the likelihood that 

the model learned only features specific to 

apoptotic cells. Nonetheless, it is unclear 

to which degree ADeS could misclassify 

other forms of cell death for apoptosis and 

vice-versa. Consequently, a limitation of 

our investigation is the lack of specificity 

assessment of our model. Future studies 

in this direction could include a broader ar-

ray of cell deaths, along with a multi-class 

labeling model that generates outputs for 

each distinct type of cell death. This frame-

work would enable a quantitative evaluation 

of the specificity of the model in predicting 

each type of cell death.

2.3. Experimental relevance of CAR-
based apoptosis detection

In this work, my aim was to establish the 

groundwork for CAR in apoptosis detec-

tion. Concurrently, I aimed to showcase 

the immediate potential of this approach 

in both fundamental and clinical research. 

Notably, the disruption of apoptosis regu-

lation is involved in a range of conditions 

spanning from autoimmune diseases to 

different cancers246,256. Consequently, the 

ability to detect apoptosis can have crucial 

clinical implications for the diagnosis and 

treatment of several diseases. In cancer, for 

instance, abnormally low apoptotic rates 

contribute to the uncontrolled proliferation 

of tumor cells. Thus, quantifying apoptosis 

within tumors not only provides insights 

into fundamental disease mechanisms, but 

also paves the way for targeted therapies 

capable of inducing apoptosis in cancerous 

cells. Particularly, I believe that automatic 

apoptosis detection holds great potential 

in assessing the efficacy of novel therapies 

against tumors. To demonstrate this per-

spective, I applied ADeS to detect apoptosis 

in lymphoma B cells induced by chimeric 

antigen receptor T cells164 (data kindly pro-

vided by Professor Philippe Bousso from 

the Pasteur Institute, Fig. 1). Although the 

results were preliminary and unpublished, it 

is compelling to note that our method was 

capable of predicting the apoptosis of lym-

phoma cells coinciding with the activation 

of the caspase reporter (shown in blue). 

Therefore, future endeavors in this direc-
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tion could validate similar methods with a 

direct comparison with fluorescent probes 

for apoptosis.

Figure 1. Detection of CAR T induced apoptosis on lymphoma cells. Intravital 2-photon micrographs 
depicting tumor B cells in the bone marrow (white), CAR T cells (green) and apoptotic tumor cells (blue). 
Upon interaction with CART cells, live tumor cells undergo caspase activation, reported by fret, and they turn 
blue. ADeS can detect the instant in which cells become apoptotic. Movies kindly provided by Prof. Philippe 
Bousso from Pasteur Institute.

Apoptosis plays also a major role within 

the immune system255. For instance, one 

way in which dysregulated apoptosis can 

contribute to autoimmune diseases is by 

leading to the accumulation of self-anti-

gens that are not cleared by the immune 

system. When self-antigens accumulate, 

the immune system may mistakenly recog-

nize them as foreign and initiate an immune 

response against them, leading to tissue 

damage and inflammation. Dysregulated 

apoptosis can also lead to the accumula-

tion of immune cells that are not properly 

activated or regulated, which can equally 

contribute to autoimmune diseases. The 
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interplay between apoptosis and immune 

diseases is therefore complex and partially 

unknown, hence the need for tools that en-

ables quantification of apoptosis in target-

ed cell populations.

Finally, the detection of apoptosis can 

prove pivotal in understanding cellular re-

sponses to diverse external stimuli. For 

instance, the identification of apoptosis 

in healthy cells can highlight the potential 

side effects of drugs and aid in the recog-

nition of potential toxic substances. In this 

thesis, I showcased that automated apop-

tosis detection can be particularly effective 

in quantifying the toxicity linked to various 

drugs in vitro, revealing promising avenues 

for drug-response characterization and sur-

vival assays.

3. CAR in biology: from  
individual activities to process 
understanding

3.1. Application to other cellular  
activities

In our work, apoptosis has served as the 

prototypical activity through which we 

demonstrated the application of CAR prin-

ciples. However, a multitude of other cel-

lular processes could benefit from CAR. A 

natural extension of our work would target 

additional types of regulated cell death, 

such as autophagy, ferroptosis, necropto-

sis, and pyroptosis, among others246,247,272. 

Distinguishing between different types of 

cell death based on morphological cues 

would be highly relevant for studying indi-

vidual processes and for comprehending 

cell death from a holistic perspective. For 

instance, a tool capable of predicting vari-

ous types of cell death could enhance our 

understanding of the fate-decision process 

of cells in response to diverse environmen-

tal triggers and diseases. Such a tool would 

also eliminate the need for experimental 

manipulation required to label the signal-

ing pathways specific to each type of cell 

death.

Other than apoptosis, mitosis also pres-

ents distinct and characteristic morpho-

logical hallmarks. Furthermore, mitosis 

plays a critical role in tissue homeostasis; 

diminished mitotic activity might serve as 

a senescence marker, while elevated mi-

totic rates can indicate the pace of tumor 

growth. Consequently, a video-based mitot-

ic detector could serve multiple purposes, 

such as monitoring tissue health in various 

scenarios. 

Finally, from an immunological perspec-

tive, several other activities are candidates 
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for automatic detection. Among these, the 

immunological synapse118 presents a dis-

tinct and characteristic morphology that 

can act as a fingerprint for its identification 

in vision-based methods. One of the main 

functions of immunological synapses is 

to ensure the integration of adaptive and 

innate signals that modulate the immune 

response. Additionally, immunological 

synapses initiate effector programs upon 

antigen recognition, including cell killing. 

For this reason, having access to the spa-

tial-temporal coordinates of immunological 

synapses can provide an unprecedented 

understanding of the regulation of the im-

mune system.

3.2 Understanding biological  
processes 

Cell behavior is one of the last manifesta-

tions of effector functions. One compelling 

advantage of CAR applied to microscopy is 

the generation of several biological read-

outs in terms of cell behavior. Following this 

approach, the monitoring of a large number 

of cells performing different activities will 

generate a behavioral landscape in agree-

ment with internal and external stimuli.

 In turn, the information retrieved from this 

large ensemble of behaviors will enrich the 

current phenotypical characterization of 

cell populations, unveiling behavioral asso-

ciations with underlying experimental con-

ditions or . As such, behavioral landscapes 

could represent a novel entry in omics sci-

ence. Following the principles of genomics 

or proteomics, it would be possible to find 

relationships between cell actions, their un-

derlying gene regulation and effector pro-

teins. Recently, this hypothesis has been 

partially supported by Palomino and col-

leagues238, in which the authors character-

ized and stratified the behavior of immune 

cells to highlight key regulatory genes. This 

result, although a first take on the approach, 

represents a promising venture for the in-

clusion of cell behavior in the domain of 

“big data”.

Concretely, there is more than one way in 

which behavioral landscapes could provide 

biological insights. Traditional data mining 

approaches could evaluate statistical as-

sociation between enriched cell behaviors 

and experimental conditions such as dis-

eases, gene expression and drug delivery. 

Conversely, we propose that knowing the 

occurrence of individual actions is useful 

to characterize and visualize biological pro-

cesses. For instance, in tissue dynamics, 

the spatial-temporal activity of cells can re-

veal interplays between signaling pathways 
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and the fate decision of individual cells.  

A prototypical example reported from 

in vitro and in vivo epithelial systems is 

the extracellular signal-regulated kinase 

(ERK) wave triggered by single apoptot-

ic events, a signal which expands radially 

to neighboring cells and prevents them 

from undergoing further apoptosis305.  

Hence, integrating spatial-temporal cues 

with experimental observations could en-

hance our understanding of complex signal-

ing pathways, whereas predictive models 

could establish a link between behavioral 

dynamics and underlying stimuli. 

Figure 2. Measurement of tissue dynamics in vivo. A. Graph representation of the spatial-temporal 
distribution of apoptotic events in steady state (left), inflammatory (middle) and laser injury (right) 
conditions. Nodes of the graph describe apoptotic events (x, y, t), whereas the color gradient indicates the 
timing of occurrence. B. Distribution of graph properties (left) and signal representation of the graphs over 

time (right).
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Following this premise, I wanted to demon-

strate that the spatial-temporal distribution 

of apoptotic events may differ due to experi-

mental conditions. Comparing steady-state, 

infection, and laser ablations condition in 

the lymph-node, I quantified the apoptotic 

events in each condition and successively 

created a graph representative of the spa-

tial-temporal distribution of apoptosis (Fig. 

2). Although preliminary and unpublished, 

results showed a clear difference in the 

connectivity of the graphs. These unique 

dynamics could be employed as unique 

identifiers that defines the underlying trig-

gers and experimental cues associated 

with apoptosis, with relevant implications 

in the development of diagnostic models.
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4. Concluding remarks and 
future perspectives

In this thesis, I extensively discussed the 

potential benefits of activity recognition in 

live-cell imaging using both track-based and 

video-based approaches. During this work, I 

also noticed a significant gap between the 

fields of computer vision and live-cell im-

aging. This led me to consider the possible 

reasons behind this disparity. Computer 

vision has evolved into a mature discipline, 

as evidenced by its growth during the last 

40 years, and the same holds for micros-

copy technologies. Given these premises, 

one might expect computer vision to be 

more prevalent and effective in the context 

of live-cell imaging. However, this interdis-

ciplinary bridge is not yet consolidated, 

as academic researchers do not possess 

yet the tools to maximize the outcome of  

vision-based techniques.

The training of robust and large deep learn-

ing models, which can encompass billions 

of parameters, is a costly investment which 

does not only include hardware require-

ments, but it extends to server storage 

and data curation too, without forgetting 

the invaluable contributions of the engi-

neers who design, test, and validate the 

different models. Therefore, the costs as-

sociated with large-scale models can be a 

burden that is often unsustainable within  

academic research, and the consequenc-

es of these constraints are evident.  

Academic researchers are typically tasked 

with overseeing the entire process under-

lying the generation of a predictive model, 

spanning from from the data generation 

and curation, to the development and de-

ployment of the network. These tasks are 

often carried out with limited computation-

al resources, further highlighting the chal-

lenges faced in bridging computer vision 

and live-cell imaging.

Consequently, the application of comput-

er vision in live-cell imaging is primarily 

directed toward the creation of proof-of-

concept solutions. These solutions are 

often groundbreaking, but they frequent-

ly lack the capacity to generalize beyond 

the laboratory where they were conceived. 

Consequently, numerous studies conclude 

that their methods could potentially apply 

to different datasets through fine-tuning 

or further refinement. But this leads to a 

proliferation of custom solutions for each 

individual laboratory, which not only proves 

inefficient, but also lacks sustainability in 

the long term. Most importantly, I think that 

this strategy hampers methodological, as 

time and resources that could be allocated 
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to this end are instead diverted to re-adapt 

existing solutions.

For these reasons, I believe that a shift in 

the current paradigm would require chang-

es in two crucial aspects: datasets avail-

ability, and effective learning methods. 

In my view, the first bottleneck revolves 

around data, which at present do not align 

with established FAIR260 (Findable, Acces-

sible, Interoperable, Reusable) principles 

prevalent in other scientific disciplines.  

This inadequate situation arises from sev-

eral factors. First, not all studies openly 

share their datasets, consequently hin-

dering advancement and reproducibility.  

Furthermore, the limited availability of pub-

licly accessible datasets limits the devel-

opment of powerful and robust models. 

Compounding this issue, shared dataset 

frequently lack metadata information, 

such as details about imaging acquisition 

and experimental settings, which are cru-

cial to prevent biases in imaging analyses.  

Additionally, public datasets are frag-

mented and lack centralized reposito-

ries, preventing researchers from discov-

ering and accessing these resources.  

To exacerbate the situation, the absence 

of standardized data formats further com-

plicates the development of universally  

applicable models. In my opinion, these last 

two points hold the most significant con-

sequences, as they prevent collaborative 

efforts.

To draw a direct analogy, in the field of 

omics sciences rapid progress has been 

achieved through collaborative efforts 

that have upheld two critical aspects: data 

centralization and standardized formats. 

Genome and protein sequence databases 

provided a unified reference platform for 

data access and upload, fully aligning with 

the FAIR principles. Furthermore, standard-

ized formats ensured that any developed 

algorithms was compatible with data in the 

intended format, eliminating the need for 

further data curation.

Considering these factors, I believe that the 

key to advance computer vision in live-cell 

imaging relies on establishing centralized 

platforms and standardized data formats. 

Given the multiplicity of cellular activities 

and microscopy platforms, achieving com-

plete standardization is unrealistic. Nev-

ertheless, prescribing standardized data 

formats and guidelines for data acquisition 

and processing could immensely benefit 

the field. For example, capturing consecu-

tive microscopy time-lapses with consis-

tent sampling rates and magnifications, 

coupled with a predefined sequence of pro-
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cessing steps, would enhance the unifor-

mity and comparability of the data. In this 

regard, pre-trained deep learning networks 

could be leveraged to simplify and acceler-

ate the automated data curation and fea-

ture extraction. Ultimately, the objective is 

to convert raw live-cell imaging movies into 

a structured and standardized format that 

enables meaningful analysis, while ensur-

ing comparability across diverse datasets. 

The second major bottleneck in current 

computer vision applied to live-cell imag-

ing, is the heavy reliance on supervised 

learning techniques. As I mainly employed 

supervised deep learning during my PhD,  

I became aware that they might not be via-

ble in the long term. Supervised deep learn-

ing is currently the leading approach for 

tasks demanding high predictive accuracy, 

like image recognition and natural language 

processing, and for good reasons: it works 

extremely well.

However, supervised techniques become 

increasingly costly when dealing with the 

growing stream of data and model param-

eters. This trend exacerbates the need for 

manual data annotation, which quickly 

becomes impractical for large real-world 

applications. To address this limitation, al-

ternative approaches have recently gained 

attention. Semi-supervised learning307 com-

bines labeled and unlabeled data, mak-

ing more efficient use of resources and 

reducing the need for extensive manual 

labeling. On the other hand, few-shot308,309 

learning techniques aim at recognizing new 

patterns and classes with the provision of 

minimal labeled examples. Finally, rein-

forcement-learning310 eliminates the need 

for extensive annotations by simulating an 

environment in which an agent operates to 

find the optimal policy. Altogether, these 

approaches offer promising avenues for an 

efficient use of available data, addressing 

effectively the limitations posed by exten-

sive manual annotation. Therefore, I believe 

that the future of computer vision and CAR 

in live-cell imaging revolves around the ex-

ploration of these alternative paradigms.
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Abstract

2-photon intravital microscopy (2P-IVM) has become a widely used technique to study cell-to-

cell interactions in living animals. 2P-IVM generates 4D videos (3D images over time), which are 

classically analyzed by performing cell tracking, a procedure that computes the trajectories fol-

lowed by each cell. However, technical artifacts associated with the imaging procedure, such as 

brightness shifts, presence of autofluorescent objects, and channel crosstalking, often generate 

imaging channels that are not specific for the cells of interest, thus hampering automatic track-

ing. Recently, machine learning has been applied to overcome a variety of obstacles in biomedical 

imaging. However, existing methods are not tailored to the specific problems of intravital imaging 

of immune cells. Moreover, results are highly dependent on the quality of annotations provided 

by the user. Therefore, we developed CANCOL, a tool designed to assist the user during the an-

notation process. CANCOL guides the user in this process by identifying specific objects that are 

problematic for cell tracking if not properly annotated. It then uses this information to generate a 

virtual channel that is specifically tailored to the cells of interest. This process facilitated the anal-

ysis of challenging 2P-IVM videos, significantly improving the accuracy of automatic tracking.
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Diego Ulisse Pizzagalli&,1,2,3, Pau Carrillo-Barberà&,1,4, Kevin Ceni1,5, Elisa Palladino1, Benedikt 
Thelen2, Alain Pulfer1,6, Joy Bordini1, Florentino Caetano-Santos1,7, The IMMUNEMAP project 
consortium∲, Rolf Krause2,, Santiago Fernandez Gonzalez1,*

1Institute for Research in Biomedicine, Università della Svizzera Italiana, Bellinzona, 

Switzerland.
2Euler Institute, Università della Svizzera Italiana, Lugano, Switzerland.

 3Faculty of Biomedical Sciences, Università della Svizzera Italiana, Lugano, Switzerland.
4 Instituto de Biotecnología y Biomedicina (BioTecMed), Universitat de València, València, 

Spain.
5Institute for Diagnostic and Interventional Neuroradiology, Inselspital, Bern University Hospital, 

Bern, Switzerland.
6Department of Information Technology and Electrical Engineering, ETH Zurich, Switzerland.
7Maria Sklodowska-Curie National Research Institute of Oncology, Warsaw, Mazowieckie, 

Poland.



191

COLLABORATIONS

Abstract

In vivo imaging technologies, such as intravital 2-photon microscopy (IV-2PM), are a valuable tool 

for studying immune cell behavior, providing detailed insights into the spatiotemporal dynamics 

of the immune response. IV-2PM generates rich, multidimensional data in the form of 3D videos 

with multiple acquisition channels.   IV-2PM videos are classically analyzed by performing cell 

tracking and by computing measures of cell motility and interaction. However, these data are 

often stored in locally inaccessible repositories, limiting their use for the scientific community. 

Conversely, there is a growing need for publicly available IV-2PM to ensure reproducibility and 

facilitate large-scale investigations. Hence, the absence of such resource the advancement of 

data-mining methods in immunological research.

Here we introduce IMMUNEMAP, a cloud-based platform that centralizes storage, retrieval, and 

analysis of IV-2PM videos of immune cells. Adhering to the FAIR principle, IMMUNEMAP pro-

motes open data research and maximizes data reuse. To date, the platform features more than 

400 videos from various experimental settings and over 20,000 single-cell tracks. IMMUNEMAP 

also provides sample applications to identify diverse migration patterns and evaluate the effect 

of different imaging protocols on cell motility. As a result, IMMUNEMAP promotes collaboration 

between immunologists and computer scientists, fostering an interdisciplinary approach in bio-

medical research.
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Intravital microscopy reveals a distinct biodistribution pattern 
in neoplastic lesions of the L19 antibody depending on the 

administration route.

Tommaso Virgilio1, Alain Pulfer1,2, Kamil Chahine1, Chiara Pizzichetti1, Louis Luca Renner1, Dario 
Neri3, Emanuele Puca4, Roberto De Luca4*, Santiago F. Gonzalez1*
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Abstract

Antibody-based targeted delivery of pharmaceuticals has emerged as a promising approach for 

selective and effective cancer therapy. The Extra Domain B (EDB) of Fibronectin, expressed in the 

neo-vasculature of aggressive tumors, has been identified as a promising cancer marker. The L19 

antibody, specific for EDB, has demonstrated efficient accumulation in tumor tissues and selec-

tive delivery of therapeutic agents to cancer cells. L19 has been conjugated with radionuclides for 

imaging studies in cancer patients, showing high sensitivity and specificity in detecting various 

solid and liquid tumors. Biodistribution studies, characterizing the spatio-temporal dissemina-

tion in vivo, are essential to fully exploit the potential of L19 for diagnosing and treating cancer. 

Macroscopic imaging methods, such as MRI, PET, CT scan, or IVIS, provide information on the 

overall spread of a product, while microscopic techniques, such as 2-photon intravital micros-

copy (2P-IVM), allow real-time assessment of drug delivery time and cellular distribution. In this 

work, we aim to investigate the biodistribution of the L19 antibody in vivo using a combination 

of macroscopic and microscopic imaging techniques. The results of this study provide a better 

understanding of the mechanisms underlying the targeting and accumulation of L19 in tumor 

tissues, with potential implications for optimizing administration protocols and improving cancer 

diagnosis and therapy.
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1. Charaterization  
of the dynamic behavior of  
neutrophils following  
influenza vaccination

Mice. All animals were bred in-house or 

acquired from Janvier labs (C57BL/6). 

Mice were maintained under specific 

pathogen-free conditions at the Institute 

for Research in Biomedicine, Bellinzona 

and used in accordance with the Swiss 

Federal Veterinary Office guidelines. The 

following transgenic mice were used: Ly-

sM-GFP311, IL-1R KO312, TLR3 KO, Myd88 

KO313, CCR2 KO, IFNAR KO314, CD169DTR76, 

CD11c-YFP108, CK6/ECFP 315, UBC-GFP 
316. All strains had C57BL/6 background. 

All animal experiments were performed 

in accordance with the Swiss Federal 

Veterinary Office guidelines and autho-

rized by the relevant institutional com-

mittee (Commissione cantonale per gli 

esperimenti sugli animali, Ticino) of the  

Cantonal Veterinary with authorization 

numbers TI28/17, TI02/14 and TI07/13.

Virus production inactivation and label-

ing.  Influenza virus strain A/PR/8/34 was 

grown for 3 days in the allantoic cavity of 

10-day embryonated chicken eggs. To re-

move cellular debris the allantoic fluid was 

harvested and centrifuged at 3000 rpm for 

30 min and virus was subsequently purified 

twice in a discontinuous sucrose gradient 

at 25,000 rpm for 90 min. Virus stocks were 

quantified by tissue culture infective dose 

assay (TCID50) and to inactivate, viral sus-

pensions were placed under the UV lamp 

at a distance of 15 cm for 15 min. For the 

labeling of UV-inactivated influenza virus, 

50 mg/ml of DiD or DiO dye was added to 

the viral suspension and incubated for 20 

min at RT. After that, virus was subsequent-

ly purified by centrifugation as mentioned 

before.

Antigen administration and injections.  

106 plaque-forming units (PFU) of inacti-

vated virus per footpad in a final volume 

of 10 μL were injected into anesthetized 

mice at different time points prior to LN 

collection. Macrophage depletion from 

CD169DTR mice was established by in-

traperitoneal (i.p.) injection of 10µg/kg of 

diphtheria toxin (Sigma-Aldrich) a day be-

fore vaccination. Recombinant murine IL-

1α (1 μg/fp) and murine CXCL1 (0.5 μg/

fp) were reconstituted in sterilized PBS 

and injected in a final volume of 10 μl 12 

h before LN collection. For in vivo label-

ing of cells, mice received subcutaneous 

injection of 1 μg of fluorescently-labeled 

αCD21/35, αF4/80 and αCD169/footpad 

(Biolegend), 3 h before image acquisition.  
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To label the blood vessel mice were inject-

ed intravenously with 70 kDa Rhodamin B 

isothiocyanate-Dextran or Fluorescein iso-

thiocyanate-Dextran solution as described 

before317.

Flow cytometry. Neutrophil influx to the 

popliteal LN was monitored using flow cy-

tometry. LN  were collected, disrupted with 

tweezers, and digested for 10 min at 37 

°C in an enzyme mix composed of DNase 

I (0.28 mg/ml, Amresco), dispase (1 U/mL, 

Corning), and collagenase P (0.5 mg/mL, 

Roche) in calcium- and magnesium-free 

PBS (PBS-) followed by a stop solution 

composed of 2 mM EDTA (Sigma-Aldrich) 

and 2% heat-inactivated filter-sterilized fe-

tal calf serum (Thermo Fisher Scientific) 

in PBS- (Sigma-Aldrich). Fc receptors were 

blocked (αCD16/32, Biolegend) followed 

by surface staining and analyzed by flow 

cytometry on a LSRFortessaTM (BD Bio-

sciences). Dead cells were excluded using 

ZombieAcqua fixable viability dye (Bioleg-

end) and data were analyzed using FlowJo 

software (TriStar Inc). 

Antibodies. In this study cell suspension 

was isolated from harvested organs and 

immunostained with various combinations 

of the following fluorescence-conjugated 

antibodies: αB220 (RA3-6B2), αCD3 (17A2), 

αCD11b (M1/70), αCD69 (H1.2F3), αI-A/I-E 

(M5/114.15.2), αLy-6G (1A8), αCD21/CD35 

(7E9), αF4/80 (BM8), αCD169 (3D6.112), 

αCD16/32 (93) (all from Biolegend. 

Cytoplex assay. The concentration of vari-

ous  cytokines and chemokine in the lymph 

was determined by LEGENDPlex assays 

(Mouse Proinflammatory Chemokine Panel 

and Mouse Inflammation Panel; Biolegend) 

according to manufacturer’s instructions.  

Briefly, popliteal LNs were collected and 

carefully disrupted in 75 mL ice-cold phos-

phate buffer, minimizing cell rupture. The 

suspension was centrifuged at 1,500 rpm 

for 5 min, and the supernatant was collect-

ed. 25 mL supernatant was used for the 

protocol following the manufacturer’s in-

structions. Samples were analyzed by flow 

cytometry on an LSRFortessa (BD Biosci-

ences), and data were analyzed using LEG-

ENDPlex software (BioLegend).

Immunohistology and microscopy. Mice 

were euthanized, popliteal lymph nodes 

harvested and fixed in 4 % PFA at 4 °C for 

4-6 h. Organs were embedded  in 4 % low 

gelling agarose (Sigma-Aldrich) and 50 

μm sections were cut with Leica VT1200S 

vibratome (Leica Microsystems), blocked 

with proper sera and stained with the indi-
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cated antibodies in 0.05 % Tween-20 in 0.5 

% BSA PBS- for two days at 4 °C shaking. 

More details are reported in the antibod-

ies section. Immunofluorescence confocal 

microscopy was performed using a Leica 

TCS SP5 confocal microscope (Leica Mi-

crosystems). Micrographs were acquired 

in sequential scans and merged to obtain a 

multicolor image. Images were processed 

using Imaris software (Bitplane AG). 

Electron microscopy. PLN were collected 

and fixed in 2 % formaldehyde 2.5 % glutar-

aldehyde in 0.1 M sodium cacodylate buffer 

(pH 7.4) overnight at 4 °C. LN were washed 

in 0.05 M maleate buffer (pH 5.15) and 

stained for 2 h in 1 % uranyl acetate in male-

ate buffer. The samples were dehydrated by 

incubation for 15 minutes in ethanol water 

(60 %, 90 %, 100 %) and embedded in Epon. 

Intravital two-photon microscopy. Deep tis-

sue imaging was performed on a custom-

ized up-right two-photon platform (Trim-

Scope, LaVision BioTec). Two-photon probe 

excitation and tissue second-harmonic gen-

eration (SHG) were obtained with a set of 

two tunable Ti:sapphire lasers (Chamaleon 

Ultra I, Chamaleon Ultra II, Coherent) and an 

optical parametric oscillator that emits in 

the range of 1,010 to 1,340 nm (Chamaleon 

Compact OPO, Coherent), with output wave-

length in the range of 690–1,080 nm. 

 

Image analysis and data processing. Cell 

detection, tracking and volumetric recon-

struction from 4D 2P-IVM data were per-

formed using Imaris (Oxford Instruments, 

v7.7.2). Raw data generated from Imaris 

were further processed and analyzed with 

a custom Matlab script.

Cell tracks were generated semi-automat-

ically and curated to correct errors (i.e. 

jumps or non detected cells). Tracks with a 

duration less than 5 points or 300 s were 

excluded from the analysis. Videos were 

stabilized using the drift correction func-

tionality when needed, compensating for 

translational-drift only and by cropping the 

largest common area in the videos. Stan-

dard measures of cell motility were com-

puted using Imaris. These include Track 

duration (time interval between the first 

and the last time points in which a cell is 

tracked), Track Length (total length of the 

cell trajectory), Track Speed Mean (Track 

length / Track duration), Track Displace-

ment (length of the vector from the first 

to the latest centroid position of the cell), 

Track Straightness (Track Displacement / 

Track Length), Speed (instantaneous speed 

computed between adjacent time points). 
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Spectral unmixing. An additional imaging 

channel, specific for the cells of interest was 

generated by classifying each pixel as fore-

ground or background. This was achieved 

using the Coloc functionality of Imaris in 

combination with a custom supervised ma-

chine learning method for pixel classifica-

tion implemented in Matlab as described in 
318. This method trains a Supported Vector 

Machine (SVM) to classify pixels as back-

ground or background on the basis of ex-

amples provided by the user. A minimum 

of 20 and a maximum of 60 training points 

were provided for each video. To differen-

tiate between background and foreground 

the following features were used: Local 

color, Gaussian-weighted average color in a 

neighborhood (sigma = 3 um, 7 um).

Quantification of cell density in High Endo-

thelial Venules (HEV) and Lymphatic ves-

sels (LV). The density of neutrophils in a 

vessel presented in Fig. 1 is defined as the 

ratio of the number of cells inside a vessel 

and the volume of the vessel itself. The den-

sity of neutrophils in HEV was computed at 

different time points inside a selected HEV 

which was visible for the entire duration of 

the acquisition (3 hours). HEV were labeled 

by the i.v injection of 70 kDa Rhodamine 

B isothiocyanate-Dextran. Cells inside the 

HEV were manually counted every 300s. 

The volume of the HEV was estimated as 

the volume of a cylinder, by measuring the 

average diameter in the xy plane and the av-

erage height along z and the length of the 

vessel.

The density of neutrophils in LV at the in-

jection site were computed in a LV visible 

for the entire duration of the acquisition (4 

hours). Draining LV were labeled by the sub-

cutaneous injection of DiD-labeled virus and 

70 kDa Rhodamine B isothiocyanate-Dex-

tran. Cells were detected and counted au-

tomatically using the Spots function of 

Imaris. The volume of the LV was estimated 

via volumetric reconstruction using the Sur-

faces tool of Imaris.

Estimation of distance of the virus parti-

cle with respect to cell centroid. To con-

firm the internalization of the viral parti-

cles by neutrophils, the distance of the 

particles from the cell centroid was com-

puted and compared to the cell radius.  

Cell radius was estimated via volumetric 

reconstruction of the cell surface and com-

puted as the radius of a sphere having the 

same volume of the cell.

Pixel velocity. The average velocity of pixels 

presented in (Fig. 6, A) was estimated via 

a custom Matlab script that computes opti-
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cal flow as described in 209. Only the channel 

where the neutrophils were visible was used 

for optical flow estimation. To address the 

lack of texture of immune cells which leads 

to an aperture problem, Tikhonov regular-

ization was used while computing the flow 

(Tikhonov constant = 40). Additionally, out-

liers were removed by Gaussian smoothing 

(sigma = 7) followed by the saturation of 

the bottom 1 % and the top 1 % of all pix-

el velocity values (set to the minimum and 

maximum values respectively).

Gating strategy for activity recognition. 

We mapped a biological meaning (activi-

ties) to specific ranges of instantaneous 

motility measures. This allowed both to 

describe the dynamic behavior of neutro-

phils as a series of activities and provided 

a suggestion on the biological function of 

each neutrophil at different time points. 

However, the problem of identifying one 

activity from a range of measures (gate) 

is an ill-posed problem which often arises 

when characterizing a complex biological 

system from experimental data 319. Indeed, 

not all the possible activities are known and 

several activities might exhibit similar mo-

tility measures leading to an undetermined 

solution. To solve this issue, we defined 

gating thresholds that minimize the overlap 

between distinct activities and we select-

ed one activity out of the multiple possible 

solutions, based on an arbitrary priority 

order. Although the gates used to detect 

activities are subjected to the bias of the 

investigator, these can be easily adapted 

according to the experimental settings and 

based on a priori knowledge.

Software implementation. A custom Mat-

lab script (Supplementary Data File 1) was 

used to automatically compute instanta-

neous motility measures and detect activ-

ities.

This script decomposes each track into 

track fragments (tracklets) with a fixed 

duration of 500 s (approximated to 17 

time points with a sampling interval of 30 

s). From a track with total duration Td >= 

17 time points, K = (Td - 17) + 1 tracklets 

were extracted by a sliding window. Then, it 

computes the following measures on each 

tracklet. For the analysis of neutrophils ac-

tions in homeostasis conditions, due to the 

high speed of cells flowing in large blood 

vessels, this window was reduced to 5 time 

points and the sampling interval of the mi-

croscope decreased to 20s.

Displacement: distance between the initial 

and the final points of the tracks. Speed: 

track length / track duration. Straightness: 
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displacement / track length. 

Arrest coefficient is typically defined as the 

percentage of time in which a cell moves 

below a certain threshold. However, being 

the tracklets of short duration this results 

in a limited number of admissible percent-

ages. Additionally, a sharp threshold may 

introduce artifacts. Therefore we comput-

ed arrest coefficient by using a sigmoidal 

thresholding function defined as follows.

where τ = 2 µm/min is a speed threshold 

and ac0 = k – (k / e1-τ ) is the arrest coeffi-

cient of a cell having a constant speed of 

0 µm/min. Based on the aforementioned 

parameters, each tracklet was associated 

with one of the following activities:

“Arrested”: Cell which does not move (i.e. 

interacting / adhering / death), exhibiting 

low speed, low directionality, low displace-

ment, and high arrest coefficient.

“Patrolling”: Cell which moves, covering a 

large area of tissue, with medium speed 

and directionality.

 

“Directed”: Cell which moves towards a tar-

get exhibiting high speed and directionality 

(high displacement and low arrest coeffi-

cient)

“Flowing”: Cell which flows inside the 

capillaries of blood vessels in the LN.  

A flowing cell exhibits extremely high speed 

and directionality. This association was 

implemented by means of fixed thresholds 

corresponding to different gates defined in 

parameters (columns). Values refer to tracklets 
with a duration of 500s.

The detection of cells involved in a swarm 

(swarming) was achieved via a volumetric 

reconstruction. For the videos in Figure 4 

with adoptively transferred CK6/ECFP neu-

trophils, swarms were considered as sur-

faces with a minimum volume of 2*103 um3.
The number of cells in a swarm was 
estimated by dividing the swarm volume 
by the volume of a single cell (assumed to 
1*103 um3 without spaces between cells). 

Swarm quantification. To quantify the size 

and growth rate of swarms we defined a 

both cell density and an overall direction-

ality criteria. More precisely, we detected 

swarms in regions where cells accumulat-

ed and where most trajectories pointed to. 

The “surfaces” functionality of Imaris was 
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Table 1.
Table 1. Gating thresholds. Each activity (row) is mapped to a specific range (min-max) of motility 

used to reconstruct the volume of swarms, 

selecting the marching cube algorithm with 

either a user-defined brightness threshold 

in (low-magnification videos  - Figure 6C) 

or by manually defining a region of interest 

around the swarm in (high magnification 

videos - Figure 6I). Neutrophils involved in 

the swarm were manually tracked until the 

end of the videos or when they merged to 

emerging swarms. 

Statistics. Results were expressed as 

mean ± standard deviation (SD). All statis-

tical analyses were performed in Prism8 

(Graphpad Software, La Jolla, USA). Means 

among two groups were compared with 

two-tailed t-test and among three or more 

groups were compared with one-way ANO-

VA analysis of variance with Dunn’s multiple 

comparison post-test.

Software availability and usage. The source 

code of the program to quantify the actions 

of immune cells from their tracks, is provid-

ed in Supplementary Data File 1. This pro-

gram requires the tracks of the cells to be 

exported from Imaris to an Excel file. After 

this has been done, it is possible to open 

the program in Matlab, enter the location of 

Excel file, and executing the program. The 

plots counting the actions will be automat-

ically created to facilitate this process, and 

to avoid the requirement of Matlab, after 

publication the software will be released 

as an open source plug-in for Imaris (Ox-

ford Instruments) and will be available at  
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http://open.bitplane.com

2. vAbs: virtual antibodies for 
immune cell identification

Dataset curation. Tracks in our dataset 

were processed to extract features related 

to cell movement. The engineered features 

included displacement, meandering index, 

turning angles, speed, acceleration, jerk, di-

rectional change, and hull area. In addition, 

we rotated and aligned all tracks such that 

the average displacement vector was par-

allel to the X axis. Tracks coordinates and 

features were successively normalized be-

tween 0 and 1. 

Hierarchical clustering of cell tracks. We 

employed hierarchical clustering to group 

cell tracks based on spatial coordinates 

and previously engineered features. The 

analysis was conducted in Python using 

the seaborn library. We employed correla-

tion as distance metrics, applying z-score 

row normalization of the data. The resulting 

dendrogram was color-coded according to 

the cell type to highlight possible segrega-

tion patterns associated with motility.

UMAP analysis. We conducted UMAP anal-

ysis using the umap-learn library in Python. 

The analysis was performed on the same 

dataset used for hierarchical clustering. 

Before conducting UMAP analysis, we pre-

processed the data by averaging the track 

features over time, resulting in a concise 

representation of cell behavior. The analy-

sis was executed with a 15 nearest neigh-

bors and a distance parameter of 0.1.

Deep learning models. All benchmarked 

models were generated with the keras py-

thon library. For training we set 80 epochs 

with a learning rate of 0.00001 and adam 

optimizer. Binary models were trained with 

binary cross entropy loss, while for mul-

ticlass models we employed categorical 

cross entropy.

Panel of vAbs. For each target cell popula-

tion amongst neutrophils, TCs, and NKs, we 

tailored two vAbs meant to capture the re-

spective motility. Three vAbs were obtained 

from a multiclass model trained to predict 

the labels of all cell populations. Three oth-

er vAbs were obtained from binary models 

trained to predict only a one class label in 

an anomaly detection fashion.
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3. Transformer-based  
spatial-temporal detection of 
apoptotic cell death in  
live-cell imaging

MCF10A cell line and image acquisition. 

The normal-like mammary epithelial MC-

F10A cells (provided by Joan Brugge320), 

stably expressing the nuclear marker, were 

generated as previously described305. Brief-

ly, the nuclear marker H2B-miRFP703, pro-

vided by Vladislav Verkhusha (Addgene 

plasmid # 80001)321, was subcloned in the 

PiggyBac plasmid pPBbSr2-MCS. After 

cotransfection with the transposase plas-

mid322, cells were selected with 5 µg/ml 

Blasticidin and subcloned. For time-lapse 

imaging, the cells were seeded on 5 µg/ml 

fibronectin (PanReac AppliChem) coated 

1.5 glass-bottom 24 well plates (Cellvis) at 

1 x 105 cells/well density. After 48 hours, 

when the optical density was reached, the 

confluent cell monolayer was acquired ev-

ery 1 or 5 minutes for several hours with a 

Nikon Eclipse Ti inverted epifluorescence 

microscope with 640nm LED light source, 

ET705/72m emission filter and a Plan Apo 

air 203 (NA 0.8) or a Plan Apo air 403 (NA 

0.9) objectives. The collection of biological 

experiments used in this study includes 

different stimulation of apoptosis, such as 

growth factors, serum starvation and doxo-

rubicin at various concentrations.

 

Apoptosis induction of MCF10A cells with 

doxorubicin. Normal-like mammary epithe-

lial MCF10A cells were grown in 24 well 

glass coated with fibronectin with a seed-

ing of 1x105 cells/well. After two days, cells 

were starved for three hours and treated 

with doxorubicin at 1.25, 2.50, and 5.00 μM 

concentrations.

Mice. Prior to imaging, mice were anesthe-

tized with a cocktail of Ketamine (100 mg/

Kg) and Xylazine (10 mg/Kg) as previously 

described259. All animals were maintained 

in specific pathogen-free facilities at the 

Institute for Research in Biomedicine (Bell-

inzona, CH). All the experiments were per-

formed according to the regulations of the 

local authorities and approved by the Swiss 

Federal Veterinary Office.

Intravital Two-Photon Microscopy. Surgery 

in the popliteal lymph node was performed 

as previously reported35. The exposed or-

gans were imaged on a custom up-right 

two-photon microscope (TrimScope, LaVi-

sion BioTec). Probe excitation and tissue 

second-harmonic generation (SHG) were 

achieved with two Ti:sapphire lasers (Cha-
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maleon Ultra I, Chamaleon Ultra II, Coher-

ent) and an optical oscillator that emits 

in the 1,010–1,340 nm range (Chamaleon 

Compact OPO, Coherent) and has an output 

wavelength between 690–1,080 nm. 

Neutrophil isolation from mouse bone 

marrow.  Bone marrow samples were ex-

tracted via flushing with PBS from the long 

bones of UBC-GFP mice (https://www.jax.

org/strain/004353). Then, the bone marrow 

was filtered through a 40um strainer and 

resuspended in PBS. Primary bone marrow 

neutrophils were isolated with Ficoll gradi-

ent and resuspended in PBS.

T-cell culture in a 3D collagen matrix. Hu-

man CD4+ T cells were isolated from the 

PBMC fraction of healthy donors obtained 

from NetCAD (Canadian Blood Services). 

Cell purity was above 95%. Naïve CD4+ T 

cells were activated by adding Dynabeads 

coated with anti-human CD3e/CD28 anti-

body (1:1 bead:cell ratio, Life Technologies 

Cat #11131D) in RPMI1640 supplemented 

with 10% FBS (VWR Seradigm Cat #1500-

500), 2 mM GlutaMAX (Gibco Cat #3050-

061), 1mM sodium pyruvate (Corning Cat 

#25-000-CI) and 10mM HEPES (Sigma-Al-

drich Cat #H4034). After two days, beads 

were removed and cells were cultured for 

another 4-6 days in a medium containing 50 

IU/mL human rIL-2 (Biotechne Cat #202-IL-

500), keeping cell density at 2 x 105 cells/

mL. Cells were used for all experiments 

between days 6 to 8. All work with human 

blood has been approved by the University 

of Manitoba Biomedical Research Ethics 

Board (BREB).

Apoptosis live-cell imaging of T-cells in 3D 

collagen chambers. T cells were labeled at 

day 6-8 using CMAC (10µM) cell tracker dye 

(Invitrogen) and glass slide chambers were 

constructed as previously described323,324. 

Briefly, 2 x 106 cells were mixed in 270µL 

of bovine collagen (Advanced Biomatrix 

cat #5005-100ML) at a final concentration 

of 1.7 mg/mL. Collagen chambers were 

solidified for 45 minutes at 37°C / 5% CO2 

and placed onto a custom-made heating 

platform attached to a temperature control 

apparatus (Werner Instruments). For the in-

duction of apoptosis, 1µM of Staurosporine 

(Sigma Cat #569397-100UG) and 800ng of 

TNF-a (Biolegend Cat #570104) in 100µL 

RPMI were added on top of the solidified 

collagen. Cells were imaged as soon as 

the addition of apoptosis inducers using a 

multiphoton microscope with a Ti:sapphire 

laser (Coherent), tuned to 800 nm for op-

timized excitation of CMAC. Stacks of 13 

optical sections (512 x 512 pixels) with 4 

mm z-spacing were acquired every 15 sec-

https://www.jax.org/strain/004353
https://www.jax.org/strain/004353
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onds to provide imaging volumes of 44mm 

in depth (with a total time of 60 - 120 min-

utes). Emitted light was detected through 

460 / 50nm, 525 / 70 nm, and 595 / 50 nm 

dichroic filters with non-descanned detec-

tors. All images were acquired using the 20 

x 1.0 N.A. Olympus objective lens (XLUMP-

LFLN; 2.0mm WD).

Data Processing and Image Analysis. The 

raw video data, composed by uint8 or 

uint16 TIFFs, were stored as HDF5 files. No 

video pre-processing was applied to the raw 

data before image analysis. Cell detection, 

tracking, and volumetric reconstruction of 

microscopy videos were performed using 

Imaris (Oxford Instruments, v9.7.2). The re-

sulting data were further analyzed with cus-

tom Matlab and Python scripts (see code 

availability section).

Apoptosis annotation of epithelial MC-

f10A cells  in vitro. We manually an-

notated apoptotic events of MCF10A 

cells by visual inspection of the movies.  

The annotation was done by observing the 

morphological changes associated with 

apoptosis (e.g. nuclear shrinkage, chroma-

tin condensation, epithelial extrusion, nucle-

ar fragmentation) across multiple consecu-

tive frames. Using a custom Fiji325 macro, 

we automatically stored x and y centroids 

of the apoptotic nucleus. The time t of each  

apoptotic annotation was defined as the be-

ginning of nuclear shrinkage.

Generation of the in vitro training dataset. 

The 16-bit raw movies were min-max scaled 

to the 0.001 and 0.999 quantiles and downs-

ampled to 8-bit resolution. Using the data-

base of manually labeled coordinates of 

apoptotic events (x, y, t), we extracted crops 

with 59 x 59 pixels resolution (2x scaling for 

the FOVs acquired with the 20x objective). 

Seven time-steps of the same location were 

extracted, with linear spacing from -10 min-

utes to +50 minutes relative to the apopto-

sis annotation. This time frame was chosen 

to capture the cell before the onset of apop-

tosis, and the morphological changes asso-

ciated with apoptosis (nuclear shrinkage, 

decay into apoptotic bodies, and extrusion 

from epithelium). The resulting image cube 

has dimensions of 59 x 59 x 7. To create the 

training data for the non-apoptotic class, we 

excluded areas with an annotated apoptotic 

event with a safety margin from the movies.  

From the remaining regions without apop-

toses, we extracted image cubes from cells 

detected with StarDist326 and from random 

locations. The random crops also included 

debris, apoptotic bodies from earlier apop-

totic events, empty regions, and out-of-fo-

cus nuclei. 
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Apoptosis annotation of leukocyte cells in 

vivo. Three operators independently anno-

tated the videos based on selected morpho-

logical criteria. To label apoptotic cells, the 

annotators considered only the sequences 

of cells that displayed membrane blebbing 

followed by apoptotic bodies formation and 

cell disruption (Fig. 2B). For each frame 

in the apoptotic sequence, the operators 

placed a centroid at the center of the cell 

with the Imaris “Spots” function, generating 

an apoptotic track. Successively, ground 

truth tracks were generated according to 

a majority voting system, and 3D volume 

reconstruction was performed on ground 

truth cells using the Imaris “Surface” func-

tion. Nearby non-apoptotic cells were also 

tracked. In addition, other non-apoptotic 

events were automatically sub-sampled 

from regions without apoptotic cells.

3D rotation of the in vivo annotations. In 

vivo annotations presented a class unbal-

ance in favor of non-apoptotic cells, with 

a relative few apoptotic instances. Hence, 

to compensate for this bias, we produced 

several representations of the raw data by 

interpolating the raw image stacks in 3D 

volumes and rotating them in randomly 

sampled directions, with rotational degrees 

between 0° and 45°. After each manipula-

tion, the rotated volume underwent flatten-

ing by maximum projection and symmetric 

padding to preserve the original dimension. 

The 2D images were successively resized 

and cropped to match the 59 x 59 pixels 

input of the classifier. Finally, the training 

sequences were saved as uint8 gray-scale 

TIFFs files.

Generation of the in vitro and in vivo train-

ing datasets.  To detect apoptotic cells in 

microscopy acquisitions, we defined a 2D 

binary classification task in which apop-

totic events are labeled with class 1, while 

non-apoptotic events belonged to the class 

label 0. The resulting unprocessed data 

consisted of frame sequences composed 

of 3D crops. The content of the class label 

0 in vitro included: healthy nuclei, back-

ground, cell debris and mitotic cells. The 

content of the class label 0 in vivo included: 

motile cells, arrested cells, highly deformed 

cells, overlapping cells, cell debris or blebs, 

empty background, noisy background, and 

collagen.

Data augmentation and data loader. Given 

the varying length of the training sequenc-

es contained in the TIFFs, upon training, we 

used a custom data loader that uniformly 

samples the input data and produces se-

quences with a fixed number of frames. The 
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fixed number of frames was set to 5, corre-

sponding to the frame-length of the short-

est apoptotic sequence. During training, 

each sample underwent horizontal shift, 

vertical shift, zoom magnification, rotation, 

and flipping. All data augmentations were 

performed in python using the Keras library.

Deep learning architecture. As a deep 

learning classifier, we employed a custom 

architecture relying on time-distributed 

convolutional layers stacked on top of a 

transformer module (Conv-Transformer). 

The input size consists of 5 single-channel 

images with 59x59 pixel size. The convolu-

tional network has three layers of size 64, 

128, and 256 length. Each layer has a 3x3 

kernel, followed by RELU activation, batch 

normalization, and a dropout set to 0.3. 

The inclusion of padding preserves the di-

mension of the input, while 2D max-pooling 

is at the end of each convolutional block. 

After 2D max pooling, the output is passed 

to a transformer module counting 6 atten-

tion heads, and successively to a fully con-

nected decision layer. The fully connected 

network has four layers with 1024, 512,128, 

and 64 nodes, each one followed by RELU 

activation and a 0.3 dropout layer. The last 

layer is a softmax activation, which predicts 

a decision between the two classes. 

 

Training and hyper-parameters. Our model 

was trained in tensorflow with Adam opti-

mizer, using binary cross-entropy loss and 

an initial learning rate of 0.0001. The opti-

mal mini-batch size was 32, and the num-

ber of training epochs was 200. In training 

mode, we set a checkpoint to save the mod-

el with the best accuracy on the validation 

dataset, and a checkpoint for early stopping 

with patience set to 15 epochs. In addition, 

the learning rate decreased when attending 

a plateau.

ADeS deployment.  For the deployment of 

the classifier on microscopy videos, we 

generative region proposals using the se-

lective search algorithm, obtaining a set 

of ROIs for each candidate frame of the in-

put movie. For each ROI computed by the 

region proposal at time t, a temporal se-

quence is cropped around t and classified 

with the Conv-Transformer. The resulting 

bounding boxes are filtered according to a 

probability threshold and processed with 

the non-maxima suppression utils from 

Pytorch. Consecutive bounding boxes clas-

sified as apoptotic are connected using 

a custom multi-object tracking algorithm 

based on Euclidean distance. The gener-

ated trajectories are filtered by discarding 

those with less than two objects.
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Default and user-defined parameters. ROIs 

detected with the region proposal are fil-

tered according to their size, discarding 

the ones with edges below 20 pixels and 

above 40 pixels. Furthermore, a thresh-

old on intensity is applied to exclude uint8 

patches with an average brightness below 

40. Upon classification, a temporal window 

corresponding to the expected duration of 

the apoptotic event is set by the user (9 

frames by default). This temporal window is 

subsampled to match the number of input 

frame of the classifier (5). The filtering of 

the predictions depends on a user-specified 

threshold, which by default corresponds to 

0.95 in vivo and 0.995 in vitro. Non-maxima 

suppression is based on the overlapping 

area between bounding boxes, set to 0.1 by 

default. The centroid tracking has the fol-

lowing adjustable parameters: gap and dis-

tance threshold. The “gap” parameter, set to 

three frames, specifies for how long a cen-

troid can disappear without being attributed 

a new ID upon reappearance. A threshold 

on the distance, set by default to 10 pixels, 

allows the connection of centroids within 

the specified radius. All the reported quanti-

fications had default parameters.

Statistical analyses. Statistical compari-

sons and plotting were performed using 

GraphPad Prism 8 (Graphpad, La Jolla, 

USA). All statistical tests were performed 

using non-parametric Kruskal-Wallis test or 

Mann-Witney test For significance, p value 

is represented as * when p < 0.05, ** when p 

< 0.005 and *** when p < 0.0005. 
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