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Abstract

Developing novel renewable technologies for producing carbon-neutral trans-
portation fuels has become a global energy challenge. Especially for long-haul
aviation synthetic drop-in fuels are a viable option to replace refined fossil
fuels. A promising pathway is the production of drop-in fuels made from CO2

and H2O using concentrated solar energy as the source of high-temperature
process heat. However, so far the technological readiness level has largely
been limited to bench-top studies of individual components.

This thesis reports on the technological demonstration under real field
conditions of the entire process chain to drop-in fuels from concentrated
sunlight and ambient air.

Crucial to this accomplished milestone is the design and integration of
three thermochemical conversion units: A direct air capture unit for the co-
extraction of CO2 and H2O directly from air, a solar redox unit performing
the solar redox co-splitting of CO2 and H2O to produce a desired syngas
mixture, and the gas-to-liquid synthesis unit converting the syngas to liquid
methanol or hydrocarbon fuels. This thesis presents the components of the
implemented process chain, with a focus on the solar redox unit as the core
process. It presents the fully automated full day cyclic production of syngas
suitable for either methanol or Fischer-Tropsch synthesis, demonstrating
the stability and robustness of the system. The demonstration of the
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implemented process chain is concluded with a multiple day production
campaign for producing syngas that is later on transformed to methanol.

A parametric study of the main operational parameters (namely: reactor
pressure, reduction-end and oxidation-start temperatures, CO2 and H2O
mass flow rates) determines the influence on the key performance indicators
such as the specific fuel yield, molar conversion, and solar-to-fuel energy
efficiency. This thesis shows how the syngas product quality can be tailored
for Fischer-Tropsch synthesis by selecting adequate oxidation conditions,
eliminating the need for additional downstream refining of the syngas. Chang-
ing process parameters such as reduction/oxidation temperatures, gas flow
rates, or oxidation start/end conditions allows optimising the cycles towards
maximising either efficiency, quality, yield or conversion.

The entire solar fuel system is fully-automated based on real-time product
gas analysis and feedback control loops, and can be further extended with
an auto-optimisation scheme that executes online mass and energy balances
to guide performance improvement. An example of a solar run of fully-
automated consecutive redox cycles is presented to show the implementation
of this control scheme for the optimisation of the solar fuel system.

A dynamic grey box model of the redox reactor is developed for the
purpose of further examining the dependence of reactor outputs to reactor
inputs and investigating different operation procedures to run the reactors.
The developed reactor model can also be used as building block for a future
model of the entire solar fuel system. A simplified model to simulate a two
reactor system and a three reactor system that make continuous use of the
solar power incident on the system is applied. It allows the comparison of
the two systems and helps to determine the feasibility of incorporating a
third reactor of similar design into the system. The analysis shows that, for
a solar power of 4.8 kW, the three reactor system is not a viable option, as
additionally to the more complex implementation, it also shows 36.6% lower
hourly production rate and solar-to-syngas energy efficiency. However, since,
for a solar power of 6.2 kW, the two rector system is forced to experience
times where both reactors are off-sun in order to keep producing syngas,
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introducing a third reactor when operating at higher power levels might
be a viable option to keep making uninterrupted use of the incoming solar
radiation.





Zusammenfassung

Die Entwicklung erneuerbarer Technologien zur Herstellung von CO2-neutralen
Treibstoffen für den Transportsektor ist zu einer globalen energiewirtschaftlichen
Herausforderung geworden. Insbesondere für Langstreckenflüge sind syn-
thetische Treibstoffe eine realisierbare Option, um raffinierte fossile Treib-
stoffe zu ersetzen. Ein vielversprechender Weg ist die Produktion von
flüssigen Treibstoffen aus CO2 und H2O unter Verwendung konzentrierter
Sonnenenergie als Quelle für die Hochtemperatur-Prozesswärme. Bisher
beschränkte sich der technologische Reifegrad jedoch weitgehend auf Laborstu-
dien einzelner Komponenten.

Die vorliegende Arbeit berichtet über die Demonstration der gesamten
Prozesskette von konzentriertem Sonnenlicht und Umgebungsluft zu flüssigen
Treibstoffen, unter realen äusseren Bedingungen.

Wichtig für das Erreichen dieses Meilensteins ist die Entwicklung und die
Integration von drei thermochemischen Umwandlungseinheiten: Eine Einheit
zur direkten Abscheidung von CO2 und H2O aus der Luft, eine solare Redox-
Einheit für die solare Redox-Spaltung von CO2 und H2O in ein gewünschtes
Synthesegasgemisch und die Syntheseeinheit, die das Synthesegas in flüssiges
Methanol oder Kohlenwasserstoffe umwandelt. Die vorliegende Arbeit stellt
die Komponenten der implementierten Prozesskette vor, mit einem Fokus
auf der solaren Redox-Einheit als Kernprozess. Sie zeigt die ganztägige
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vollautomatische zyklische Produktion von Synthesegas, das entweder für
die Methanol- oder Fischer-Tropsch-Synthese geeignet ist, und demonstriert
die Stabilität und Robustheit des Systems. Die Demonstration der imple-
mentierten Prozesskette wird mit einer mehrtägigen Produktionskampagne
zur Herstellung von Synthesegas abgeschlossen, welches später in Methanol
umgewandelt wird.

Eine parametrische Untersuchung der wichtigsten Betriebsparameter
(Reaktordruck, Temperaturen am Ende der Reduktion und Oxidation,
Massenströme von CO2 und H2O) bestimmt den Einfluss auf die wichtigsten
Leistungsindikatoren wie die spezifische Treibstoffproduktion, die molare
Umwandlung und die Energieeffizienz von der Sonnenenergie zum Treib-
stoff. Diese Arbeit zeigt, wie die Qualität des Synthesegas für die Fischer-
Tropsch-Synthese durch die Auswahl geeigneter Oxidationsbedingungen
angepasst werden kann, wodurch die Notwendigkeit einer nachgelagerten
Raffinierung des Synthesegases entfällt. Durch die Änderung von Prozesspa-
rametern wie Reduktions- und Oxidationstemperaturen, Gasmassenströmen
oder Oxidationsstart- und End-bedingungen können die Zyklen optimiert
werden, um Effizienz, Qualität, Ausbeute oder Umwandlung zu maximieren.

Das gesamte Solartreibstoffsystem ist auf der Grundlage von Echtzeit
Produktgasanalysen und Feedback-Regelkreisen vollständig automatisiert
und kann mit einem automatischen Optimierungsschema erweitert wer-
den, welches laufend Massen- und Energiebilanzen berechnet, um die Leis-
tungsverbesserung zu steuern. Ein Beispiel eines Messtages mit vollautoma-
tischen aufeinanderfolgenden Redoxzyklen wird gezeigt, um die Implemen-
tierung dieses Steuerungsschemas zur Optimierung des solaren Treibstoffes
zu demonstrieren.

Ein dynamisches Gray-Box-Modell des Redox-Reaktors wird vorgestellt,
um die Abhängigkeit der Reaktoroutputs von den Reaktorinputs weiter zu
untersuchen und verschiedene Verfahren für den Betrieb der beiden Reaktoren
zu testen. Das entwickelte Reaktormodell kann auch als Baustein für ein
zukünftiges Modell des gesamten Solartreibstoffsystems verwendet werden.
Die Anwendung eines vereinfachten Modells zur Simulation eines Zwei-
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Reaktor-Systems und eines Drei-Reaktor-Systems, die die Sonnenenergie
kontinuierlich nutzen, ermöglicht den Vergleich der beiden Systeme, um zu
bestimmen, wie sinnvoll eine zukünftige Integration eines dritten Reaktors
mit demselben Design wäre. Die Analyse zeigt, dass das Drei-Reaktor-
System für eine Leistung von 4.8 kW keine sinnvolle Option ist, da es neben
der komplexeren Implementierung auch eine um 36.6% geringere stündliche
Produktionsrate und Energieumwandlungseffizienz aufweist. Da das System
mit zwei Reaktoren jedoch bei einer Leistung von 6.2 kW gezwungen ist,
Zeiten zu durchlaufen, in denen beide Reaktoren nicht der Sonne ausgesetzt
sind, um weiterhin Synthesegas zu produzieren, könnte die Einführung eines
dritten Reaktors beim Betrieb mit höherer Leistung eine sinnvolle Option
sein für die ununterbrochene Nutzung der einfallenden Sonnenstrahlung.





Acknowledgements

I would like to thank Prof. Aldo Steinfeld for this wonderful oportunity to
conduct my doctoral thesis under his supervision at the Professorship of
Renewable Energy Carriers (PREC). His guidance and continued support
was invaluable throughout my time in his group and very much appreciated.

I am thankful to Prof. Justin Lapp from the University of Maine for
acting as co-examiner.

I also thank Brendan Bulfin for acting as second supervisor in the last
year and all the fruitful discussions and inputs especially on the topic of
modelling chemical reactions.

I want to thank Philipp Furler for being my direct supervisor and team
leader in the beginning of my doctoral studies and Alexander Muroyama
for the fruitful discussions and contributions to the project as a member of
the team working on the initial setup construction. I also want to thank
Fabian Dähler for first introducing me to this wonderful project, and giving
me the oportunity to start working on the solar optics of the solar dish system.

I thank Philipp Haueter for the countless constructive discussions and
solutions to design challenges and his contribution in designing and building
the dish-setup on the roof. I also thank Julian Urech for the technical sup-

ix



x

port, all the manufactured parts as well as for sitting in on experimental runs.

I thank Leonore Noll for the administratibve support.

I would like to thank all the students I had the pleasure to work with
and who’s semester projects (SP) or master thesis (MT) i could supervise.
Their help was invaluable, especially during the intensive days working on
the setup and conducting experiments. This thank goes to Yago Vila (SP),
David Rutz (MT), Patrick Basler (MT), MatthieuDessiex (SP), Maurice
Grunder (MT), Boris Kunz (MT) and Vivien Hüsler (MT). Especially I
would like to thank the students supporting this project also as assistants,
David Rutz, Patrick Basler, Vivien Hüsler and Daniel Notter.

I want to thank all the past and current menbers of the PREC group
I had the pleasure of working with for all the support and the fruitfull
discussions during meetings, lunch and cofee breaks, and for all the friendhip
and fun times also not work related.

And finally I would like to thank my family: Rachel, Lyle and Elva for
their love, suport, patience and always beeing there...

I am grateful for the funding by the Swiss Federal Office of Energy to
make this project possible. This work was funded in part by the Swiss Federal
Office of Energy (Grant No. SI/501213-01 and Grant No. SI/502552-01),
the Swiss National Science Foundation (Grant No. 200021-162435), and the
European Research Council under the European Union’s ERC Advanced
Grant (SUNFUELS - Grant No. 320541).



Contents

Abstract iii

Zusammenfassung vii

Acknowledgements x

Contents xi

Nomenclature xv

1 Introduction 1
1.1 Sustainable Fuel Production . . . . . . . . . . . . . . . . . . . 1
1.2 The Ceria Cycle . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Previous Reactor Designs . . . . . . . . . . . . . . . . . . . . 5
1.4 Thesis Goal and Outline . . . . . . . . . . . . . . . . . . . . . 6

2 Demonstration of the Entire Process Chain form Sunlight
and Air to Solar Fuels 9
2.1 System Design and Experimental Setup . . . . . . . . . . . . 10

2.1.1 DAC Unit . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Solar Redox Unit . . . . . . . . . . . . . . . . . . . . . 12
2.1.3 GTL Unit . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.2 Cycles for CO2-splitting . . . . . . . . . . . . . . . . . . . . . 25

xi



xii Contents

2.2.1 Representative CO2-splitting Cycle . . . . . . . . . . . 25
2.2.2 Full-day Stable CO2-splitting Cycles . . . . . . . . . . 26

2.3 Cycles Targeting Syngas for Methanol and FT Synthesis . . . 29
2.3.1 Representative Co-splitting Cycle . . . . . . . . . . . . 30
2.3.2 Cycle Targeting Syngas for Methanol Synthesis . . . . 31
2.3.3 Cycle Targeting Syngas for Fischer-Tropsch Synthesis 34

2.4 Producing Syngas for Methanol Synthesis . . . . . . . . . . . 37
2.4.1 Full-day Syngas Production for Methanol Synthesis . . 37
2.4.2 Long-term Production Campaign for Methanol Synthesis 39

2.5 Energy Efficiency Analysis . . . . . . . . . . . . . . . . . . . . 41
2.6 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . 46

3 Parametric Study of the Solar Reactor Operation 49
3.1 Reduction Parameters . . . . . . . . . . . . . . . . . . . . . . 51
3.2 Oxidation Parameters Co-splitting . . . . . . . . . . . . . . . 53
3.3 Separate Splitting of CO2 and H2O . . . . . . . . . . . . . . . 57

3.3.1 Oxidation of CO2-splitting . . . . . . . . . . . . . . . 58
3.3.2 Oxidation of H2O Dominant Co-splitting . . . . . . . 58

3.4 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . 61

4 Control and Automation of the Solar Fuel System 63
4.1 Automation Control Logic . . . . . . . . . . . . . . . . . . . . 64
4.2 LabView Implementation . . . . . . . . . . . . . . . . . . . . 67
4.3 Auto-optimisation of Full Day Run . . . . . . . . . . . . . . . 69

4.3.1 Auto-optimisation Description . . . . . . . . . . . . . 69
4.3.2 Experimental Results and Discussion . . . . . . . . . . 71

4.4 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . 73

5 Dynamic Gray Box Model 75
5.1 Model Description . . . . . . . . . . . . . . . . . . . . . . . . 77

5.1.1 Model Equations . . . . . . . . . . . . . . . . . . . . . 78
5.2 Simplified Model . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.3 Model Application — Multi Reactor System . . . . . . . . . . 93



Contents xiii

5.4 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . 100

6 Summary and Outlook 101
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.2 Outlook and Research Recommendations . . . . . . . . . . . 103

6.2.1 Improvements on the Setup and Reactor Design . . . 103
6.2.2 Operation of the Fuel System . . . . . . . . . . . . . . 108
6.2.3 System Integration . . . . . . . . . . . . . . . . . . . . 110
6.2.4 Advances in System and Reactor Modelling . . . . . . 112
6.2.5 Scale-up to Industrial Size Plant . . . . . . . . . . . . 113
6.2.6 Techno Economic Analysis . . . . . . . . . . . . . . . . 114
6.2.7 Bringing Solar Fuels to the Market . . . . . . . . . . . 116

List of figures 119

List of tables 127

Bibliography 129

Curriculum vitae 143

List of publications 145





Nomenclature

Abbreviations
CFD Computational fluid dynamics
CORSIA Carbon Offsetting and Reduction Scheme for International Avi-

ation
CPI Combined performance indicator
CSP Concentrated solar power
DAC Direct air capture
DNI Direct normal irradiation
FT Fischer-Tropsch
GTL Gas to liquid
GUI Graphical user interface
NRMSE Normalized root mean square error
O&M Operation and maintenance
PI Performance indicator
PPA Power purchase agreement
ppi Pores per inch
PU Polyurethane
PV Photo voltaic
R&D Research and Development
RPC Reticulated porous ceramic
RWGS Reverse water gas shift
SAF Sustainable aviation fuel

xv



xvi Nomenclature

SCADA Supervisory control and data acquisition
SEM Scanning electron microscope
Greek Symbols
α Absorptivity -
∆E Apparent activation energy J · mol−1

∆H Molar enthalpy change kJ · mol−1

∆t Time duration s

δ Non-stoichiometry of ceria -
∆δ Oxygen exchange capacity of ceria -
ϵ Emissivity -
η Energy efficiency -
σ Stefan-Boltzmann constant 5.67 · 10−8W · m−2 · K−4
Latin Symbols
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Chapter 1
INTRODUCTION

1.1 Sustainable Fuel Production

In the current debate on measures to mitigate greenhouse gas emissions,
reducing emissions from the transport sector becomes increasingly important.
Aviation and shipping alone currently contribute approximately 8% of total
anthropogenic CO2 emissions, with growth in tourism and global trade
projected to increase this contribution further [1, 2]. Carbon-neutral trans-
portation is feasible with electric motors powered by rechargeable batteries in
cars, but becomes very challenging if not impossible for long-haul commercial
travel and particularly air travel [3]. For long-haul aviation sustainable avia-
tion fuels (SAF) are being considered [4]. Importantly, SAF are drop-in fuels
(synthetic alternatives for petroleum-derived liquid hydrocarbon fuels such
as kerosene, gasoline or diesel) and can utilize existing storage, distribution,
and utilization infrastructure and thus require no new technologies beyond
the production chain. SAF are already on the market, but are a niche
product without a significant share of the global aviation market. Currently
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the vast majority of SAF is bio-kerosene, a relatively mature technology, yet
ultimately limited in the long-term scalability because of its environmental
effects and limited cultivable land. The production of bio-kerosene is also
directly competing with agricultural food or fodder production.

A promising solution are drop-in fuels made from H2O and CO2 by
solar-driven processes [5, 6, 7]. Among the many possible approaches, the
thermochemical path using concentrated solar radiation as the source of
high-temperature process heat offers potentially high production rates and
efficiencies [8]. The solar driven thermochemical cycle for co-splitting of
CO2 and H2O into syngas — a specific mixture of CO and H2 — which can
be further processed to drop-in fuels (e.g. synthetic kerosene) via Fischer-
Tropsch (FT) synthesis or other gas-to-liquid processes, are considered a
promising path for the production of SAF [9, 10].

If the required CO2 is obtained directly from atmospheric air this path-
way can deliver truly carbon neutral fuels [11]. The resulting synthetic
fuel is carbon neutral because only as much CO2 is released to the air
upon its combustion as was taken from the air for its production, hence
closing the anthropogenic carbon cycle. If H2O is also co-extracted from
air [12], feedstock sourcing and fuel production can be co-located in desert
regions with high solar irradiation and limited access to water resources.
This pathway hence also does not compete for land use with agricultural
food or fodder production. Obviously, there is also no need for removal of
any impurities (e.g. sulfur compounds, salts, heavy metals), as it is the
case for hydrocarbons derived from petroleum. Moreover, the combustion
of FT-based jet fuel, which is aromatic- and sulfur-free and is certified as
aviation turbine fuel after the standard specification ASTM 7566, showed
dramatic reductions in soot emissions compared to fossil-based jet fuel [13].

Solar fuel production using H2O and CO2 obtained through direct air
capture (DAC) has so far largely been limited to bench-top [14, 15] or pilot-
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scale [16, 17] demonstrations of individual steps. A combined PV-electrolysis
system [18] produced solar fuels from water and captured CO2, but the set-up
was not optimized and coupling of intermittent solar hydrogen production
with continuous non-solar hydrocarbon synthesis necessitated the co-feeding
of fossil-derived syngas. Fuel production from CO2 and H2O not captured
from air in a thermochemical 4kW redox reactor of similar technology to the
one used in this thesis and with a FT GTL unit has previously been demon-
strated under laboratory conditions in a solar simulator [19]. Most recently,
the production of FT fuel from bottled CO2 and H2O (no DAC) has been
demonstrated in a 50 kW scaled up version of the reactor on a solar tower [20].

While individual steps of such a process scheme have been implemented,
this thesis demonstrates the operation of the entire thermochemical solar
fuel production chain, from H2O and CO2 captured directly from ambient
air to the synthesis of drop-in transportation fuels (e.g. methanol, kerosene),
with a modular 5-kWthermal pilot-scale solar system operated under real field
conditions.

1.2 The Ceria Cycle

To effect the solar driven thermochemical splitting of CO2 and/or H2O into
CO and/or H2 various metal oxides have previously been proposed and inves-
tigated to perform the two-step redox cycle, with concentrated solar radiation
used as the heat source for the reduction step of the cycle [8, 21, 22, 23].
Among the proposed metal oxides are zinc oxides [24, 25, 26, 27, 28], iron
oxides [29, 30, 31, 32], ferrites [33, 34, 35] or nonstoichiometric metals such
as un-doped [36, 37, 38, 39, 19, 40, 41] and doped [42, 43, 44] ceria or per-
ovskites [45, 46, 43, 47, 48, 49].

Cerium dioxide CeO2, mostly referred to as ceria, has emerged as an
attractive redox material because of its rapid kinetics [50, 51, 52], crystallo-
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graphic stability over a large range of temperatures and reduction extents
[38, 53] and abundance [37, 54]. It also offers a relatively large oxygen
exchange capacity (i.e. high nonstoichiometry) for a nonstoichiometric metal
oxide [55, 56, 57]. The rare earth metal Cerium Ce is the most abundant
rare earth metal, and is about as common as copper in the earth’s crust
[58]. Nowadays ceria is widely considered the state of the art material for
solar thermochemical CO2 and/or H2O splitting. Although some alterna-
tive redox materials, e.g. perovskites [59, 49, 60] and hercynite [61], exhibit
superior redox performance, they have not yet proven to be as stable as ceria.

The thermochemical redox cycle based on non-stoichiometric ceria (CeO2-δ)
consists of an endothermic reduction to release O2, followed by an exothermic
oxidation with CO2 and/or H2O to produce CO and/or H2 and is represented
by the following reactions and the corresponding standard enthalpy changes:
Reduction (∆H◦ ≈ 475 kJ per 1/2 mole O2):

1
∆δ

CeO2−δox → 1
∆δ

CeO2−δred + 1
2O2 (1.1)

Oxidation with CO2 (∆H◦ ≈ −192 kJ/mol CO2):

1
∆δ

CeO2−δred + CO2 → 1
∆δ

CeO2−δox + CO (1.2)

Oxidation with H2O (∆H◦ ≈ −234 kJ/mol H2):

1
∆δ

CeO2−δred + H2O → 1
∆δ

CeO2−δox + H2 (1.3)

δ denotes the non-stoichiometry — the measure of the redox extent which,
in equilibrium, is a function of temperature and oxygen partial pressure.
Ceria is not consumed in the process and the net overall reactions are:

CO2 = CO + 1/2O2 (1.4)

and
H2O = H2 + 1/2O2 (1.5)
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Note that the fuel (H2, CO) and O2 are generated in separate steps and
are thus avoiding the formation of explosive mixtures and the need for high-
temperature gas separation. This also allows both reactions to be performed
in the same reactor.

In principle, the redox cycle can be operated under a temperature-swing
mode and/or a pressure-swing mode to control the oxygen exchange capacity
of ceria ∆δ = δred − δox, and thereby the fuel yield per cycle. Isothermal
operation, i.e. only pressure-swing mode, suffers from low ∆δ imposed by
the thermodynamics [62, 63, 64, 37, 40]. For example, isothermal cycling
at T reduction = Toxidation = 1200◦C with a pressure swing between 0.1
mbar and 1 bar, yields only ∆δ = 0.003. In this thesis a combination of
both temperature and pressure swing is applied to maximize ∆δ and thereby
the fuel yield per cycle. For typical operating conditions of the reduction
step at 1500◦C and 0.1 mbar and the oxidation step at 900◦C and 1 bar,
thermodynamics predict an order of magnitude higher value, ∆δ = 0.04.

1.3 Previous Reactor Designs

Solar reactor concepts previously investigated for effecting the ceria redox
cycle have included moving [65, 66, 67, 68, 69] and stationary [37, 70, 17] bulk
structures, packed beds [71, 72, 64], moving beds [73, 74, 75], and aerosol
flow [41, 76] of particles. Of special interest is the solar reactor concept based
on a cavity-receiver containing reticulated porous ceramic (RPC) structures
made of ceria [20, 40, 77], which enhance heat and mass transfer. This is
also the concept applied in the design of a 50 kW solar reactor [20], tested in
a solar tower, achieving the highest measured solar-to-fuel energy efficiency
to date (efficiency defined in chapter 2.5 Eq. 2.4).

The development of the solar cavity reactor discussed in this thesis for
performing the ceria cycle evolved from its early design with monolithic
ceria [37] to a reactor containing ceria felt [78], to a reactor with single scale
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porous ceria [39], and finally to its present configuration with dual scale
reticulated porous structures [40]. The version discussed in this thesis is a
slightly up scaled 5 kW version of the 4 kW reactor presented in Ref. [40]
with a 50kW up scaled version installed on a solar tower [20] to set the
aforementioned highest measured solar-to-fuel energy efficiency. In contrast
to the 4kW laboratory scale reactor of Ref. [40], the reactor studied in
this thesis is operating under real field conditions (i.e. directly exposed to
concentrated sunlight and performing under varying solar power inputs and
changing external conditions). The reactor is also operated as part of a two
reactor system.

1.4 Thesis Goal and Outline

The main goal of this thesis was to demonstrate for the first time the entire
process chain from sunlight and ambient air to liquid drop in fuels in one
setup under real field conditions. This setup was developed and built on the
roof of ETH’s machine laboratory in Zurich, Switzerland.

The thesis is structured in 4 main chapters that describe the developed
and built setup, show experimental results of the demonstration of the entire
process chain, present an in depth parameter study of the solar redox unit
controlling the syngas composition, describe the implemented automation
of the fuel system and present a dynamic reactor model of the solar redox
reactor.

Chapter 2 presents the setup of the entire process chain from sunlight
and air to solar fuels under real field conditions. The different units and
components are introduced and their integration into the system is discussed.
The main focus lies on the solar redox unit as the core process. The chapter
further shows experimental results demonstrating the stability and robustness
of the system, examples for the different cycles targeting syngas for methanol
or FT synthesis and the results of a production campaign leading to the
first solar methanol produced from sunlight and air via the thermochemical
pathway.
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Chapter 3 presents a parameter study of the solar reactor operation. The
parameter study for the reduction part of the cycle shows the dependencies of
performance indicators such as fuel yield and ηsolar−to−syngas on the varying
reduction parameters preactor, ṁAr and Treduction−end for various Psolar. The
parameter study for the oxidation part of the co-splitting cycle shows the
influence of the oxidation parameters Toxidation−start, ṁCO2 and ṁH2O on
the performance indicators Vsyngas, XCO2 and ηsolar−to−syngas for different
syngas quality ratios RH2:CO. These results for the co-splitting of CO2 and
H2O are compared to cycles analysing the splitting of CO2 and H2O in
separate redox cycles.

Chapter 4 details the program logic of the automation of the solar fuel
system and its implementation. The chapter further introduces an auto-
optimisation scheme that executes online mass and energy balances to guide
performance improvement. To the best of the authors knowledge, this is the
first-ever implementation of a fully automated auto-optimization scheme for
the control and operation of a solar reactor effecting the thermochemical
redox splitting of CO2 and H2O.

Chapter 5 describes a dynamic grey box model of the redox reactor based
on energy and mass balances. The chapter shows results of a a simplified
model and an example of an application by comparing a simulated two and
three reactor system reaching constant and continuous cycling conditions.





Chapter 2
DEMONSTRATION OF THE ENTIRE
PROCESS CHAIN FORM SUNLIGHT

AND AIR TO SOLAR FUELS 1

This chapter focusses on the demonstration of the entire process chain
from ambient air and sunlight to liquid solar fuels. The chapter shows the
experimental installation and details the different components, followed by
demonstrating the stability of the solar redox unit by full day CO2-splitting
cyclic runs and introducing characteristic H2O and CO2 co-cycles targeting
syngas for both methanol and FT synthesis as the downstream GTL process.
The chapter shows full day syngas production for downstream methanol
synthesis and summarises a production campaign to collect syngas for the
production of methanol. The chapter concludes with an efficiency anylsys of
the solar fuel system.

1Parts of this chapter have been published as: Schäppi, R. et. al., Drop-in fuels from
sunlight and air. Nature 601, 63-68 (2022). https://doi.org/10.1038/s41586-021-04174-y

9
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2.1 System Design and Experimental Setup

Figure 2.1 sketches the solar fuel system, installed on the roof of the ETH’s
Machine Laboratory Building in Zurich. Its three essential units are: 1) the
direct air capture (DAC) unit which co-extracts CO2 and H2O directly from
ambient air; 2) the solar redox unit which converts CO2 and H2O into a
desired mixture of CO and H2 (syngas) using concentrated sunlight; and 3)
the gas-to-liquid (GTL) unit which converts syngas to liquid hydrocarbons
or methanol.

2.1.1 DAC Unit

The DAC unit applies adsorption-desorption cycles based on temperature and
pressure swing to an amine-functionalised sorbent to concurrently extract
CO2 and H2O from ambient air [12].

The installed DAC unit is a Climeworks Demonstrator CW4113 set up
inside a 20ft container to protect it from the environment. Ambient air is
sucked into the unit and passed through the amine-functionalised sorbent
packed bed. Adsorption proceeds at ambient temperature and pressure for
180 minutes per cycle, followed by the desorption at 95◦C and 0.1-0.3 bar for
43 minutes per cycle. The unit can process an air flow of 2000 m3/hr with 5.5
cycles/day, yielding around 8 kg/day of CO2 with a measured purity of 98.2%
(the remainder being air, CO2 content measured by IR detectors in a Siemens
Ultramat-23 and verified by external analysis done by Intertek) and 20-40
kg/day of water (depending on relative air humidity) with contaminants
below the 0.2 ppm detection limit (external H2O sample analysis done by
Intertek). The exhaust air leaves the unit during the adsorption step with
about 40-70% of its initial CO2 content captured. The captured CO2 stream
exiting the DAC unit during the desorption step is collected in a 1.2 m3

balloon-type buffer reservoir at ambient pressure. Subsequently the CO2 is
passed through additional water traps and an activated alumina adsorption
tower before it is compressed to maximum 12 bars and stored in a 750 l
steel buffer tank. Water is condensed out of the desorption stream and
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Figure 2.1: Simplified process chain of the solar fuel system integrating
three thermochemical conversion units in series: 1) the direct air capture
(DAC) unit which co-extracts CO2 and H2O directly from ambient air; 2) the
solar redox unit which converts CO2 and H2O into a desired mixture of CO
and H2 (syngas) using concentrated solar energy; and 3) the gas-to-liquid
(GTL) synthesis unit which finally converts syngas to methanol or liquid
hydrocarbons. Two identical solar reactors are positioned at the focus of the
solar concentrator for performing both redox steps of the thermochemical
cycle simultaneously by alternating the concentrated solar input between
them. While one solar reactor is performing the endothermic reduction step
on sun, the second solar reactor is performing the exothermic oxidation
step off sun. Red arrow indicates reduction (Eq. 1.1); blue arrow indicates
oxidation (Eq. 1.2 and 1.3). Dimensions are not to scale. Upper-left insert:
Cross-section of the solar reactor featuring a cavity-receiver containing a
reticulated porous ceramic structure (RPC) made of pure ceria for performing
the thermochemical redox cycle.
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separately stored in a plastic buffer tank. Both CO2 and H2O are delivered
from their buffer tanks to the solar redox unit according to demand. If the
CO2 tank reaches 12 bars, usually after 48 hours operation, the DAC unit
automatically stops production and goes in to idle state until demand is
present. The full CO2 buffer tank can typically support between 3 to 18 days
of operation of the solar redox unit, depending on the specific fuel targeted,
e.g. 3 to 5 days for CO2-splitting only. The buffer tanks also balance the
mismatch between the amount of water obtained in the DAC unit (H2O:CO2

6.1-12.2, depending on the relative air humidity) and that used in the solar
redox unit (H2O:CO2 12.5-24.9, depending on the targeted fuel), with excess
unreacted water collected downstream of the solar reactor recycled.

The calculated specific energy requirements of the DAC unit are 13
kJ/molCO2 of mechanical work (vacuum pump operated at 0.05 bar desorp-
tion pressure/1 bar exit pressure; 0.7 efficiency of isothermal compression),
and 493-640 kJ/molCO2 of heat at 95◦C . These energy values were obtained
for amine-functionalized nanofibrillated cellulose sorbent with a measured
specific CO2 capacity in the range 0.32-0.65 mmol/g, a specific H2O capacity
in the range of 0.87-4.76 mmol/g, and an air relative humidity in the range
20-80% [12]. For a targeted sorbent’s specific CO2 capacity of 2 mmol/g,
the heat requirement would be reduced to 272-530 kJ/molCO2 , depending
strongly on the amount of co-adsorbed water. Obviously, higher relative
humidity results in more water adsorbed and, consequently, higher thermal
energy requirements during the desorption step.

2.1.2 Solar Redox Unit

Solar Optics and Solar Power Measurement

The optical design and characterization of the solar concentrator, comprising
a primary sun-tracking solar paraboloidal dish coupled to a secondary planar
rotating reflector, is found in Ref. [79] and summarised here.

Fig. 2.2 a) shows a schematic of the solar concentrator comprising a
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Figure 2.2: Schematics and photographs of the optical solar dish system:
a) 3D rendering of the primary two-axis sun-tracking parabolic dish and
secondary rotating flat reflector; b) Installed intruments: solar reactors,
water-calorimeter, and Lambertian target. The dashed circle indicates the
0.4 m diameter focal point trajectory during rotation of the secondary
reflector. Figure reproduced from Ref. [79].
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primary parabolic reflector coupled to a secondary rotating planar reflector.
The primary reflector is a 4.4 m diameter, 2.2 m focal length parabolic
reflector consisting of 12 individual panels with a rim angle of 53◦ and
projected total and illuminated area of 15.3 m2 and 12.9 m2, respectively.
For safety purposes, control of the tracking and orientation of the primary
reflector is kept separate from the controls of the rest of the solar redox unit.
The two-axis (azimuth/altitude) sun-tracking of the primary parabolic dish
by means of two three phase AC motors (Lenze IE1 MD071) is based on
pre-calculated curves [80] and fine-tuning with a solar sensor (Solar MEMS
ISS-D5, precision = 0.005◦). The secondary reflector is a 1.71 m2-area 24◦-
tilt planar reflector in the shape of an irregular dodecagon. It is positioned
such that all rays incoming from the primary reflector are intercepted and
directed to the focal point. The secondary reflector is rotated by means
of a slotless, brushless rotary motor (Aerotech BMS60). For both primary
and secondary reflectors, the mirror surface consists of 160 x 160 x mm
highly reflective back-silvered float-glass reflectors (Fast Glass), glued onto
the respective support structure. The combined optical system achieves a
geometrical concentration ratio Cgeo = Adish/Areactor = 4560 for the 60mm
diameter reactor aperture and has 11.1% shading losses and 1.7% blocking
losses.

This optical configuration allows to rotate the concentrator focal point
among 4 positions by rotating the secondary mirror, as depicted in Fig. 2.2
b). The four instruments mounted in the focal plane are:

— The two solar reactors (details see following section).

— A water-calorimeter for solar radiative power measurements.

— A water cooled Lambertian (diffusely-reflecting) target for solar flux
distribution measurements.

This arrangement enables the operation of the two solar reactors side-
by-side for performing both redox reactions simultaneously by alternating
the solar radiative input between them while making continuous and unin-
terrupted use of the incoming concentrated sunlight. It also provides the
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possibility for solar power measurements while the reactors are in operation
(i.e. solar power measurement between the reactors are on sun).

Fig. 2.2b also shows the position of the calibrated CCD camera (Basler
scA1400-17gm, manual zoom lens RICOH FL-CC6Z1218-VG, neutral density
filters ND 4.8) installed at the center of the four instruments along the optical
axis. Given the position along the optical axis the camera always points
at the current focal point via a 320 x 320 mm mirror at the centre of
the secondary reflector while not being hit by direct solar radiation itself
(shaded by the secondary reflector). This allows the camera to be used
for flux measurements on the lambertian target, a 200 x 200 mm Al2O3

plasma-coated and internally water cooled plate. The camera is also used
for optical control and alignment of the other instruments. Alignment of
the instruments is also aided by 4 lasers mounted at the rim of the primary
mirror with their optical path crossing in the focal point.

The solar radiative power delivered by the solar concentrating system was
measured using a water-cooled calorimeter made of a selectively coated Cu-
coiled cavity with the same water cooled front containing the 30 mm-radius
aperture as the solar reactors. This measurement is needed as the solar power
input cannot be measured on the reactors itself. The cooling water flow
through the main calorimeter cavity was measured with a magnetic inductive
flow meter MAG-VIEW in the water inlet line. Water temperatures at the
inlet and outlet of the calorimeter were measured with two Pt100 resistance
temperature detectors. Additional K-type thermocouples were installed for
temperature surveillance of the outer hull.

The radiative power incident on the system Psolar can be determined
using the temperature difference ∆T = Tout − Tin of the water inlet and
outlet flow of the calorimeter (equation 2.1). Where ṁwater is the measured
water mass flow rate and cp,water the specific heat capacity of the cooling
water.

Psolar = ṁwater · cp,water · ∆T = ṁwater · cp,water · Tout − Tin (2.1)

The direct normal irradiation DNI is measured with a sun tracking Pyrhe-
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liometer (EKO Instruments MS-56, mounted on a STR-21G sun tracker).
As the DNI is proportional to the measured Psolar, the DNI is used to calcu-
late the current Psolar incident on the reactor based on the last calorimeter
measurements.

For a normalized DNI of 1 kW/m2, the concentrating setup delivers a
solar radiative power of up to 7680 W to the 30-mm radius aperture of the
solar reactor with a mean and peak solar concentration ratio of 2710 suns
and 5010 suns, respectively, yielding an overall optical efficiency of 59.6%.
Detailed optical analyses based on experimentally measured and numerically
simulated data identify feasible measures to increase this optical efficiency
to 82% [79].

Solar Reactors

The two identical 5-6 kW solar reactors installed, are a slightly up scaled
version of the 4 kW reactor previously tested with a solar simulator and
described in Ref. [40]. Key differences are the cavity size and aperture
diameter. Since only the endothermic reduction step requires a solar input,
two identical solar reactors are employed and perform both redox steps
simultaneously by alternating the concentrated solar input between them.
While one solar reactor is performing the endothermic reduction step on sun,
the second solar reactor is performing the exothermic oxidation step off sun.

Figure 2.3 shows a 3D rendering of the solar reactor. The core of the
reactor is a 110 x 190 x 190 mm octagonal cylinder cavity out of reticulated
porous ceramic (RPC), consisting of 8 identical trapezoidal prism side bricks
and an octagonal back plate. The trapezoidal prism side bricks measure 110
x 79 x 35 mm. The regular octagon back plate measures 120 mm medium
diameter/span and 35 mm thickness. The RPC foam-type structure made
of pure ceria is directly exposed to the solar irradiation, enabling volumetric
absorption and uniform heating (details see following section). The RPC
core is embedded in a circular 306 mm diameter x 194 mm stainless steel
shell, filled with alumina thermal insulation type Zicar Zirconia BusterM-35
and closed off with a water cooled aluminium front and radiation shields.
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Figure 2.3: 3D rendering of the solar reator (left) and view of the open
reactor cavity with the aluminium front and first insulation layer removed
(right). Labeled are the radiation shield, water cooled front, thermocouple
positions, thermal insulation, gas outlet, ceria RPC, ceria laminate, steel
vessel, gas inlet, aperture + quartz window.



18 2.1. System Design and Experimental Setup

The 60 mm diameter circular aperture is sealed by a 6 mm-thick clear fused
quartz disk window for the access of concentrated solar radiation. Sealing the
aperture with a window allows the reactor to be operated under vacuum. To
avoid any potential side reactions between the ceria RPC and the insulation,
there is a layer of 12.7 mm (1/2 inch) ceria laminate type CeFB, with spacers
to facilitate a 2-5 mm gap between the RPC and the laminate for better
gas flows through the RPC. Gas flows enter the reactor through two inlet
ports in the reactor front, entering the cavity through a ring shaped opening
directly behind the window to avoid ceria deposition on the window. To
avoid forcing hot steam over the water cooled aperture cone, the steam
is directly injected into the cavity through a 6mm ceramic tube from an
additional inlet port in the reactor front, entering the cavity through the
front insulation below the aperture. Gases leave the reactor through a single
KF45 gas outlet at the back of the reactor, forcing the gas flows through
the RPC. Temperatures inside the reactor were measured at the back of the
RPC with B-type thermocouples. The nominal reactor temperature reported
in this thesis is defined as the average of the measured temperatures at the
back of the top RPC (position indicated in Fig. 2.3). This value serves
as a reference temperature to control the reactor cycling. Note that the
inner most layer of the RPC is directly exposed to the incoming high-flux
irradiation and, therefore, is likely hotter than the reference temperature.
Evidently, significant temperature gradients occur within the RPC. Other
temperatures such as gas inlet and outlet temperatures, shell temperatures
and safety control temperatures were measured using K-type thermocouples.
Reactor pressures were measured using Thermovac TTR 101N pressure
sensors installed at measuring ports below the reactor.

The following paragraph shows the results of a rough energy balance
of the solar reactor based on experimental measurements. Material in this
paragraph has been extracted from "V. Hüsler, Co-Splitting of CO2 and H2O
in a Solar Dish Reactor System — Parameter Analysis and Automation for
Syngas Production", (Master Thesis, 2021), supervised by R. Schäppi. The



Chapter 2. Demonstration of the Entire Process Chain form Sunlight and
Air to Solar Fuels 19
solar energy entering the reactor cavity is measured with the calorimeter and
adjusted for the transmissivity of the quartz window. Re-radiation losses are
estimated based on the inner RPC cavity temperature. As this temperature
could not be measured directly (measurement on the back of the RPC), the
assumptions for this temperature are based on the heat transfer model by
Ref. [81]. Cooling losses through the water cooled front of the reactor are
calculated based on measurements of cooling water flow and inlet/outlet
temperatures. Conduction losses are estimated using the measured RPC
temperatures inside the reactor and various temperature measurements on
the steel shell of the reactor. It has to be noted that this energy balance
only serves as a rough estimation of the losses and is not a detailed modelled
analysis. The energy balance shows that over the entire cycle, 40% of the
solar input is lost to the surroundings by re-radiation through the aperture,
closely followed by 37% that is removed with the aperture cooling water.
This clearly hints at possible improvement options, the water cooling for
example could be replacing with oil cooling at higher temperatures. 16%
are conductive and convective losses to the surroundings, while 6% are used
for heating up gasses. This leaves only about 1% of the solar input to be
transformed into reaction heat. It has to be mentioned, that this analysis
(especially of the re-radiation losses) is highly dependent on assumptions,
e.g. the assumptions for the inner cavity temperature. Analysing only the
reduction step, one finds that 19% of the solar input is used for heating up
the RPC, with 33% of the input heating up other components. Re-radiation
losses account for 18%, losses through the aperture cooling water 19% and
conductive/convective losses to the surroundings 6% of the solar input. This
leaves 2% for reaction heat of the reduction and 2% for gas heating.

RPC

The 35 mm ceria RPC bricks inside the reactor were fabricated using the
replica method and feature a dual-scale interconnected porosity in the mm
and µm scales. The mm-size pores provide enhanced volumetric absorption
during the reduction step (enhanced heat transfer) and the µm-size pores
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within the struts provide enhanced mass transfer, important during the
oxidation step.

Basis of the RPC is a 7ppi reticulated polyurethane (PU) foam coated
three times with a ceria slurry. The content of the slurry can be found in
table 2.1. Note that the zirconia milling balls are removed from the slurry
before the coating process and can be recycled. The first, second and third
coat were done with a high, medium and low viscosity slurry, respectively
and between every coat the RPC bricks were air dried for 24 hours. After
the last coat the RPC were dried in an oven at 90◦C for 1h before they were
sintered in a high temperature furnace. The ramp profile (heating rates) of
the sintering process applied was as follows: 1 K/min to 600◦C , 2 K/min to
800◦C , 1 K/min to 1100◦C , 1100◦C constant for 4 h, 1 K/min to 1600◦C
, 1600◦C constant for 8 h, -3 K/min to 1000◦C , -0.5 K/min to ambient.
After the sintering process the RPC were cut into shape to be assembled in
the reactor. The final sintered RPC is made out of pure ceria as the support
structure and pore former are evaporated during the sintering process.

Figure 2.4 shows scanning electron microscope images (SEM) of RPC
struts in 250x and 1000x magnification of a strut cross section and surface
of an unused RPC compared with a piece of RPC from the same batch after
43 days and over 200 hours on-sun, performing 239 CO2 and H2O splitting
redox cycles. Clearly visible is the microporosity. The triangular shape in
the center of the strut stems from the support PU foam that got removed
during sintering. There is no clear degradation visible when comparing the
two samples. However, the RPC brick itself was very brittle upon touch and
showed weaker mechanical stability compared to the unused RPC.

Auxiliary Systems

Upstream of the reactors, CO2 and H2O are fed from their respective buffer
tanks through a mass flow controller directly into the reactors (CO2-spliiting)
through 8 mm pipes or are co-fed through a steam generator (co-splitting
with H2O) connected to the reactors through 8 m heated lines type IHH
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Component Specification Quantity

CeO2 Powder <5 µm, Sigma-Aldrich 1000 g
Carbon pore former SIGRAFIL C M150-3.0/200 UN 92 g
Deionised H2O - 160/215/270 g
Dispersing agent Dolapix CE 64 8.3 g
Zirconia milling balls 10 mm, Yttria-Stabilized-Zirconia 500 g
PVA-40 Optapix PA 4G in 40% wt. H2O 50 g
Anti-foaming agent Contraspum KWE 20 drops

Table 2.1: Ingredients for ceria slurry for RPC production with quantities
reported for a reference batch containing 1000 g ceria powder. Quantities of
deionised H2O reported for high/medium/low viscosity slurry. Ingredients
PVA-40 and Contraspum KWE only added after 24 hours of milling. Zirconia
milling balls removed after milling.

Figure 2.4: SEM images of RPC struts — Strut cross section 250x mag-
nification (a, d) and 1000x magnification (b, e) and strut surface 1000x
magnification (c, f) for unused RPC (a, b, c) and used RPC (d, e, f) after
293 on-sun redox cycles.
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205 (8 mm inner diameter) set at 150◦C . Gas flow rates were regulated and
measured using Bronkhorst EL-FLOW Select electronic mass flow controllers
and meters. Steam was generated by a Bronkhorst controlled evaporator
mixer.

Downstream of the reactors, a valve block (valves 1) connects the re-
actors with either the vacuum pump during the reduction step (Eq. 1.1)
or the gas analysis and downstream GTL unit during the oxidation step
(Eq. 1.2 and 1.3). The connection to the vacuum pump installed at the
bottom of the solar dish is kept at KF25 diameter to reduce friction in the
evacuation process. A multistage dry roots vacuum pump Adixen ACP
28CV (results presented in chapter 2) or a lubricated vane vacuum pump
PVR EU 45 (results presented in chapter 3, 4 and 5) in combination with
multiple valves (Pfeiffer Vacuum AVC 025 PA) was used to evacuate the
reactors during reduction. Product gas composition was analyzed on-line by
gas chromatography (Agilent Technologies) and Siemens Ultramat-23 and
Calomat-6 gas analysis units (electrochemical sensors for O2, IR detectors
for CO and CO2, thermal conductivity based detectors for H2). Unre-
acted H2O was condensed out of the product stream before the gas analysis
using automatic gravity based condensate drains ADS-T and can be recycled.

2.1.3 GTL Unit

The last step of the thermochemical production chain from sunlight and
air to liquid solar fuels is the GTL synthesis in the GTL unit. This last
step is a mature technology that is already implemented also in industrial
scale commercial plants. For demonstration purposes, the GTL process
implemented was methanol synthesis. However, with the same setup and
changed catalyst, reactor temperature and reactor pressure it would also be
possible to do FT-synthesis as previously demonstrated [19].

Downstream of the solar redox unit (Fig. 2.1), the O2 stream evolving
from the reduction step is analysed and vented. The syngas stream evolving
from the oxidation step is analysed and sent to the GTL unit. Before
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entering the GTL unit the product gas passes through a discarding valve
where the syngas from the reactors can be directed into the GTL unit or
discarded/vented. This valve plays a key role in controlling the syngas
quality for the synthesis as it allows to discard unwanted parts of the syngas
(e.g. syngas with high content of Ar or unreacted CO2).

The GTL unit itself consists of a dual stage compression unit with buffer
gas storage, a packed bed reactor where the synthesis takes place, a condenser
and a gas analysis system (see Fig. 2.1). The syngas from the solar redox unit
was compressed at up to 250 bar using the two stage compressor station ILS
331 (see labeled components in Fig. 2.5). The gases enter the compression
unit into a 50 L bag type buffer storage. Upon entering, a small fraction
of the syngas is fed to an additional O2 sensor. These two independent O2

measurements in combination with a reduced copper catalyst reactor (first
gas conditioning reactor) at 175◦C for O2 removal are a safety measure to
avoid any traces of O2 in the compressed syngas. Should any of the O2

detectors be triggered, the syngas is automatically vented. After passing
through the O2 reactor and a drying column, the syngas from the bag type
buffer storage is first compressed to a 10 bar intermediate buffer and finally
to up to 250 bar in a 5 L aluminium gas cylinder for storage. Another safety
issue is the potential formation of nickel tetracarbonyl. This is addressed
by the usage of non-nickel containing aluminium tubing as well as a second
gas conditioning reactor at 250◦C to destroy any potentially formed nickel
tetracarbonyl after the last compression step. From the 5 L gas cylinder,
the syngas is then delievred into the GTL reactor as per demand.

Storing the syngas before the GTL reactor means that the GTL unit
can in principle be operated continuously round-the-clock. Intermittent
daily startup-shutdown operation of the GTL unit for methanol synthesis
at the lab scale is possible by purging the catalyst with H2-free gas upon
shutdown to avoid deactivation [82]. However, while this option reduces the
cost of storing syngas, it is generally avoided at a large scale due to the
complications associated with operating intermittently an oversized GTL
unit.
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Figure 2.5: Photo of installed compression station with labeled components.

The final syngas processing to methanol in the GTL reactor uses a
commercial Cu ZnO-Al2O3 catalyst (Product No. 45776, Alfa Aesar) in a
packed-bed tubular reactor at 230◦C and 50 bars. The installed reactor of
the GTL synthesis unit was a Microactivity Effi (PID Eng&Tech) and the
used syngas flow into the reactor was 0.3 L/min. The produced methanol is
condensed out of the product stream and collected in a glass vial.

The measured single-pass molar conversion of the GTL unit was 27%.
External analysis by the company Intertek shows a methanol purity of 65%
with the rest being water. Other contaminants were below the detection
limit of < 1 ppm for ethanol and butanol or < 10 ppm for propanol.

The remaining unconverted syngas was recycled for multiple passes
through the GTL unit (see Fig. 2.1). This implemented recycling loop again
stresses out the importance to control the composition of syngas suitable for
the GTL process. The goal is to match the composition of the unreacted
syngas to the one entering the GTL unit from the reactors. This takes careful
adjustments in the reactor operation and was implemented in this thesis.
Another option, not followed up on in this thesis, but possible to implement
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with the described system, would be to compensate for the imbalances in the
recycled syngas by continuously adjusting the syngas composition from the
reactors. Since Ar concentration increased in the recycled syngas with each
pass, the recycled syngas was discarded after 6 consecutive passes, resulting
in a total molar conversion of 85%.

2.2 Cycles for CO2-splitting
1

2.2.1 Representative CO2-splitting Cycle

Figure 2.6 shows a representative redox cycle for CO2-splitting, operated
under a temperature/pressure-swing mode. Plotted as a function of time are
the temperature at the outer perimeter of the RPC (green), reactor pressure
(red) and gas evolution of O2 released during solar reduction (black) and
CO produced during oxidation (blue). The cycle consists of three phases:
1) An on-sun reduction phase of duration ∆treduction, during which the
solar reactor is exposed to concentrated sunlight at a mean solar radiative
power Psolar,mean through its aperture, and heated from the reduction-start
temperature Treduction−start up to the desired reduction-end temperature
Treduction−end (in the case of Fig. 2.6 up to 1400◦C ), where the solar input is
diverted by rotating the secondary reflector. During this phase, the reduction
(Eq. 1.1) proceeds to release O2 from CeO2 assisted through a decresed total
pressure preactor (down to 4 mbar for Fig. 2.6) by means of a vacuum pump
and an Ar sweep gas with flow rate ṁAr. 2) An off-sun cool-down phase of
duration ∆tcool−down at ambient pressure without flow, during which the
solar reactor is off-sun and re-pressurized by injecting CO2, and cools down
to the oxidation-start temperature Toxidation−start. During this phase, part
of the CO2 in the reactor already reacts with the ceria to form CO (Eq. 1.2).
3) An off-sun oxidation phase of duration ∆toxidation at below Toxidation−start

1Parts of this chapter have been published as: Schäppi, R. et. al., Solar Ther-
mochemical Splitting of CO2 in a Modular Solar Dish-Reactor System. Proceed-
ings of the ISES Solar World Congress 2019, Santiago, Chile, 1405-1408 (2020).
https://doi.org/10.18086/swc.2019.24.08
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Figure 2.6: Representative CO2-splitting Cycle. Measured RPC temperature
(green), reactor pressure (red) and gas evolution rates (O2 black and CO
blue) over time for a CO2-splitting cycle. Reduction up to Treduction−end =
1400◦C with ṁAr = 1 L/min and preactor = 4mbar. Oxidation started at
Toxidation−start = 1000◦C with ṁCO2 = 7 L/min and ambient pressure.

and ambient pressure, during which CO2 is injected into the reactor’s cavity
with flow rate ṁCO2 . During this phase, CO2 reacts with the reduced ceria
(Eq. 1.2) to form CO. The cycle ends when the reactor is fully oxidised,
or when the oxidation-end temperature Toxidation−end is reached. Then, the
cycle is repeated (Toxidation−start = Toxidation−end). The total cycle time is
∆tcycle = ∆treduction + ∆tcool−down + ∆toxidation .

2.2.2 Full-day Stable CO2-splitting Cycles

Figure 2.7 shows a representative full day on-sun run with fully-automated
32 consecutive CO2-splitting cycles as described in section 2.2.1. Plotted as
function of time are the measured DNI (yellow line) over the day, mean RPC
temperatures of both solar reactors (blue and red solid lines), and integrated
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Figure 2.7: Full-day CO2-splitting Cycles. Measured RPC temperatures
(red and blue), DNI (yellow), and specific gas yield per cycle of CO (circle)
and O2 (asterisks) over 32 consecutive CO2-splitting cycles of both solar
reactors operated in alternate mode: while reactor A is performing the solar
reduction step (eq. 1.1), reactor B is performing the oxidation step (eq. 1.2)
and vice versa. Blue and red shaded areas indicate which reactor is on-sun
performing the reduction step. Non-shaded areas indicate times where no
reactor is performing the on-sun reduction, i.e. one reactor already finished
the reduction step, while the other reactor is still performing the oxidation
step. Reduction up to Treduction−end = 1400◦C with ṁAr = 1 L/min and
preactor = 4mbar. Oxidation started at Toxidation−start = 1000◦C with ṁCO2

= 7 L/min and at ambient pressure.



28 2.2. Cycles for CO2-splitting

specific gas production per cycle (O2: circles, CO: asterisks) for both solar
reactors operated in alternate mode — one reactor is performing the solar
reduction step (Eq. 1.1) while the other reactor is performing the oxidation
step (Eq. 1.2). The ceria mass loading of each solar reactor was 3752 g and
3760 g, repectively. The solar power input and mean solar flux concentration
through the aperture, measured by calorimetry between the cycles (white
areas in Fig. 2.7), were up to 5.9 kW and 2360 suns, respectively. The
DNI was increasing in the morning, was highest around solar noon, and
decreased again in the afternoon. This had an effect on the reduction times
(i.e. the reactor takes longer to reach Treduction−end) which increased with
lower DNI (i.e. slightly longer cycles in the morning and in the afternoon).
For comparison, cycle 14 of the reactor represented with the blue curve was
performed without pressure swing (i.e. ambient pressure during reduction)
with the other settings unchanged. The much lower yield of that cycle clearly
demonstrates the benefit of including the pressure swing.

The first two cycles of each reactor were longer, as all reactor components
started heating up from ambient temperature. The O2 release in the first
cyle was higher as the reactors started fully oxidised. The slower heating
of the reactors in the first cycles also leads to a more uniform temperature
distribution within the RPCs. Which in turn leads to more ceria at higher
temperatures when the reference temperature at the back of the RPC reaches
Treduction−end and hence higher O2 (and CO) yield of that cycle. The last
two cycles show higher CO production as the reactors were cooled down
further than before and the reactors were fully oxidised.

Averaged over the entire 32 cycles, the peak and total O2 evolution
was 0.29 ml gCeO2

-1 min-1 and 1.44 ml gCeO2
-1, respectively, and the peak

and total CO production was 0.31 ml gCeO2
-1 min-1 and 2.89 ml gCeO2

-1,
respectively. Accumulated over the 32 cycles the total production on that day
was 168 L of O2 and 338 L of CO. The CO/O2 ratio was 2.01 showing that the
mass balance for both reactors can be closed and confirming total selectivity
for the conversion of CO2 to CO, with net reaction CO2 = CO+1/2O2. The
solar-to-syngas energy efficiency ηsolar−to−syngas is defined as the ratio of the
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heating value of the syngas produced to the sum of Qsolar and any other
parasitic energy inputs such as those associated with vacuum pumping and
inert gas consumption during the reduction step (detailed formulation see
chapter 2.5). For this run, the average ηsolar−to−syngas = 3.8% without any
attempt undertaken to maximise efficiency or CO yield in this run. Apart
from the first and last cycles of each reactor (as discussed), the results of gas
yields per cycle show very constant, repeatable and regular cycling over the
entire day, demonstrating the stability and robustnes of the solar redox unit.

2.3 Cycles Targeting Syngas for Methanol and Fischer-
Tropsch Synthesis

When producing syngas for downstream GTL synthesis, the composition of
the syngas and there mainly the H2:CO ratio is key. The optimal composition
depends on the type of synthesis performed, the catalyst, reaction conditions
and production targets. Depending on the catalyst used in the GTL unit
and the CO:CO2 ratio in the syngas, the desired H2:COx = H2:(CO+CO2)
molar ratio of syngas for methanol synthesis lies between 2 and 3, while
the desired H2:CO molar ratio of syngas for FT synthesis is about 2. The
syngas composition, especially the molar ratios H2:CO and CO:CO2, can
be controlled by adjusting the H2O:CO2 feed ratio to the solar reactor (e.g.
Ref. [39] or chapter 3.2 of this thesis) and/or by performing separately
the splitting of CO2 and H2O (e.g. Ref. [37, 40] or chapter 3.3 of this
thesis) and/or by simply choosing appropriate start and end times of the
syngas collection. In either case, the syngas purity and quality is suitable for
GTL processing and can be tailored for methanol or FT synthesis, without
the need of additional steps for correcting composition and/or separating
undesired by-products.

Another key metric to consider for downstream GTL processing is the
molar CO2 conversion, as it determines how much unreacted CO2 is leaving
the reactor with the syngas. The general goal is to reduce the amount of
CO2 as it can negatively affect the GTL process. In case for downstream
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methanol synthesis, CO2 participates in the synthesis via inverse water gas
shift reaction. It is therefore possible to run stable methanol synthesis with
shares of CO2 as long as the share of H2 in the syngas is also adjusted to
match the stoichiometric ratio for methanol synthesis. This concept was
applied in the production of syngas for methanol synthesis in this thesis. The
additional H2 needed, could be minimised by lowering the CO2 content of the
syngas. So while it is possible to use the CO2 in the methanol synthesis, this
comes with an energy penalty for the additional H2 production. The inverse
water gas shift reaction also leads to water in the condensed methanol, which
in an industrial plant would have to be separated afterwards. In the case of
downstream FT synthesis, the CO2 in the syngas does not participate in the
main reaction. It has to be mentioned, that in industrial scale FT processes
there is usually a small amount of CO2 added to the syngas to control
the resulting products and tailor them towards most desirable hydrocarbon
chains. However, especially for FT synthesis, there needs to be more research
done on how this larger share of CO2 will affect the quality of products and
how the GTL process could be adjusted to best deal with this share of CO2

in the syngas.

2.3.1 Representative Co-splitting Cycle

A representative redox cycle for co-splitting of CO2 and H2O operated under
a temperature/pressure-swing mode, consists of three phases: 1) An on-sun
reduction phase of duration ∆treduction, during which the solar reactor is
exposed to concentrated sunlight at a mean solar radiative power Psolar,mean

through its aperture, and heated from the reduction-start temperature
Treduction−start up to the desired reduction-end temperature Treduction−end of
up to 1500◦C , where the solar input is diverted by rotating the secondary
reflector. During this phase, the reduction (Eq. 1.1) proceeds to release
O2 from CeO2 assisted through an Ar sweep gas with flow rate ṁAr and
a decreased total pressure preactor by means of a vacuum pump. After the
reduction phase the reactor is re-pressurized by injecting either Ar (when
targeting syngas for methanol synthesis) or CO2 (when targeting syngas
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for FT synthesis) before the next phase: 2) An off-sun cool-down phase of
duration ∆tcool−down at ambient pressure without flow, during which the
solar reactor is off-sun, and cools down to the oxidation-start temperature
Toxidation−start. In case the reactor was repressurised with CO2, part of the
CO2 in the reactor already reacts with the ceria to form CO (Eq. 1.2). 3)
An off-sun oxidation phase of duration ∆toxidation at below Toxidation−start

and ambient pressure, during which CO2 and H2O are co-injected into the
reactor’s cavity with flow rates ṁCO2 and ṁH2O. During this phase, both
CO2 and H2O react with the reduced ceria (Eq. 1.2 and 1.3) to form syngas.
The cycle ends when the desired syngas composition (e.g. given by the
cumulative H2:CO molar ratio) is reached, e.g. through a larger share of
H2 produced during oxidation, compensating for the CO already formed
during the cool-down phase, or the oxidation-end temperature Toxidation−end

is reached. Then, the cycle is repeated with Toxidation−start = Toxidation−end.
The total cycle time is ∆tcycle = ∆treduction + ∆tcool−down + ∆toxidation .

2.3.2 Cycle Targeting Syngas for Methanol Synthesis

Figure 2.8 shows an exemplary redox cycle for co-splitting H2O and CO2 and
producing solar syngas with compositions suitable for methanol synthesis.
Figure 2.8a shows the temporal variation of the nominal cavity temperature,
total pressure, and outlet gas flow rates during a single redox cycle. The
solar radiative power input is maintained relatively constant at Psolar =
5.1 kWthermal. Note the high flowrates of H2 compared to the flow rates of
CO as also unreacted CO2 is taken into account to determine if the syngas
is suitable for methanol synthesis. Figure 2.8b shows the variation of the
cumulative species concentrations and yields of solar syngas collected during
the oxidation step. Time 0 denotes the start of the oxidation when the
nominal reactor temperature reaches Toxidation−start.

When generating syngas for methanol synthesis in Fig. 2.8b, the full
oxidation cycle over 20 min yields 18.5 L of syngas with composition 40.7%
H2, 4.3% CO, 22.4% CO2 and 32.6% Ar. The resulting molar ratio H2:COx
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Figure 2.8: Representative solar redox cycle producing syngas with composi-
tion suitable for methanol synthesis. a) Temporal variation of the nominal
cavity temperature, total pressure, and outlet gas flow rates during a single
redox cycle. b) Temporal variation of the cumulative species concentration
and yield of solar syngas collected during the oxidation step. Operation
conditions — During the reduction step: Qsolar = 5.1 kW, ṁAr = 0.5 L/min,
Treduction−end = 1450◦C , preactor ≤ 25 mbar. During the oxidation step:
Qsolar = 0 kW, ṁCO2 = 0.4 L/min, ṁH2O = 9.8 g/min, Toxidation−start =
900◦C , preactor = 1 bar.
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is 1.52, which is not optimal for methanol synthesis. Besides, the CO2

conversion — integrated over the full oxidation period — is only 16.1%.
Apart from selecting Toxidation−start, ṁCO2 and ṁH2O, the composition of
the syngas can be adjusted by choosing adequate start and end times of the
syngas collection. For example, immediately after the start of the oxidation
step, the syngas contains undesired high content of Ar. As example, the
first two minutes of oxidation already yield 4.9 L of syngas, but with the
composition of 10.2% H2, 0.9% CO, 1.6% CO2 and 87.3% Ar (i.e. containing
predominatly Ar). This part of the syngas containing predominatly Ar should
be discarded and the syngas quality can be improved by simply delaying
the start of the syngas collection. On the other hand, the end of the syngas
collection can be determined once the desired molar ratio H2:COx of the
collected syngas is achieved. As example, the end of oxidation from minute
10 onwards contains another 4.2 L of syngas but with the composition of
33.6% H2, 64.5% CO, 57.7% CO2 and 4.2% Ar (i.e. containing predominatly
unreacted CO2) would tip the H2:COx ratio too much towards the COx side
and hence this part of the syngas should be discarded.

Collecting only the syngas between minutes 2 and 10 instead (Fig. 2.8b)
would yield only 9.4 L of syngas, i.e. only about half the amount compared
to total oxidation, but with a more favorable composition of 59.9% H2, 6.0%
CO, 17.2% CO2 and 16.9% Ar. The resulting molar ratio H2:COx would
be 2.58, and thus suitable for methanol synthesis. Evidently, there is a
trade-off between syngas quality and syngas quantity. The CO2 conversion

— integrated over minutes 2 to 10 — would now be 25.7%. Furthermore, the
Ar content would be cut in half, reducing the energy penalty of carrying an
inert gas downstream. Nevertheless, a scale-up of the process would require
either Ar separation and recycling or ways to avoid the use of inert gas for
re-pressurizing during the switch from the reduction step to the oxidation
step. Replacing Ar with CO2 is not an option for cycles targeting syngas
suitable for methanol synthesis, as the additional amount of CO2 (and CO
produced from it) would lower the H2:COx molar ratio too much, so the
syngas would not be suitable for methanol synthesis anymore. In terms
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of energy efficiency, ηsolar−to−syngas is affected in both directions because,
although the amount of syngas is reduced, the duration of both redox steps
can be shortened and Qsolar, Qpump and Qinert are therefore smaller (see
Eqs. 2.4 - 2.9).

2.3.3 Cycle Targeting Syngas for Fischer-Tropsch Synthesis

Figure 2.9 shows an exemplary redox cycle for co-splitting H2O and CO2

and producing solar syngas with compositions suitable for FT synthesis.
Figure 2.9a shows the temporal variation of the nominal cavity temperature,
total pressure, and outlet gas flow rates during a single redox cycle. The
solar radiative power input is maintained relatively constant at Psolar = 4.1
kWthermal. Note the much larger CO flow rate compared to Fig. 2.8 despite
the lower ṁCO2 during oxidation. This is because the reactor could now
be represurised with CO2 instead of Ar. Also note the difference in power
levels compared to Fig. 2.8, leading to the much longer reduction time of
over 30 minutes compared to just under 20 minutes in Fig. 2.8. Figure 2.9b
shows the variation of the cumulative species concentrations and yields of
solar syngas collected during the oxidation step. Time 0 denotes the start of
the oxidation when the nominal reactor temperature reaches Toxidation−start.

When generating syngas for FT synthesis in Fig. 2.9b, the full oxidation
after 25 min yields 15.6 L of syngas with composition 31.0% H2, 11.4% CO
and 57.6% CO2. Note the absence of Ar in the syngas for FT synthesis
because CO2 was used instead to re-pressurize the solar reactor after the
reduction step. The molar ratio H2:CO = 2.72, which is not optimal for
FT synthesis, and the CO2 conversion — integrated over the full oxidation
period — is only 16.5%. However, the end of the syngas collection can be
determined once the desired molar ratio H2:CO of the collected syngas is
achieved.

Collecting the syngas between minutes 0 and 4.25 of the oxidation cycle
(Fig. 2.9b) would yield only 7.52 L of syngas, i.e. only about half the amount
compared to the full oxidation, but with a more favorable composition of
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43.1% H2, 21.5% CO and 35.4% CO2. The resulting molar ratio would be
exactly H2:CO = 2, and thus suitable for FT synthesis. The CO2 conversion

— integrated over minutes 0 to 4.25 — would now be 37.9%. For comparison,
the end of oxidation from minute 4.25 onwards contains another 8.05 L of
syngas but with the composition of 19.6% H2, 1.9% CO and 78.5% CO2 (i.e.
containing predominatly unreacted CO2). This syngas would dilute the total
syngas with more undesired CO2 and also tip the H2:CO ratio too much
towards the H2 side and hence this part of the syngas should be discarded.

Evidently, there is a trade-off between syngas quality and syngas quantity.
Note that the operational conditions during the oxidation step (ṁCO2 ,
ṁH2O and Toxidation−start) are different for the run targeting syngas for
methanol synthesis and the one targeting syngas for FT synthesis. A more
detailed study how operational parameters affect the syngas yield and other
performance values can be found in chapter 3.2. Chapter 3.2 also shows
results of cycles where a higher amount of the total oxidation potential is used
to produce syngas of the desired composition. Note that for production, the
cycle would not be performed to the end of oxidation but ended prematurely
by the end of syngas collection to avoid additional passive cooling of the
cavity and enable shorter cycle durations.

In both redox cycles for 2.8 and 2.9, the oxygen mass balance can be
closed within the error bars of the measurement devices (electronic mass
flow controllers and the electrochemical and IR gas analysis), confirming
total selectivity for the conversion of H2O to H2 and of CO2 to CO, with net
reactions H2O = H2 + 1/2 O2 and CO2 = CO + 1/2 O2. Total selectivity
was obtained in all cycles performed with the solar reactor, i.e. only the
reduction (Eq. 1.1) and oxidation (Eq. 1.2 and 1.3) reactions occur.
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Figure 2.9: Representative solar redox cycle producing syngas with com-
position suitable for FT synthesis. a) Temporal variation of the nominal
cavity temperature, total pressure, and outlet gas flow rates during a single
redox cycle. b) Temporal variation of the cumulative species concentration
and yield of solar syngas collected during the oxidation step. Operation
conditions — During the reduction step: Qsolar = 4.1 kW, ṁAr = 0.5 L/min,
Treduction−end = 1450◦C , preactor ≤ 50 mbar. During the oxidation step:
Qsolar = 0 kW,ṁCO2 = 0.2 L/min, ṁH2O = 9.8 g/min, Toxidation−start =
800◦C ,preactor = 1 bar.
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2.4 Producing Syngas for Methanol Synthesis

2.4.1 Full-day Syngas Production for Methanol Synthesis

Figure 2.10 shows a representative 7-hour day run with 17 consecutive redox
cycles for co-splitting H2O and CO2, targeting syngas suitable for methanol
synthesis. Depicted are the reactor temperatures (blue and red solid lines)
and pressures (dashed lines), DNI (yellow line) and accumulated syngas over
the time (black line) of day, as well as the syngas composition per cycle
(diamond shapes for H2, circles for CO2 and asterisks for CO). Analogous
to Fig. 2.7 the cycles are shortest around noon and are getting longer
towards the evening with decreasing DNI (∆tcycle increasing because of
increasing ∆treduction). The pressure curves show that the achieved vacuum
pressure in the reactor is decreasing twith longer ∆treduction, due to the
continuous evaporation of H2O left in the tubing downstream of the reactor.
Note the increase of reactor pressure during reduction over the day due
to water accumulation in the system. The results for accumulated syngas
and composition show very constant cycling over the entire day, again
demonstrating the stability of the solar redox system.

Over the entire day the yield was 96.2 L (standard liters, including all
species H2, CO, CO2, and Ar) of syngas with composition 59.5% H2, 4.6%
CO, 17.5% CO2, and 18.4% Ar. The daily mass specific yield of syngas
was 12.81 L/kg of ceria (3.752 kg ceria per reactor) and its cumulative
molar ratio H2:COx was 2.7. The cumulative CO2-to-CO molar conversion
was 15.1%. This conversion can be further increased by reducing the CO2

mass flow rate but at the expense of producing less syngas. The presence
of unreacted CO2 in the syngas obviously affects its molar ratio H2:COx,
which is critical for methanol synthesis but less relevant for FT synthesis.
It is worth pointing out that the cumulative molar ratio H2:COx of 2.7
over the entire day of Fig. 2.10 is close to the optimal stoichiometric ratio
for producing methanol with the respective CO2-to-CO molar conversion
2.8. This took careful adjustments of ṁCO2 , ṁH2O and Toxidation−start over
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Figure 2.10: Representative day run of the solar redox unit for co-splitting
H2O and CO2. Temporal variations of the DNI (yellow), temperature (blue
and red solid lines), pressure (blue and red dashed lines), syngas composition
(diamond shapes for H2, circles for CO2 and asterisks for CO), and cumulative
syngas yield (black) of the two adjacent solar reactors A and B (blue and red)
performing the thermochemical redox cycle simultaneously. The concentrated
solar radiative input is alternated between the solar reactors A and B: while
one reactor is solar irradiated to effect the reduction step (Eq. 1.1), H2O and
CO2 are injected in the second reactor to effect the oxidation step (Eqs.1.2
and 1.3). Reduction: ṁAr = 0.5 L/min. Oxidation: ṁCO2 = 0.3 L/min,
ṁH2O = 9.8 g/min.



Chapter 2. Demonstration of the Entire Process Chain form Sunlight and
Air to Solar Fuels 39
multiple days of experiments leading to the presented production campaign
in this chapter. Note that, in contrast to the runs of Figs. 2.8 and 2.9, the
oxidation steps in the consecutive cycles of Fig. 2.10 were not executed
until completion but they were terminated prematurely at the end of syngas
collection to avoid additional passive cooling of the cavity and enable shorter
cycle durations. Average ηsolar−to−syngas of Fig. 2.10 was 1.9. This is much
lower compared to the previously presented CO2-splitting cycles of Fig 2.7,
mainly as in this case the reactors were not fully oxidised and co-splitting
generally leads to lower ηsolar−to−syngas compared to CO2-splitting only.

The molar ratios H2O:CO2 of reactants fed to the solar redox unit for
the run in Fig. 2.10 (but also for the runs of Fig. 2.8, Fig. 2.9 and any other
co-splitting cycles) were significantly higher than the stoichiometric ones,
indicating large amounts of excess H2O fed into the solar reactor. Because
CO2 dissociation proceeds more readily than that of H2O at equal conditions
[39], a large excess of H2O over CO2 had to be introduced into the solar
reactor to obtain the desired syngas compositions. Additionally, some H2O
condenses out in the system even before getting in contact with the ceria
cavity, again increasing the needed excess H2O. This condensation in the
water cooled inlet cone between window and aperture (see Fig. 2.3) could
be avoided by switching from water to oil cooling at temperatures above
100◦C . The excess water introduces significant energy penalties associated
with steam generation and heating unreacted species.

The experimental run of Fig. 2.10 was part of a bigger methanol produc-
tion campaign shown below. For the representative 7-hour day run of Fig.
2.10, the relative amount of pure methanol produced was 3.2 cl.

2.4.2 Long-term Production Campaign for Methanol Syn-
thesis

This section presents a long-term production campaign performing 152
consecutive redox cycles over 18 measurement days targeting syngas suitable
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Figure 2.11: Syngas yield (H2 in orange, CO in green, CO2 in black) for
each of the 152 consecutive solar redox cycles for producing syngas suitable
for methanol synthesis.

Figure 2.12: Cyclic variation (blue data points) and cumulative H2:COx

molar ratio (black curve) for the 152 consecutive redox cycles of Fig. 2.11
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for methanol synthesis.

Figure 2.11 shows the syngas composition and yield for each of the 152
consecutive solar redox cycles. In contrast to the day run of Fig. 2.10, which
was performed on a clear day with constant DNI and yielded steady syngas
composition from cycle to cycle, this long-term run was performed over 18
days and yielded significant variations in the syngas composition from cycle
to cycle, primarily due to the unstable DNI, which in turn affected the solar
radiative power input, the heating rates and temperature distributions, and
the reduction and oxidation rates and extents. As the run progressed, the
H2O and CO2 mass flow rates were adjusted to ensure syngas collection with
a cumulative molar ratio H2:COx in the range 2-3, suitable for methanol
synthesis. The reactants’ flow rates during the oxidation step were 0.4 L/min
CO2 and 10 g/min H2O for cycles 1 to 37, and 0.3 L/min CO2 and 10 g/min
H2O for cycles 38 to 152. During the first 17 cycles, a molar ratio H2:COx

= 2 was targeted. From cycle 18 onwards, a cumulative molar ratio H2:CO2

= 2.5 over the entire 152 cycles was targeted.
Figure 2.12 shows the cyclic variation and cumulative molar ratio H2:COx

for the 152 redox cycles of Extended Data Fig. 4. The total yield was 1069.7
L of syngas with composition 58.4% H2, 5% CO, 18.6% CO2 and 18% Ar
(after condensation of unreacted water). Thus, the cumulative molar ratio
obtained was H2:CO2 = 2.48, hence almost exactly reaching the targeted
ratio of 2.5.

The collected syngas from this measurement campaign was further pro-
cessed to methanol in the GTL unit, hence completing the demonstration of
the entire thermochemical process chain from ambient air and sunlight to
liquid fuels.

2.5 Energy Efficiency Analysis

The overall energy conversion efficiency of the solar fuel system, i.e. the
system efficiency ηsystem, is defined as the ratio of the heating value of the
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liquid fuel produced to the total energy input to the system, which in turn
results from multiplying the energy efficiencies of each of the three units of
the process chain:

ηsystem = ηDAC · ηsolar redox unit · ηGTL (2.2)

where ηsolar redox unit results from multiplying the optical efficiency with that
of the solar reactor:

ηsolar redox unit = ηoptical · ηsolar−to−syngas (2.3)

The optical efficiency ηoptical is defined as the ratio of the solar radiative
energy input to the solar reactor, Qsolar, to the DNI incident on the solar
primary concentrator. Qsolar can be measured through calorimetry or solar
flux measurements, see section 2.1.2 and Ref. [79]. The area of the primary
concentrator also includes the areas shaded by the secondary reflector and
its support structure. The solar-to-syngas energy efficiency ηsolar−to−syngas

is defined as the ratio of the heating value of the syngas produced to the
sum of Qsolar and any other parasitic energy inputs such as those associated
with vacuum pumping and inert gas consumption during the reduction step:

ηsolar−to−syngas = Qfuel

Qinput
= Qfuel

Qsolar + Qpump + Qinert
(2.4)

Qfuel is the heating value of the collected fuel (CO and H2) produced
over a cycle, given by:

Qfuel =
∑

fuel:H2,CO
( ∆Hfuel

∫
rfueldt) (2.5)

where ∆Hfuel is the molar enthalpy change of fuel oxidation (e.g. ∆HCO

=283 kJ/mol, ∆HH2= 286 kJ/mol) and
∫

rfueldt is the measured molar
rate of the fuel produced integrated over the duration of the oxidation step.
Qsolar is the total solar energy input integrated over the duration of the
reduction step:

Qsolar =
∫

Psolardt (2.6)
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where Psolar is the measured solar radiative power input through the solar
reactor’s aperture (measured by the water calorimeter with same aperture
size), accounting for the total transmittance of the quartz window (measured
value 0.932) [83]. Qpump and Qinert are the thermal energy penalties associ-
ated with vacuum pumping and inert gas consumption during the reduction
step. All work terms are converted to an equivalent heat by dividing by a
heat-to-work efficiency ηheat−to−work (assumed 0.4). In this way, the entire
thermochemical process chain is driven using solar heat alone. Qpump is
calculated as the thermodynamic minimum pumping work divided by the
product of two efficiencies, namely the heat-to-work efficiency ηheat−to−work

and the vacuum pump efficiency ηpump, according to:

Qpump = 1
ηheat−to−work · ηpump

∫
ṅ(t) · R · T · ln( patmospheric

pcavity(t) ) dt (2.7)

where ṅ(t) is the sum of the measured molar flow rates of Ar injected and
O2 released by ceria during the reduction step, pcavity is the measured total
pressure inside the cavity and patmospheric is the atmospheric pressure. The
pump efficiency for a multi-stage industrial arrangement[72] is given by:

ηpump = 0.07 · log( pcavity

patmospheric
) + 0.4 (2.8)

Note that ηsolar−to−syngas is weakly dependent on ηpump because Qsolar >>

Qpump at the moderate vacuum pressure levels applied during reduction in
the range 10-1000 mbar. The thermal energy required for inert gas separation
is given by:

Qinert = 1
ηheat−to−work

Einert

∫
rinertdt (2.9)

where rinert is the measured Ar flow rate and Einert is the work required for
inert gas separation, assumed 20 kJ per mole [84]. Because of the relatively
low mass flow rate of Ar, Qinert is typically less than 5% of Qsolar, but
even this penalty could be eliminated by replacing Ar with ambient air
during the reduction step as proven experimentally [40]. Furthermore, when
targeting syngas for FT synthesis, CO2 is injected after the reduction step
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for re-pressurizing the reactor, hence avoiding the use of inert gas for that
step.

Based on the measured performance of the solar redox unit and the
experimental results presented in this chapter, ηsolar−to−syngas = 1.9 - 3.8%
with no attempt to optimise the units for maximum ηsystem. To date, the
highest experimentally obtained ηsolar−to−syngas was 5.25% with a labscale
4-kWthermal solar reactor tested in a solar simulator [40] and 5.6% with a
50-kWthermal solar reactor mounted on a solar tower [20], both solars reactors
were of the same type as the one presented in this thesis and were performing
a CO2-splitting redox cycle without any heat recovery.

The following attempt at calculating ηsystem of the presented fuel system
is based on assumptions regarding the DAC and GTL unit. As the DAC
unit is driven by heat, the heat source has a major influence on ηDAC. With
thermal management, the DAC unit could predominantly be driven by waste
heat at below 100◦C , available for example from the solar redox unit (e.g.
from the reactors or optical spillage). Note that this heat integration is
not implemented in the current system, mainly due to scaling issues with
transporting heat from the reactors to the DAC unit (significant heat losses
in piping at that scale) and the capacity mismatch between the solar redox
unit and the DAC unit. The GTL unit could be operated auto-thermally,
since the synthesis reaction is exothermic. Of course electricity would still
be needed to operate the pumps in the DAC unit (desorption step at below
0.1 bar), the solar redox unit (reduction step at below 0.05 bar), and GTL
unit (synthesis step at above 20 bar), as well as to run the controls, valves
and smaller auxiliary systems. However, the energy penalties of the DAC
unit and the GTL unit remain comparably small compared to the one of
the solar redox unit, and thus ηsolar redox unit is the dominating term in the
calculation of ηsystem (see Eq. 2.2).

Based on the measured performance of the solar redox unit described in
this chapter and accounting for the energy penalties associated with vacuum
pumping and inert gas separation, ηoptical = 59.6% [79] and ηsolar−to−syngas
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= 1.9 - 3.8% as discussed above. This results in ηsolar redox unit = 1.1 -
2.3%. Assuming ηDAC = 0.90 (accounting for the energy penalty of vacuum
pumping, assumed isothermal with 0.7 efficiency, but assuming waste heat
thermal management) and ηGTL = 0.75 (using the measured syngas-to-
methanol conversion of 85% and accounting for the energy penalty of gas
compression, but assuming auto-thermal synthesis), the efficiency of the
present non-optimized solar fuel system described in this chapter can be
estimated as ηsystem ≈ 0.8 − 1.5%.

To increase ηsystem there are multiple options. For example, optimising
the optical system by minimising surface and tracking errors can increase
ηoptical to 82% [85]. This change alone would already increase ηsystem to 1.1
- 2.1%. Additionally taking the highest so far demonstrated ηsolar−to−syngas

= 5.6% [20] would yield ηsystem = 3.1%.
The low value obtained for ηsolar−to−syngas is mainly due to the sensible

heat rejected during the temperature-swing cycling (no heat recovery), which
accounted for more than 60% of Qsolar. Could this fraction be partially
or mostly recovered, and combined with other improvements for example
on the RPC structure [86, 87] this could raise ηsolar−to−syngas to over 20%
[63, 56, 88]. Using the same numbers for the increased optical efficiency as
before, this would boost ηsystem to over 11.1%. Assuming the entire solar
redox unit performing at 20%, ηsystem has the potential of exceeding 13%.

However, it has to be mentioned that heat recuperation at that reactor
scale is extremely challenging due to the high losses in tubing etc. at that
scale (due to large surface to volume ratio) and should best be investigated
on scaled up versions of the fuel system. The analysis above also shows that
heat recuperation in the solar redox unit and thermal management to enable
thermo-neutral operation of the DAC and GTL units is absolutely essential
for a potential up scaled industrial implementation.

Putting this efficiency in perspective to other pathways to produce solar
hydrocarbon fuels, shows that the technology has the potential to possibly
surpass for example the PV-electrolysis pathway (solar electricity production
using PV combined with water electrolysis) with efficiency from solar energy
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to liquid fuels estimated in different studies between 8.2-12.9% [18, 89, 90].
This is mainly because the PV-electrolysis pathway requires the production
of substantial excess H2 by water electrolysis using solar electricity, which is
subsequently consumed via the highly endothermic RWGS reaction to obtain
syngas suitable for the GTL step. In contrast, the presented thermochemical
pathway bypasses the solar electricity generation, the electrolysis, and the
RWGS steps, and directly produces solar syngas of desired composition in a
single step. Comparing technologies like that however, has to be done very
critically and is subject to a lot of uncertainties and assumptions, especially
given the very different maturity levels of the technologies. With these
uncertainties in mind, it might make best sense to further develop both
technologies before finally ruling out one over the other.

2.6 Summary and Conclusions

The chapter described the developed and installed process chain to solar
fuels from ambient air and sunlight. The system serially integrates three
thermochemical process units: 1) The DAC unit, capturing CO2 and H2O
from ambient air via adsorption/desorption cycles based on temperature
and pressure swing. 2) The solar redox unit, concentrating sunlight with a
modular parabolic dish system to heat up two solar reactors for performing
in parallel the ceria redox cycles to produce syngas. And 3) the GTL unit
to finally transform the syngas to methanol or hydrocarbon fuels. The
redox cycles for splitting CO2 or for co-splitting CO2 and H2O have been
introduced and full day cyclic runs presented. The continuous on-sun cycling
under real field conditions over the entire day demonstrates the robustness
and stability of the solar redox unit.

Perhaps the most critical aspect of integration is the suitability of the
gas streams exchanged between the units, namely the quality and purity of
CO2 and H2O exiting the DAC unit and fed to the solar redox unit, and
the quality and purity of the syngas exiting the solar redox unit and fed to
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the GTL unit. The solar fuel system fulfills the suitability criterion without
the need for additional refinement steps, such as the energy-intensive RWGS
step, and thereby reaffirmed the potential for high ηsystem (Eq. 2.2).

Integrating the three units and producing methanol, demonstrates the
technical viability of the thermochemical process chain for converting sunlight
and ambient air to drop-in fuels and advance the technological readiness and
its industrial implementation.





Chapter 3
PARAMETRIC STUDY OF THE SOLAR

REACTOR OPERATION 1

The experimental parametric study in this chapter shows how key per-
formance indicators such as the specific fuel yield, molar conversion, and
solar-to-fuel energy efficiency vary as a function of the operational parame-
ters. In particular, the CO2 molar conversion and the H2:CO molar ratio
of the syngas are crucial and set the quality criterion for collecting the gas
products. The syngas composition can be tailored for FT-synthesis by se-
lecting adequate operational conditions, eliminating the need for additional
downstream refining of the syngas, e.g. via the energy-intensive reverse
water-gas shift reaction.

Note that the study in this chapter considers only the operational param-
eters of the solar reactor. Performance can be further improved by physical

1Parts of this chapter are in press as: Schäppi, R. et. al., Solar Thermochemical
Production of Syngas from H2O and CO2 — Experimental Parametric Study, Control,
and Automation. Industrial & Engineering Chemistry Research, (2024).
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modifications in the reactor design or the system setup, e.g. improved porous
structures for volumetric absortion [86, 87] and integration of heat recovery
of the heat rejected during the temperature swings between the redox cycles
[91], but these are beyond the scope of this thesis (see chapter 6.2.1).

The operational parameters studied in this chapter are: preactor, Treduction−end,
Toxidation−start, ṁCO2 , ṁH2O, ṁAr, and the syngas quality criterion. Psolar,mean

can in principle be controlled with a diaphragm-shutter but it was not ap-
plied as an operational parameter; the diaphragm-shutter was left open and
Psolar,mean resulted from the actual measured DNI.

The performance indicators studied in this chapter are:
i) The cumulative CO2 molar conversion XCO2 , defined as the extent of

CO2 converted to CO during oxidation:

XCO2 = VCO

VCO + VCO2

(3.1)

where VCO and VCO2 denote the cumulative volumes of CO and CO2 exiting
the reactor, respectively. The cumulative H2O molar conversion XH2O is
defined analogously. Note that the instantaneous conversions ẊCO2 and
ẊH2O can be calculated using the ratio of the reactor outlet flow rates, but
such values can be misleading as they do not represent the mean performance.

ii) The syngas yield Vsyngas per cycle in standard liters L (0◦C and 1
atm):

Vsyngas = VCO + VH2 (3.2)

iii) The H2:CO molar ratio RH2:CO in syngas:

RH2:CO = VH2

VCO
(3.3)

which serves as a quality measure as well as a target value and criterion for
collecting the product gases. For FT synthesis, the optimal value for RH2:CO

is around 2.
iv) The solar-to-syngas energy efficiency ηsolar−to−syngas, defined as the

ratio of the heating value of the syngas produced to the sum of the solar
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radiative power through the aperture (after the window) input and any
other parasitic energy inputs such as those associated with vacuum pumping
and inert gas consumption. The detailed formulations for the calculation of
ηsolar−to−syngas can be found in chapter 2.5.

3.1 Reduction Parameters

Figure 3.1 shows the reduction step of the cycle with varying parameters
preactor, ṁAr and Treduction−end for various Psolar while keeping all other
settings constant. ηsolar−to−syngas can either be calculated using the measured
CO produced during oxidation or, alternatively, could be calculated based
on the O2 released during reduction (assuming full oxidation) because of
the closed mass balance: CO2 = CO = 1

2O2, i.e. 1 mol O2 released leads
to 2 moles CO produced. The CO2 flow rates were chosen to assure full
oxidation at every cycle. The trends shown in Fig. 3.1 hold true for all
oxidation conditions leading to full oxidation. Note that ṁAr and preactor are
coupled, i.e. an increase in ṁAr leads to higher preactor because of the fixed
operation of the vacuum pump which is connected to the reactor through 8
m length, 45 mm diameter tube (see Fig. 2.1). The cumulative O2 released
VO2 increases with ṁAr because of the lower oxygen partial pressure due to
the combined effect of vacuum pumping and inert gas flow [43]. ṁAr also
has a cooling effect leading to a longer heat up time ∆treduction, which in
turn results in a more uniform temperature distribution within the RPC
and thus more ceria mass reacting when Treduction−end is reached, hence
additionally contributing to higher VO2 . As expected from thermodynamics
[43], higher Treduction−end leads to higher VO2 . ηsolar−to−syngas also increases
for Treduction−end > 1400◦C . Note, that while the results indicate trends of
how to increase ηsolar−to−syngas, the maximum potential ηsolar−to−syngas is
likely much higher and could be found with further optimization. For lower
Treduction−end the temperature dependence of ηsolar−to−syngas is influenced
primarily by the lower Qsolar based on the shorter ∆treduction. Lower Psolar
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Figure 3.1: Parametric study of reduction parameters: Colours indicate
the values obtained by integrating until Treduction−end = 1300, 1350, 1400,
1450, and 1500◦C , while trend lines for each Treduction−end obtained by
data averaged over all solar radiative power levels; shapes indicate the
average Psolar = 4.4, 4.7, 5.0, 5.3, and 5.6 ± 0.15 kW; black brackets indicate
different ṁAr = 1, 2, 3, 4, 5 ,6, 7, and 8 L/min. Oxidation: ṁCO2 = 7
L/min, Toxidation−start = 900◦C .
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leads to higher VO2 release, explained through the aforementioned effect of
more ceria mass at higher temperatures due to the elongated ∆treduction. Note
that the results for different Psolar for higher ṁAr are highly scattered, and
comparing the results becomes challenging due to other variables changing
with Psolar, such as ∆treduction or the temperature distribution within the
RPC. Higher VO2 during reduction implies higher VCO during oxidation.
However, Qsolar also increases due to the longer ∆treduction, which outweighs
the increase in fuel yield and leads to lower ηsolar−to−syngas. On the other
hand, ηsolar−to−syngas is staying constant or is slightly decreasing with higher
ṁAr. Highest VO2 is reached for the highest Treduction−end of 1500◦C , low
Psolar and highest ṁAr of 8 L/min. Highest ηsolar−to−syngas is reached for
the highest Treduction−end of 1500◦C , high Psolar and ṁAr around 3 L/min.
There is a clear trade-off between optimising for fuel yield or for efficiency.

3.2 Oxidation Parameters Co-splitting

Figure 3.2 shows the oxidation step of the cycle with varying parameters
Toxidation−start, ṁCO2 and ṁH2O while keeping the others constant. Each
data point corresponds to one experimental cycle. Each subfigure shows
the results for the three different targeted cumulative RH2:CO = 1.8 (blue),
2 (red) and 2.2 (yellow). For each RH2:CO, plotted are the cumulative
syngas (CO + H2) output Vsyngas, XCO2 , ∆toxidation until RH2:CO is reached,
and ηsolar−to−syngas. Lower Toxidation−end increases both ∆toxidation and
∆treduction and hence Qsolar as well as Qpump and Qinert of that cycle. Note
that the numerical value of ηsolar−to−syngas is strongly dependent on Psolar

during the reduction phase. For all cycles, the reduction was performed with
ṁAr = 3 L/min, preactor = 50-200 mbar, and Treduction−end = 1500◦C . To
minimize the influence of varying Psolar, ηsolar−to−syngas has been determined
by integrating over time the heating value of the fuel (CO, H2) produced
over the sum of the solar radiative energy input Qsolar and the energy
inputs associated with vacuum pumping Qpump and inert gas consumption
Qinert (see definition of ηsolar−to−syngas in setion 2.5, Eq. 2.4) for a reference
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Figure 3.2: Parametric study of oxidation parameters. Vsyngas, XCO2 ,
∆toxidation and ηsolar−to−syngas over varying Toxidation−start a), oxidation flows
ṁCO2 b) and ṁH2O c). a) Varying Toxidation−start, ṁCO2 = 0.6 L/min, ṁH2O

= 10 g/min. b) Toxidation−start = 900◦C , varying ṁCO2 , ṁH2O = 10 g/min.
c) Toxidation−start = 900◦C , ṁCO2 = 0.4 L/min, varying ṁH2O. The colours
mark different RH2:CO: RH2:CO = 2.2 (yellow), RH2:CO = 2 (red), RH2:CO

= 1.8 (blue). Reduction: Treduction−end = 1500◦C , preactor = 50-200 mbar,
ṁAr = 3 L/min.
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reduction run from Treduction−start = Toxidation−end to Treduction−end with
Psolar = 5.3 kW. Note that the varying preactor is the result of condensed
water accumulating in the system over consecutive cycles. XH2O = 2-6%,
but its value is less critical since the removal of unreacted H2O through
condensation is technically feasible (implemented experimentally, see Fig.
2.1) at low cost and the removed H2O can be readily recycled. XH2O is
significantly lower than XH2O due to the longer residence time of CO2 in
the reactor during the cool-down phase until the start of the oxidation
flows. Furthermore, at the same T and p, oxidation with CO2 (Eq. 1.2) is
thermodynamically more favorable compared to oxidation with H2O (Eq.
1.3). The gas stream leaving the redox unit is free of H2O but contains
unreacted CO2, which is undesired for the FT synthesis but could be used
in the methanol synthesis (see chapter 2.3).

Figure 3.2a shows the performance values for different Toxidation−start

between 750◦C and 1000◦C , with ṁCO2 and ṁH2O during oxidation kept
constant at 0.6 L/min and 10 g/min, respectively. Note that for cycles with
Toxidation−start < 750◦C the targeted RH2:CO could not be reached with the
given ṁCO2 and ṁH2O. Vsyngas, XCO2 and ηsolar−to−syngas decrease with
Toxidation−start. Although ∆toxidation stays constant, lowering Toxidation−start

directly leads to an increase of ∆tcool−down and hence affects ∆tcycle as well
as Toxidation−end (or Treduction−start), which in turn has an effect on the energy
input terms Qsolar, Qpump and Qinert of the ηsolar−to−syngas. Furthermore,
a longer ∆tcool−down during which the ceria in the reactor is oxidising and
generating CO, results in a CO peak at the beginning of oxidation as soon as
the oxidation flows start. This CO peak is higher with lower Toxidation−start

given the longer residence time at more favourable oxidation conditions in
the reactor. It then takes more H2 to compensate and reach the desired
RH2:CO, leading to the higher Vsyngas and ηsolar−to−syngas. If Toxidation−start

< 750◦C , the H2 produced is not enough to compensate the higher CO
peak and reaching RH2:CO. This cut out is dependent on the oxidation flow
conditions. Same situation for increasing ṁCO2 , which leads to higher CO
production that cannot be compensated with the unchanged ṁH2O. The
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higher CO peak for the same ṁCO2 also explains the higher XCO2 for the
lower Toxidation−start.

Figure 3.2b shows the performance values for varying ṁCO2 during oxida-
tion with Toxidation−start kept constant at 900◦C and ṁH2O kept constant at
10 g/min. Note that the maximum ṁCO2 for which the target RH2:CO could
be reached was 1.4 L/min for RH2:CO = 2.2, 1.8 L/min for RH2:CO = 2 and
2 L/min for RH2:CO = 1.8. Vsyngas, ∆toxidation and ηsolar−to−syngas increase
with ṁCO2 while the opposite is true for XCO2 . As Toxidation−start remains
constant, ∆tcool−down also stays constant, leading to the same amount of
CO formed in the reactor before the start of the oxidation flows. Higher
ṁCO2 leads to higher CO production and more H2 needed to reach the
desired RH2:CO, hence the rising Vsyngas. This is also the explanation for the
longer ∆toxidation and the higher ηsolar−to−syngas. Higher ṁCO2 also leads to
a decrease in XCO2 by more unreacted CO2, which can be used for methanol
synthesis but is less critical for FT synthesis, besides the detrimental effect
of diluting the syngas mixture.

Figure 3.2c shows the performance values for varying ṁH2O during oxida-
tion, with Toxidation−start kept constant at 900◦C and ṁCO2 kept constant at
0.4 L/min. Note that the minimum ṁH2O for which the target RH2:CO could
be reached was 5 g/min for RH2:CO = 2.2 and 4 g/min for RH2:CO = 1.8 and
RH2:CO = 2. Vsyngas, XCO2 , ∆toxidation and ηsolar−to−syngas decrease with
ṁH2O. This effect is more pronounced at lower ṁH2O while the performance
values stay almost constant above ṁH2O = 7 g/min. As Toxidation−start re-
mains constant, ∆tcool−down also stays constant. Lower ṁH2O result in lower
H2 production rates which also allows more CO2 to react in the meantime
and hence increasing Vsyngas. Analogous to the discussion of Fig. 3.2a and
b, ηsolar−to−syngas is dominated by Vsyngas. XCO2 is higher for lower ṁH2O

as this allows for longer residence time and, thus, more of the CO2 to react.
The total outlet flow is much more dependent on the changes in ṁH2O due
to the high H2O to CO2 oxidation feed ratio.

Figure 3.2a, b, and c indicates that, when targeting higher values of
RH2:CO, Vsyngas, ∆toxidation and ηsolar−to−syngas increase, while XCO2 de-



Chapter 3. Parametric Study of the Solar Reactor Operation 57

creases. A higher RH2:CO leads to longer gas collection in that cycle, as
the CO peak is ahead of the H2 peak. This explains the increased Vsyngas,
∆toxidation and ηsolar−to−syngas as the higher Qfuel again outweighs the in-
crease in Qsolar, Qpump and Qinert. In contrast, XCO2 decreases as there is
more unreacted CO2 leaving the reactor due to much lower ẊCO2 later in
the oxidation. The influence of this effect is bigger with higher ṁCO2 as
the initial CO2 in the reactor remains unchanged. Note that, as mentioned
above, some cycles with higher target RH2:CO will not reach the target
composition, while lower target RH2:CO are possible.

In addition to the experimental results of Fig. 3.2 the same experiments
have also been conducted for a complete second set of parameter variations
with ṁCO2 = 0.8 L/min instead of 0.6 L/min in Fig. 3.2a, Toxidation−start =
800◦C instead of 900◦C Fig. 3.2b, and Toxidation−start = 850◦C instead of
900◦C oxidation start in Fig. 3.2c. This additional set of results confirms the
trends and finding of Fig. 3.2 with only minimal changes due to the changed
parameters. Notably the cut-off for cycles that just reach the target RH2:CO

shifts depending on the parameters, pointing out the challenges in finding
optimal operation conditions and the need for an automated optimisation
scheme.

3.3 Separate Splitting of CO2 and H2O

Alternative to co-splitting of H2O and CO2 in a single cycle, as shown above,
H2O and CO2 splitting cycles can be performed separately with the same
solar reactor. Pure CO2 splitting has been previously demonstrated for a
4kW reactor in a laboratory setup using a high-flux solar simulator [40] and
during the stable cycling demonstration in chapter 2.2. This chapter shows
an experimental parametric study with separate H2O and CO2 splitting
cycles, targeting high syngas quality.
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3.3.1 Oxidation of CO2-splitting

Figure 3.3 shows an experimental parametric study of the oxidation step
of the CO2-splitting cycle aiming at high conversion of CO2. As expected,
peak ẊCO2 , peak ṁCO and final VCO increase with lower Toxidation−start, but
the curves become flatter with lower ṁCO2 due to the lower total outlet
flow. Furthermore, ṁCO2 = 1 L/min is too low to fully oxidise the reactor,
hence resulting in a lower final VCO. The peak ẊCO2 is 80.1% and the peak
XCO2 is 65.9% for ṁCO2 = 2 L/min, comparable to the previously reported
values obtained with the lab scale 4 kW reactor [40]. As XCO2 decreases
after the peak while VCO further increases, there is evidently a trade-off
between conversion and yield.

3.3.2 Oxidation of H2O Dominant Co-splitting

In principle, pure H2O-splitting is also feasible with the same reactor. How-
ever, a minimum carrier gas flow of 0.1 L/min is needed for the steam
generator used in this study and for re-pressurising the reactor after re-
duction due to the high water condensation rates in the downstream gas
piping. The use of an inert gas such as Ar for this purpose is technically
feasible but undesired because of the inefficiencies associated of carrying
an inert gas through the GTL-process and the energy penalty of separat-
ing and recycling it. For this reason, CO2 was chosen instead of Ar as
both carrier gas as well as to re-pressurise the reactor, not leading to pure
H2O-splitting cycles but rather resulting in a different form of co-splitting cy-
cles with a high H2O:CO2 feed ratio, targeting syngas with high H2:CO ratio.

Figure 3.4 shows an experimental parametric study of such co-splitting
cycles aiming at high conversion of both H2O and CO2. In contrast to pure
CO2-splitting, the total gas outlet flow is not constant because unreacted
water is condensed out before the gas analysis. Note that, towards the end
of oxidation, a flush gas flow of CO2 was introduced for the purpose of
collecting the H2-rich syngas remaining in the reactor. The introduction
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Figure 3.3: CO2 splitting — XCO2 , ṁCO and VCO as a function of tem-
perature T during oxidation for different Toxidation−start = 600, 650, 700,
750, 800 ◦C and ṁCO2 = 1, 2, and 3 L/min (indicated by different colours).
Reductio conditions: Treduction−end = 1500◦C , ṁAr = 3 L/min. Oxidation
conditions: gas collection was terminated once CO concentration in the
outlet gas dropped below 10%.
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Figure 3.4: Co-splitting with high H2O:CO2 feed ratio — Cumulative
conversions XH2O and XCO2 , instantaneous mass flows ṁH2 and ṁCO and
cumulative yields VH2 and VCO as a function of temperature T during
oxidation for Toxidation−start = 600, 700, 800, and 900 ◦C and ṁH2 = 7, 8, 9,
and 10 g/min (indicated by different colours). Reduction: Treduction−end =
1500◦C , ṁAr = 3 L/min. Oxidation: ṁCO2 = 0.1 L/min. Flush gas flow
of 10 L/min CO2 introduced once the measured total gas flow exiting the
system dropped below 0.2 L/min averaged over a 5 s time period. Syngas
collection was terminated once H2 concentration dropped below 10%.
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of this CO2 flush gas flow is visible as sudden and steep increase in XH2O,
ṁH2 , VH2 , ṁCO and VCO towards the end of each signal curve.

Toxidation−start = 600◦C leads to RH2:CO < 2, hence the syngas of this
cycle would not be optimal for FT synthesis. Toxidation−start = 700◦C leads
to RH2:CO ≈ 2 and the syngas is suitable for FT synthesis. XCO2 for those
cycles reaches 58.5% peak. Toxidation−start = 800◦C leads to RH2:CO > 2.
XCO2 for those cycles reaches 40.8% peak and the syngas could be combined
with pure CO2-splitting cycles to obtain RH2:CO = 2. Toxidation−start =
900◦C leads to comparable results as those obtained for Toxidation−start =
800◦C but with lower XCO2 and XH2O. Cycles with Toxidation−start = 1000
and 1100◦C (not shown in Fig. 3.4) have also been performed and exhibit
similar behaviour as the cycles with Toxidation−start = 900◦C but with lower
conversions, consistent with the equilibrium thermodynamics of Eq. 1.2 and
1.3.

3.4 Summary and Conclusions

The results of this chapter show how the syngas product quality can be
tailored for Fischer-Tropsch synthesis by selecting adequate oxidation condi-
tions, eliminating the need for additional downstream refining of the syngas.

The parametric study of the reduction parameters preactor, ṁAr, Treduction−end

and Psolar shows that the highest VO2 is reached for the highest Treduction−end

of 1500◦C , low Psolar and highest ṁAr of 8 L/min. Highest ηsolar−to−syngas

is reached for the highest Treduction−end of 1500◦C , high Psolar and ṁAr

around 3 L/min. There is a clear trade-off between optimising for fuel yield
or for efficiency.

The parametric study with varying oxidation parameters Toxidation−start,
ṁCO2 , ṁH2O and RH2:CO shows that Vsyngas and ηsolar−to−syngas increase
with lower Toxidation−start and ṁH2O and higher ṁCO2 and RH2:CO. The
highest values lie on the border of the parameter space leading to cycles
reaching the target RH2:CO and parameters for cycles that can not reach
it anymore. XCO2 increases with lower Toxidation−start, ṁCO2 , ṁH2O and
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RH2:CO.
The parametric study for CO2-splitting shows peak ẊCO2 of 80.1% and

peak XCO2 of 65.9% for ṁCO2 = 2 L/min, comparable to previously reported
values obtained with a lab scale 4 kW reactor [40]. There is a trade-off
between conversion and yield as XCO2 decreases after the peak while VCO

further increases.
The parametric study for H2O heavy co-splitting cycles show that

Toxidation−start = 700◦C leads to syngas suitable for FT synthesis with
XCO2 of 58.5% peak. Toxidation−start = 800◦C leads to cycles with XCO2

of 40.8% peak which could be combined with pure CO2-splitting cycles to
produce syngas suitable for FT synthesis.



Chapter 4
CONTROL AND AUTOMATION OF THE

SOLAR FUEL SYSTEM 1

This chapter focusses on the control and automation of the fuel system for
effecting the redox cycles to deliver syngas of desired composition. It details
the underlying control logic of the automation, the implementation into a
LabView control program and finally shows an auto-optimisation scheme
based on feedback control loops to conduct fully-automated consecutive
redox cycles for the optimisation of the solar fuel system. Note that all
redox cycling experiments shown in this thesis have been conducted using
the supervisory control and data acquisition (SCADA) program developed
and described in this chapter, or simplified versions thereof.

1Parts of this chapter are in press as: Schäppi, R. et. al., Solar Thermochemical
Production of Syngas from H2O and CO2 — Experimental Parametric Study, Control,
and Automation. Industrial & Engineering Chemistry Research, (2024).
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4.1 Automation Control Logic

The operation of the solar fuels system, including the sun-tracking of the
solar concentrator, the rotation of the secondary reflector, and the execution
of consecutive redox cycles, is fully automated using a LabView program that
incorporates instantaneous online analysis and feedback control. The SCADA
program runs independent tasks in parallel while exchanging measurement
data and setting operational parameters. Figure 4.1 shows the automation
flow diagram, encompassing 4 blocks. 1) The process flow chart, indicating
set operational parameters (dark red) and measured data (light red). 2)
The control program logic (purple box), comprising 8 logical blocks. The
data acquisition reads the measurement data from the solar redox unit
(dashed lines). The online analysis uses the acquired live data and calculates
the performance indicators (XCO2 ,XH2O , Vsyngas , RH2:CO, ηsolar−to−syngas)
and cycle times (∆treduction, ∆tcool−down, ∆toxidation, ∆tcycle). The data
and performance logging creates and writes log files containing settings,
measurement data and additional performance parameters. The instrument
control sends set points to the different instruments of the fuel system
(solid arrows). The display and user interface shows the live measurements
and performance indicators and offers controls to manually set and/or
overwrite instrument settings and signals. The safety control checks online
measurements for unexpected anomalies (e.g. low cooling water flows, valve
malfunctions, oxygen in oxidation flow) and starts safety procedures if needed.
Note that additional measurements for process safety such as cooling water
flows and various surface and air temperatures are not depicted in Fig. 4.1
for simplicity, but are an integral part of the safety control. 3) The cycling
control logic (blue box) is the core element of the automation and controls the
continuous cycling of both reactors in parallel based on feedback loops. The
control waits for the start signal and sets all process settings for the chosen
first reactor to go on sun and start its redox cycling. This step includes the
setting of the reduction flows, starting the controlled evacuation and directing
the solar input to the chosen reactor by rotating the secondary reflector
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Figure 4.1: Automation flow diagram: 1) process flow chart (top) indicating
set operational parameters (dark red) and measured data (light red); 2)
control program logic (purple box) with arrows representing forwarded
parameter values; 3) cycling control logic (blue box) an; 4) reactor sub-logic
(orange box).
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of the optical system. 4) The reactor sub-logic, which controls the two
reactors and their own feedback based cycling subroutines (orange hexagons
and orange box) while being connected via the switch control. The switch
control determines which reactor is connected to which downstream device
(e.g., vacuum pump during reduction; syngas analysis during oxidation)
through valves 1 and also ensures both reactors do not interfere with each
other, i.e. only one reactor can be on-sun and perform the reduction step
while the other reactor can perform the oxidation step using the H2O/CO2

mixture coming from the steam generator. The continuous cycling of each
reactor is controlled by the logic outlined in the orange box flowchart. The
reactor is first set up for on-sun reduction by turning the secondary reflector
to focus high-flux solar irradiation into the reactor’s aperture, setting the
reduction gas flows (i.e. ṁAr), and starting the controlled evacuation of the
reactor based on a feedback loop and a combination of three 2-way valves to
gradually decrease the reactor pressure. Once Treduction−end is reached, the
settings are changed to off-sun by turning the secondary reflector away and
re-pressurising the reactor. Once Toxidation−start is reached, the oxidation
flows are set. The system waits for the syngas collection start criterion
(e.g. collection start temperature or a target initial gas composition) and
checks whether the oxidation end criterion is met. Once the oxidation step
is terminated, the performance control evaluates the results of the online
analysis, determines the performance indicators, and changes accordingly the
operational parameters of the next cycle. In case the second reactor is still
performing the reduction step, an additional cooldown phase is performed
before the start of the next reduction (i.e. until the second reactor is off-sun).
Once the command is given to finish the experimental run through the user
interface, the reactors will each complete the current cycles ending with a
final cool-down phase until the system is safe for shutdown.
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4.2 LabView Implementation

The control logic as described in chapter 4.1 has been implemented in a
LabVIEW SCADA program. LabVIEW is a graphical programming en-
vironment and system engineering software targeting applications where
tests, measurements and controls with rapid access to hardware and data
insights are important. In case of the solar fuel system this allows for direct
integration of the NI data acquisition modules, installed to connect the vari-
ous sensors, valves and measurement devices, into the control software, and
hence allowing the implementation of feedback controls directly, dependent
on measurements and online data analysis.

The developed program itself consists of over 120 interlinked subpro-
grams and auxiliary files out of which the most important functions are
listed in this chapter. Making use of LabVIEW’s parallel programming
environment, the core file contains the graphical user interface (GUI) and
runs the following background tasks in parallel while passing parameters
and commands between them:

— A GUI update loop, that updates the GUI with measurement data,
results of the data analysis and automated control setting changes.
Also containing a function for instantaneous calculations of selected
performance values.

— An event handling loop, that relays the manual system inputs.

— A message handling loop, that forwards the needed commands based
on the manual inputs.

— A secondary display, showing the real-time results of the online analysis
of reactor cycles and full day experimental summaries.

— The motor control, used to turn the secondary reflector in order to move
the focal point (and hence the solar input) to the defined positions.
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— The data acquisition subprogram, reading the measurement sensor
signals, transform them into measurement values and assigning them
to the respective variables.

— The data logging subprogram, writing the measured data and instant
analysis into two separate logfiles.

— The flux camera subprogram, controlling the flux measurement camera
and saving images upon user input.

— The valves subprogram, controlling the valve positions and gas flow
directions throughout the system.

— The vacuum pump subprogram, controlling the vacuum pump and
adjacent valves to control the reactor pressure. Also used to evacuate
the reactors in a controlled manner by using a combination of pro-
portional and 2-way valves following a predefined pressure evacuation
curve based on a direct pressure feedback loop.

— The calorimeter subprogram, performing the calorimeter measurements
and calculations. Every calorimeter measurement at steady state
also updates the factor relating Psolar to the DNI measured by the
pyrheliometer.

— The automated reactor cycling subprogram, allowing for fully auto-
mated full day experimental runs based on the cycling control logic as
described in chapter 4.1.

The GUI displays all the measurements of the various thermocouples,
pressure sensors, gas analysis, flow controllers and meters, pyrheliometer and
secondary reflector position, and on a second screen the current performance
values as well as temporal evolutions of selected parameters and a cycle by
cycle summary of the daily measurement runs. The GUI also contains all
the controls for manual inputs. For safety reasons, the program is set up in
a way that even while the automated cycling is running, the user always has
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the option to directly interfere with the setup, change settings or manually
take over control.

The automated reactor cycling subprogram is the core program of the
automation part. It follows the program logic detailed in the blue and orange
boxes of Fig. 4.1 to cycle with both reactors through the different cycling
stages while continuously analysing the performance values and avoiding
interference between the two cycling reactors.

4.3 Auto-optimisation of Full Day Run

As mentioned in 4.1 the automation for regular and controlled reactor cycling
can be further extended with an auto-optimisation scheme that allows the
system to change parameter setting from cycle to cycle in order to improve
the reactor performance. Based on the fully automated cycling and the
parametric study presented in 3.2, a feedback/feed-forward control was
implemented to optimise the reactor performance for given targets.

Although affecting each other, the reduction step (Eq. 1.1) and the
oxidation step (Eq. 1.2 and 1.3) can in principle be optimised independently,
but the reduction affects the oxidation capacity given by δ, and hence the
fuel yield during the oxidation, which, in turn, affects ηsolar−to−syngas. From
the discussion in chapter 3.1, it is clear that Treduction−end should be chosen
as high as possible for maximising yield, the limit being the mechanical and
chemical stability of the ceria RPC structure. On the other hand, as shown
in Figs. 3.1 and 3.2 of chapter 3.1 and 3.2 and the discussion thereof, there
is a trade-off between maximising yield and efficiency. Thus, an automated
optimisation approach based on feedback and prediction control is used to
optimise the oxidation parameters once the reduction parameters are set.

4.3.1 Auto-optimisation Description

A combined performance indicator CPI is introduced as a measure of
cycle performance, allowing to compare different cycles according to pre-



70 4.3. Auto-optimisation of Full Day Run

defined prioritisation. The CPI is defined based on the weighted sum of
the investigated performance indicators PIi, normalised by their reference
values PIi,ref (see eq. 4.1). Four PIs were investigated, namely: the syngas
output per cycle Vsyngas, the syngas output per time V̇syngas (taking into
account the changes in cycle time), XCO2 and ηsolar−to−syngas. Vsyngas is an
important parameter when comparing single reactor cycles, while V̇syngas is
important especially when looking at continuous fuel production. Optimising
for high V̇syngas optimises for maximum syngas yield e.g. over a day or
week, and is hence probably the most important optimisation parameter to
consider for upscaling and continuous production. XCO2 has an influence
on the quality of the syngas and low conversion can affect the downstream
GTL process. The importance of XCO2 depends on the GTL process used,
e.g. methanol synthesis or FT-synthesis. ηsolar−to−syngas is a characteristic
number important for both comparing single cycles as well as continuous
production. V̇syngas and ηsolar−to−syngas are closely related and are generally
optimised through similar settings. Both parameters are also directly related
to economics and production costs. Setting PIi,ref and weight factors wi

enables to prioritise certain PIs above others, making the optimisation
scheme adjustable to different needs.

CPI =
∑ PIi

PIi,ref
wP Ii

= Vsyngas

Vsyngas,ref
wVsyngas + V̇syngas

V̇syngas,ref
wV̇syngas

+ XCO2

XCO2,ref
wXCO2

+ ηsolar−to−syngas

ηsolar−to−syngas,ref
wηsolar−to−syngas

(4.1)

The CPI is calculated after every cycle (i.e. termination criterion
reached). Additionally, predictions of the value of CPI for changes in
oxidation parameters are calculated based on the results of the parametric
study and set step size. Given that the 3 oxidation parameters Toxidation−start,
ṁCO2 , ṁH2O and can be increased, held constant, or decreased, this leads
to 26 predictions of CPIs in addition to the current value. In an automated
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run the system will choose the parameters representing the highest CPI to
be used in the next cycle. Although predicted CPIs generally show good
agreement with measured CPIs, perfect agreement is unlikely because of
the changing external inputs, especially Psolar. Note that not all parameter
settings are feasible to achieve a required RH2:CO in the syngas. This is
critical, especially given that the maximum values for most of the PIs lie
on the border between parameter combinations that lead to cycles reaching
the target RH2:CO and combinations that do not (see chapter 3.2). Known
parameter combinations that do not lead to cycles reaching RH2:CO can be
stored, and used as preknowledge to rule out areas of parameter combinations
not to be tested again. Should the cycle not reach the desired RH2:CO, the
next parameter set is chosen based on the last cycle that achieved the desired
RH2:CO. The feasible parameter space could be further tightened by adding
limits, e.g. a minimum XCO2 . The maximum CPI determines the optimum
parameter set. However, it is possible that this is only a local rather than
a global optimum and other starting conditions might have to be investigated.

4.3.2 Experimental Results and Discussion

Figure 4.2 shows an example of such an optimisation run for one reactor.
Shown are the varying oxidation parameters Toxidation−start, ṁCO2 and ṁH2O,
the measured Psolar,mean and the measured/calculated PIs Vsyngas, V̇syngas,
XCO2 and ηsolar−to−syngas over 8 consecutive cycles. Oxidation was termi-
nated when either the target RH2:CO = 2 was reached (bold markers, cycle
1,2,3,6) or the composition of the outlet gas fell below a certain threshold,
for example CO+H2 content below 5% or CO/H2 content below 1% volume
fraction (light markers, cycle 4,5,7,8). The first two cycles of that day (not
shown in Fig. 4.2) are omitted as their performance is affected by starting up
from ambient temperature, i.e. the solar energy is partially used for heating
up inert components. For fair comparison and to minimise the influence
of the previous cycles, ηsolar−to−syngas was determined by intergrating the
terms of Eq. 2.4 (section 2.5) over time for the reduction step running
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Figure 4.2: Optimisation run with 8 consecutive cycles showing oxida-
tion parameters Toxidation−start, ṁCO2 and ṁH2O, measured Psolar,mean and
measured/calculated performance parameters Vsyngas, V̇syngas, XCO2 and
ηsolar−to−syngas as a function of the cycle number. Filled: RH2:CO = 2
reached (cycle 1,2,3,6). Empty: RH2:CO = 2 not reached (cycle 4,5,7,8).
Reduction: Treduction−end = 1500◦C , ṁAr = 3 L/min. Previous knowledge:
Cycle with Toxidation−start = 750◦C , ṁCO2 = 0.7 L/min and ṁH2O = 8
g/min does not reach RH2:CO = 2. Set PIi,ref and wi for CPI calculations:
wVsyngas = 10, wV̇syngas

= 30, wXCO2
= 30, wηsolar−to−syngas = 30, Vsyngas,ref =

5 L, V̇syngas,ref = 7.5 L/h, XCO2,ref = 0.5, ηsolar−to−syngas,ref = 0.02. Param-
eter step sizes: 25◦C for Toxidation−start, 0.1 L/min for ṁCO2 , 1 g/min for
ṁH2O.
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from Trduction−start = Toxidation−end to Treduction−end of that cycle. The re-
sults show the expected increase in Vsyngas and V̇syngas over the cycles, a
decrease in XCO2 as it was weighted less than other PIs, and an increase in
ηsolar−to−syngas despite decreasing Psolar,mean. Note that cycles 4, 5, 7 and 8
could not reach the target RH2:CO = 2 and their parameter settings were
skipped. For the chosen PIi,ref and wi, the algorithm found a local optimum
for the given conditions at Toxidation−start = 775◦C , ṁCO2 = 0.9 L/min and
ṁH2O = 7 g/min.

Note that these results correspond to running a single reactor. To
optimise a multiple reactor system, the solar input will have to be re-
directed to the apertures of the solar reactors to drive the endothermic
reduction steps without interruption. For a 2-reactor system, as implemented
in this setup, that would mean to match ∆treduction of one reactor with
∆tcool−down + ∆toxidation of the second reactor.

4.4 Summary and Conclusions

The chapter summarised the implemented control logic and its implementa-
tion for controlling the solar red unit and facilitate the fully automated cyclic
runs presented in this thesis. In order to optimise for a specific prioritisation
of performance indicators, an auto optimisation scheme is introduced. The
shown example of a solar run of fully-automated consecutive redox cycles
demonstrates that the implementation of the proposed control scheme for the
optimisation of the solar fuel system works and indeed leads to higher perfor-
mance values. In the present study, no attempt was performed to optimize
the system for maximum efficiency as the heat losses were significant at this
scale. While the control scheme for the performance optimisation shows only
modest increase in both syngas yield and efficiency, future work targeting
higher performance improvements will need to include physical modifications
of the reactor design and its peripheral components, e.g. implementation
of hierarchically-ordered ceria structures[86, 87] and/or integration of heat
recovery[91].





Chapter 5
DYNAMIC GREY BOX MODEL

This chapter describes the development of a dynamic grey box model for
the solar redox reactor, shows some first results of a simplified model and
presents an application of the model by comparing simulated two reactor
and three reactor systems.

As discussed in the previous chapters the outlet composition of the syngas
leaving the redox reactor is key to the integration into the process chain to
solar fuels. Previous chapters already discussed different ways of controlling
the reactor outputs based on changes to the reactor inputs. However, this
was all done purely experimental, either by simply trying out different
input combinations or by means of an automated software based on direct
feedback loops. Another option to further examine the dependence of reactor
outputs to reactor inputs and investigate different operation procedures to
run the reactors, is by means of a reactor model. Using a reactor model
for such studies would potentially reduce the time intensive measurement
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campaigns or allow to simulate measurement procedures also when the
external conditions do not allow experimental runs. Integrating the reactor
model into a larger model of the entire fuel system would allow it to look
into optimising the integration of the different process steps and the way the
entire system is operated. A reactor model might also allow to test options
that are physically not possible to implement in the current system.

As the key interest is the dynamic modelling of the reactor output de-
pendent on varying inputs a grey box model approach was chosen. In
difference to white box models — purely theoretical models of fundamental
aspects, based on deterministic equations, physiological knowledge and de-
tailed sub-models, with fully known internal states — and purely data and
statistic based black box models with a purely input-output representation,
no assumed model form and unknown internal states, a grey box model is
typically based on physiological knowledge, some known internal dynamics
and data, with the internal states partially known. A recent example for a
white box model of a similar type redox reactor can be found in Ref. [81]
where the model is used to investigate the temperature distribution within
the ceria RPC.

Another option compared to a gray box model of the redox reactor to
simulate reactor outputs based on reactor inputs, would for example be
a computational fluid dynamics (CFD) model. A CFD reactor model is
usually a white box model with maybe some fitted parameters, that can
provide a deep understanding of the internal states of the rector. This type
of model provides the benefits of detailed reactor insights and is typically
used in the design stage of a reactor or to analyse different design options.
When only interested in the output of a reactor based on the inputs to the
rector, knowing all internal states is less essential, as long as the model
response shows good agreement with measured data sets. The key benefit
of a dynamic grey box reactor model compared to a CFD reactor model, if
mainly interested in the model outputs dependent on inputs, is the speed of
the finalised model (after parameter estimation). The lower computational
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cost allows it to be easily integrated into a larger systems model. For example,
multiple reactor blocks could be integrated into a system model of the entire
solar fuel system containing also models of the DAC unit, the GTL unit, the
optical concentrating system, buffer storage tanks and auxiliary systems.

The simulation of the entire solar fuel production system is outside the
scope of this thesis. However, the dynamic reactor model presented in this
chapter can provide the reactor component — a key stone of the process
chain — for future system models.

5.1 Model Description

The methodology of setting up the model in part follows the methodology
described by Ref. [92] and [93]. The model is based on energy and mass
conservation equations within predefined model domains and considers mass
and energy transfer between the domains and over the system boundaries.
The model domains are divided in three groups containing solid, gaseous
and porous volumes with the redox reactions (Eq. 1.1, Eq. 1.2 and Eq.
1.3) taking place in the porous volumes representing the RPC structure
inside the cavity. The model follows a lumped parameter approach to
describe the mass and energy reservoirs and is implemented using MATLAB.
Unknown system parameters are determined empirically through comparing
numerically simulated results to experimental data collected over multiple
characteristic cycles with varying process parameters.

The modelled domain is the solar redox reactor described in chapter
2.1.2. System inputs are the solar power input Qsolar, cooling water inlet
temperature and flow, mass flows and temperatures of the inlet gasses, and
the reactor pressure and its derivative. The reactor pressure is modelled
as an input, as it can be controlled through the vacuum pump system.
System outputs are the outermost RPC temperature, cooling water outlet
temperature and the mass flows and temperature of the outlet gasses.

The insert of Fig. 5.1 shows the division of the reactor in different lumped-
parameter reservoirs for mass and energy with level variables temperature
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T , number of moles per species ni and ceria nonstoichiometry δ. Figure
5.1 shows the causality diagram of the implemented model, indicating the
energy and mass exchanges between the different reservoirs. The solid model
domains are divided in domains for the alumina insulation I, Inconel reactor
shell S, water cooled aluminium reactor front F and quartz reactor window
W. The gas domains are labelled G and cover the volume inside the cavity
G1 as well as the gas volume inside the insulation before the reactor outlet
G2, G3. The RPC cavity is divided in 4 domains P with the innermost
domain P1 displaying the apparent reactor properties important for the
radiative heat exchange with the surroundings and P4 being the outermost
RPC layer representing the measured reactor temperature. P2 and P3 are
two additional RPC domains between P1 and P4 and their volume fraction
of the entire RPC is used during parameter fitting to adjust the temperature
profile in the reactor.

5.1.1 Model Equations

The general unsteady conservation equation for a generic reservoir is

d(reservoir content)
dt

=
∑

(inflows) −
∑

(outflows) (5.1)

Applying the general conservation equation for the energy balance of a
solid (s) non-reacting domain, such as an insulation element, yields:

dTs

dt
mscv,s(Ts) = Qrad,s +

∑
reservoir:i

(Qcond,i→s +Qconv,i→s)−Qconv,s→∞ (5.2)

Where the radiation term Qrad,s is only present for the case of the window
but is 0 for all other solid non-reacting domains. The quartz window is
modelled with a total transmittance of 0.934[83]. Assuming gas outlet
temperature equal to the solid temperature, negligible ceria mass loss/gain
and neglecting kinetic and potential effects, the energy conservation equation
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Figure 5.1: Causality diagram of the implemented grey box model containing
the gaseous domains G, porous domains P and solid domains I (insulation),
S (steel shell), F (water cooled front) and W (window). The arrows between
the domains indicate exchanged energy and mass flows. Top left insert:
Cross section of modelled reactor with coloured areas corresponding to the
domains of the causality diagram.
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for a porous (p) domain is:

dTp

dt
mpcv,p(Tp) =Qrad,p +

∑
reservoir:i

Qcond,i→p +
∑

species:j
ṅg,j,inhj(Tin)

−
∑

species:j
ṅg,j,outhj(Tout) +

∑
species:j

rj∆Hj

(5.3)

The net radiative power Qrad is given by the difference of the solar
radiation Qsolar absorbed and the re-radiation through the reactor’s aperture
Aaperture:

Qrad,p = Aaperture(αappQsolar − ϵappσT 4
p ) (5.4)

where αapp is the apparent absorptivity and ϵapp the apparent emissivity
of the innermost ceria layer. For cavity geometries approaching blackbody
absorbers, αapp and ϵapp approach unity. For the conduction and convec-
tion terms a combined heat transfer coefficient UA is determined through
parameter identification.

Qconv,s + Qcond,s =
∑

k
UAs−k(Tk − Ts) (5.5)

Gas volumes are modelled as continuously stirred without chemical
reaction. Ideal gas law is assumed for all involved gas species and the
pressure is assumed to be equal in all gas volumes, i.e. no pressure difference
between different reservoirs. The total number of moles in a gas reservoir
is a function of temperature and pressure. The total outlet flow of a gas
reservoir can be calculated with a simple mass balance and the composition
of the outlet flow is equal to the composition of the gas reservoir.

Assuming the enthalpy of each species j is a function of temperature only,
i.e. independent of pressure, the energy conservation equation for a gaseous
(g) domain is:

dTg

dt

∑
species:j

ng,jcp,j(Tg) =
∑

reservoir:i
Qconv,i→g +

∑
species:j

ṅg,j,inhj(Tin)

−
∑

species:j
ṅg,j,outhj(Tout) + dpg

dt
Vg

(5.6)
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Interactions between the reservoirs is given by mass and energy transfer.
Note that during the passive cool-down of the reactor (i.e. no inlet flows),
the flow direction of the gasses passing from one reservoir to another is
inverse, i.e. the reactor will suck in small amounts of gas from the outlet.
Reaction rates during reduction are based on equilibrium conditions for the
temperature and pressure dependent reduction extent of ceria provided by
Ref. [94]: (

δ

δm − δ

)n

=
(

pO2

po

)− 1
2

exp
(

∆so
th

R

)
exp

(
∆ho

δ

RT

)
(5.7)

where δm = 0.35 the maximum possible nonstoichiometry, n = 2.31, ∆so
th =

165 J/(K mol) the partial molar entropy and ∆ho
δ = 430 kJ/mol the partial

molar enthalpy [94].
The required reaction rates during oxidation are fitted with an empirical

equation in the form of an anti-Arrhenius equation, a methodology also used
in Ref. [51]:

dδ

dt
= −K0

nCO2 + nH2O

F
exp

(
∆Eδ

RT

)
δnδ (5.8)

where K0 is a rate constant [s-1] (a lumped fitting parameter), F = 1 mol,
∆Eδ the apparent activation energy (a fitting parameter), R is the universal
gas constant and nδ is a fitting parameter.

The model also requires the produced CO:H2 ratio RCO:H2 . For this
another empirical Arrhenius type equation is fitted:

RCO:H2 = AR exp
(

−∆ER

RT

)
nCO2

nH2O
(5.9)

where AR is a lumped fitting parameter and ∆ER the apparent activation
energy (a fitting parameter). The combination of the two fitted empirical
equations lead to a model response comparable to the measured CO and H2

gas flows.
Initial estimates of a simplified model version to test the oxidation

rate equations based on just G1, P1, P2 and P4 with UAP1−P2 = 8W/K,
UAP2−P3 = 9W/K, UAP3−I2 = 3W/K, K0 = 5 · 10−7 s-1, ∆Eδ = 120000
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J/mol, nδ = 1, AR = 500 and ∆ER = 40000 J/mol already give promising
results with the normalized root mean square error (NRMSE) fitness value
of the temperature signal exceeding 80% and the fit for the H2 signal exceed-
ing 65% between the simulated response and measurement data over one
cycle. Note that the stated values were not the results of fitted parameter
estimation, but initial estimates showing the viability of the implemented
empirical rate equations. Further note that the value for ∆Eδ is of the same
order of magnitude as the reported activation energies for CO2 reduction
over ceria in Refs. [51, 95] and the value of ∆ER is of the same order of
magnitude as the activation energy of the water gas shift reaction.

A full parameter estimation for the complete reactor model still needs
to be conducted. Ideally this is performed using whole day measurements
of continuous redox cycling with changing parameter settings. Validation
could then be done by comparing the modelled response to a second set
of randomised cycling parameters. Unfortunately, the part of parameter
estimation and model validation could not be accomplished in the framework
of this thesis due to time constraints and various challenges. Some selected
challenges are listed in the following paragraph.

The model is very stiff, due to the different dynamics of the various
signals. E.g. the model contains signals with fast dynamics such as chemical
reactions, switching valves, changing mass flows, turning the solar power
input on and off but also signals with slow dynamics such as temperature
changes. The model also contains highly non-linear dependencies. It is also
the case that most parameters are to some extent dependent on various other
parameters making the parameter estimation increasingly difficult. Another
issue is that the model contains variables with different orders of magnitude,
e.g. Temperature swing up to 1500◦C vs. changes in nonstoichiometry in the
order of 0.001 for some domains. Solving this system of nonlinear differential
equations would lead to matrices that are close to singular and the signals
have to be scaled before solving.
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A critical point is also the gas flows. The model is assuming continuously
stirred gas volumes, an assumption that does not hold true for some small
volumes experiencing high flow rates during evacuation of the rector. Also
as already mentioned above, during the cool-down phase the flow regime of
the reactor is inverse, which needs to be addressed in the model.
More of a systematic measurement issue is that while the model determines
gas compositions right after the reactor, the measurement of the gas composi-
tion used for parameter fitting and to validate the results in the gas analysis
units is performed inside the control room. This results in a significant flow
dependent measurements delay (which to some extent can be compensated
in post measurement analysis) but also to a flattening of the gas composition
signal due to dilution and mixing inside the over 20-meter gas lines between
the reactors and the gas analysis units. This does not affect the cumulative
gas yields but the temporal variations of the composition signal, which is a
very important signal for the parameter estimation. Estimating the accuracy
of the model is also an issue, since some gas evolution signals are basically 0
for the entire cycle apart from the oxidation step. As the model matches
the 0 signal correctly for most of the cycle, the deviation in measurement
signal during oxidation is not affecting the accuracy that much (i.e. there is
still a near perfect fit for the rest of the cycle), and hence the automated
parameter fitting algorithm will focus more on good agreement with for
example the temperature signal, as there the discrepancies between model
response and measured values occur over the entire cycle and thus have a
higher numerical impact.

Nevertheless, to move forward with the modelling, reach reasonable
validation and develop a model that is useful in the framework of this thesis,
a simplified version of the model presented above has been developed and
the details are explained in the following section.
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5.2 Simplified Model

Figure 5.2 shows the causality diagram of a simplified version of the model
consisting of only 5 domains, 4 porous RPC domains and one solid insulation
domain. The five domains are identical to the respective domains of the
presented model with the extended causality diagram in Fig. 5.1. The
aperture for calculating the radiative losses was also kept identical at 60mm
diameter. Gas flows into the reactor are modelled as flowing directly into
the porous domain P1. Gas flows leaving the reactor are modelled directly
leaving from P4. The insulation domain I2 is modelled as directly exposed
to ambient air. As the water cooled front of the reactor (a significant energy
loss) is not modelled, the power input has been adjusted based on the energy
balance of chapter 2.1.2 during reduction. Note that in the real reactor the
front is also a heat sink during oxidation.

Tables 5.1 to 5.6 present the summary of parameter estimated cycles
using 6 selected parameter sets with different RPC mass fractions for P1 -
P4 while all other parameters remain unchanged. Each set run a parameter
estimation process to minimise the estimation error betwen the simulated
model response and the measured experimental results to the same inputs.
Fitted are the UA products (a lumped parameter, see Eq. 5.5) of the heat
exchange between the domains. Parameter estimation was conducted in
MATLAB using trust-region reflective newton algorithm with nonlinear
least-squares fitting and ode45 solver. System input and measured output
for parameter estimation is based on cycle 1 of Fig. 2.7. The first cycle was
chosen since the algorithm estimated unfeasible initial conditions (internal
temperatures) for representative cycles during regular cycling. Specifying/-
fixing the initial conditions is only possible for the first cycle of a day, since
it is the only time one can estimate the temperatures of the domains without
a respective temperature measurement (reactor heating up from ambient
temperature). Starting temperature for the model evaluation was 100◦C ,
since the B-type thermocouples inside the reactor can only measure temper-
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Figure 5.2: Left: Cross section of modelled reactor domains for the simplified
model with coloured areas corresponding to the domains of the causality dia-
gram. Right: Causality diagram of the simplified grey box model containing
the four porous domains P (shades of red) and one insulation solid domain I
(purple). The arrows between the domains indicate exchanged energy and
mass flows.
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atures > 100◦C . Additionally, for the first cycle the ceria nonstoichiometery
δreduction−end at the end of reduction directly relates to the O2 yield of the
cycle, since the reactor was fully oxidised (all δ = 0) before the start of
the cycle. In continuous cycling the reactor is never fully oxidised and the
initial conditions of δ in each domain are unknown. Using the first cycle for
parameter estimation comes at the cost of lower agreement with the mea-
surement curves and potentially lower fit for representative continuous cycles.

Each table 5.1 to 5.6 lists the RPC mass fractions of the RPC domains
P1-P4, Treduction−end of each model domain, the nonstoichiometry at the
end of reduction nonstoichiometery δreduction−end and VO2,cycle of each RPC
domain. The table also states the NRMSE finess value of the temperature
curve of P4 compared to the measured RPC tempereatures as well as the
total VO2,cycle if the entire cavity and the relative difference of the total
yield compared to the measured O2 yield of the cycle. For comparison, the
measured Treduction−end = 1400◦C and VO2,cycle = 1.669 L. Evidently there is
a clear trade-off between optimising for increased NRMSE T evolution of P4
or VO2,cycle. The higher the agreement between the modelled temperature of
P4 and the measured RPC temperature, the more VO2,cycle is overestimated.
Set 2 shows a relative difference to the measured O2 yield of only -3.46%
but with a relatively low temperature NRMSE of 77.07%. Set 3 shows a
somewhat balanced result with NRMSE T = 82.48% and a relative difference
to the measured VO2,cycle of 21.3%. Set 3 was chosen to further analyse and
use in the application case of chapter 5.3. Sets with higher NRMSE T also
show higher relative difference in VO2,cycle. For example set 6 shows NRMSE
T = 85.04% while VO2,cycle is overestimated by 127.2%

Figure 5.3 shows the temperature evolution of all domains as well as the
measured RPC temperature (mean value of two thermocouple measurements
on the back of the top RPC sidebrick, see chapter 2.1.2) for a single cycle
with parameter set 3. The slightly unsmooth signals of P1 and P2 are the
result from fluctuations in solar power input (real measurement data used
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Domain Frac. RPC [-] Treduction−end [◦C ] δreduction−end [-] VO2,cycle [L]

P1 0.02 1708.5 0.0402 0.196
P2 0.1 1629.5 0.0214 0.523
P3 0.68 1407.4 0.0035 0.581
P4 0.2 1273.5 0.0009 0.046
I2 296.5

total: 1.346

NRMSE T : 74.48% rel. diff.: -19.4%

Table 5.1: Parameter set 1. Results after parameter estimation of the UA
products for the heat exchange between the domains.

Domain Frac. RPC [-] Treduction−end [◦C ] δreduction−end [-] VO2,cycle [L]

P1 0.05 1702.9 0.0360 0.440
P2 0.1 1631.7 0.0213 0.520
P3 0.65 1415.3 0.0038 0.603
P4 0.2 1279.1 0.0010 0.049
I2 238.6

total: 1.612

NRMSE T : 77.07% rel. diff.: -3.5%

Table 5.2: Parameter set 2. Results after parameter estimation of the UA
products for the heat exchange between the domains.
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Domain Frac. RPC [-] Treduction−end [◦C ] δreduction−end [-] VO2,cycle [L]

P1 0.02 1667.8 0.0314 0.153
P2 0.15 1643.9 0.0227 0.831
P3 0.58 1485.8 0.0067 0.949
P4 0.25 1318.4 0.0015 0.092
I2 113.1

total: 2.025

NRMSE T : 82.48% rel. diff.: 21.3%

Table 5.3: Parameter set 3. Results after parameter estimation of the UA
products for the heat exchange between the domains.

Domain Frac. RPC [-] Treduction−end [◦C ] δreduction−end [-] VO2,cycle [L]

P1 0.02 1671.2 0.0320 0.156
P2 0.12 1636.9 0.0220 0.645
P3 0.61 1532.2 0.0095 1.415
P4 0.25 1313.7 0.0014 0.085
I2 127.8

total: 2.301

NRMSE T : 82.61% rel. diff.: 37.9%

Table 5.4: Parameter set 4. Results after parameter estimation of the UA
products for the heat exchange between the domains.
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Domain Frac. RPC [-] Treduction−end [◦C ] δreduction−end [-] VO2,cycle [L]

P1 0.02 1667.4 0.0307 0.150
P2 0.2 1652.9 0.0232 1.133
P3 0.58 1600.8 0.0151 2.138
P4 0.2 1323.1 0.0015 0.073
I2 86.3

total: 3.495

NRMSE T : 84.81% rel. diff.: 109.3%

Table 5.5: Parameter set 5. Results after parameter estimation of the UA
products for the heat exchange between the domains.

Domain Frac. RPC [-] Treduction−end [◦C ] δreduction−end [-] VO2,cycle [L]

P1 0.02 1666.3 0.0304 0.148
P2 0.15 1655.9 0.0240 0.879
P3 0.63 1624.1 0.0175 2.692
P4 0.2 1324.7 0.0015 0.073
I2 62.5

total: 3.793

NRMSE T : 85.04% rel. diff.: 127.2%

Table 5.6: Parameter set 6. Results after parameter estimation of the UA
products for the heat exchange between the domains.
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for simulation). This effect is the highest in P1 (directly radiated) but can
not be seen any more in P3 and P4. As expected, the highest temperature
signal during reduction is P1, followed by P2 close to the centre of the
cavity. Interestingly P3 shows the highest temperature in the cool-down
and oxidation phases of the cycles. This can be explained by the radiative
losses of P1 through the reactor aperture, which cool down P1 more rapidly.
P2 follows P1 analogously as P1 is a very thin layer. The temperature
profile from the insulation domain remains flatter than the RPC domains.
This can be explained as it is in contact with the surroundings at constant
temperature, has a different specific heat capacity than the RPC and the
partial air gap between RPC and insulation adding to a lower heat exchange.
The initial conditions of 100◦C are over estimated as they are based on the
measurements of one side of the insulation (next to the RPC) and hence
overestimate the mean temperature at the start. At the same time the initial
RPC temperatures are underestimated. However, given the high heating
rates within the RPC domains, this effect is limited. While generally fol-
lowing the profile of the measured temperature, Treduction−end of P4 is lower
than the measured value and hence underestimating the peak temperature
(P4 Treduction−end = 1318.4◦C compared to the measured 1400◦C ). Worth
noticing is also the slight shift in time of the peak temperatures (e.g. P4
peaks later than P1) due to the slower dynamics of temperature changes
through conductive heat transfer.

Given the simplifications, assumptions and limits of this simplified model,
it is clear that exact agreement with the measurements is unlikely. Leaving
away the other solid domains compared to Fig. 5.1, also removed the heat
losses over those domains from the model, hence changes the temperature
profiles of the remaining domains. Especially leaving away the water cooled
aluminium front has a big impact. This was partially addressed by adjusting
the radiative input power, but can not be compensated completely, especially
as cooling also occurs during oxidation. Leaving away the gas volumes (e.g.
G1) has an influence on the gas composition entering the porous domains,
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Figure 5.3: Temporal variation of temperatures of model domains P1, P2,
P3, P4, I2 and measured RPC temeperature for 1 cycle. For increased
visibility only every 50th measured data point is plotted. Model based on
parameter set 3.
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as the mixing in the volume before P1 now does not occur. The gas volumes
also play a role in the heat exchange with the removed parts such as the
front insulation, the cooled front, or the window.

The real reactor will show a continuous temperature gradient within
the RPC. Modelling this with only 4 domains at uniform temperature will
naturally differ from the reality. The model also assumes axial symmetry
of the temperature profiles. However, due to convective effects within the
reactor the top of the reactor is always hotter than the bottom and there
might be a temperature gradient between the front and back of the reactor
parallel to the main axis as well, which is not addressed in this model.
The exact locations of the temperature measurements are essential and
explain the discrepancies with the modelled domains at averaged and uniform
temperature. Note that the positioning of the temperature measurement is
less critical for running physical experiments as the temperature there is
mainly taken as a reference for the cycling control.

Since the O2 yield over the cycle is dependent on the temperature via
the temperature dependence of the ceria nonstoichiometry (see Eq. 5.7), the
change in temperature profile has a direct influence on the yield.

In the real reactor the apparent reactor temperature used for calculating
the radiative heat losses is only reached on the surface of the RPC while in
the model this temperature is taken for the entirety of P1. The temperature
of P1 is hence overestimated, leaving to a higher nonstoichiometry and hence
overestimated O2 yield in P1. This effect has an especially high influence
on the modelled yield, as the changes in δ are exponentially higher with
higher temperatures. The effect can be decreaed by decreasing the RPC
mass fraction of P1, but will in turn also decrease the residence time of
the gas within the domain, which then could break the assumption of gas
outlet temperature of the domain matching the solid RPC temperature. The
assumption of the gas volumes (also within the RPC domain) being perfectly
stirred (i.e. uniform composition in the entire volume) is also further from
the reality for smaller volumes with high through flow.

Since the temperature of P4 is used to represent the measured tempera-
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ture at the back of the RPC and the temperature generally increases towards
the center of the cavity, the temperature of P4 is underestimated (uniform
temperature within entire P4 and not only on the outside) if they would
be in perfect agreement. This effect could be decreased by decreasing the
RPC mass fraction of P4, but at the cost of at the same time increasing the
fractions of P2 and or P3. Increasing the amount of porous RPC domains
could address this issue. It is also worth noting that since P4 is the coldest
RPC domain it also has the smallest δreduction−end and hence typically does
not cocontribut much to the total VO2,cycle.

A remaining uncertainty is the temperature measurement itself. Since
the exact position of the used thermocouples is unknown when the reactor
is closed up and in operation (RPC parts can slightly shift during operation)
and the exact positioning of the measurement tip is essential (e.g. touching
the RPC directly or measuring the temperature in the gas gap behind).
Unfortunately this uncertainty can not be avoided.

5.3 Model Application — Multi Reactor System

The following section shows a possible application of such a grey box model.
Modelled is the cycling of multiple reactors by making continuous use of
the incoming solar radiation. Reduction was modelled until the reactor
reaches Treduction−end. The reactor is then cooling down and performing the
oxidation until all other reactors come off-sun and the cycle can start again.
The modelling assumes instantaneous refocussing of the optical system to the
next reactor, i.e. no delay due to turning of secondary mirror. Input power,
reactor pressures and gas flows are based on measured cycles. The simpli-
fied model used for this study is based on parameter set 3. Treduction−end

is chosen as 1319◦C according to parameter fitting (fitted for cycles with
Tred-end = 1400◦C ). Psolar = 4.8 kW and reactor pressure was lowered
to 4.5 mbars during reduction and ambient pressure during cool-down and
oxidation. Without modelling the oxidation reaction, complete oxidation
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was assumed at the end of every cycle.

Figure 5.4 shows the P4 temperature evolutions of a system with 2 reac-
tors using the solar input at all times. The first heat up takes the longest as
the reactor was heated up from ambient temperature (displayed temperature
curve starting at 100◦C ). Cycling time stabilises (no further decrease in
∆treduction) after the 3rd cycle of reactor 2 with identical and repeatable
cycles after that. For stable cycling ∆treduction = ∆tcool−down + ∆toxidation

= 1021.1 s, resulting in a cycle time of 2042.2 s. As expected, the system
balances the two reactors operating side by side by matching reduction time
with cool-down plus oxidation times. The temperature swing is 614.7◦C for
P4 and 988.3◦C for P1, respectively. VO2,cycle of one cycle is 2.07 L resulting
in V̇O2,cycle = 3.65 L/h of one reactor and V̇O2,system = 7.31 L/h of the two
reactor system. Assuming full oxidation in every cycle this would lead to
a syngas production of 14.61 L/h in the two reactor system. Note that in
reality the reactors are usually not fully oxidised after every cycle during
production. The calculated syngas production rate can serve as an estimated
upper boundary. Also note that the numerical result is highly dependent
on Psolar, e.g. higher Psolar would reduce the cycle time and hence increase
production rate.

Figure 5.5 shows the P4 temperature evolutions of a system with 3 re-
actors using the solar input at all times under the same conditions as Fig.
5.4. Analogous to Fig. 5.4 the first heat up takes longer as the reactor was
heated up from ambient temperature (displayed temperature curve starting
at 100◦C ). An obvious difference to the two reactor system of Fig. 5.5, is
the higher temperature swing caused by the longer cycles. Cycling time
stabilises (no further decrease in ∆treduction) after the 3rd cycle of reactor 1
with identical and repeatable cycles after that. For stable cycling ∆treduction

= 1198.4 s and ∆tcool−down + ∆toxidation = 2397.0 s, resulting in a cycle
time of 3594.8 s. The higher ∆treduction compared to the two reactor system
is explained with the higher temperature swing of the three reactor system,
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Figure 5.4: Temporal variation of temperatures of the RPC domain P4 for
a two reactor system making continuous use of the incoming solar power.
Model based on parameter set 3. Psolar = 4.8 kW. Blue and red represent
the two modelled reactors.
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i.e. the reduction step starts at lower temperatures. As expected, the system
balances the three reactors operating in parallel by performing the cool-down
plus oxidation step twice as long as the reduction step. The temperature
swing is 976.4◦C for P4 and 1309.1◦C for P1, respectively. VO2,cycle is 2.06
L, which is nearly identical to that of the two reactor system. However,
the resulting V̇O2,cycle = 1.54 L/h of one reactor is expectedly much lower
given the longer cycle time. For the entire three reactor system V̇O2,system

= 4.63 L/h. Assuming full oxidation in every cycle this would lead to a
syngas production of 9.27 L/h in the three reactor system. This is 36.6%
lower than the hourly production rate of the two reactor system. Given that
both systems use Psolar continuously, with always one reactor performing the
reduction step at any given time, this also implies that the three reactor sys-
tems has a 36.6% lower ηsolar−to−syngas compared to the two reactor system.
The absolute value of ηsolar−to−syngas depends on the syngas composition.
These results make the three reactor system unreasonable to be implemented
with the investigated reactors for the modelled Psolar, as the two reactor
system would outperformed it in both efficiency as well as production rate.
Based on the above analysis of the two and three reactor system, it can also
be concluded that a system with four or even higher number of reactors
(same reactor size and Psolar) would perform even worse. Additionally, a
two reactor system, such as the one implemented in this thesis, is of course
less complex to implement and much simpler to control that a three reactor
system.

Figure 5.6 shows the P4 temperature evolutions of the system with 2
reactors as in Fig. 5.4 but for a higher power input Psolar = 6.2 kW instead
of 4.8 kW. As expected, the system again balances the two reactors operating
side by side by matching reduction time with cool-down plus oxidation times.
Cycling time stabilises (no further decrease in ∆treduction) after the 5th cycle
of reactor 1 with identical and repeatable cycles after that. Compared to
Fig. 5.4 the cycle times are now much shorter at ∆tcycle = 950 s for the
full cycle (∆treduction = 475.2 s). The temperature swing is only 305.8◦C
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Figure 5.5: Temporal variation of temperatures of the RPC domain P4 for
a three reactor system making continuous use of the incoming solar power.
Model based on parameter set 3. Psolar = 4.8 kW. Blue, red and yellow
represent the three modelled reactors.
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for P4 and 761.7◦C for P1, respectively with P4 cycling above 1000◦C . For
that temperature range oxidation kinetics would not be favourable and the
reactor will not be fully oxidising, in fact it might barely produce syngas
at all. In order for production to be feasible at the power level of 6.2 kW
one would have to move the solar power away from the reactors entirely to
allow them to cool down to temperatures more favourable for the oxidation
reactions (Eq. 1.2 and Eq. 1.3). Since Psolar is then not used continuously
anymore, running the system with three reactors might become a resonable
option again. So the optimum number of reactors to make continuous use
of the incoming solar radiation depends on the particular reactor type but
also on the power levels the system is expected to perform. One interesting
option to further investigate would be to generally run the system with two
rectors but switch to operating three reactors as soon as it becomes viable.
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Figure 5.6: Temporal variation of temperatures of the RPC domain P4 for
a two reactor system making continuous use of the incoming solar power.
Model based on parameter set 3. Psolar = 6.2 kW. Blue and red represent
the two modelled reactors.
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5.4 Summary and Conclusions

This chapter described the key equations for setting up a dynamic grey box
model of the solar redox reactor. Conducting parameter estimations on
a simplified model for different RPC domain sizes shows a clear trade-off
between reaching high temperature NRMSE agreement between model and
measured data and agreement of cumulative O2 yield. The yield being more
overestimated the higher the NRMSE temperature agreement. Applying
the simplified model to a two reactor and a three reactor system, allows to
compare the performance of the two systems and discuss the viability of
installing a third reactor depending on Psolar. A three reactor system is not
a viable option for Psolar = 4.8 kW but could become viable for higher Psolar.



Chapter 6
SUMMARY, OUTLOOK AND RESEARCH

RECOMMENDATIONS

6.1 Summary

This thesis described the implementation and demonstration of the thermo-
chemical process chain from sunlight and air to liquid fuels, discussing the
details and characteristics of the implemented fuel system and presenting
fully automated experimental runs for the production of solar methanol. The
system serially integrates three thermochemical process units: 1) The DAC
unit, capturing CO2 and H2O from ambient air via adsorption/desorption
cycles based on temperature and pressure swing. 2) The solar redox unit,
using concentrated sunlight to run in parallel two directly radiated solar
reactors performing the ceria based redox cycles to form H2 and CO. And 3)
the GTL unit to finally transform the syngas to methanol or hydrocarbon
fuels. The characteristic redox cycle of the solar redox unit is operated under
a temperature/pressure-swing mode, consisting of three phases: 1) The

101
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reduction phase, during which the solar reactor is heated with concentrated
sunlight up to the desired reduction end temperature of up to 1500◦C to
release O2 from CeO2, assisted through decreased total pressure by a vacuum
pump and an Ar sweep gas flow. 2) A cool-down phase under atmospheric
pressure during which the solar reactor, re-pressurized by injecting CO2,
cools down to the oxidation start temperature. 3) The oxidation phase,
during which CO2 and H2O are co-injected into the reactor’s cavity and
react with the reduced ceria to form syngas.

Integrating the three thermochemical units and producing methanol,
demonstrates the technical viability of the thermochemical process chain
for converting sunlight and ambient air to drop-in fuels and advance the
technological readiness and its industrial implementation. Continuous on-
sun cycling under real field conditions over the entire day demonstrates
the robustness and stability of the solar redox unit and the analysis of
characteristic cycles shows the ability to produce syngas with composition
for downstream methanol synthesis as well as FT-synthesis. An 18 day 152
consecutive cycles production campaign led to the first demonstration of
the production of methanol via the thermochemical pathway from sunlight
and air. An in-depth experimental parametric study of the solar reactor
operation shows how the syngas product quality can be tailored for Fischer-
Tropsch synthesis by selecting adequate oxidation conditions, eliminating
the need for additional downstream refining of the syngas. The study shows
a clear trade-off between optimising for fuel yield, efficiency or conversion.
A challenging aspect when optimising is the fact that the highest values
for most parameters such as ηsolar−to−syngas or Vsyngas lie on the boarder of
possible parameter combinations reaching the target RH2:CO in the syngas
or not reaching the target anymore. The results of this parametric study
were compared to separate CO2 and H2O splitting cycles targeting high
molar conversion. To address the issue of finding optimal process parameters
a control scheme for optimisation was incorporated in the automation of the
solar fuel system. A solar run of fully-automated consecutive redox cycles
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demonstrates that the implemented control scheme for the optimisation of
the solar fuel system works and indeed leads to higher performance values.

The stable and successful outdoor operation of the solar fuel system
under intermittent solar irradiation convincingly demonstrates the technical
viability of the thermochemical process chain for converting sunlight and
ambient air to drop-in fuels and advances the technological readiness.

6.2 Outlook and Research Recommendations

While parts of the process chain contain technologies that are already further
developed and industrially implemented on large scale (e.g. DAC and GTL
processes) the key part of the process chain with the highest improvement
potential (partially because the technology is in an earlier research stadium
and less established) is the solar redox unit. This chapter hence focusses
on the research recommendations mainly of the solar redox unit, but also
system integration and the pathway to bring solar fuels into the market. The
research should continue on all scales from fundamental material research
all the way to system integration and economic aspects. The main goal for
most improvements is ultimately to increase ηsystem in order to decrease the
final fuel price and make the technology viable for large scale deployment.

6.2.1 Improvements on the Setup and Reactor Design

The study in this thesis focussed mostly on the influence of the operational
parameters of the solar reactor. However, system performance can be further
improved by physical modifications in the reactor design or the system setup.

Improvements on the Ceramic Material and Structure

The RPC could be improved both on the material and the morphology
side. Although pure ceria so far is still the benchmark material and typi-
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cally outperforming newly developed and investigated redox alternatives on
long-term cycling stability and structural integrity, material research should
continue on screening for and testing potential alternative candidates such
as doped ceria or perovskites. The goal would be to find a material that
can reach higher reduction extent for the same temperatures or comparable
reduction extent but at lower temperatures, while keeping similar or better
oxidation characteristics and also demonstrate long term cyclability and
chemical stability.

On the morphology side, the RPC structure can be further improved
or replaced by an alternative shape for example with a porosity gradient
for better volumetric absorption of radiation and more uniform heating.
Recent developments in the design and fabrication of ordered structures and
3D-printed alternative structures show promising results [86, 87] and this
research should be continued both on the numerical modelling and applied
testing side. Designing and manufacturing not only small samples but whole
cavities depending on the distribution and direction of the solar input opens
new possibilities. During this research also the mechanical stability of the
designed cavity should be considered, as making the directly radiated ceria
structure more robust over long-term cycling (i.e. less structural damage to
the cavity over time) is important, as in an industrial application the need
to replace ceria elements should be avoided or minimised and where possible
replaced material should be recycled.

Improvements of the Reactor Design

The reactor design itself could also be improved. The flow regime inside the
reactor could most definitely be improved by changing the position and shape
of the steam inlet into the reactor. However, this would need careful analysis
with a detailed fluid flow model inside the entire reactor in order to optimise
it. The size of the aperture in relation to the size of the cavity is another
parameter that could be investigated e.g. with a model as presented in [81].
The aperture size relative to Psolar is one of the reasons why the reactors
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installed and discussed in this thesis show lower ηsolar−to−fuel compared to
e.g. the reactor of Ref. [40]. While increasing the solar power rating from
about 4 kW to about 5 kW the aperture increased from 40 mm to 60 mm
diameter, increasing also the radiative losses. As there is a trade-off between
higher ηsolar−to−fuel for a smaller aperture (i.e. lower re-radiation losses)
and higher ηoptical for a larger aperture (need for higher concentration ratios
in smaller aperture), finding the optimal aperture size would need careful
analysis of both effects in parallel.

Heat Recovery in the Solar Reactor

To boost ηsolar redox unit a key research need is the implementation of heat
recovery (see also efficiency discussion in chapter 2.5). Recovery of the heat
rejected during the temperature swings between the redox cycles is one of
the most significant ways of increasing ηsolar redox unit. Recent work using a
large amount of gas to recover some of the heat during the cool-down phase
and store it in a thermal energy storage to be used again to heat up the
reactor in the coming reduction phase [91] investigates this topic. This comes
with the further benefit of shortening ∆tcool−down and ∆treduction and hence
∆tcycle, which increases fuel yield per time. However, further investigations
and technical implementations are needed. Since heat recovery is absolutely
key also other alternative options of heat recovery should be investigated
(e.g. [69]). For a multi-reactor system, one option is to use the recovered
heat directly in one of the other reactors, hence avoiding the losses of adding
a separate heat storage. Alternatively, the extracted heat could be used to
drive the DAC unit, generate steam, preheat gases or (if used to generate
electricity first) run the vacuum pumps, compressors and auxiliary systems.

Improvements of Auxiliary Systems

Looking at potential improvements for future designs of similar fuel systems,
one of the challenges is the large distance between the reactors and the
auxiliary systems. In the current setup, there is between 8 and 10 m tubing
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between the reactors and the vacuum pump at the bottom of the solar
dish. Between the reactors and the gas analysis unit this distance is over
20m. This means that when evacuating a reactor also the KF25 tubing
between the reactor and the vacuum pump are evacuated and hence have
to be repressurised again after the reduction step. The piping between the
pump and the reactor also affects the achievable vacuum pressure in the
reactors due to friction. So apart from upgrading to a more powerful vacuum
pump, bringing the pump closer to the reactor outlet and therefore reducing
the evacuated gas volume after the reactor, would decrease the achievable
vacuum pressure during reduction and decrease the amount of non-reacting
gas (Ar or CO2 to repressurise the volume after the reactor) in the product
line.

Also bringing the gas analysis units closer to the rector would help
decreasing the flow dependent delay of the measured gas analysis signal to
what is occurring in the reactor. Through careful post processing of the
measurement data, parts of this delay can be adjusted retrospectively. The
long distance between the rectors and the gas analysis units also lead to
some flattening of the gas composition curve due to diffusion and mixing
within the gas travelling from the reactors to the gas analysis units.

Dealing with Condensation in the System

An issue that arose and should be addressed in future reactor designs, is
the condensation of water in the system when adding H2O-splitting cycles.
In the current reactor design the inlet cone between the aperture and the
window (see Fig. 2.3) is water cooled. During oxidation the H2O entering the
reactor condenses on the cone and fills up the cone to the level of the aperture
opening. A possible way to address this issue is to change the cooling in
the front from water to oil at above 100◦C . Additionally, unconverted H2O
condenses in the tubing after the reactor and stays in the system until the
next reduction phase. During the reduction phase the condensed water is
partially evaporated again and removed through the vacuum pump. This
evaporation leads to higher preactor during reduction. As H2O accumulates
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in the system over a measurement day, this effect increases with every cycle.
Condensation in the gas volume after the reactor is also the reason why
the reactor can not be repressurised with H2O after the reduction step, as
due to the condensation in the tubing the reactor can not be brought up to
ambient pressure in time for the oxidation start. A possible idea to address
this issue would be to close off the reactor at the outlet after reduction until
the start of the oxidation. Like this the reactor could be repressurised with
H2O, as the H2O would remain in the hot zone. However, this would imply
the deployment and possibly development of a high temperature valve right
at the reactor outlet.

Another issue is, that in order for the vacuum pump to deal with the H2O
in the pumped gas, the pump pulls a large amount of ballast gas (ambient
air) into the pump, diluting the gasses from the reactor to the point that
the O2 content can not be measured anymore in the gas stream after the
vacuum pump. The liquid water in the system, combined with the suction of
the vacuum pump can also transport unwanted particles such as ceria dust
or broken of pieces of RPC down the lines, which have to be filtered out
before the vacuum pump. Of course any addition of filters further decreases
the achievable vacuum pressure in the reactor.

Improvements of the Optical System

Improvements of the solar optics for the installed concentrating dish system
has already been analysed in detail, with potential to improve ηoptical from
59.6% to 82% [79]. Apart from the optical system itself, the alignment of
the solar reactors and the calorimeter with the optical system is critical.
Optical misalignment of the reactors obviously decrease their efficiency,
while misalignment of the calorimeter itself or the position relative to the
reactors, can lead to an overestimation of Psolar and hence underestimation
of ηsolar−to−syngas. The current system of aligning the different instruments
is based on installed lasers and assumptions that certain structural parts of
the primary and secondary reflector kept their exact position relative to each
other since the very first instalment. For a potential next generation optical
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system, it would be important to include a concept of alignment from the
beginning of construction based on immovable fixed points.

Improvements of the DAC unit

Although the main focus should be set on the improvement of the solar
redox unit, also the technology of the DAC unit should be further developed.
As the DAC process is highly energy intensive, gains in the DAC efficiency
(e.g. through improvements on the sorbent material or by finding ways
to decrease the needed energy input of the adsorption/desorption cycle)
would increase ηsystem. Decreasing the energy demand for the DAC unit,
even without improvement of ηDAC, would free recovered heat available for
other uses within the system and hence still decrease ηsystem, e.g. through
decreasing ηsolar−to−syngas by increased preheating.

Improvements of the GTL unit

For the GTL unit (by far the most established technology of the process
chain) the key challenges are the integration with the rest of the process
chain. Industrial GTL processes usually tailor/mix the syngas to the optimal
composition for the used catalyst and target fuel. When integrating the
GTL with the solar redox unit however, there might be cases where it would
overall be beneficial (e.g. as it might improve ηsolar redox unit) to run the
GTL unit with less optimal syngas composition. The challenge there would
then be to optimise the GTL process based on the provided syngas compo-
sition, for example with a higher than usual content of CO2 left in the syngas.

6.2.2 Operation of the Fuel System

Changing Vacuum Pump Operation

Apart from simply decreasing the vacuum pressure during reduction as
mentioned before, the pressure could also only be reduced towards the end
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of the reduction step with the potential of decreasing Qpump and therefore
increasing ηsolar−to−syngas. However, this option only brings improvement if
the issue of condensate accumulation downstream of the reactor is addressed
first. For the current setup, the cycle performance when running the pump
during the entire reduction step and reaching a lower preactor is higher,
compared to only running the pump towards the end of reduction, but not
reaching the same vacuum pressure due to the condensed water in the system,
i.e. the effect of the higher fuel yield due to the lower preactor dominates the
effect of the reduced Qpump.

Introducing Varying Oxidation Flows

During this study and previous studies with a similar reactor concept (e.g.
Refs. [40, 20]) the gas flows into the rectors have been kept constant during
oxidation. While this does give promising results, it also brings potential
issues. One issue that was discussed in chapter 3.3.2 is that due to the
removal of condensed and unreacted H2O, the outlet flow of the reactor is
not constant but decreases during oxidation. Depending on the CO2 flow
rates, this leads to accumulation of high quality syngas in the reactor that is
not leaving the reactor during the oxidation as the total flow is too low. In
chapter 3.3.2 this was addressed by introducing a flush flow of CO2 towards
the end of oxidation. Another option would be to gradually change the gas
flows into the reactor during the oxidation. One could for example flow more
CO2 at temperatures where CO2-splitting is thermodynamically favourable
and more H2O where H2O-splitting is more favourable, with the potential
to increase conversion of both CO2 and H2O. One could potentially even
decouple Toxidation−start for CO2 and H2O, respectively.

The inlet flows could even be directly coupled to a feedback control
system with the outlet gas analysis units. For this however, the gas analysis
would have to take place much closer to the reactor outlet to minimise the
delay of measurement and allow for feedback within the response time of the
system. Implementation of this direct feedback loop during the oxidation
might be infeasible on the presented system due to the comparably big gas
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volumes between the reactors and gas analysis units, but could be investi-
gated on a model (e.g. the one developed in chapter 5) or upscaled system.

6.2.3 System Integration

Evidently, the coupling of the intermittent solar redox process with the
round-the-clock DAC and GTL processes complicates the integration of
the three units because of the temporal mismatch of both mass and energy
flow rates to/from each unit. Further complication arises from the different
operational temperatures and pressures of each unit. In terms of the mass
flows, the incorporation of buffer tanks upstream and downstream of the
solar redox unit to intermediately store H2O and CO2 (upstream) and syngas
(downstream), as applied in the described setup, is technically simple and
scalable, and therefore the preferred approach as compared to running the
entire system only during sunshine hours with oversized (and more expensive)
DAC and GTL units. Given the non-continuous cyclic production in the
DAC unit and the solar redox unit and the continuous syngas flow needed in
the GTL reactor, at least minimal buffer tanks would have to be implemented
anyway. The sizing of these buffer tanks for an industrial-scale plant is a
function of the mass flow rates of reactants/products to/from the solar redox
unit.

In terms of the energy flows, the thermal management mentioned above
as a measure to maximize ηsystem would be practicable by heat exchange via
heat transfer fluids between the endothermic DAC process (heat sink at below
100◦C ), the exothermic GTL process (heat source at above 200◦C ) and the
solar redox unit (heat source at between 600 and 1500◦C ). However, for a 24
h continuous production, heat exchange with the solar-driven process would
only be possible if heat is stored temporarily, for example in thermocline
heat storage tanks [96]. Thermal management of the combined process chain
is a key research need for further upscaling and industrial implementation.
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Alternative Solar Redox Unit Configuration

An alternative solar redox unit configuration, which would potentially sim-
plify its integration, consists of replacing the solar reactor at the focus of
the solar concentrator with a solar receiver that delivers high-temperature
heat via a heat transfer fluid to a thermal storage tank, which in turn
continuously delivers heat to a (non-solar) redox reactor. Such a reactor,
or array of reactors, would operate round-the-clock similar to the power
block of a CSP plant with thermal storage [8], and therefore would be
simpler to integrate with the DAC and GTL units, both in terms of the
mass and energy flow rates. Thermal management would be applicable
by heat exchange with the redox reactor as well. Furthermore, this con-
figuration would facilitate the operation of the oxidation step at higher,
thermodynamically more favourable pressures to obtain pressurized syngas,
thereby minimising or even eliminating the compression work before the
GTL. A key advantage of this configuration is that the redox reactor is
not exposed to the harsh conditions of concentrated solar irradiation. This
should increase the longevity of the redox material inside the reactor. Note
that the reactor geometry and optimal ceria structure would also be different.

When thinking about reconfiguring the solar redox unit it, would also be
an option to investigate the possibility to add a third or even more reactors
with reactor size adjusted to always have one reactor on sun performing the
reduction step and making optimal use of the incoming solar power. The
optimal number of reactors depends on the size and design of the reactors
as well as on the solar power input. See also discussion in chapter 5.3. It
could even be an option to have one or more reactors on standby and only
use it above a certain Psolar, i.e. constantly adjust the number of reactors
running depending on the solar conditions.
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6.2.4 Advances in System and Reactor Modelling

As discussed in chapter 5 the developed dynamic grey box reactor model still
needs careful parameter fitting and model validation. In order to accomplish
this, there are a couple of open challenges that need to be addressed (see
chapter 5). If needed, the current reactor model could also be extended
by adding additional domains or by simply dividing existing domains into
multiple smaller domains. For example, increasing the number of RPC
domains modelled inside the reactor, might help getting a better agreement
with the measured temperature curves and could be an option to improve
the model accuracy. However, increasing the amount of modelled domains of
course comes with the drawback of an increase also in computational time.

Once the reactor model is fully functional, it can be used as an essential
building block in modelling the entire solar fuel system. For this, also
the other subsystems such as the DAC unit, the GTL unit, the optical
concentrating system, the buffer storage tanks and various auxiliary systems
have to be modelled as well. Also for modelling those systems, grey box
models would be an excellent choice given the shorter computational time
compared to for example a complete CFD model and the easy integration
as building block into a combined model. Since a model of the entire fuel
system would predominantly be used to investigate topics on a systems
level, details of internal states are of less interest as long as the model
response corresponds reasonably well with measured outputs of the modelled
subsystem. For some subsystems where there is a vast amount of data
available even a black box model approach could be a viable option.
The system model could be used to investigate research needs such as heat
recuperation and integration across the different units of the fuel system,
dimensioning of appropriate storage buffer tanks, identifying bottlenecks
in the production chain and optimising energy and mass flows throughout
the system. It can also be used to simulate new control strategies or
to test suggested improvements to the system before they are physically
implemented.
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6.2.5 Scale-up to Industrial Size Plant

One of the next challenges to bring the technology closer to market is upscal-
ing. Ref. [20] discusses an upscaling attempt with a 50 kW reactor mounted
on a solar tower. However, for industrial production the reactor concept
would have to be up scaled even further. Parts of the challenges have already
been discussed in sections above, with most improvement suggestions for the
current system also applicable and even more important for an up-scaled
process chain. This section summarises how a potential industrial size plant
could look like. Material in this section is partially extracted from Ref. [97].

As solar concentrating system a multitude of solar dishes or a heliostat
field focusing on a solar tower could be used for scaling up and concentrating
the DNI to the solar flux concentration required (C > 2000 suns) [8]. Notably,
the optical components for concentrating the DNI, e.g. solar dishes and
heliostat fields, are already established for CSP plants, though for lower
values of solar flux concentration, but there are substantial technological spill
overs from solar thermal electricity to solar thermochemical fuels. Although
technically possible, as demonstrated in this thesis, a multitude of up-scaled
solar dishes as with individual reactor redox systems is economically less
feasible and the preferred option would be to put an array of solar reactors
onto a solar tower with a heliostat field to provide the concentrated solar
energy input.

To appreciate the scaling needed, a commercial-scale solar fuel plant could
use for example 10 heliostat fields, each collecting 100 MWthermal of solar
radiative power, to produce 95,000 liters kerosene a day (assuming an overall
system efficiency ηsystem of 10%), enough to fuel an Airbus A350 carrying
325 passengers for a London-New York roundtrip flight. This requires an
additional 20x scale up from the reactor described in [20] for a 1-MWthermal
solar reactor module, whose front quartz window is the limiting element.
The commercial-size solar tower foresees an array of solar reactor modules,
each attached to hexagon-shaped secondary concentrators in a honeycomb
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arrangement [40]. Further assembling the array of solar reactor modules
in at least two clusters and focusing the heliostat field alternately onto
each cluster would enable the continuous operation of both redox steps of
the cycle. This re-focusing of the heliostat field should be feasible with
current hardware/software control but its dynamics still need to be proven
in the field. The complexity of the entire fuel system would be comparable
to that of a concentrated solar power (CSP) plant, for which incremental
scaling has taken place. The required frontal area of the DAC subsystem,
based on a modular design using the technology applied in the present solar
fuel system, would be about 4500 m2 for capturing approximately 100,000
tons CO2/year needed for the process, and the land area covered would
represent less than 1% of the total land footprint of the plant. Thus, the
DAC modules can be arranged in a single row to avoid drawing CO2-depleted
air. Assuming ηsystem = 10%, such a solar fuel plant would produce about
34 million liters kerosene/year. To put this in context, 2019 global aviation
kerosene consumption was 414 billion liters; the total land footprint of all
solar plants required to fully satisfy global demand would be about 45,000
km2, equivalent to 0.5% of the area of the Sahara Desert.

6.2.6 Techno Economic Analysis

Techno economic analyses are an important tool to determine whether in-
dustrial implementation is economically feasible. Although there has already
been substantial work done in analysing the potential of the presented
technology, there is still room for further investigations, especially as the
technology continues to become more and more mature. The following
section is extracted from Ref. [97] and summarises the techno economic
analyses conducted for an industrial implementation of the discussed fuel
system.

Techno-economic analyses of the complete process chain analogous to the
pathway demonstrated in this thesis estimated a jet fuel cost in the range
1.2 - 2 €/liter [90, 98, 99]. These cost values are predominantly sensitive
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to the energy efficiencies (assumed ηsystem = 4.4 - 11.7%), the CO2 costs
(assumed 100 €/ton CO2, consistent with the long-term cost target [100]),
and the manufacturing costs of the heliostat field, which typically represent
half of the total investments costs of the solar fuel system (assumed 100
€/m2; currently in the 100-150 €/m2 range; DOE Sunshot’s target is 75
USD/m2). This also explains the strong dependency of the fuel cost on
the solar reactor performance because the higher ηsolar−to−syngas the smaller
becomes the heliostat field for a given Qsolar, and consequently the lower the
investments costs of the solar concentrating infrastructure. The auxiliary
components at the interface between the three main processing subsystems,
such as gas pipelines, compressors, storage tanks, and other balance-of-plant
components, are embedded within the given range of cost values of the
fuel. The compression and storage of CO2 and syngas in the buffer tanks
represent 9.5% of the investment costs [99], but can have a significant effect on
ηsystem and ultimately on the annual O&M costs because of their electricity
consumption; optimized integration to minimize storage size and learning-
by-doing are warranted as the system undergoes upscaling. In particular,
substantial R&D and implementation of heat recovery in the solar reactor
[96, 56, 88] are needed to achieve the 20% value of ηsolar−to−syngas assumed
in the economic analyses. As expected, solar thermochemical fuels are most
competitively produced in desert regions with high DNI (> 2500 kWh/m2 per
year) [98, 99]. In contrast to biofuels, which are limited by resource provision,
global jet fuel demand can be met by utilizing less than 1% of the worldwide
arid land [98], which does not compete with food or fodder production.
Furthermore, the solar fuel production chain’s life cycle assessment indicates
80% avoidance of greenhouse gas emission with respect to conventional fossil
jet fuel, with emissions in the range 0.1-0.6 kgCO2-equivalent per liter jet
fuel and approaching zero when construction materials (e.g. steel, glass) are
manufactured using renewable energy [99], as the amount of CO2 emitted
during jet fuel combustion equals that captured from the air during its
production.

The most recent study offering a technical, economic and environmental
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analysis of the fuel production, estimate the jet fuel production cost for a
plant in Chile at 2.3 €/L in the near-term and 0.6-1.3 €/L in the long-term
future, with a 22-30% higher price for a plant located in Spain or Morocco
[101].

6.2.7 Bringing Solar Fuels to the Market

A big challenge in bringing solar fuels to market, other than the necessary
substantial advances in the technology, process optimization and upscaling,
is creating the market for solar fuels and make it economically feasible. This
should be supported by policy schemes that enable market introduction at
commercial scale. The following section is summarised from Ref. [97] and
is based on work performed by Johan Lilliestam and Anthony Patt, both
co-authors and collaborators in the paper "Schäppi, R. et. al., Drop-in fuels
from sunlight and air. Nature 601, 63-68 (2022)" [97].

Industrial scale solar fuel plants need to overcome the issue that they
require very high initial investment costs [99]. To bring down those costs
through scaling effects and process optimisation as well as mass production
of key components and learning by doing, they would first need to be
widely deployed, and this is where they require policy support to create
a market. Both CORSIA (Carbon Offsetting and Reduction Scheme for
International Aviation) and the EU Emission Trading System aim to reduce
CO2 emissions with carbon-pricing. However, the current carbon price is too
low to support market demand for solar fuels. A valuable option would be
an aviation sector support scheme to create a near-term market for the first
generation of industrial scale commercial solar fuel plants. The idea would
be to introduce a jet fuel quota scheme where airlines and users or retailer of
aviation fuels in general would have to proof, that a given quota of their fuel
stems from solar fuel sources. This quota would initially be very small and
could then be continuously increased to keep providing the marked demand
to deploy new solar fuel plants. If the initial quota is chosen small enough
compared to the overall jet fuel demand, the cost of this new policy would
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be low enough to be widely politically accepted and the financial impact for
example on a plane tickets would be nearly negligible, while it would still
create the market for solar fuels — even if the price for this solar fuel would
initially be at a multitude of the current fossil fuel price. The deployment of
the first generation plants would then start the technologies path down the
learning curve. Important to keep in mind for this scenario, is that the solar
fuel produced is a drop-in fuel and hence does not require new infrastructure,
but can use the existing network for storage, transportation and utilisation.
Hence, with appropriate policy support solar fuels on long-term have the
potential for decarbonising the aviation sector, underlining the importance
of the demonstrated milestone of carbon-neutral solar fuel production from
sunlight and air.
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L/min, Toxidation−start = 900◦C . . . . . . . . . . . . . . . . . 52

3.2 Parametric study of oxidation parameters. Vsyngas, XCO2 ,
∆toxidation and ηsolar−to−syngas over varying Toxidation−start a),
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Treduction−end = 1500◦C , ṁAr = 3 L/min. Previous knowl-
edge: Cycle with Toxidation−start = 750◦C , ṁCO2 = 0.7 L/min
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