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Extratropical cyclones influence midlatitude surface weather directly via pre-
cipitation and wind and indirectly via upscale feedbacks on the large-scale
flow. Biases in cyclone frequency and characteristics in medium-range to sub-
seasonal numerical weather prediction might therefore hinder exploitation of
potential predictability on these timescales. We thus, for the first time, identify
and track extratropical cyclones in 20 years (2000-2020) of subseasonal ensem-
ble reforecasts from the European Centre for Medium-Range Weather Forecasts
(ECMWEF) in the Northern Hemisphere in all seasons. The reforecasts reproduce
the climatology of cyclone frequency and life-cycle characteristics qualitatively
well up to six weeks ahead. However, there are significant regional biases in
cyclone frequency, which can result from a complex combination of biases in
cyclone genesis, size, location, lifetime, and propagation speed. Their magni-
tude is largest in summer, with the strongest regional deficit of cyclones of more
than 30% in the North Atlantic, relatively large in spring, and smallest in winter
and autumn. Moreover, the reforecast cyclones reach too-high intensities during
most seasons, although intensification rates are captured well. An overestima-
tion of cyclone lifetime might partly but not exclusively explain this intensity
bias. While the cyclone bias patterns often appear in lead-time weeks 1 and 2,
their magnitudes typically grow further at subseasonal lead times, in some cases
up to weeks 5 and 6. Most of the dynamical sources of these biases thus likely
appear in the early medium range, but sources on longer timescales probably
contribute to the further increase of biases with lead time. Our study provides
a useful basis to identify, better understand, and ultimately reduce biases in the
large-scale flow and in surface weather in subseasonal weather forecasts. Given
the considerable biases during summer, when subseasonal predictions of precip-
itation and surface temperature will become increasingly important, this season
deserves particular attention for future research.
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1 | INTRODUCTION

Extratropical cyclones are key weather systems on the syn-
optic scale. They are partly responsible for the day-to-day
variability of and potentially damaging extremes in mid-
latitude precipitation (e.g., Hawcroft et al., 2012; Pfahl
& Wernli, 2012), wind speed (e.g., Wernli et al., 2002;
Fink et al., 2009; Martius et al., 2016), and near-surface
temperature (e.g., Pfahl, 2014). Moreover, although extrat-
ropical cyclone dynamics is determined by the large-scale
flow, processes within cyclones can feed back upscale
and even actively influence the onset, maintenance, and
decay of large-scale flow regimes by modulating down-
stream Rossby-wave evolution and breaking (e.g., Riviere
& Orlanski, 2007; Grams et al., 2011; Hoskins, 2013).
Beyond that, cyclone activity integrated over an extended
time period can modulate lower-frequency planetary-scale
processes such as the stratospheric polar vortex (e.g., Coy
et al., 2009; Coy & Pawson, 2015; Attard & Lang, 2019)
via poleward heat fluxes that are directly proportional
to upward-propagating Rossby-wave activity (e.g., Polvani
& Waugh, 2004), which can be an important driver of
subseasonal-to-seasonal large-scale flow variability in the
midlatitudes in winter (e.g., Baldwin & Dunkerton, 1999;
Ambaum & Hoskins, 2002; Domeisen et al., 2020). Con-
sidering this vast importance of extratropical cyclones
across spatio-temporal scales, it is crucial to represent
these weather systems and their life-cycle characteristics
correctly in both medium-range (<15 days ahead) and sub-
seasonal numerical weather forecasts (>15 days but less
than a season ahead, depending on the forecast center)
to provide skillful seamless predictions. This study thus
presents—to our knowledge for the first time—a detailed
and year-round feature-based verification of extratropi-
cal cyclone activity and characteristics in a subseasonal
numerical weather forecast system, namely the Integrated
Forecasting System (IFS) of the European Centre for
Medium-Range Weather Forecasts (ECMWF). We moti-
vate the need for such a verification in more detail here-
after.

A systematic verification of extratropical cyclones and
their life-cycle characteristics in numerical weather fore-
casts has only been reported in a few studies so far.
For instance, Hewson (2002) investigated how different
extratropical cyclone characteristics are represented in
medium-range forecasts of the Unified Model of the Met
Office (United Kingdom). He found that the number of
weak cyclones and, though slightly less pronounced, also
intense cyclones became under-represented with grow-
ing lead time. A few years later, Froude et al. (2007) and
Froude (2010) performed detailed cyclone verification in
the IFS and in a set of further models, with a focus on
how far ahead individual cyclones can be predicted at
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medium-range lead times. They also analyzed biases in
cyclone life-cycle characteristics and found that cyclones
were predicted as slightly too intense and too slow. On
the other hand, Jung et al. (2006) assessed how North-
ern Hemisphere extratropical cyclones in winter are rep-
resented in seasonal IFS forecasts with different spatial
resolutions. They found a negative bias in cyclone fre-
quency, which became smaller with increasing horizontal
resolution in most but not all regions. In the Gulf Stream
region, for instance, the underestimated cyclone frequency
was resolution-independent. Apart from these systematic
verification studies, various case studies have demon-
strated further that the forecast performance for individual
cyclones can already be poor at relatively short lead times,
typically because of the special dynamical mechanisms
driving these cyclones (e.g., Boettcher & Wernli, 2011).
Finally, rather than verifying how well cyclones are pre-
dicted, other studies highlighted the importance of cap-
turing individual cyclones and the associated uncertainty
correctly for subsequent forecast performance (e.g., Grams
et al., 2011; Martinez-Alvarado et al., 2016; Baumgart
et al., 2018; Grams et al., 2018; Rodwell & Wernli, 2023).

Verification studies of subseasonal forecasts typically
do not focus on the evolution of individual synoptic-scale
weather systems, mainly because of their intrinsic pre-
dictability limit of about two weeks (e.g., Lorenz, 1963;
Zhang et al., 2019). Instead, they aim to identify and
understand better the biases in the large-scale flow and
surface weather, which typically grow with lead time
(so-called model drift) and thus hinder exploitation of
the potential predictability for subseasonal lead times. For
instance, the ECMWF has recently launched an internal
project called Understanding systematic error GROWth
(UGROW), which aims to UGROW across timescales in
the IFS (Balmaseda et al., 2022). So far, the focus of this
project has been on the warm midtropospheric bias over
large parts of the Northern Hemisphere landmasses in
summer (Magnusson et al., 2022), the westward bias in
the location of the subtropical North Pacific jet stream in
winter (Vitart et al., 2022), and the surface biases in the
equatorial eastern Indian Ocean in boreal summer (Mayer
et al., 2022). Although various sensitivity experiments in
this project have improved our understanding of some of
the biases, the sources and consequences of other biases
are still unclear.

A few studies have used feature-based approaches
to improve understanding of subseasonal forecast biases.
For instance, Quinting and Vitart (2019) investigated
how well subseasonal models capture the life cycles of
Rossby-wave packets (RWPs) as important and relatively
predictable drivers of midlatitude weather variability. The
most substantial biases they found were an underesti-
mated RWP initiation frequency over the central North
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Pacific and an underestimated RWP decay frequency over
the North Atlantic-European sector. The latter bias was
shown to be linked to an underestimated blocking fre-
quency over Europe. Focusing on specific storm-track
regions, Winters (2021) identified significant subseasonal
forecast biases in the occurrence frequency of the main
North Pacific jet stream regimes in winter, which have
a strong impact in North America and further down-
stream. Some of these biases are consistent with the afore-
mentioned study by Vitart et al. (2022). Likewise, Biieler
et al. (2021) highlighted substantial year-round biases in
Atlantic-European weather regime frequencies in sub-
seasonal forecasts. The biases were largest in summer
and smallest in winter and correlated well with biases in
midtropospheric geopotential height.

However, a systematic, feature-based, and year-round
analysis of extratropical cyclone biases is, to our knowl-
edge, still missing for subseasonal forecasts. Considering
the influence of extratropical cyclones described initially,
not only on surface weather but also upscale, this is an
important knowledge gap to fill. One study shedding light
on the importance of cyclones for subseasonal forecasts by
Son et al. (2020) found subseasonal prediction errors in
midtropospheric geopotential height to be dominated by
eddy rather than zonal mean errors, with similar impor-
tance of synoptic-scale and planetary-scale eddies. Zheng
et al. (2019) explicitly investigated Northern Hemisphere
cyclone activity in subseasonal forecasts during winter,
but focused on analyzing the cyclone skill horizon and
its associated planetary-scale sources rather than cyclone
biases. Moreover, Wandel et al. (2021) quantified sub-
seasonal forecast biases in warm conveyor belts (WCBs)!
in winter. They found negative WCB frequency biases
over the North Atlantic and eastern North Pacific already
emerging at early medium-range lead times. Finally,
Afargan-Gerstman et al. (2022) were, to our knowledge,
the first to identify and track extratropical cyclones in sub-
seasonal forecasts. They focused, however, not on biases
but on how well the North Atlantic storm track and indi-
vidual cyclone characteristics can be predicted following
extreme states of the stratospheric polar vortex during
winter.

In this study, we continue along this line of research
and for the first time analyze the year-round biases of
objectively identified and tracked Northern Hemisphere
cyclones in subseasonal reforecasts based on recent IFS
model versions. The focus will be on the following two
research questions. (i) What are the biases in extratropical
cyclone frequency, and how do they depend on lead time?
(ii) What are the biases in cyclone life-cycle characteristics
such as intensity, intensification rate, lifetime, and propa-
gation, and how do they contribute to cyclone frequency
biases?

Section 2 describes the data used, the cyclone iden-
tification and tracking algorithms, and the verification
approach. Results are presented in Section 3, starting with
a conceptual description of the potential sources of cyclone
frequency biases and then describing the actual biases in
cyclone frequency and life-cycle characteristics. Some of
these biases are discussed in more detail in Section 4. In
Section 5, we summarize and conclude the article. Note
that this article is complemented by many supplemental
figures, which we make available for the sake of com-
pleteness but are not essential for the main aspects of the
article.

2 | DATA AND METHODS

2.1 | Reforecast and reanalysis data

We use six-hourly and 1° x 1° sea-level pressure (SLP)
fields from 20 years (2000-2020) of subseasonal refore-
cast (RFC) sets of ECMWF. The 2060 reforecast sets are
based on the relatively recent operational forecasts issued
between December 2020 and November 2021, which
are based on the model versions CY47R1 (December
1, 2020-May 10, 2021), CY47R2 (May 11, 2021-October
11, 2021), and CY47R3 (October 12, 2021-November 30,
2021). They had been initialized from the two reanal-
ysis datasets ERA5 (Hersbach et al., 2020) and ORAS
(for the ocean initial conditions: Zuo et al., 2017) twice
a week, with 11 ensemble members and for a lead
time of 46days (of which we analyze 42days or 6
weeks). Although including the control reforecast would
increase the statistical robustness of our analysis slightly,
it would also mean that we mix unperturbed mem-
bers with perturbed members (in which, for instance,
the stochastically perturbed parametrisation tendency
(SPPT) scheme substantially influences synoptic dynam-
ics). For this reason, we limit our analysis to the 10
perturbed ensemble members only, which yields a total
of 20,600 individual reforecast runs. The native hori-
zontal resolution of the reforecasts is TCo0639 (about
18km) up to a lead time of 15 days and TCo319 (about
36 km) beyond, while the native vertical resolution has
increased from 91 levels in version CY47R1 to 137 levels
in the later versions. Moreover, the third cycle, CY47R3,
came with substantial changes in the moist physics,
which affected the model performance in the extratropics
positively.?

For verification, we use SLP fields from ERAS5 with
the same temporal resolution and extracted on the same
horizontal grid. The native horizontal resolution of ERA5
is TL639 (about 31 km) and thus lower than that for the
reforecasts in their medium range but similar in their
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extended range. The native vertical resolution of ERAS is
137 levels (Hersbach et al., 2020).

2.2 | Cyclone identification, tracking,
and life-cycle characteristics

We identify and track cyclones objectively in the refore-
casts and in ERAS5 with the algorithm by Wernli and
Schwierz (2006) (with further modifications described
in the supplementary material of Sprenger et al., 2017).
This algorithm first identifies cyclones and their area,
respectively, by the outermost closed SLP contour sur-
rounding the local SLP minimum (cyclone centre). In
a second step, it obtains cyclone tracks by concatenat-
ing the cyclone centres in time based on a search area
depending on the previous cyclone trajectory. SLP min-
ima identified over topography higher than 1,500 m above
sea level are neglected, as they might be numerical arti-
facts caused by the pressure reduction to sea level. Since
the tracking algorithm allows for gaps of maximum 12 hr
(i.e., time steps at which no cyclone has been identified),
cyclone tracks can nevertheless cross topography higher
than 1,500 m. Note that we use the same topography with
the same resolution to identify the cyclone tracks in the
reforecasts and in ERAS5, which rules out any influence
of topography-related artifacts on the cyclone biases. This
cyclone identification and tracking method has partici-
pated in the intercomparison project by Neu et al. (2013),
see also Hewson and Neu (2015), which indicated that
results from our method do not appear as outliers when
compared with many other methods.

To focus on the Northern Hemisphere extratropics and
to neglect short-lived and weak cyclones, we only con-
sider cyclones that reach their maximum intensity (i.e.,
their lowest SLP minimum along the track) of less than
1,000 hPa between 25° and 80°N (cf. Figure S1a) and have
a lifetime of at least 24 hr. Running the same analysis with
a higher intensity threshold of 1,020 hPa has not changed
any of the key results shown in this study in a qualitative
sense, which is why this arbitrary threshold is justified
(some further reasons why we consider the threshold of
1,000 hPa more appropriate than 1,020 hPa are discussed
in Section 4.8). Furthermore, the 24-hr threshold is widely
used in literature (e.g., Neu et al., 2013) and justified in
the sense that the characteristic lifetime of baroclinic
life cycles is of the order of days. Finally, we note that
the minimum latitude criterion filters out some but not
all extratropical cyclones that underwent extratropical
transition, because the lowest SLP minimum typically
reached during the tropical phase of transitioning cyclones
(i.e., before the transition) can still occur north of 25°N
(e.g., Hart & Evans, 2001).

Royal Meteorological Society

Apart from obtaining spatial cyclone frequencies by
averaging binary cyclone masks that are set to 1 within
cyclone areas and 0 outside, we compute further statis-
tics over the cyclone life cycles: cyclone genesis is defined
by the first three time steps of a cyclone track, and,
consequently, cyclone lysis by the last three time steps.
This definition allows for smoother and more robust
statistics for genesis and lysis compared with using only
the first and last time steps, at which the cyclones
are typically small. For each cyclone track, we further
determine the following measures: maximum cyclone
intensity as the lowest SLP minimum along the track,
maximum cyclone intensification rate as the maximum
six-hourly SLP deepening, cyclone lifetime as the time
between the first and last track time step, mean prop-
agation speed, mean propagation direction, mean lati-
tude, cyclone size as the area (in km?) of the cyclone
mask at the time of maximum intensity, and another
measure for cyclone depth as the difference between
the outermost closed SLP contour and the SLP at the
cyclone center.

2.3 | Cyclone verification approach

We verify cyclone reforecasts for boreal winter (DIJF),
spring (MAM), summer (JJA), and autumn (SON). The
reforecasts are assigned to a specific season if at least parts
of their lead times (i.e., valid times) fall into this season.
For instance, the winter subset starts with reforecasts ini-
tialized at the end of October, from which, however, we
only retain the week 6 lead times falling into Decem-
ber. Consequently, the winter subset ends with reforecasts
initialized in the last week of February, from which we
only retain week 1 lead times up to the end of February.
This ensures an equal representation of all lead times in
a specific season. Once the reforecasts and correspond-
ing lead times have been assigned to a season, we extract
all cyclone tracks that occur during these lead times and
truncate the tracks that start earlier or end later than
this season. Note that we only retain a truncated track
if it still fulfills the lifetime and intensity criteria (cf.
Section 2.2) after truncation. Furthermore, the start or end
points of the truncated tracks are not used for any gen-
esis or lysis statistics, respectively. We finally verify the
extracted cyclone track dataset against ERAS by treating
ERAS like an additional, “perfect” ensemble member and
performing the same truncation of lead times and tracks.
This means that the same ERAS5 track can be assigned
to different consecutive reforecasts and thus appear mul-
tiple times, which mimics the reforecast dimension that
aims to predict this track multiple times as well. This
verification approach eliminates any potential sampling
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error in the reforecast bias, as it reduces the ERAS set to
the exact same subset of days per season that are avail-
able in the reforecasts due to their irregular initialization
frequency.

We perform the seasonal cyclone verification both
independently of lead time (i.e, for all 6 weeks) and sep-
arately for the three two-weekly chunks with lead times
in weeks 1 and 2 (lead-time days 0-13), weeks 3 and
4 (lead-time days 14-27), and weeks 5 and 6 (lead-time
days 28-41). The lead-time-dependent analysis allows us
to demonstrate whether cyclone biases already occur at
medium-range lead times (weeks 1 and 2) and how they
evolve further at subseasonal lead times up to weeks
5 and 6. Thereby, the cut between weeks 1 and 2 and
beyond is particularly important to detect the potential
influence of the drop in native horizontal resolution in
reforecasts after 15 days (cf. Section 2.1; note, however,
that the first day of weeks 3 and 4, lead-time day 14,
thus still comes with the higher resolution). We ana-
lyze further whether the cyclone biases depend on the
state of the main modes of extratropical large-scale vari-
ability in the Northern Hemisphere at reforecast initial-
ization, namely the North Atlantic Oscillation (NAO)
and the Pacific-North American (PNA) pattern. For this
analysis, the seasonal reforecast subsets are divided into
three subsets starting with either a positive (upper ter-
cile), neutral (middle tercile), or negative (lower tercile)
phase of the NAO and PNA, respectively. As a basis
for this stratification, the year-round definition of daily
NAO and PNA indices (based on an empirical orthog-
onal function (EOF) analysis for every month in the
National Centers for Environmental Prediction (NCEP)
reanalysis) by the National Oceanic and Atmosphere
Administration is used.?

3 | RESULTS

3.1 | Conceptual view on potential
sources of cyclone frequency biases

To understand potential sources of the cyclone fre-
quency biases described in the next subsection better, we
first explain in a conceptual way, using a feature-based
perspective, how cyclone frequency biases can occur
(Figure 1). The most obvious source is a bias in the num-
ber of cyclones (Figure 1la), which is directly related
to a bias in cyclone genesis frequency upstream of the
observed cyclone tracks. A second source is a bias in
cyclone size (Figure 1b), because our cyclones are identi-
fied as two-dimensional objects (see Section 2.2). Biases in
cyclone location, caused by a biased cyclone propagation
direction or “shifted tracks” (e.g., correct cyclone

propagation but genesis and lysis are shifted along the
track), lead to dipoles of cyclone frequency biases
(Figure 1c) and are also associated with biases in the
location of cyclone genesis and/or lysis near the start
and end of the observed tracks. Compared with these
purely spatial bias sources, biases in cyclone lifetime
and cyclone speed additionally introduce a temporal bias
source. Biases in cyclone lifetime under the assumption
of unbiased cyclone speed (Figure 1d) are associated with
biases in the location of cyclone genesis and lysis and thus
result in cyclone frequency biases around the start and
end of the observed tracks. In contrast, biases in cyclone
speed under the assumption of unbiased cyclone lifetime
(Figure 1e) typically cause dipoles in cyclone frequency
biases: too fast cyclones first cause negative cyclone fre-
quency biases due to the reduced local residence time and,
later on, positive frequency biases beyond the observed
tracks. Vice versa, too slow cyclones first cause positive
cyclone frequency biases due to the enhanced local res-
idence time and, later on, negative cyclone frequency
biases towards the end of the observed tracks. Finally,
biases in cyclone lifetime and speed combined can cause
the following cyclone frequency bias patterns (Figure 1f):
too short-lived and too fast cyclones can cause nega-
tive cyclone frequency biases along the observed tracks,
while too long-lived and too slow cyclones can cause
positive cyclone frequency biases along the tracks. Fur-
thermore, too short-lived and too slow cyclones result in
dipoles of cyclone frequency biases with positive values
at the beginning and negative values at the end, while
too long-lived and too fast cyclones cause the opposite
bias pattern.

Considering Figure 1 as a whole thus indicates that
the exact same cyclone frequency bias patterns can occur
for completely different reasons: for instance, negative
cyclone frequency biases along the storm-track maxima
(i.e., along the whole observed tracks in the schematic)
can be caused by too few cyclones (second situation
in Figure 1a), too small cyclones (second situation in
Figure 1Db), too fast cyclones (first situation in Figure 1e),
too short-lived and too fast cyclones (first situation in
Figure 1f), and too long-lived and too fast cyclones
(fourth situation in Figure le). Quantifying and under-
standing the reasons for cyclone frequency biases is
thus complex, because it first requires identifying these
feature-based bias patterns, before trying to understand
their dynamical sources, potentially also remote (such as
biases in the upper-level forcing, in baroclinicity, etc.).
As a first step in this direction, we will first quan-
tify cyclone frequency biases in the following, and then
investigate additional cyclone life-cycle characteristics in
order to obtain some understanding of the underlying
processes.
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FIGURE 1 Schematic illustrating the spatio-temporal sources of local cyclone frequency biases (red and blue shading indicating

regions where positive and negative biases would be expected, respectively; note that a higher number of colored circles does not indicate

stronger bias magnitudes) along cyclone tracks (represented by the arrows), considering the fact that cyclone frequency biases are a function

of biases in (a) cyclone number, (b) cyclone size, (c) cyclone location, (d) cyclone lifetime (without bias in cyclone speed), (¢) cyclone speed

(without bias in cyclone lifetime), and (f) cyclone lifetime and speed combined. Note that the combination of the different biases can cause

even more bias source patterns or offset existing patterns.

3.2 | Cyclone frequency biases

The seasonal frequencies of the selected Northern Hemi-
sphere cyclone tracks (cf. Section 2.2) in ERA5 reveal the
well-known storm-track maxima over the North Atlantic
and the North Pacific (Figure 2a,c.e,g; cf., e.g., Whit-
taker & Horn, 1984; Wernli & Schwierz, 2006; Hoskins &
Hodges, 2019). Maximum frequencies are highest in win-
ter (up to 40%), followed by autumn, spring, and summer.
Further regional hotspots can be found over the Mediter-
ranean in winter, in the lee of the Rocky Mountains in
spring, along the foot of the Himalayas and the Pakistani
and Afghan mountain ranges to their west in spring and
summer, around the Persian Gulf in summer, and over
Hudson Bay in summer and autumn. The North Atlantic
and North Pacific hotspots have similar frequency magni-
tudes in all seasons except for summer, when the maxi-
mum is about twice as large in the North Atlantic. Overall,
the reforecasts are able to reproduce the structure of these
hotspots throughout the year (Figure 2b,d,f,h). Note that
the seasonal frequencies of all cyclones, irrespective of
any tracking criteria, yield the same qualitative patterns in
the main storm-track regions but contain additional small

hotspots with frequent short-lived and/or weak cyclones
that are not the focus of this analysis (Figure S2).

Despite the overall good agreement, however, the
reforecasts have substantial regional biases in cyclone fre-
quency. The magnitude of these biases tends to be smallest
in winter (Figure 3a) and autumn (Figure 3j), larger in
spring (Figure 3d), and largest in summer (Figure 3g).
In all seasons, the bias magnitudes tend to be smallest
in weeks 1 and 2 (Figure 3b,e,h,k) and increase substan-
tially in weeks 3 and 4 (Figure 3c,f,i,1). In some cases—for
instance in summer—they increase even further in weeks
5 and 6 with regional exceptions (cf. Figure S3). The spatial
patterns of the seasonal biases, however, remain similar
with lead time. A noteworthy exception is that, in win-
ter, the major positive frequency biases appear at later lead
times than the negative frequency biases (Figure 3b,c).

3.2.1 | Winter

Focusing on the individual seasons in more detail reveals
some bias hotspots: in winter, the largest positive biases
occur west and negative biases east of the North Pacific
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FIGURE 2 Northern Hemisphere seasonal

cyclone frequencies in (a,c,e,g) ERA5 and (b,d,f,h)

reforecasts of the selected cyclones (see text for details)

for (a,b) winter (DJF), (c,d) spring (MAM), (e,f)

5 10 15 20 25 30 35 40 summer (JJA), and (g,h) autumn (SON). Note that only
Cyelone frequency [ frequencies of at least 5% are shown.
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FIGURE 3 Cyclone frequency biases (reforecasts minus ERAS) of the selected cyclones (cf. Figure 2) in color shading for (a—c) winter
(DJF), (d-f) spring (MAM), (g-i) summer (JJA), and (j-1) autumn (SON) at (a,d,g,j) all six lead-time weeks, (b,e,h,k) weeks 1 and 2, and
(cf,i,1) weeks 3 and 4. For reference, the corresponding cyclone frequencies in ERAS (same as in Figure 2) are shown as contours. The biases
for lead-time weeks 5 and 6 are shown in Figure S3.
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storm-track maximum. Over the North Atlantic, the biases
are slightly negative southwest and positive southeast of
the storm-track maximum, and positive in Eastern Europe
and Western Russia (Figure 3a-c). The largest biases
exceed —3% in a region where the climatological frequency
exceeds 30% (i.e., the relative frequency biases reach about
10%). To get an impression of what these biases might
potentially mean for the surface impact and the large-scale
circulation in general, we specifically analyze the tracks
and maximum intensity of cyclones in ERA5 that move
through some of these biased regions. As a first example,
the cyclones passing through the eastern edge of the North
Pacific storm-track maximum, where the strongest neg-
ative bias occurs, typically form upstream east of Asia,
move across the whole North Pacific, and decay either over
the Arctic Ocean or along the North American west coast
(Figure 4a, left). They reach relatively high maximum
intensities (Figure 4a, right), typically somewhere in the
eastern North Pacific or even along the North American
west coast (see dots in Figure 4a, left). The underestima-
tion of these cyclones could thus affect the performance
of subseasonal forecasts in predicting surface weather over
Canada and the northern United States, as well as the
propagation of Rossby waves downstream into the North
Atlantic (e.g., Riviere & Orlanski, 2007), although this
hypothesis would require further investigation. As another
example, the cyclones that move through the region with a
negative bias southwest of the North Atlantic storm-track
maximum form either over North America or along its
east coast (Figure 4b, left). After reaching relatively high
intensities (Figure 4b, right) around the southern tip of
Greenland, some of them move into the Norwegian Sea
and fewer of them into Northern Europe. Hence, their
underestimation might not influence surface weather pre-
diction over Europe directly, but rather indirectly by influ-
encing the evolution of Rossby waves propagating into
Europe. Finally, the ERA5 cyclones passing through the
positively biased Eastern Europe-Western Russia region
form either upstream over the North Atlantic or in the
Mediterranean (Figure 4c, left). Although they are rela-
tively weak (Figure 4c, right), they likely have a consider-
able imprint on Northern and Eastern European surface
weather.

3.2.2 | Spring

In spring, the cyclone frequency is too high over the east-
ern half of North America, over parts of Europe, along
the Northeast Asian coast, and over the Bering Sea, and
too low in the North Atlantic storm-track maximum
and south of the North Pacific maximum (Figure 3d-f).
The alternating positive and negative biases over the

North American-North Atlantic-Western Eurasian sector
resemble a Rossby-wave pattern, which could potentially
be maintained by the too many (upstream) cyclones over
North America. Indeed, in ERAS5, the cyclones contribut-
ing to the large positive bias typically form east of the
Rocky Mountains and reach their maximum intensity
somewhere over the North Atlantic (Figure 4d, left), while
the cyclones over Eastern Europe (which are also over-
estimated in the reforecasts) form further downstream
over the eastern North Atlantic or Europe (Figure 4e,
left). Whether the overestimated upstream cyclones
influence the positive frequency bias of cyclones down-
stream via Rossby-wave modulation would require further
investigation.

3.2.3 | Summer

Summer is characterized by a substantial poleward bias
of the storm track, with an underestimation of cyclones at
the southern edge of both the North Atlantic and North
Pacific storm-track maxima and an overestimation at their
northern edge (Figure 3g-i). The underestimation over the
North Atlantic is striking, as it already has relatively high
magnitudes in weeks 1 and 2 and increases regionally up to
more than 9% at late subseasonal lead times (Figure S3f).
This is by far the largest bias throughout the year. Con-
sidering the absolute cyclone frequencies of 25%-30% in
the region of the maximum biases in ERAS5 (contours in
Figure 3g), this implies a relative cyclone deficit of more
than 30% near the North Atlantic storm-track maximum.
This is a substantial magnitude and likely indicates this
bias to be relevant, although it goes beyond the scope of
this study to determine this. According to ERAS, these
cyclones typically form over North America or along its
east coast, reach their relatively high maximum inten-
sity in the storm-track maximum, and decay over either
the Norwegian Sea or Northern Europe (Figure 4f). The
strong underestimation of these cyclones might thus be
particularly important for the performance of subsea-
sonal surface weather predictions in Northern Europe.
Likewise, the overestimated cyclone frequency over the
Bering Sea but underestimated cyclone frequency over
the eastern North Pacific (Figure 3g-i) might indicate
that, according to the corresponding ERA5 cyclones, too
many cyclones forming over the western North Pacific
move into the Arctic (Figure 4g) and too few cyclones
reach the North American west coast (Figure 4h). This
likely also affects subseasonal surface weather predic-
tions there. Apart from the main storm-track regions,
the summer reforecasts have a large positive cyclone fre-
quency bias along the foot of the Himalayas and a large
negative bias to its west over Afghanistan, Pakistan, and
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FIGURE 4 ERAS tracks (maps) and maximum intensity (i.e., lowest SLP minimum; colored histograms) of all cyclones passing through
selected subdomains (black rectangles in maps), in which the reforecasts have considerable cyclone frequency biases (cf. Figure 3), during
(a—c) winter (DJF), (d,e) spring (MAM), and (f-h) summer (JJA). The black dots in the maps indicate the location of maximum intensity (i.e.,
lowest SLP minimum) and, as a climatological reference, the black histograms show the distributions for all Northern Hemisphere cyclone
tracks. The colors indicate whether the cyclone frequencies in the reforecasts are under- (blue) or overestimated (red) in the respective
subdomains. Numbers in brackets in the histogram legends indicate the numbers of cyclones passing through the respective subdomains.
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Iran (Figure 3g-i). The fact that these biases are strongly
concentrated along the mountain ranges and are rela-
tively high already in weeks 1 and 2 (and even in week 1;
cf. Figure S4) indicates potential artificial sources (asso-
ciated with the pressure reduction to sea level) caused by
the higher native spatial resolution of the reforecasts in
the medium range (cf. Section 2.1). Whether these biases,
including the negative bias around the Persian Gulf, are
additionally related to biases in Indian summer monsoon
low-pressure systems propagating northwestward along
the Himalayas (e.g., Boos et al., 2015; Attada et al., 2019;
Deoras et al., 2021) would require further investigation.

324 | Autumn

In autumn, the largest biases are an underestimation of
cyclones in the eastern half of the North Atlantic storm
track, and an overestimation in its western half, in parts
of Northern Europe, along the East Asian coast, and over
parts of the Arctic Sea (Figure 3j-1). The alternating bias
pattern over the North Atlantic-European sector again
resembles a Rossby-wave pattern similar to the one in
spring but slightly shifted and less pronounced. The ERA5
cyclones passing through the North Atlantic storm-track
maximum, where the reforecasts have the largest nega-
tive bias, show similar characteristics to the ones already
discussed for winter (not shown).

3.2.5 | Genesis frequency biases as potential
source of cyclone frequency biases

As illustrated in Figure 1, the biases described in spatial
cyclone frequency can result from a complex combina-
tion of spatio-temporal biases associated with cyclone life
cycles. In the following, we investigate the spatial pattern
of cyclone genesis frequency biases in more detail, because
it directly influences the number of cyclones as the most
obvious source of cyclone frequency biases (cf. Figure 1a).
Spatial patterns of cyclone lysis frequency biases have also
been computed, but are not discussed in detail because
they do not reveal any obvious connections to the cyclone
frequency biases (cf. Figure S5). All the other potential
bias sources indicated in Figure 1 will be considered in
Section 3.3, where cyclones in individual ocean basins are
analyzed in more detail.

The seasonal patterns of the (lead-time-independent,
i.e., for all six lead-time weeks) cyclone genesis frequency
biases (Figure 5) largely correspond to the patterns of the
cyclone frequency biases (Figure 3a,d,g,j), which indicates
that a part of the cyclone frequency biases is explained
by corresponding in situ genesis biases. However, there

(a) RFC-ERAS5 | DJF | All weeks (b)

RFC-ERAS5 | MAM | All weeks

(d)  RFC-ERAS | SON | All weeks

()

-1.2 -09 -06 -03 0.0 03 0.6 0.9 1.2
Genesis frequency bias [%]

FIGURE 5
minus ERAS5) of the selected cyclones for all six lead-time weeks for
(a) winter (DJF), (b) spring (MAM), (c) summer (JJA), and (d)
autumn (SON). For reference, the corresponding genesis

Seasonal genesis frequency biases (reforecasts

frequencies in ERAS5 are shown as contours.

are some noteworthy exceptions. The underestimation
of cyclones in the eastern North Pacific during winter
(Figure 3a) might be related to the underestimation of gen-
esis upstream in the western North Pacific rather than in
situ (Figure 5a). Likewise, the underestimated cyclone fre-
quency close to the North Atlantic storm-track maximum
during winter (Figure 3a) is probably a consequence of
the lack of genesis along the southeastern United States
coast (Figure 5a). This is supported by the fact that about
50% of the cyclones in these two biased regions (east-
ern North Pacific and south of North Atlantic storm-track
maximum) typically form in the regions mentioned where
we find genesis biases (Wernli & Schwierz, 2006), which
also becomes obvious from the cyclone tracks in ERAS5
passing through the two biased regions (cf. Figure 4a,b).
Interestingly, the genesis deficit east of the North Atlantic
storm-track maximum (Figure 5a) does not seem to influ-
ence cyclone frequency biases in situ or further down-
stream (Figure 3a). It could thus be an example of a
combination of a bias in genesis location with a bias
in cyclone location or lifetime (cf. Figure 1), which
does not necessarily lead to cyclone frequency biases
downstream.
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In spring, there are similar but smaller deficits of gen-
esis upstream of the two storm-track maxima (Figure 5b).
Furthermore, the overestimation of cyclones over north-
eastern North America in spring (Figure 3d) seems to
be related to too much genesis in the lee of the Rocky
Mountains rather than further upstream over the North
Pacific (the overestimation of genesis in the lee of the
Rocky Mountains seems to be a nearly year-round problem
of the model; cf. Figure 5). This is supported by the
fact that almost none of the cyclones in ERAS5 pass-
ing through northeastern North America form upstream
of the Rocky Mountains (cf. Figure 4d)—at least in the
cyclone tracking implementation used, in which the ele-
vated topography of the Rocky Mountains seems to act as
a blocker, correctly or otherwise (note the very sharp edge
in Figure 4d).

The striking negative cyclone frequency bias in the
North Atlantic in summer (Figure 3g) seems to be partly
the result of an underestimated genesis frequency across
the whole North Atlantic storm track (Figure 5c). Again,
this hypothesis is supported by the typical track taken by
these underestimated cyclones in ERAS5 (cf. Figure 4f).

3.3 | Cyclone life-cycle biases

Apart from simulating the number of cyclones cor-
rectly, the model also needs to capture cyclone life-cycle
characteristics reasonably to properly forecast cyclone
interaction with the large-scale Rossby-wave guide and
surface weather. Moreover, knowing about biases in
cyclone life-cycle characteristics helps us to understand
the cyclone frequency biases discussed in the previous
section better. We thus verify specific life-cycle measures
along all cyclone tracks that reach their maximum inten-
sity in one of the two main storm-track regions, the North
Atlantic (80°W-0°E, 25°N-80°N; cf. Figure S1b) and the
North Pacific (130°E-120°W, 25°N-80°N; cf. Figure S1c).
These measures are maximum cyclone intensity,
maximum cyclone intensification, cyclone lifetime, mean
propagation speed, mean propagation direction, and
mean latitude (cf. Section 2.2). Table 1 shows the total
numbers of cyclone tracks these statistics are based on:
there are more cyclones in the North Pacific than in the
North Atlantic throughout the year, most probably due
to the much larger extent of the North Pacific, and the
reforecasts both over- and underestimate the total num-
bers of cyclones by up to 6%. Comparing the number
biases in Table 1 with the spatial cyclone frequency biases
in Figure 3 indicates that large cyclone frequency biases,
such as the underestimation over the North Atlantic dur-
ing summer (Figure 3g), are not necessarily associated
with a consistent bias in the total number of cyclones (+2%

Royal Meteorological Society

TABLE 1
cyclones (for all six lead-time weeks), the tracks of which reach
their maximum intensity inside the North Atlantic and the
North Pacific, respectively (see text for details).

Seasonal numbers of reforecast and ERA5

Season North Atlantic North Pacific

Winter 192193, 19733, —3% 255241, 25188, +1%
Spring 169326, 17973, —6% 207101, 20695, +0%
Summer 116049, 11414, +2% 148309, 15831, —6%
Autumn 172123, 17776, —3% 215078, 21129, +2%

Note: The number of reforecast cyclones is indicated on the left (in total
for all 10 ensemble members), the number of ERAS cyclones in the
middle, and the ensemble mean deficit or surplus of reforecast cyclones
with respect to the ERAS cyclones on the right (to obtain this bias, the
number of reforecast cyclones is first divided by 10 to get the mean
number per ensemble member).

in the North Atlantic during summer). This again points
to the variety of sources for spatial cyclone frequency
biases apart from biases in cyclone number, as discussed
in Section 3.1.

Qualitatively, the winter and summer reforecasts cap-
ture the distribution of the different life-cycle measures in
the two ocean basins remarkably well, as shown by the
thumbnail histograms of Figures 6 and 7. However, a quan-
titative comparison of the two distributions reveals a set
of significant biases (Figures 6 and 7; note that we define
a bias to be significant if the black difference curve lies
outside the gray confidence interval, which is obtained as
explained in Section S.1). They are discussed in some detail
in the following paragraphs.

331 | Winter
During winter, in particular, the intense half of the refore-
cast cyclones reach significantly higher maximum inten-
sities than in ERA5 in both the North Atlantic and North
Pacific (Figure 6a,g; note that the 0%-50% percentiles
correspond to the intense half of the cyclone popula-
tion), although maximum cyclone intensification rates are
not considerably biased (Figure 6b,h). This bias in max-
imum intensity is weakest (but still partly significant) at
lead-time weeks 1-4 and grows further at weeks 5 and 6
(cf. Figure Sé6a,g).

One reason for the maximum intensity bias can be
a positive bias in cyclone lifetime: if the cyclones live
for too long, they can reach too high maximum intensi-
ties even if their intensification rates are unbiased (under
the assumption that they keep intensifying during this
extended period). In the North Atlantic, the lifetime of
the most long-lived cyclones is indeed significantly over-
estimated (Figure 6c), particularly at subseasonal lead
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Winter (DJF) cyclone life-cycle characteristics (small panels) and corresponding biases (large panels) over all six lead-time

weeks associated with those cyclone tracks that reach their maximum intensity in (a—f) the North Atlantic and (g-1) the North Pacific (see

Figure S1 for exact domains). The small black and red histograms show the probability density (on the y-axis) in ERAS5 and in the reforecasts,

respectively, of (a,g) the maximum intensity (hPa; on x-axis), (b,h) the maximum six-hourly intensification rate (hPa/6hr), (c,i) the lifetime

(d), (d,j) the mean propagation speed (km/hr), (e,k) the mean propagation direction (°; in azimuths clockwise from north, that is, 0° is

northward, 90° is eastward, etc.), and (f) the mean latitude of each track (°N; cf. Section 2.2 for details). The black lines in the large panels

show the difference between reforecasts and ERA5 of every nth percentile value of the two distributions (with n = 0,1, 2, ... ,99,100) and the

gray shading indicates the corresponding 99.9% confidence interval. The confidence intervals are obtained with a bootstrapping, which is

explained in some more detail in Section S.1. For ease of interpretation, the vertical lines in the panels of mean propagation direction indicate

values corresponding to 0°, 45°, and 90°. The statistics are based on the numbers of cyclone tracks shown in Table 1.
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FIGURE 7

times (cf. Figure S6c), which could contribute to the
overestimated maximum intensity of the most intense
cyclones. This is supported by the fact that the overesti-
mated cyclone lifetime is dominated by the intensification
rather than the decay phase (defining the intensification
phase as the time until the maximum intensity is reached

Percentile [%]

Percentile [%]

Same as Figure 6 but for summer (JJA). The statistics are based on the numbers of cyclone tracks shown in Table 1.

and the decay phase as the time beyond; not shown).
A further support of this hypothesis is the fact that the
20% most intense reforecast cyclones have a relatively
long lifetime (cf. Figure S8a,c), and, vice versa, the 20%
most long-lived reforecast cyclones reach relatively high
maximum intensities (not shown). In contrast, cyclone
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lifetime in the North Pacific is not biased and thus cannot
contribute to the maximum intensity bias in this region
(Figure 6i).

Another reason for the maximum intensity bias could
be a poleward bias in the mean latitude of cyclones
(because climatological background SLP decreases
towards the poles; cf., e.g., Sinclair, 1995). However, the
mean cyclone latitude is unbiased in the North Atlantic
(Figure 6f). In the North Pacific, the northernmost
cyclones are indeed significantly too far north (Figure 61).
However, statistics over the 20% most intense North
Pacific cyclones (i.e., those with a too strong maximum
intensity) indicate that they largely occur around the
peak latitudes between 40°N and 60°N, where the mean
latitude is rather unbiased (cf. Figure S8m,r,x). Biases in
cyclone mean latitude thus can hardly explain the bias in
maximum cyclone intensity.

A third reason for the maximum intensity bias could be
that too intense cyclones start in zones where climatolog-
ical background SLP is already too low. Indeed, there is a
negative climatological SLP bias evolving upstream of both
storm-track maxima (Northern Canada and parts of East
Asia) and maximizing in weeks 5 and 6 (Figure S26a-d),
that is, at the lead times when the bias in maximum inten-
sity also maximizes. However, it is unlikely that all the
too intense cyclones start in this region, as it is not a
hotspot for genesis during winter (cf. Figure 5a). Further-
more, if the negative climatological SLP bias translated
into too low SLP in the cyclone center, it would also have
to reduce the SLP equally within the whole cyclone. To
test whether this is the case, we additionally compute the
bias in the difference between SLP at the cyclone edge (i.e.,
the outermost closed SLP contour) and the cyclone center
at the time of cyclone maximum intensity, as well as the
bias in cyclone size at the same time. This analysis shows
that the largest SLP differences are significantly overesti-
mated in the reforecasts in both ocean basins (Figure 8b,d),
while the cyclone size is not biased in the North Atlantic
(Figure 8a) and is slightly underestimated in the North
Pacific (Figure 8c). Since an unbiased cyclone size means
that the positive bias in the SLP difference goes along
with a positive bias in the SLP gradient, the cyclones are
truly too deep and we can rule out a major influence of
the climatological SLP bias. This is the case for both the
North Atlantic cyclones, and, even more so, for the North
Pacific cyclones, in which the SLP gradient is even more
biased due to the additionally underestimated cyclone size.
Figure 8e further indicates that cyclones are generally
too deep in most parts of the North Atlantic and North
Pacific throughout their life cycle (i.e., not just at the time
of maximum intensity; the too shallow cyclones at the
southeastern edge of the North Pacific storm track are an
exception). The positive bias in maximum intensity thus

does not seem to be caused by a specific subset of cyclones
(cf. also Figure S8) but rather reflects a systematic problem
of overpredicting cyclone intensity in these regions
in winter.

Figure 8 allows us further to speculate on the potential
relevance of the biases in maximum intensity: for instance,
in the North Atlantic during winter, the strongest SLP
differences, which are of the order of 50 hPa, are overes-
timated by about 3 hPa (Figure 8b), which corresponds
to a bias of about 6%. Assuming that these are the same
cyclones as those with an overestimated maximum inten-
sity of about 3 hPa (Figure 6a), this strengthening of the
SLP difference (and thus of the SLP gradient given the
unbiased cyclone size) by 6% would approximately man-
ifest in an equally large intensification of near-surface
wind speed considering geostrophic—frictional wind bal-
ance near the surface.

In addition to the bias in maximum cyclone inten-
sity, cyclone propagation speed is significantly underes-
timated for both slow and fast cyclones in the North
Atlantic (Figure 6d), while it is unbiased in the North
Pacific (Figure 6j). The strongest underestimation occurs
for the smallest percentiles, which indicates an overes-
timation of (quasi)stationary cyclones in the reforecasts.
Again, this bias does not appear in lead-time weeks 1 and
2 yet but only at subseasonal lead times (cf. Figure S6d).
Whether the underestimation of fast cyclone propagation
speed is linked to the underestimation of the speed of the
upper-tropospheric jet stream previously shown (e.g., Gray
et al., 2014; Saffin et al., 2017; Schifler et al., 2020) would
require further investigation. Furthermore, the cyclones
propagate slightly too zonally in both ocean basins, as indi-
cated by the overestimated propagation directions larger
than 45° (Figure 6e,k; note that this bias does not grow
with lead time as shown in Figure Sé6e,k). Statistics over
these too zonal cyclones in the North Atlantic show that
they peak between 40°N and 50°N (not shown), which
coincides with the positive cyclone frequency bias west of
Northern Europe (cf. Figure 3a) and might thus indicate
an example of a bias related to cyclone track displace-
ments (cf. Figure 1c). Likewise, the too zonal reforecast
cyclones in the North Pacific occur more equatorward
(not shown) and might thus be associated with the over-
estimated cyclone occurrence equatorward of the North
Pacific storm-track maximum (Figure 3a), which reflects a
similar bias source to that in the North Atlantic.

3.3.2 | Summer

During summer, cyclone life-cycle biases in both ocean
basins are generally not larger than during winter
(Figure 7), despite the overall larger cyclone frequency
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FIGURE 8 (a-d,f-i) Histograms and corresponding differences (at all lead times) as in Figure 6 but for (a,c,f,h) cyclone size (in 103

km?, which is approximately the size of Iceland) and (b,d,g,i) SLP difference inside the cyclone, defined as the difference between the
outermost closed SLP contour and the SLP at the cyclone center (a-d: North Atlantic; f-i: North Pacific), and (e,j) gridded cyclone SLP

minimum reforecast biases (reforecasts minus ERAS, all lead times) as shading and corresponding absolute field in ERAS as contours during
(a—e) winter (DJF) and (f-j) summer (JJA). The gridded cyclone SLP minimum biases are only shown in regions where ERAS has a cyclone

frequency of at least 5% (indicated by the purple lines). The gridded cyclone SLP minimum fields (in ERAS5 and the reforecasts) are computed
as follows: for each track time step of each cyclone (i.e., not just at the time of maximum intensity), the current cyclone area is “filled” with the
value of the cyclone’s current SLP minimum. These “filled” cyclone area fields are summed up over the whole dataset, and the resulting sum is
divided by the total number of time steps a grid point is covered by a cyclone. The resulting field can thus be interpreted as the mean depth that
cyclones influencing this grid point have (whereby influencing means encapsulating this grid point with their outermost closed SLP contour).

biases in summer (cf. Figure 3g). An exception is the
strong and significant northward bias in mean latitude
in the North Atlantic (Figure 7f), which becomes sig-
nificant at subseasonal lead times only (cf. Figure S7f)
and is consistent with the considerable underestimation

of cyclone frequency at the southern edge of the North
Atlantic storm-track maximum (cf. Figure 3g). Further-
more and in contrast to winter, the maximum cyclone
intensity in the North Atlantic during summer is nearly
perfectly captured (Figure 7a), although the strongest
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maximum intensification rates are slightly underesti-
mated (Figure 7b; this bias increases with lead time as
shown in Figure S7b). The fact that maximum cyclone
intensity itself is not biased in the North Atlantic is con-
sistent with the spatial biases in cyclone depth in this
basin, which are generally smaller than in winter as well
as both negative and positive and thus compensating over
the whole basin, as shown in Figure 8j. It is also consis-
tent with the unbiased cyclone lifetime (Figure 7c¢) and the
unbiased SLP difference (Figure 8g).

In the North Pacific, however, maximum cyclone
intensity is slightly but significantly overestimated for a
large part of the cyclone population (Figure 7g), although
maximum intensification rates are unbiased (Figure 7h).
Despite its significance, further investigation would be
required to understand the relevance of this bias, consid-
ering its small magnitude of 0.5-1hPa. As during win-
ter, this bias is maximized at subseasonal lead times (cf.
Figure S7g). Although there is a positive lifetime bias for a
fraction of the longer-lived cyclones as well (Figure 7i), in
contrast to winter, this can hardly explain the maximum
intensity bias, because it occurs mainly during the decay
phase (not shown). Furthermore, the summer reforecasts
are hardly affected by negative climatological SLP biases in
the East Asian-North Pacific region (Figure S26i-1), which
again rules out a substantial influence of climatological
SLP biases on the bias in maximum cyclone intensity.
On the other hand, there are also no substantial biases
in the SLP difference and in cyclone size (Figure 8h,i),
which implies that the reforecast cyclones tend to have
equally low SLP at their edges as at their centers. The
spatial distribution of biases in cyclone depth through-
out the whole life cycle indicates that the overestimated
maximum intensity might be due primarily to too deep
cyclones in large parts of East Asia and the western North
Pacific (Figure 8j).

Note that the missing peak of very small cyclones in
both the North Atlantic and North Pacific during summer
compared with winter (cf. histograms in Figure 8fh) is
due to the intensity threshold of 1,000 hPa used to select
the cyclones. A higher threshold of 1,020 hPa changes the
cyclone size histograms for summer, in the sense that
the probability density peak also shifts to the smallest
cyclones, as for winter. Nevertheless, the associated biases
remain similar, even with this higher threshold (see also
the discussion on the choice of the intensity threshold in
Section 4.8).

Furthermore, the fastest North Atlantic reforecast
cyclones are too fast (Figure 7d; this bias is only signifi-
cant at subseasonal lead times as shown in Figure S7d).
Statistics over these reforecast cyclones, however, reveal
no distinct characteristics (not shown) and the reason
for this bias would thus require further investigation. In

contrast, the reforecast lacks (or at least underestimates)
a set of very fast-moving North Pacific cyclones (negative
bias for the largest percentiles in Figure 7j). Statistics over
these fastest-propagating (but underestimated) reforecast
cyclones reveal that they occur primarily around 40°N
and tend to have a more zonally oriented propagation (not
shown). Whether this indicates a possible connection to
so-called diabatic Rossby waves (DRWs)* would require
further investigation. Finally, the North Atlantic cyclones
are significantly too small during summer (Figure 8f),
while the size of the North Pacific cyclones is relatively
well captured (Figure 8h).

As illustrated in our conceptual view of cyclone fre-
quency bias sources (cf. Figure 1), the biases in cyclone
life-cycle characteristics discussed thus show that the
strong underestimation of cyclone frequency along the
North Atlantic storm-track maximum during summer
might be at least partly a result of the northward-displaced
mean cyclone latitude, overestimated cyclone speed, and
underestimated cyclone size, as well as the underestimated
cyclone genesis across the whole North Atlantic discussed
previously.

3.3.3 | Spring and autumn

The cyclone life-cycle biases in spring and autumn are not
discussed in detail, but can be seen in Figures S9 and S10,
and S11 and S12, respectively. The most striking biases in
these seasons are an overestimation of maximum cyclone
intensities (particularly of the more intense cyclones) in
the North Pacific in both seasons (cf. Figures S9g and
S11g) and in the North Atlantic in spring (cf. Figure S9a).
This is consistent with the generally too low SLP min-
imum in the two basins and seasons (cf. Figure S13e,j)
and demonstrates that the problem in capturing maxi-
mum cyclone intensity correctly is year-round, at least
in the North Pacific. Furthermore, in the North Atlantic
during autumn, the fastest propagating cyclones are too
slow (cf. Figure S11b) and there is a tendency towards too
zonal cyclone propagation (cf. Figure S11e). Finally, in the
North Pacific during spring, the long-lived cyclones have a
substantial positive lifetime bias (cf. Figure S9i).

4 | DISCUSSION

Our analysis of biases in cyclone frequency and proper-
ties opens up a variety of follow-up research questions
regarding their relevance (because significance does not
automatically imply relevance), their dynamical sources,
their links with biases in the large- to planetary-scale
flow, and their role for surface weather biases in, for
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example, precipitation, wind speed, and near-surface
temperature. While quantitatively addressing these ques-
tions goes beyond the scope of this study, we nevertheless
discuss some aspects in the following. Note, however, that
some of these aspects are clearly speculative and thus
simply aim to provide avenues for further research.

4.1 | Negative cyclone frequency bias
in central North Atlantic during summer

The fact that the cyclone frequency biases across the
Northern Hemisphere tend to be largest during summer
(Figure 3g) is consistent with Biieler et al. (2021), who
found a similar seasonality of 500-hPa geopotential height
biases in the same model. In particular, the substantial
underestimation of cyclones in the central North Atlantic,
which is the largest bias throughout the year, is consistent
with the co-located positive bias in 500-hPa geopoten-
tial height that results in positive frequency biases of the
weather regimes associated with ridging over the North
Atlantic and Western Europe (i.e., the Atlantic Ridge,
Scandinavian Trough, and European Blocking: Biieler
et al., 2021). We find some evidence that this negative
cyclone frequency might result from a combination of the
following factors: the cyclones are located too far to the
north, move too fast, are too small, and their genesis fre-
quency is underestimated across the whole North Atlantic.

The dynamical origins of these biases, however, still
need to be identified. One potential origin is the positive
lower-tropospheric temperature bias found by Magnusson
et al. (2022), particularly upstream over North America
but also over the North Atlantic, in the same reforecast
system. This could result in biases in baroclinicity with
impacts on cyclone evolution. In contrast, the cyclone
biases themselves might feed back or even maintain the
lower-tropospheric temperature biases, particularly over
the North Atlantic. Another potential origin might be
biases in sea-surface temperature (SST) in the Gulf Stream
area, introduced by the relatively coarse spatial resolution
of both the ocean and atmospheric model components
(e.g., Hewitt et al., 2017). Again, such biases could affect
the location and structure of the lower-tropospheric
baroclinic zone. Indeed, Roberts et al. (2021) found sig-
nificantly higher ECMWF subseasonal forecast skill
for the North Atlantic and Europe during winter when
improving location and structure of the Gulf Stream
by bias-correcting SSTs. Since, in summer, SST-related
biases might play an even more important role for cyclone
dynamics in a relative sense due to the generally weaker
forcing from upper-tropospheric Rossby waves (compared
with winter), it might be insightful to repeat a similar
analysis to that in Roberts et al. (2021) for summer.

Royal Meteorological Society

Identifying the sources of these substantial North Atlantic
large-scale biases is ongoing work at ECMWF (Linus Mag-
nusson, personal communication, 2022) and is crucial to
improve the notoriously challenging subseasonal summer
predictions over Europe further.

4.2 | Negative cyclone frequency bias
in part of eastern North Pacific during
winter

The underestimated cyclone frequency in the eastern
North Pacific (Figure 3a), which is the largest bias in
winter, is likely linked to the known bias in the variabil-
ity of the North Pacific jet stream: Winters (2021) showed
that subseasonal forecasts of the ECMWF tend to overpre-
dict the zonally retracted phase of the jet but underpredict
its zonally extended phase. This is in line with Vitart
et al. (2022), who found the eastern edge of the North
Pacific jet to be too far to the west in the same model.
The favorable conditions for cyclone development at the
left jet exit in the eastern North Pacific might thus be
reduced by this westward bias. Although the jet bias might
partly be responsible for this underestimation of cyclone
frequency, the lack of cyclones could in turn feed back and
help to maintain the jet bias due to the reduced sharpen-
ing of the tropopause (e.g., Wirth & Szabo, 2007; Chagnon
& Gray, 2015). There is also an underestimated initiation
frequency of Rossby-wave packets in the central North
Pacific in the same model (Quinting & Vitart, 2019), which
might as well be linked to the underestimated cyclone fre-
quency. Furthermore, Vitart et al. (2022) showed that the
North Pacific jet bias seems to originate from errors in the
Rossby-wave source (advection of vorticity by the diver-
gent flow) upstream over the Sea of Japan at early lead
times. The underestimated cyclone genesis frequency east
of Japan found in our analysis (Figure 5a) likely reflects
this error and confirms that the underestimated cyclone
frequency in the eastern North Pacific might be the result
of both upstream and in situ biases.

On the other hand, the underestimated cyclone fre-
quency is likely responsible for the underestimated WCB
outflow further downstream along the North Ameri-
can west coast, as found by Wandel et al. (2021) in the
same model. This indicates the potential importance
of the underestimated cyclone frequency for predict-
ing the downstream Rossby-wave evolution as well as
precipitation along the west coast. Focusing even more
downstream, Vitart et al. (2022) argued that the bias in
the North Pacific jet, and thus in cyclone frequency, still
hinders exploitation of the potential subseasonal pre-
dictability of the NAO. This is given by the fact that the
NAO can be modulated by the teleconnection from the
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Madden-Julian Oscillation via the North Pacific (e.g.,
Cassou, 2008; Lin et al., 2009).

4.3 | Year-round overestimation
of maximum cyclone intensity

The overestimation of maximum cyclone intensity
(Figures 6,7, S9, and S11), which can be found year-round
and in both ocean basins (expect for summer and autumn
in the North Atlantic) and mostly for the intense part of
the cyclone population (except for summer in the North
Pacific), is in line with the findings of Froude et al. (2007)
and Froude (2010) for IFS medium-range forecasts. This
is surprising, given the fact that these studies analyzed
much older IFS versions than we do. The new aspect of
our analysis is that this bias grows with lead time and, in
most cases, reaches its maximum value at lead-time weeks
5and 6 (at least among the evaluated 6 weeks, because the
bias might change further if the reforecasts were run for
longer). The overestimation does not seem to be related
to a specific subset of cyclones but rather is caused by
a general overestimation of cyclone depth in large parts
of the two ocean basins. Furthermore, we show that in
most regions and seasons the cyclones are truly too deep
(i.e., their SLP gradient is too strong), which largely rules
out a significant influence from any negative biases in
background SLP.

One potential source of intensity bias is the overesti-
mated lifetime we find for some long-lived cyclones, which
can result in deeper cyclones even with an unbiased inten-
sification rate. However, as this lifetime bias only appears
in some regions and seasons, it cannot explain the full
extent of the intensity bias. Another source of this bias
could be the higher native horizontal resolution in the
reforecasts during the first 15 days of lead time compared
with ERA5 (cf. Section 2.1), allowing for deeper cyclone
centers (even after interpolating the two datasets to the
same horizontal resolution for verification, as done in this
study). However, as the intensity bias grows further at sub-
seasonal lead times, at which the two native resolutions are
basically equal, the mismatch in native resolution can also
contribute to the intensity bias only partly. A more detailed
investigation is thus required, and we can only specu-
late about potential further sources. Since the bias grows
further at subseasonal lead times, it could be linked to sys-
tematic model drifts in large-scale drivers of cyclone inten-
sification such as the jet stream and tropospheric baro-
clinicity. Moreover, it could be related to the representa-
tion of microphysical processes. Pickl et al. (2022) showed
that ECMWF’s stochastically perturbed parameterisa-
tion tendency (SPPT) scheme systematically increases
the number of rapidly ascending airstreams, although
the SPPT perturbations are symmetric around zero (a

similar behavior has recently been found for the stochas-
tically perturbed parametrisations (SPP) scheme, which
is currently under development at ECMWF: Deinhard &
Grams, 2023). As rapidly ascending airstreams play an
important role for cyclone intensification (e.g., Binder
et al., 2016), the SPPT could thus contribute to a higher
maximum cyclone intensity through the same mecha-
nism. A first step to test this hypothesis could be to inves-
tigate cyclone intensity biases in the control hindcasts,
in which the SPPT scheme is switched off. Furthermore,
Froude et al. (2007) and Froude (2010) found an under-
estimated cyclone propagation speed, which they hypoth-
esized to result from the overestimated cyclone intensity.
The physical argument behind this link is the stronger
phase-locking of a stronger surface cyclone with its
upper-level trough, which tends to reduce the propagation
speed of the cyclone. Indeed, we do find an underestimated
cyclone propagation speed in some regions and seasons in
which maximum cyclone intensity is underestimated, but
not in all.

4.4 | Lead-time dependence of biases

We find that the patterns of most biases in cyclone
frequency and life-cycle characteristics already appear
at medium-range lead times, but their magnitudes grow
further at subseasonal lead times and often reach their
maxima in weeks 5 and 6 only (at least among the eval-
uated six weeks; Figures 3, S3, S6, S7, S10, and S12). It is
thus likely that most of these biases originate from system-
atic model biases at early lead times. Better understanding
and reduction of cyclone biases in subseasonal forecasts
should thus be considered in concert with identifying and
understanding biases in medium-range forecasts. The rea-
son for the continuous increase of the bias magnitudes
at subseasonal lead times is probably multifaceted (e.g.,
Mulholland et al., 2015; Hermanson et al., 2018; Shonk
et al., 2018; Voldoire et al., 2019; Merryfield et al., 2020):
first of all, it is related to the general and highly com-
plex model drift that results from the accumulation of
the aforementioned model biases with lead time as well
as from balancing physical imbalances in the ensemble’s
initial conditions (although the latter should happen
primarily during the first few days of the forecast). Fur-
thermore, biases in lower-frequency climate phenomena
influence extratropical dynamics via teleconnections on
multiweekly timescales and might thus become particu-
larly effective at subseasonal lead times only. Finally, the
change from a higher to a coarser horizontal resolution
after 15 days reforecast lead time (cf. Section 2.1) might
also contribute to the increase of bias magnitudes beyond
the medium-range.
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4.5 | Flow dependence of biases

It is well-known that subseasonal forecast performance
is strongly flow-dependent (e.g., Vitart, 2014; Ferranti
et al., 2015, 2018; Biieler et al., 2021), similar to the flow
dependence of ensemble prediction already observed at
short lead times (e.g., Rodwell et al., 2018). Although a
systematic analysis of flow dependence of cyclone biases
would go beyond the scope of this study, we shed some
light on this question. More specifically, we have investi-
gated how cyclone frequency and its bias depend on the
two main modes of Northern Hemisphere extratropical
variability, the NAO and PNA, at reforecast initialization
(cf. Section 2.3).

The first noteworthy result of this analysis is that, in
ERAS3, strong NAO or PNA phases coincide with distinct
hemispheric cyclone frequency patterns not just 1-2 weeks
but up to 5-6 weeks ahead (cf. Figures S14, S15, S16, and
S17). For instance, strong NAO— states during winter tend
to be followed by more cyclones around the North Amer-
ican east coast, around the Azores, and in the Mediter-
ranean compared with strong NAO+ states up to six weeks
ahead (cf. Figure S14c,f,i compared with Figure S14a,d,g).
Likewise, strong NAO—- states during summer tend to
be followed by more cyclones in the North Atlantic
storm-track maximum compared with strong NAO+ states
up to six weeks ahead (cf. Figure S16c,f,i compared with
Figure S16a,d,g). How robust this finding is and to what
degree it is driven by very persistent NAO phases with a
lifetime of multiple weeks would require further investi-
gation. Nevertheless, it indicates that strong NAO or PNA
states might be windows of opportunity for subseasonal
predictability of Northern Hemisphere cyclone activity.

The second noteworthy result is the fact that both
pattern and magnitude of the cyclone frequency biases,
particularly in the North Atlantic and to some degree also
in the North Pacific, can be different depending on the
state of the NAO or PNA at reforecast initialization (cf.
Figures S18, S19, S20, S21, S22, S23, S24, and S25). For
instance, the North Atlantic biases tend to be larger follow-
ing NAO— than following NAO+ throughout the year (cf.
Figures S18b,c, S20b,c, S22b,c, and S24b,c). More specifi-
cally, the reforecasts produce too few cyclones around the
North Atlantic storm-track maximum following NAO-.
The model thus likely struggles to capture the general
southwestward shift of cyclone genesis associated with
NAO- states. One reason could be a bias in the strength
or position of the southward-shifted jet stream, which
would be associated with a bias in the lower-tropospheric
baroclinic zone that is, particularly along the southeast-
ern US coast, driven by the Gulf Stream. Investigat-
ing North Atlantic cyclone frequency biases in such a
flow-dependent way in SST-bias-corrected reforecasts (cf.

Royal Meteorological Society

Roberts et al., 2021), as proposed earlier in this section,
could help us to test this hypothesis and understand bet-
ter the strong underestimation of North Atlantic cyclones
during summer, in particular.

Apart from the dynamical insight, our analysis further
indicates the potential risk of correcting for mean biases
of subseasonal forecasts. We thus suggest exploring
flow-dependent forecast calibration techniques that
account for the flow dependence of the model errors.
Finally, it is important to mention that this analysis only
gives a glimpse of flow dependence: it would be rewarding
to also take into account teleconnections from remote and
slower modes of variability (such as the Madden-Julian
Oscillation, El Nifio-Southern Oscillation, or stratospheric
polar vortex) when investigating subseasonal forecast per-
formance. Such an analysis, however, goes beyond the
scope of this study.

4.6 | Role of biases in cyclone frequency
and life-cycle characteristics for surface
weather biases

As cyclones are a key driver of surface weather variability,
their biases likely influence biases in surface weather fields
such as precipitation, wind speed, or temperature. How-
ever, it is challenging to link the cyclone frequency biases
identified here to surface weather biases found in other
studies for the following reasons. The cyclone frequencies
over land, where surface weather biases are most rele-
vant, are much smaller than over the main ocean basins.
Cyclone frequency biases in these regions might thus be
less robust and have to be interpreted with caution. Fur-
thermore, biases in surface weather result from a complex
interplay of large-scale and local factors.

A pathway for future research could thus be to decom-
pose local surface weather biases into the contribution
from cyclones and the contribution from phenomena
other than cyclones (in a methodologically similar way to,
e.g., Hawcroft et al., 2012; Owen et al., 2021; Riidisiihli
et al., 2020). This would pinpoint those regions where the
cyclone biases might be most critical for predicting surface
weather at subseasonal lead times. However, we should
keep in mind that the effect of cyclone biases on surface
weather can also be nonlocal, in the sense that an error
in cyclone propagation can lead to erroneous advection of
warm and moist air downstream. Last but not least, there is
still a lack of studies that identify and describe year-round
surface weather biases systematically. An exception is the
study by Lavers et al. (2021), which found an overall wet
bias in ECMWF’s medium-range forecasts, most strikingly
over Southeast Asia during the boreal summer half year.
It is likely that the overestimated cyclone frequency in
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summer in Southeast Asia (Figure 3g) contributes to this
precipitation bias, either directly or indirectly by modify-
ing the moisture flux into the biased region (cf. also Lavers
et al., 2021, for further details). Note that the same region
also exhibits a strong positive lower-tropospheric temper-
ature bias (Magnusson et al., 2022), which might be linked
to the positive cyclone frequency bias in different ways
(for instance, modified low-level baroclinicity and thus
cyclogenesis due to biased temperature, modified warm
air advection due to biased cyclone frequency, or modi-
fied surface radiation due to biased cyclone frequency).
Another exception is Monhart et al. (2018), who identified
weather-station-based near-surface temperature and
precipitation biases over Europe in subseasonal ECMWF
reforecasts. Although they did not find a clear spatial
pattern for the precipitation biases, they showed that
there are many more locations with negative precipita-
tion biases in Western Europe in summer and autumn
than in winter and spring. It is thus likely that the strong
underestimation of eastern North Atlantic cyclones in
summer contributes to this bias, either directly via a lack of
frontal precipitation or indirectly via modifying moisture
transport and eventually thermodynamic conditions for
convective precipitation (cf., e.g., Riidisiihli et al., 2020).

4.7 | Cyclone frequency biases versus
SLP biases

Our analysis is based on cyclones as meteorological objects
and thus aims to provide additional dynamical insight to
what can be learned from a simple climatological SLP bias
analysis. This is obvious when comparing the cyclone fre-
quency biases (Figures 3 and S3) with the SLP biases
(Figure S26): as expected, many of the substantial cyclone
frequency biases are anticorrelated with the SLP biases
(positive cyclone frequency bias causes negative SLP bias
and vice versa), such as the negative cyclone frequency
bias over the eastern North Pacific in winter or the negative
biases over the central North Atlantic and North Pacific
in summer. However, there are various cyclone frequency
biases that do not manifest as (substantial) SLP biases,
such as the positive cyclone frequency biases in the west-
ern North Pacific in winter and (particularly) spring or the
positive biases over the Bering Sea and the Sea of Okhotsk
in summer. Conversely, there are SLP biases that are not
or not only caused by the type of cyclones investigated in
this analysis, such as the positive SLP bias all over Europe,
Northern Africa, and large parts of Asia in autumn. Hence,
the SLP bias is a complex sum of biases in baroclinic, ther-
mal, transient, and stationary cyclones and anticyclones,
and thus marginally useful for pinpointing the dynami-
cal origins of large-scale circulation and ultimately surface

weather biases. In this study, we have thus focused on
one contribution to the SLP bias, namely the one from
cyclones. Future research could thus perform a similar
verification specifically for other contributors such as ther-
mally driven stationary cyclones or transient as well as sta-
tionary anticyclones (although this would require adapted
or alternative identification and tracking algorithms).

4.8 | Selecting the most appropriate
cyclone population

As described in Section 2.2, our bias analysis is based
on all cyclones with a maximum intensity stronger
than 1,000 hPa. This threshold obviously excludes the
non-negligible weak tail of the cyclone population, as the
sharp cut in the distributions of maximum intensity indi-
cates (cf. Figures 6 and 7). We have thus repeated our
whole analysis with a weaker maximum intensity thresh-
old of 1,020 hPa (as well as for all cyclones independent
of any tracking criteria, which, however, only allows com-
putation of biases in spatial cyclone frequency but not in
any cyclone life-cycle characteristics). The bias patterns
of both cyclone frequency and cyclone life-cycle charac-
teristics hardly change with this new threshold and the
key results of this study do not change at all (not shown).
Furthermore, the weaker threshold incorporates many
more well-known heat lows in summer, for instance over
the Gulf of California (e.g., Badan-Dangon et al., 1991)
or the Sahara (e.g., Lavaysse et al., 2009) (both of them
can also be seen in the track-independent cyclone fre-
quency in Figure S2e), and reveals a strong underesti-
mation of their frequency in the reforecasts. Although
these systems would be interesting to study, it would
not be meaningful to put them into the same pot as the
more “classic” and dynamically very distinct cyclones of
the extratropical storm-track maxima. Finally, a weaker
maximum intensity threshold also includes more spuri-
ous cyclones, because the cyclone algorithm used in this
study (but also many other existing methods) is not tai-
lored for the life cycle of very weak SLP minima. For
these reasons, we conclude the maximum intensity thresh-
old of 1,000hPa to be appropriate for the purpose of
this study.

5 | CONCLUSIONS

For the first time, we have analyzed the year-round
biases of systematically identified and tracked Northern
Hemisphere cyclones in subseasonal (re)forecasts of the
ECMWE. While, qualitatively, the reforecasts can repro-
duce the overall storm-track characteristics remarkably
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FIGURE 9
magnitudes depending on lead time and season. Note that the color

Domain-averaged cyclone frequency bias

levels and domains are arbitrary and just aim to summarize the
biases in a qualitative way.

well up to six weeks ahead, there are potentially important
regional biases. The spatial cyclone frequency biases tend
to be largest in summer, relatively large in spring, and
smallest in winter and autumn (Figure 9). They are larger
over the ocean than over land (Figure 9), due primarily
to the higher absolute cyclone frequencies over the ocean.
Nevertheless, there are substantial relative cyclone fre-
quency biases over land, the robustness of which, however,
is smaller due to much lower absolute cyclone frequen-
cies in these regions. While the patterns of the cyclone
frequency biases often already appear at lead-time weeks 1
and 2, their magnitudes grow substantially further at sub-
seasonal lead times, in some cases up to weeks 5 and 6
(Figure 9). The summer season is characterized by a pole-
ward bias of the storm track in both the North Atlantic
and the North Pacific. The largest and most remarkable
bias in summer is an underestimation of cyclones at the
southern edge of the North Atlantic storm-track maximum
by more than 30% in relative terms. The biases in spring
and autumn partly resemble a Rossby-wave-like pattern
over the domain extending from North America to Europe.
In winter, the most pronounced bias is an underestima-
tion of cyclones in the eastern North Pacific. Furthermore,
there are also biases in cyclone genesis frequency, which
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often coincide with the cyclone frequency biases. This
indicates that some of the cyclone frequency biases are
explained by corresponding in situ genesis biases. How-
ever, there are also upstream biases such as the underes-
timated genesis frequency along the North American and
Asian east coasts during winter and spring or the overesti-
mated genesis frequency in the lee of the Rocky Mountains
almost year-round (but most pronounced during spring),
which likely contribute to the cyclone frequency biases
downstream.

We have further analyzed how well the reforecasts
reproduce a set of important cyclone life-cycle characteris-
tics in the two ocean basins. Although maximum cyclone
intensification rates (averaged over 6hr) are captured
relatively well up to 6 weeks ahead, the reforecasts tend
to yield too strong maximum cyclone intensities through-
out the year (except for summer and autumn in the North
Atlantic). This bias in maximum cyclone intensity is most
pronounced for the intense half of the cyclones (except
for summer in the North Pacific). It already appears at
medium-range lead times, but grows further at subsea-
sonal lead times and maximizes at weeks 5 and 6. We have
provided evidence that negative biases in background SLP,
which emerge in certain storm-track entrance regions,
are hardly responsible for the overestimated maximum
cyclone intensity. Instead, the overestimated cyclone life-
time as well as the higher native horizontal resolution
in the reforecasts at medium-range lead times compared
with ERAS5 might be responsible for the overestimated
maximum cyclone intensity in some regions and sea-
sons. However, there are likely further, so far unidentified,
sources for the systematic biases in maximum cyclone
intensity, which might be linked to the representation of
physical processes in the model. We have provided some
arguments for why the SPPT scheme of the model as
well as biases in SSTs could contribute to such biases.
Furthermore, propagation speed in the North Atlantic is
underestimated for the slowest and fastest cyclones dur-
ing winter, overestimated for the fastest cyclones during
summer, and underestimated for the fastest cyclones dur-
ing autumn. Propagation speed is captured better in the
North Pacific, with the exception of an underestimated
propagation speed of very fast-moving cyclones during
summer. Finally, the cyclones tend to propagate slightly
too zonally in both ocean basins during winter and in
the North Atlantic during autumn. Although some of the
biases in propagation speed and direction grow with lead
time, these biases reveal a less systematic lead-time depen-
dence than do the biases in maximum cyclone intensity.
Such differences in lead-time dependence might indicate
fundamentally different dynamical sources of these biases
and might be useful for understanding these biases better
in future research.
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Apart from lead-time dependence, we have also shed
some light on the flow dependence of cyclone frequen-
cies and their biases. First, we have shown that strong
NAO or PNA phases can coincide with distinct hemi-
spheric cyclone frequency patterns up to 5 and 6 weeks
later—most pronounced in the North Atlantic during
summer and slightly less during winter. Although the
robustness of this result will have to be investigated fur-
ther, it indicates that strong NAO or PNA states might be
windows of opportunity for subseasonal predictability of
Northern Hemisphere cyclone activity. Second, we have
shown that both the pattern and magnitude of the cyclone
frequency biases, particularly in the North Atlantic and
to some degree also in the North Pacific, can be different
depending on the state of the NAO or PNA at reforecast
initialization. One of the most pronounced differences
is the stronger underestimation of cyclone frequency
around the North Atlantic storm-track maximum in
reforecasts initialized with strong NAO— compared with
reforecasts initialized with strong NAO+ in all seasons.
This might reflect problems of the model in capturing
the southward-shifted jet stream and its link to cyclone
formation following NAO- states, and, moreover, could
help us to understand better the strong underestimation
of North Atlantic cyclones during summer.

The aim of our study has primarily been to identify,
quantify, and describe the year-round biases in cyclone
frequency and life-cycle characteristics. A logical and
important next step would be to identify the dynamical
sources of these biases, which, however, is a consider-
able challenge for the following reasons. First of all, we
have illustrated that—regardless of any external dynam-
ical sources—Ilocal cyclone frequency biases can result
from a complex mix of biases in cyclone number, size,
location, lifetime, and propagation speed. For instance, we
have demonstrated that the largest cyclone frequency bias
throughout the year, the underestimation of cyclones in
the North Atlantic during summer, likely results from an
underestimated genesis frequency (locally and upstream)
and thus number of cyclones, an underestimated cyclone
size, a northward-displaced mean cyclone latitude, and
an overestimated cyclone propagation speed. Although we
have indicated how such sources likely dominate some
of the cyclone frequency biases, the sources of other fre-
quency biases remain less understood. Furthermore, trac-
ing these biases in cyclone frequency and life-cycle char-
acteristics back to their dynamical sources will require
tailored sensitivity experiments, which goes beyond the
scope of this study. However, our analysis of lead-time
dependence has provided some evidence that most of the
dynamical sources already act in the early medium range,
and might thus be linked to biases in the model physics
and/or initial analyses. Nevertheless, the further increase

of biases at subseasonal lead times might additionally be
influenced by biases acting on longer timescales as well as
by the increase to a coarser native horizontal resolution in
reforecasts after the medium range.

Our year-round analysis is based on a mix of reforecasts
from three different IFS model versions, which is clearly
a caveat, considering some of the important changes that
have been made from one version to the next (such as
in the number of vertical levels or moist physics; cf.
Section 2.1). This means that some of the biases found
in our study could be different if quantified within a sin-
gle model version only. Likewise, differences among the
seasons could partly result from the fact that some sea-
sons in our analysis are dominated by one specific model
version. However, there is no way around this caveat,
because the ECMWF reforecast strategy does not allow
for another way of verifying a whole (recent) year of
forecast data in a statistically robust way (unless there is,
by chance or by design, a whole year of reforecasts without
any major model updates). Furthermore, our findings are
based on one specific method to identify and track extra-
tropical cyclones (cf. Section 2.2). Although this method
is well-established and has been shown to neither out-
perform nor perform worse than other well-established
methods on average (Neu et al., 2013), some of the biases,
particularly in cyclone life cycles, might be different when
using different cyclone identification and tracking meth-
ods. In summary, however, it is unlikely that some of the
substantial and thus key biases of our analysis would com-
pletely disappear for single model versions or different
cyclone identification and tracking methods. Neverthe-
less, we would like to encourage the community to look at
systematic biases in large forecast datasets by applying dif-
ferent cyclone identification and tracking methods in the
future.

In conclusion, our study thus suggests several path-
ways for future research: the substantially larger cyclone
frequency biases during summer than during winter
indicate that the subseasonal summer forecasts seem
to have fundamental problems in capturing the extrat-
ropical large-scale circulation correctly. Considering the
increasing importance of skillful subseasonal predictions
of precipitation and heatwaves in future summers, our
research community should thus put more effort into
better understanding and improving predictability during
summer. A specific suggestion in this context would be
to run summer reforecasts with bias-corrected SSTs (sim-
ilar to Roberts et al., 2021) to understand the importance
of SSTs (and thus of a higher spatial resolution of the
ocean model component) for subseasonal predictability
during this season. Another suggestion would be to iden-
tify extratropical cyclone biases in the two separate sets
of medium-range and subseasonal reforecasts, which have
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been newly introduced with IFS model version CY48R1
(operational since June 2023)°. This would allow us to
quantify the influence of the atmospheric horizontal res-
olution on the behaviour and growth of extratropical
cyclone biases in the first two lead-time weeks, because
the medium-range (re)forecasts are run with 9km res-
olution throughout the 15days, while the subseasonal
(re)forecasts are run with 36 km resolution throughout the
46 days (i.e., with a coarser resolution in the first 15 days
compared with the previous model cycles (cf. Section 2.1),
which is intended to be compensated by the doubling
of the number of operational ensemble members from
51 to 101).

Furthermore, we propose to perform more
feature-based verification of forecasts, as done in this
study, to improve our dynamical understanding of
subseasonal model drift. Given the appearance of many
synoptic biases at early lead times, however, such
verification studies should be done for medium-range
and subseasonal forecasts in concert. More specifically,
our cyclone verification could be extended by addition-
ally identifying and tracking moist- and dry-dynamical
drivers of cyclone intensification in the vicinity of the
cyclones (following the principles of, e.g., Graf et al., 2017;
Besson et al., 2021). This would help us to trace the biases
in cyclone frequency and life-cycle characteristics back
to their dynamical origins. The same type of verification
could be done for further synoptic systems such as anti-
cyclones (without focusing on blocking only), which have
not been the focus of this study but still contribute to
the overall SLP bias. On the other hand, surface weather
biases could be decomposed into contributions from
cyclones (and other phenomena, respectively), which
would, for instance, demonstrate the role of the strong
underestimation of North Atlantic summer cyclones
for European surface weather forecasts. Moreover, a
quantification of biases in heat and momentum fluxes
caused by biases in cyclone frequency might help us
to understand better the upscale influence of cyclone
biases on the evolution of lower-frequency planetary-scale
phenomena (such as the stratospheric polar vortex),
which are typically important drivers of subseasonal
predictability.

Last but not least, all these types of verification
analyses should be performed for forecasts from various
modeling centers, because this can help us to under-
stand biases better without running expensive sensitivity
simulations.
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ENDNOTES

!Meridionally ascending and strongly diabatically influenced
airstreams in extratropical cyclones (Browning et al., 1973;
Madonna et al., 2014). They influence cyclone intensification (e.g.,
Binder et al., 2016) and downstream Rossby-wave evolution (e.g.,
Grams et al., 2011).

2Information retrieved from https://confluence.ecmwf.int/display
/S2S/ECMWF+Model, https://confluence.ecmwf.int/display/S2S
/ECMWF+model+description, and https://confluence.ecmwf.int/
display/FCST/Changes+to+the+forecasting+system on September
26, 2023.

3Daily NAO index retrieved from https://ftp.cpc.ncep.noaa.gov
/cwlinks/norm.daily.nao.cdas.z500.19500101_current.csv and
daily PNA index retrieved from https://ftp.cpc.ncep.noaa.gov
/cwlinks/norm.daily.pna.cdas.z500.19500101_current.csv on June
22,2022,

“DRWs are a special type of small-scale, shallow, and strongly dia-
batically driven summer cyclones, which can intensify strongly and
reach higher propagation speed than classic cyclones, because they
are, at least initially, not phase-locked with the upper-tropospheric
wave guide (Boettcher & Wernli, 2011; Moore & Montgomery, 2004;
Wernli et al., 2002). DRWs in the North Pacific typically evolve from
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strong mesoscale convective systems (MCSs) forming along the
mei-yu front east of China across Taiwan (Boettcher & Wernli, 2013;
Chen et al., 2008), where our analysis indicates a strong underesti-
mation of SLP minima by the reforecasts (cf. Figure 8b).

SInformation retrieved from https://confluence.ecmwf.int/display
/FCST/Implementation+of+IFS+Cycle+48rlon September 26,
2023.
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