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Abstract—Epilepsy is a prevalent neurological disorder that
affects millions of individuals globally, and continuous monitoring
coupled with automated seizure detection appears as a necessity
for effective patient treatment. To enable long-term care in
daily-life conditions, comfortable and smart wearable devices
with long battery life are required, which in turn set the
demand for resource-constrained and energy-efficient computing
solutions. In this context, the development of machine learning
algorithms for seizure detection faces the challenge of heavily
imbalanced datasets. This paper introduces EPIDENET, a new
lightweight seizure detection network, and Sensitivity-Specificity
Weighted Cross-Entropy (SSWCE), a new loss function that
incorporates sensitivity and specificity, to address the challenge of
heavily unbalanced datasets. The proposed EPIDENET-SSWCE
approach demonstrates the successful detection of 91.16% and
92.00% seizure events on two different datasets (CHB-MIT and
PEDESITE, respectively), with only four EEG channels. A three-
window majority voting-based smoothing scheme combined with
the SSWCE loss achieves 3× reduction of false positives to 1.18
FP/h. EPIDENET is well suited for implementation on low-power
embedded platforms, and we evaluate its performance on two
ARM Cortex-based platforms (M4F/M7) and two parallel ultra-
low power (PULP) systems (GAP8, GAP9). The most efficient
implementation (GAP9) achieves an energy efficiency of 40
GMAC/s/W, with an energy consumption per inference of only
0.051 mJ at high performance (726.46 MMAC/s), outperforming
the best ARM Cortex-based solutions by approximately 160× in
energy efficiency. The EPIDENET-SSWCE method demonstrates
effective and accurate seizure detection performance on heavily
imbalanced datasets, while being suited for implementation on
energy-constrained platforms.

Index Terms—Epilepsy, Seizure Detection, Embedded Deploy-
ment, Wearable devices

I. INTRODUCTION

Epilepsy is a widespread neurological disorder affecting
over 50 million individuals globally and is characterized by
recurrent seizures that temporarily impair brain function [1].
Traditional interventions involve pharmacological approaches;
however, drug-resistant patients may require surgical proce-
dures or invasive neurostimulation, necessitating individual-
ized treatment plans and protracted cerebral activity recording.

Patient monitoring typically occurs in epilepsy monitoring
units (EMUs), where individuals are observed using video
monitoring systems and noninvasive Electroencephalography
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(EEG) caps with 32 channels. EEG data enables the identifica-
tion of various seizure types, thereby going beyond generalized
convulsive seizures which only account for less than 20% of
all seizures (and are often detected through non-EEG signals).
While EMU monitoring is very useful in characterizing seizure
type, methods to enable long-term recording in ambulatory
patients are still needed to provide a more precise assessment
of seizure frequency and seizure-triggered alarms. [2], [3], [4]

This paper addresses the challenge of EEG-based seizure
detection for wearable devices. Traditional EEG systems
are cumbersome, uncomfortable, and stigmatizing. Therefore,
caregivers and patients prefer wearable solutions to facilitate
long-term continuous EEG monitoring. Moreover, integrating
seizure detection capabilities through Machine Learning (ML)
into wearables is particularly interesting since it would en-
able timely interventions by caregivers during or immediately
following seizures, thus reducing their impact and providing
reliable information to physicians for optimizing anti-seizure
therapies. However, several challenges still persist in develop-
ing effective seizure detection models for wearable devices.

First, many existing Artificial Intelligence (AI) models rely
heavily on a large number of electrodes. While state-of-the-art
performance with sensitivity and specificity greater than 98%
have been proposed [5], such solutions are not applicable to
wearables for continuous monitoring, where the number of
channels is minimal.

Second, false alarms in long-term monitoring settings have
a more pronounced impact on patients’ and caregivers’ will-
ingness to use the devices. While a great majority of existing
works focus on sensitivity, it is crucial to prioritize maximizing
the specificity, even at the cost of not detecting some seizures,
as the primary performance metric [6].

Third, the inherent variability in patient characteristics
demands personalized approaches, as seizures can greatly
vary due to seizure type, etiology, and unique brain charac-
teristics [7], [8]. Developing and optimizing subject-specific
models is essential to cater to each patient’s distinct needs
and patterns [9], [10], enhancing seizure detection accuracy,
improving wearable device performance, and providing more
precise information for better therapeutic outcomes [11].

Finally, wearable devices must meet several key criteria,
such as a compact form factor, extended battery life, and
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minimal latency. Recent advancements have addressed these
requirements by incorporating smart edge computing with
low-power microcontrollers (MCUs), which has demonstrated
efficacy in facilitating long-term operations and executing AI
models [12]. Nevertheless, ensuring that AI algorithms align
with the computational capacities of wearable devices is a
notable challenge. Consequently, the selection of models must
be refined for implementation in low-power MCUs.

In this context, the study of [13] emphasized energy ef-
ficiency, wherein the authors employed Neural Architectural
Search (NAS) to design a CNN with approximately 11k model
parameters. The estimated energy consumption for their model
was approximately 3.26 mJ per inference on an embedded
platform. Although their CNN architecture achieved a reported
sensitivity of 99.81%, it was not validated on an embedded
device or designed to accommodate a lower channel count.
In contrast, [14] represents the current benchmark, addressing
the challenges associated with reduced electrode montage for
wearable technologies and achieving 99.9% specificity, 65.5%
sensitivity, and 0.8 FP/h on the CHB-MIT dataset. However,
this network was only validated on a subset of the CHB-
MIT dataset, obscuring its generalizability across all patients
or diverse datasets.

The main contributions of the paper are as follows:

• Development and validation of EPIDENET, a lightweight
and resource-friendly seizure detection network detecting
91.16% and 92.00% of seizures on the CHB-MIT and on
the PEDESITE epilepsy datasets, respectively, only using
temporal channels, while having 2.5 FP/h.

• Introduction of a new loss function (SSWCE loss) en-
hances the network’s performance in seizure detection,
leading to a 3.64% increase in sensitivity and reducing
the false alarms to only 1.18 FP/h.

• Quantization and deployment of the trained model on
ARM Cortex M4F/M7, RISC-V PULP-based Green-
Waves Technologies GAP8, and GAP9 MCUs using
TFLite, CUBE.AI, and Quantlab/DORYtools [15], [16],
achieving state of the art energy efficiency and demon-
strating the suitability of EPIDENET for wearable de-
vices, with the GAP9 implementation achieving 40
GMAC/s/W energy efficiency and the lowest energy
consumption per inference (0.051 mJ).

II. METHODS

A. Model Architecture

Table I presents the proposed model architecture, which is
a refined version of the networks identified using the NAS
algorithm, as described in [13]. The network is designed
to learn and extract meaningful features from input data
progressively. In the initial layers (ϕ1 to ϕ3), the network
focuses on learning frequency filters, which are essential for
capturing the spectral characteristics of the data. Subsequently,
the intermediate layers (ϕ4–ϕ5) emphasize the acquisition
of frequency-specific spatial filters, enabling the model to
recognize spatial patterns contingent on specific frequency
bands.

TABLE I
EPIDENET-ARCHITECTURE

Type #Filters Kernel Output

ϕ1 Conv2D 4 (1, 4) (4,C,T )
MaxPool (1, 8) (4,C,T//8)

ϕ2 Conv2D 16 (1, 16) (16,C,T//8)
MaxPool (1, 4) (16,C,T//32)

ϕ3 Conv2D 16 (1, 8) (16,C,T//32)
MaxPool (1, 4) (16,C,T//128)

ϕ4 Conv2D 16 (16, 1) (16,C,T//128)
MaxPool (4, 1) (16,C//4,T//128)

ϕ5 Conv2D 16 (8, 1) (16,C//4,T//128)
AdaptiveAveragePool (16,1,1)

ϕ6 Dense 2
C = number of EEG channels, T = number of time samples.

In the final block of the network (ϕ6), the architecture
is engineered to integrate the feature maps produced by
the preceding layers optimally. This approach facilitates the
creation of a comprehensive and discriminative representation
of the input data, bolstering the capacity of the model to
classify and predict outcomes in complex scenarios accurately.
We call this network EPIDENET.

B. Sensitivity-Specificity Weighted Loss Function
Cross-Entropy (CE) loss is a prevalent loss function for

machine and deep learning classification problems. However, it
can be unsuitable for imbalanced datasets, frequently encoun-
tered in epilepsy research, due to skewed class distributions,
resulting in biased model predictions.

Alternative loss functions and techniques to address this
issue include Focal Loss [17], Weighted CE Loss [18], and
Oversampling and Undersampling techniques [19], [20]. To
overcome CE loss limitations, we introduce domain-specific
knowledge as defined in Equation (1), where SN and SP
represent sensitivity and specificity, respectively.

SSWCE(y, p) = CE(y, p) + α(1− SP ) + β(1− SN) (1)

, where y is the true class label (0 or 1), and p, is the predicted
probability of the positive class (1). User-defined α and β hy-
perparameters allow targeting higher specificity or sensitivity.
Owing to the weighing of sensitivity and specificity, we call
this loss Sensitivity-Specificity Weighted Cross-Entropy.

As the SSWCE loss function permits independent weighting
of either sensitivity or specificity, we conduct studies involv-
ing a grid search for the optimal combination of α and β
parameters for each patient in the PEDESITE dataset.

C. Model Validation
In accordance with previous works [21] that have demon-

strated the superiority of subject-specific approaches for
seizure detection model training, we exclusively focus on
subject-specific models. This implies that each model is trained
solely on data from the corresponding subject. Furthermore, to
enhance the robustness and accuracy of the metrics reported
for each model, we employ a Leave-One-Out Cross-Validation
(LOOCV) scheme for training and testing. More specifically,
we train on all records containing seizures except for one, and
validate using the excluded record. Additionally, considering
different random seeds, every reported number represents the
average of 5 repetition runs.



D. Embedded Platforms
We adapt EPIDENET for three embedded platforms to

address wearable seizure detection applications and evaluate
their execution and energy consumption.

1) ARM Cortex: We examine the B-L475E-IOT01A
STM32L4 Discovery kit with an ARM Cortex M4F core and
the STM32 Nucleo-144 development board with an ARM
Cortex M7 core. The STM32L4 kit offers 1 MB flash memory,
128 kB SRAM, and operates at 80 MHz, while the Nucleo-
144 kit provides 1 MB flash memory, 320 kB SRAM, and
functions at 216 MHz.

2) GAP8: The GAPuino features a RISC-V-based PULP
GAP8 processor with a dual compute domain architecture,
including a fabric controller, a cluster domain with eight cores,
512 kB of L2 memory, and 80 kB of L1 memory, operating
at frequencies between 32 kHz and 250 MHz.

3) GAP9: The GAP9 processor features ten cores divided
between a Fabric Controller and Cluster Cores, 128 kB L1
memory, 1.5 MB RAM, and cluster cores operating at fre-
quencies up to 370 MHz, sharing four Floating-Point Units.
It optimally balances energy efficiency and computational
performance within a milliwatt power envelope.

E. Hardware Deployment
For deploying EPIDENET on ARM-based platforms, we

leverage CUBE.AI, which streamlines the automatic conver-
sion of pre-trained neural networks and seamlessly integrates
the optimized library into the project code. CUBE.AI takes a
quantized INT-8 TFLite model as input, automatically parses
the network graph, and produces optimized code accordingly.

For the GAP8/GAP9 platforms, we rely on Quantlab [15] to
quantize EPIDENET into an INT-8 format and on DORY [16]
for the subsequent deployment. DORY is a dedicated tool
that autonomously generates C code for managing the two-
level memory hierarchy (L1 and L2 memory) on PULP-based
platforms. While DORY natively supports code generation for
GAP8, we manually optimize the generated code to ensure
compatibility with the GAP9 platform.

F. Datasets
We present the seizure detection results for both the CHB-

MIT [22] and PEDESITE datasets. The CHB-MIT public
dataset comprises of EEG data from 23 pediatric and young
adult patients (aged 1.5–22 years) with intractable seizures,
collected at 256 samples per second and a 16-bit resolution
with 10/20 system. We use a 4 second window which equates
to 1024 time samples – (T in Table I).

Recognizing the CHB-MIT dataset’s limitations in real-
world scenarios (pediatric patients, gaps in the EEG traces,
nearly zero artifacts), we also evaluate our approach using the
private PEDESITE dataset from Lausanne University Hospital
(CHUV). Patients undergo routine clinical evaluations during
the study at the EMU. Scalp-EEG signals are collected at
1024 samples per second and a 16-bit resolution with a 10/20
system. Monitoring durations range from 2 days to two weeks.
We further decimate the signal to 256 samples per second, to
be comparable to the sampling rate of CHB-MIT, and look at
an 8 second window which is 2048 time samples.

TABLE II
LOOCV COMPARISON OF [13] (ALL CHANNELS) AND EPIDENET

(TEMPORAL CHANNELS) ON THE CHB-MIT DATASET. BOLD RESULTS
INDICATE A THREE-WINDOW MAJORITY SMOOTHING SCHEME.

Network Sens. [%] Spec. [%] FP/h # Detected
Seizures

[13] 22 Ch. 82.77 (81.91) 99.72 (99.86) 2.53 (1.25) 177/181
EPIDENET 4 Ch. 68.56 (68.73) 99.52 (99.75) 4.29 (2.24) 165/181

III. SEIZURE DETECTION RESULTS

A. CHB-MIT

We validate the accuracy of the model proposed in [13]
by re-implementing it and assessing its performance using the
LOOCV method. Table II shows the corresponding perfor-
mance (first row). Notably, the model achieves a significantly
lower sensitivity compared to the one reported in [13] (82.77%
vs 99.81%). This discrepancy can be attributed to two factors:
first, the authors of [13] do not consider the entire CHB-MIT
dataset, but rather select 10 out of the 23 available patients;
second, the rigorous method of testing and validating the
models (leave-one-out) employed in this study is not utilized
in [13], potentially indicating that the results presented in [13]
are overly optimistic.

Table II (second row) reports the performance of EPI-
DENET, built as an adaptation of [13] when considering only
4 channels in the temporal region (as common for low-power,
non-stigmatizing wearable technologies). The authors of [13]
do not report on the specificity of their network but reproduced
numbers showcase that it achieves a very high specificity
(99.75% - 99.86%). A noticeable decrease in sensitivity from
(81.91% → 68.73%) aligns with the figures documented
in [14], which similarly employs a four-channel temporal
framework. It merits highlighting that the authors of [14]
incorporated only a subset of the total 23 patients (specifically
8), hence constraining a holistic comparison of sensitivity
and specificity metrics. We reconstructed the [14] network
to rectify this discrepancy and applied the identical train-test
protocol to all CHB-MIT patients. The consequent specificity
and sensitivity were reduced to 99.18% and 59.91%, respec-
tively, inflating false positives to 3.68 FP/h. Compared with our
EPIDENET, shows that EPIDENET excels with an elevated
sensitivity by 8.8% and a decline in false positives by 1.44
per hour. Table II also reports the impact of employing a
three-window majority voting-based smoothing scheme (bold
numbers). This approach yields substantial reductions in false
positives by approximately 2×, while maintaining a high
seizure detection performance (91% of seizures are detected).

TABLE III
LOOCV RESULTS OF EPIDENET ON THE PEDESITE DATASET. BOLD

RESULTS INDICATE A THREE-WINDOW MAJORITY SMOOTHING SCHEME.

Sens. [%] Spec. [%] FP/h # Detected
Seizures

EEG 58.02 (57.17) 99.23 (99.51) 3.69 (2.50) 23/25
SSWCE EEG 61.66 (60.66) 99.66 (99.74) 1.51 (1.18) 23/25



TABLE IV
COMPARISON BETWEEN EPIDENET ON GAP9, GAP8, ARM CORTEX M4F/M7 AND COMPARISON TO RELATED WORKS

Network EPIDENET [14] [23]

Platform GAP9 GAP8 STM32L475 STM32F756 Apollo 4 nRF52840

MCU 1+9×RISCY 1+8×CV32E40P 1×Cortex M4F 1×Cortex M7 1×Cortex M4F 1×Cortex M4F
@240 MHz @100 MHz @80 MHz @216 MHz @96 MHz @64 MHz

Deployment framework Quantlab/DORY CUBE.AI TFLite Quantlab/CMSIS-NN TFLite
Dataset PEDESITE CHB-MIT

Input size 4× 2048 4× 2048 4× 2048 4× 2048 4× 2048 9× 256
MACs 2 064 352 2 064 352 2 053 516 2 053 516 6 250 000 2 400 000

Time/inference [ms] 2.84 6.82 190.60 31.99 405.00 100
Throughput [MMAC/s] 726.45 305.83 10.78 64.19 15.43 24
MACs/cycle 3.03 3.03 0.135 0.30 0.16 0.38
Power [mW] 17.89 38.52 42.44 413.03 4.40 1.5
Energy/inference [mJ] 0.051 0.26 8.09 13.21 1.79 0.15
En. eff. [GMAC/s/W] 40.61 7.86 0.25 0.15 3.51 16.00

B. PEDESITE

We further validate EPIDENET on the PEDESITE dataset,
as presented in Table III. The individual 8s EEG windows ex-
hibit a relatively high number of false positives per hour, akin
to the CHB-MIT dataset. Utilizing a three-window smoothing
technique effectively reduces false positives to approximately
2.5 per hour, with a negligible (1%) decrement in sensitivity
and still maintaining unaltered the high number of detected
seizures (23 out of 25, i.e., 92%).

To further improve the performance and showcase the
impact of the proposed SSWCE loss function, we optimize
the α and β parameters on a subject-specific basis, obtaining
a 3.64% increase in sensitivity and reducing the FP/h rate
to 1.18 (mostly caused by artifacts). To further minimize
false positives, an artifact detector, such as the one proposed
in [24], can be incorporated, as EEG artifacts are susceptible
to misclassification as seizures.

C. Embedded Deployment

We quantize EPIDENET using Quantlab for the GAP imple-
mentations and TFLite for the ARM implementations. In both
cases, the change in accuracy is negligible, with approximately
±0.1% variations observed for both sensitivity and specificity.

After training the network, which relies on the SSWCE
loss function, we evaluate the energy/inference of the pro-
posed EPIDENET network. To this extent we perform power
measurements on four MCUs and table IV presents the com-
parison of measurements obtained from these methods and a
comparison to two other works [14], [23].

The GAP8 and GAP9 implementations outperform the
ARM counterparts when utilizing Quantlab and DORY tools.
Furthermore, DORY, supplemented with custom code to en-
sure smooth execution on GAP9, exhibits the lowest energy
consumption per inference (0.051 mJ) and the highest energy
efficiency (40.61 GMAC/s/W). This configuration also delivers
the most substantial performance (726.46 MMAC/s), complet-
ing one inference in a mere 2.84 ms. The most energy-efficient
implementation (GAP9) is approximately 160× more efficient
than the optimal deployment of EPIDENET on the ARM
Cortex MCUs. Comparing the implementation of EPIDENET
to those in [14] and [23], the GAP9 implementation is 11.6×
and 2.6× more energy-efficient, respectively.
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Fig. 1. Power trace of EPIDENET implemented on GAP9.

IV. CONCLUSION
This work introduces EPIDENET, a compact model im-

plemented on various low-power platforms, including GAP8,
ARM Cortex M4F, ARM Cortex M7, and GAP9 processors.
The model’s energy consumption was as low as 0.051 mJ per
inference, with an average power consumption of 17.89 mW
on the GAP9 processor and more than two orders of magnitude
higher energy efficiency as compared to ARM-based solutions,
highlighting the potential long-term operation in wearable
devices. Moreover, this work introduces a novel SSWCE loss
function for wearable seizure detection systems. By utilizing
subject-specific models and the SSWCE loss function, we
achieved an average specificity of 99.74%, and detect 92.00%
of the seizures with a false positive rate of 1.18 FP/h across
all subjects in the novel PEDESITE dataset. The results
demonstrate the effectiveness of the proposed methodology in
balancing sensitivity and specificity for personalized seizure
detection. While further reducing the FP/h is needed for
clinical implementations, the proposed framework also offers
data reduction: the human experts do not need to review the
entire recording, but only the epochs automatically detected.
This research highlights the importance of personalized model
design for wearable seizure detection devices, balancing sen-
sitivity and specificity. Our findings contribute to advancing
wearable EEG-based seizure detection systems, potentially
improving therapeutic outcomes for individuals with epilepsy.
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