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Agent Prioritization and Virtual Drag Minimization in Dynamical System
Modulation For Obstacle Avoidance of Decentralized Swarms

Louis-Nicolas Douce*!, Alessandro Menichelli*2, Lukas Huber!

, Anastasia Bolotnikova®3,

Diego Paez-Granados®, Auke Ijspeert?, Aude Billard!

Abstract— Efficient and safe multi-agent swarm coordination
in environments where humans operate, such as warehouses,
assistive living rooms, or automated hospitals, is crucial for
adopting automation. In this paper, we augment the obstacle
avoidance algorithm based on dynamical system modulation
for a swarm of heterogeneous holonomic mobile agents. A
smooth prioritization is proposed to change the reactivity of the
swarm towards the specific agents. Further, a soft decoupling of
the initial agent’s kinematics is used to design an independent
rotation control to ensure the agent reaches the desired position
and orientation simultaneously. This decoupling allowed the
introduction of a novel heuristic, the virtual drag. It minimizes
the disturbance influence an agent has when moving through its
surrounding. Additionally, the safety module adapts the velocity
commands from the dynamical system modulation to avoid
colliding trajectories between agents. The evaluation was per-
formed in simulated assisted living and hospital environments.
The prioritization successfully increased the minimum distance
relative to a moving agent. The safety module is observed
to create collision-free dynamics where alternative methods
fail. Additionally, the repulsive nature of the safety module
augments the convergence rate, thus making the proposed
method better applicable to dense real-world scenarios.

I. INTRODUCTION

Recent years have seen growing interest in using mobile
robots to assist humans [I]. One promising application is
assistive furniture, where autonomous algorithms coordinate
the furniture’s poses to assist humans with limited mobility.
This is useful for people in a wheelchair but also when
the displacement becomes exhausting for someone, e.g., an
elderly or ill person. Additionally, autonomous furniture can
be useful in workspaces where the displacement of furniture
takes up an important part of the available time and effort,
e.g., in health centers or hospitals [2], [3]. One of the
main challenges of coordinating mobile agents while sharing
space with humans is to guarantee safety and at the same
time ensure to reach the assigned goal. It is paramount
to ensure that no collisions occur despite the uncertainty
of the environment. Furthermore, the mobile agents must
coordinate to avoid blocking each other’s path. Otherwise,
the system will either be too dangerous for the involved
people or useless for application. This paper aims to pro-
vide an approach to multi-robot coordination using obstacle
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Fig. 1: Autonomous collision aware rearrangement of mobile
chairs and tables in an assistive living environment.
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avoidance based on dynamic system modulation (DSM). We
reduce the disturbance in the environment each agent creates
by introducing priority values, a soft decoupling of linear and
angular velocity, the virtual rate, and active repulsion. The
method eliminates observed collisions in dense environments
and increases the convergence rate. The framework enables
autonomous agents in an assistive living room environment
where the person does not have to adapt to the furniture, but
it is the furniture that adapts to the person.

We enable multiple mobile agents to coordinate by aug-
menting control algorithms that allow dynamic collision
avoidance for single agents. This assures that agents can
avoid the surroundings which we do not control, such as
people in an assistive living environment. Furthermore, it al-
lows full decentralization of decision-making and computing.
For this work, all agents are assumed to be holonomic and
can follow a desired velocity exactly. Furthermore, the state
and shape of all obstacles in the environment are known to
each agent.

A. Related Works

Navigation strategies can be classified into global and
local navigation [4]]. Among global navigation, Cell Decom-
position (CD) divides the environment into cells that are
classified as free or occupied [S]. A feasible trajectory is
sampled across the free cells. The path quality increases
with decreasing cell size, so does the computational cost,
preventing the algorithm to be applied to dynamic, cluttered
environments [6].

Rapidly-Exploring Random Trees (RRT) do sampling us-
ing a space-filling tree that explores the space to find a
feasible path [7]. RRT has been extended to RRT* [§]],
which adapts the step length of the expanding tree for
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improved performance and convergence. Alternatively, Prob-
ability Roadmap (PRM) decreases the space explored by
sampling points in the environment and connecting the ones
which lie in the free space [9], resulting in a connectivity
graph from the initial position to the goal. PRM has been
extended to multi-robot scenarios by reducing the softening
of the collision checks [10]. While RRT and RRT are
probabilistic-complete (they will find a feasible path if it
exists), the sampling is computationally expensive and cannot
be used in dynamic environments.

Roadmaps (RM), in general, provide collision-free path
segments. This can be done by incremental application of
local obstacle avoidance methods [[11], using Vornoi Dia-
grams [[12] or visibility graph [13]]. Finally, the method can
be stitched together. However, they lack global convergence
guarantees.

Artificial Potential Fields (APF) ensure local (reactive) ob-
stacle avoidance by creating a potential field around obstacles
that the agent follows [14]. APF has been extended to global
path planning [[15]]. It has been used to track moving targets
[16], as well asin multi-robot setups [[17]. While APF is
efficient and simple, it is prone to local minima in free space.
(Global) Navigation Functions (NFs) have been introduced
to ensure the convergence around concave obstacles [18].
However, NFs require environment-specific tuning and are
often limited to static environments [[19].

Dynamical system modulation (DSM) has been used for
reactive obstacle avoidance in challenging environments [20]].
DSM redirects initial dynamics to avoid collision with ob-
stacles. DSM has been shown to converge around concave
obstacles [21]. The method was extended to indoor envi-
ronments [22]], as well as sensor-based obstacle information
[23]. As DSM controls only for zero-dimensional points,
we had proposed an extension in our previous work which
utilizes multiple control points to move rigid bodies [24].
However, the proposed method has a slow orientation conver-
gence rate and has been observed to collide in dense multi-
agent environments.

Velocities obstacles (VO) represent the set of velocities re-
sulting in a collision with the environment [25]]. The VO are
used by Optimal Reciprocal Collision Avoidance (ORCA) to
allow for multi-agent coordination to be collision-free [26].
However, the presented methods are designed for circular
agents. ORCA has been extended to elliptic obstacles [27]],
and general shapes constructed from multiple circles [28].
Albeit, the computation of velocity and rotation is decoupled,
and hence the approaches do not allow moving with a
desired orientation. Simpler methods have been used to guide
swarms of drones safely through forests [29]]. Yet, as with
many swarm avoidance algorithms, the approach is limited
to circular collision robot shapes.

B. Contribution

This paper builds on work proposed in [24]. It focuses
on the situational awareness of the swarm, i.e., decreasing
the disturbance effect each agent has on its environment
and enabling DSM to take into account situational factors

(agent priority) in its computations. This is achieved with
the following contributions:

« Prioritization of the agents (Sec.

o Soft decoupling of the agent’s linear and angular veloc-

ity (Sec.

 Minimization of the virtual drag (Sec. [V)

« Safety module (Sec.

The proposed contributions greatly increase the perfor-
mance of swarms by decreasing collisions and increasing
convergence, as is further discussed in Sec. [VII-A

II. PRELIMINARIES

The identity matrix I is given in appropriate dimensions.
While many concepts can be used in arbitrary dimensions
d > 2, this work focuses on d = 2. The symbol x denotes the
cross product in two dimensions, such that for two vectors,
we have axb = ajbs—asby. We use superscripts for variable
names and subscripts for enumeration.

A. Dynamical Systems

Let x € R? be the state of a mobile robot. It state evolves
according to dynamical systems. When undisturbed, it can
be described by a state-dependent function f : R? — R%:

x =f(x) with f(x)=—(x—x%) (1)
where x* € R? is attractor of the system.

B. Obstacle Avoidance through Modulation

Obstacle avoidance based on Modulation (DSM) for point
masses has been proposed in [21]], [22]. Dynamic obstacles
are avoided by evaluating DSM in the (averaged) moving
frame: ot

)+>~< 2)

s tot

x = M(x) (f(x) - X

where % € R? is the averaged velocity of the obstacles
[20].
The modulation matrix is constructed as follows:

M(x) = E(x)D(x)E(x) ™ 3)

where M(x) is the local modulation matrix composed of the
orthonormal basis matrix E(-), defined as:

E(x) = [r(x) e1(x) ... eg—1(x)] 4)
where the tangent direction e(.) € R? is perpendicular to the
normal of the obstacle surface, and r(x) = (x — x") /||x —
x"|| is the reference direction, with respect to the refer-
ence point x” € R?, a point placed inside the obstacle’s

boundaries. The diagonal matrix D(x) is composed of the
eigenvalues A" and \°, as follows:
D(x) = diag(\" (x), A\°(x), ..., A°(x)) with
A(x)=1-1/T(x), A(x)=1+1/I'(x)
with the continuous distance function, which has a value of
I'(x) = 1 on the boundary of the obstacle, and I'(x) > 1
outside the obstacle.

As A"(x) < 1, the initial dynamics are decreased towards
the obstacle, and with A°(x) > 1, the dynamics are increased
in tangent direction. It has been shown in [21]] that this leads
to convergence around (star-shaped) obstacles.

(&)
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C. Orientation Control of Holonomic Agents

DSM has been used to control holonomic agents by intro-
ducing multiple control points [24]], referred to as HDSM.
By first evaluating the DSM at each of the control points
1 € {1,..,N¢}, and then taking the weighted average with
respect to the rigid body constraints (see Eq. [3)), the linear
velocity x¢ and angular velocity w are obtained with respect
to the center of mass x°.

N°¢ N°¢
x¢ = sz).(z, w = Zwl (XC — Xz') X ().(1 — )'(C) (6)
i=1 i=1

Each control point has its attractor and a circular margin
around it, which is used to compute the distance I'(x), see
Fig. 2] Dynamical weights are used to calculate the agent’s
kinematics to give higher priority to control points closer to
collision with their surroundings.
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Fig. 2: Each control point of the furniture x.y (black dots)
has a velocity toward its attractor X",) (black stars). The blue
arrows are the initial dynamics f (XS

III. PRIORITIZATION OF THE AGENT

An agent treating all obstacles in the surrounding equally
might have undesired effects, e.g., an elderly person might
get irritated when a robot gets close, while a chair would not
be disturbed. Hence, we propose to use HDSM to adapt its
trajectory based on the priority of the obstacles it encounters.
In particular, we want the agents to prioritize trajectories
staying further away from people to improve their safety.

The prioritization of an agent’s safety distance (Eq.
can be directly derived from the formula of the eigenvalues
proposed in Eq. [5]by introducing v* € R, the priority of the
agent (self), and 7° € R, the priority given to an obstacle
(other). The priority values are used in the calculation of the
eigenvalues as:

V) 1 (r&))w =14 (F@)W;

We can verify that if v > ~4° then D(x) ~ I, as defined in
Eq. ] Hence, if the self-priority of the agent is far greater
than the obstacle’s priority, its trajectory won’t be modulated
concerning this obstacle. Moreover, the new Eq. [7| does not
break the necessary condition for impenetrability of the DSM
given by Eq. [ since we have:

if T(x)=1 = A =0 A=1 (8)

IV. SOFT LINEAR/ANGULAR CONTROL DECOUPLING

The coupling of the linear and angular velocity (Eql6)
results in the angular velocity being active only when close
to the attractor x%, leading to delayed (angular) convergence.
More flexibility of the angular control can be obtained by first
computing the initial kinematics at the center of the agent,
x¢ (Eq. P) regarding the pose we want to reach (Fig. [3).

2 C

X =—(x*—x% and w=—(¢— ¢ )

The initial velocity, X¢, is modulated according to Eq.
The prior velocities x° and w are used to obtain the initial
dynamics on the control points (Eq. [T0).

X =%x4wx(x; —x°, 1€{l,..,N} (10)

where N¢ is number of agent control points. The trans-
formation is shown in Fig. 3] Finally, the velocities at the

o XIC? e = e

X ( B hawt=tT TXL gl |‘,
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Fig. 3: The agent moves from its initial position (left) to the
goal position (right). The prior linear and angular velocities
(red arrows) are at the center of the agent x¢ to reach
the attractor position x* and orientation ¢®. These can be
transformed to get the control point velocities (blue arrows).

control points are modulated by Eq. 3] and the agent’s final
linear and angular velocities are obtained by Eq. [6] This
soft decoupling of kinematics brings more flexibility to the
orientation control and will be further exploited in the next
section.

V. MINIMIZATION OF THE VIRTUAL DRAG

The drag of a moving object in a viscous fluid determines
the disturbance of the surrounding particles. Similarly, the
orientation of a swarm-agent moving through a clustered
space affects the modulated velocity of its surrounding agents
(Fig. E]) Hence, we refer to the obstacle’s effect on its
neighboring agents as virfual drag and desire to minimize
it to decrease the disturbance on its environment.

A. Drag Factor

The virtual drag produced by an agent depends on its
shape and displacement direction. Circular agents have a
constant virtual drag and are invariant to rotation. Depending
on its orientation, a rectangular agent with a high length-to-
width ratio produces a higher or smaller virtual drag. We
introduce the drag factor x in Eq. [TT]to quantify this, where
l and L are the shortest and longest axis lengths, respectively.

L
/’L:77 IME[I,OO) (11)
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Area 2
Area 1
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Fig. 4: The agent (green rectangle) needs to pass the blue
circle (e.g., a person). If the agent moves perpendicular to
its longest axis (left), the person must move out of the way.
Whereas, if the agent has its longest axis parallel to the
direction of the movement (right), the person does not get
disturbed at all.

B. Drag Angle

The drag angle ¢¢ € [0,7] is defined as the angle
between the direction of the linear velocity and the axis that
minimizes the virtual drag produced by the agent. It is O for
displacement which is in the direction parallel to the minimal
drag (and thus has a minimal virtual drag), and m when the
agent moves perpendicular to the minimal drag direction (and
thus has maximal virtual drag), see Fig. 4

C. Convergence to Attractor Orientation

Minimizing the drag is important when moving, but as we
approach the attractor, the agent needs to approach its desired
attractor orientation ¢“. This balancing can be quantified as:

¢ = a1¢® + ax¢”
1 d

ay = §m(1 + tanh (u(d — @)

where d is the distance from the agent to the goal position,
u € Ry is the drag factor, and o € R is a parameter that
defines the distance to the goal at which a; < a9, i.e., the
agent starts rotating towards the goal orientation. The tuning
parameter k € R, is used in d/(d + k) and ensures that a;
converges to zero at the goal position d = 0. The resulting
desired angle & is used in the initial dynamic (Eq. EI) to obtain
the initial angular velocity w. This algorithm is referred to
as drag-HDSM.

with
(12)
ag = 1— a1

VI. SAFETY MODULE

Highly dense scenes may lead to situations that cause non-
convergence that drag-HDSM cannot resolve. For avoidance
in cluttered environments with multiple overlapping obsta-
cles, we introduce a safety module to ensure to deviate any
colliding trajectory. The safety module becomes active in the
critical region around the obstacle, where it calculates the
avoidance kinematics. This space is defined by the critical
distance I' and depends on the distance to the goal d:

max C
F%@{F d>d

Fmin + dic (Fmax _ Fmin) 0< d < de (13)

The lower bound is set as I'™" > I'(x?), i.e., the distance
value at the attractor position. This ensures that the agent

obstacle 1

goal

obstacle 2

Fig. 5: Even though the planned trajectory (green arrow) is
on a colliding path with the two obstacles, the safety mod-
ule deviates the trajectory and avoids them safely (orange
velocity). As all obstacles move away from each other, this
leads to a un-cluttering of the space and has been observed
to increase convergence.

stays reactive at the goal position. Note that, if d < d¢, I'®
shrinks linearly from '™ to T'™in,

The direction to avoid collisions, nyg, is computed as
a weighted average of all the normal directions n, of all
surrounding obstacles o € {1,.., N°} for which we have
I'°(x°) < I'“. The weighted normal is evaluated as:

Nobs
1/T
= S won, with w, = — 0 (1g)
o=1 Eo:l l/FO

Elevating the basic velocity in Eq. [f] the safe linear velocity
at the center x° at the center is defined as:

N€
x® = E wl)'(l + bIllOt
=1

15)

where b = (I'° — 1) (min, ¥, — 1) defines the strength of
the safety response depending on the closest obstacle and
the critical space.

Similarly, the angular velocity w is updated using the pa-
rameter b and the correction term w® based on the avoidance
direction n®* for each of the control points ¢ € {1,.., N°}
control and their position x;

NC
ws = sz (x¢ —x;) x (%; — X°) + bw*
=1
ye (16)
with @’ =" w;|jx; x nf'|
=1

where ni* as described earlier in this section is taking only

into account the obstacles in the critical space of the i-th
control point. When approaching the limit of the avoidance
parameter, i.e., min,7° - 1 = b — oo as defined
in Eq. [I6] Consequently, the linear velocity x° and angular
velocity w need to be stretched to have a magnitude which
is within the desired bounds. Figure [5] shows the effect of
the safety module. The safety module is combined with
an emergency stop that sets x° = 0 and w = 0 if any

© IEEE All rights reserved. IEEE-IROS-2023, Oct.1-5. Detroit.
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(c) Distance from the mobile agent to the person (yellow)
and the static obstacle (red) for the case with equal priority
(dashed) and higher prioritization of the person (solid).

Fig. 6: The mobile agent (blue) passes between the red
rectangle (e.g., a chair) and the yellow circle (e.g., a person)
when controlled by drag-HDSM. When the priority is equal
(a), the agent passes in the middle between the others, see
(c). Conversely, when the person has higher priority (b), the
mobile agent’s trajectory stays further away from the person.

control point ¢ we have I'(x;) < 'SP, This algorithm will
be referred to as safe-HDSM.
VII. RESULTS

We set he hyper-parameters as [P = 1.1, ™" =
I'm*=2,d°=1, a=1.5and k = 0.01.

1.2,

A. Metrics

1) Distance Traveled, D: Ideally, the trajectories are
closest possible to the shortest distance to the goal. To assess
the method performance in terms of how close the final
trajectories are to the ideal case, we use the mean relative
distance metric. The relative distance is the ratio of the total
distance d; traveled by an agent to the shortest distance D;.
D is the mean relative distance made by all the N agents
during a scenario.

1 4
D=—— — 17
7 2 B a7

i=1
2) Virtual Collisions Rate, C: A virtual collision is regis-
tered when an agent’s control point breaches another agent’s
margin. Here, agents are stopped before a collision happens.

B. Agent Priority

We first analyze the influence of the priority value v* in
a scenario where a mobile agent moves between two static
agents (Fig. [6a). In the first setup, all agents have the same
priority of v° = 1; in the second setup, we give the circular
agent (interpreted as an elderly person) a higher priority, thus
having 7. = 10°, 75 = 78, = 107°. Qualitatively, we
can see that the blue agent is making a larger avoidance
trajectory around the yellow circle (human) when the latter
has a higher priority. Furthermore, the minimum distance
between the human (yellow circle) and the mobile agent
(blue) decreases by 20% when the human has a higher
priority.

C. Drag Minimization

The second comparison scenario includes a mobile agent,
which passes between two passive agents (Fig. [7). In this
case, the two passive agents can move out of the way if
necessary, but they only do so if they are disturbed.

7 Y ~

4 Y
6 Ny 6 P a )
S ')’\""'Xl
4 ‘\ _ \ 4 4 ,” \
B 1’1— \ E k "z
A \
= 2 ’ o . - 2 T | &
AR S =g B
A 1 1 1 1
0 < ! 0 L H
! ] ! |
g 7 ' 7
24 e . ‘ -2 —— . ‘
-2.5 0.0 25 5.0 1.5 -2.5 0.0 25 5.0 7.5
x [m] x[m]

(a) HDSM (baseline) (b) drag-HDSM

Fig. 7: The agent (blue) moves to its goal on the right. The
red rectangle (mobile furniture) and the yellow circle (e.g.,
human) can move but desire to stay in their current position.
With the HDSM (baseline), the person (yellow circle) has to
move further out of the way than when using drag-HDSM.

Using drag-minimization, the agent rotates before crossing
the narrow passage. Hence, it has less disturbance to the
person compared to the situation of the drag not being active.
This can be interpreted as the furniture agent performing its
trajectory with increased environmental awareness.

D. Quantitative Comparison

The proposed method and the baseline were compared
quantitatively by generating 100 random scenarios for 3 to
10 agents. In each scenario, the agent’s initial and goal
positions are randomly chosen inside the spawn area without
overlapping. The size of the spawn area of 11m X 9m, the
agents are hospital beds which need to be rearranged of size
2m x 1m (see Fig. @) No walls constrain the area, and the
agents can move outside this area if needed. However, such
behavior negatively affects the distance traveled scoreﬂ

The swarm using the algorithm with virtual drag min-
imization (drag-HDSM) shows a reduction in the mean
relative distance traveled by all the agents compared to the

'Source code on https://github.com/epfl-lasa/autonomous_furniture
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(b) Algorithmic representation of beds

Fig. 8: 100 random scenarios for different numbers of
hospital beds were simulated (here, ten beds).

baseline (HDSM). This effect increases with the density of
environments (Fig. [9] top plot). In scenarios with 10 agents,
the median reduction is 10%. HDSM is expected to use a
longer path because the agents disturb each other on the way.

The convergence rate decreases for all algorithms with an
increasing number of agents (Fig. [9] middle plot). The virtual
drag (drag-HDSM) improves convergence compared to the
baseline (HDSM). Since minimizing the drag makes the ob-
stacles align with their direction of motion, they present less
surface to get stuck with each other. The safety module (safe-
HDSM) shows the biggest improvement in convergence.
When obstacles get close to each other, the safety module
pushes them away so that they get untangled and converge
toward their attractors. For safe-HDSM, even with 10 agents,
almost 50% of the scenarios converge towards the attractors,
compared to 0% for the other two algorithms.

The baseline method (HDSM) often makes agents collide
when trying to reach the goal, and already with three
agents, an average of around one-sixth of the simulations
collide (Fig. [9] bottom plot). This increases drastically with
the number of agents: with nine agents, almost 100% of
the simulations result in collisions. The virtual drag (drag-
HDSM) decreases the number of colliding scenarios. The
effect is more pronounced with fewer agents, and we observe
almost no collision for simulations with three obstacles. The
greatest contribution comes from the safety module (safe-
HDSM), which reduces the ratio of virtual collisions to 1%
or less for all simulations.
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Fig. 9: The proposed algorithm performance comparison
to the baseline (HDSM). Only no-collision scenarios were
considered for the metrics in the top and middle plots.

VIII. CONCLUSION

In this paper, we have successfully extended the holo-
nomic dynamical system modulation for obstacle avoidance
(HDSM) by adding new features: agent prioritization, soft
decoupling of the agent’s kinematics, minimization of the
virtual drag, and the safety module. The four contributions
increase the environmental awareness of each swarm agent.

By augmenting the eigenvalues in the obstacle avoidance
with the priority parameter, the safety around higher-priority
agents is increased by keeping a larger distance from them.

The agent’s linear and angular velocities were softly
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decoupled by defining their initial values independently. This
enabled faster angular convergence. It further allowed the
introduction of the minimization of the virtual drag. The
latter makes the agent align its longest axis with its desired
direction to the velocity, hence disturbing its environment
less. This reduced the agents’ mean relative displacement
and collision probability, especially in dense environments.

The safety module has been shown to decrease the virtual
collision and drastically increase the convergence of all
agents toward their goal. While the safety module generally
has the ability to push away close agents, there still exist
cases where agents get blocked. This occurs when an agent
is far away from its goal, i.e., ['¢ = I'™®*, but the surrounding
agents have reached their respective goals (I'¢ = I'™"). This
blocks the first agent, while the surrounding agents do not
react to it and do not move out of the way.

A. Future work

We plan to evaluate the agents’ prioritization systemati-
cally. This should be evaluated within an assistive environ-
ment and together with potential users. It will be of interest
to analyze, how the prioritization affects the disturbance of
the agents towards each other, but also how it changes the
time (and energy) spent to complete the paths.

Extending DSM by utilizing multiple control points results
in a decrease of the convergence ratio. As for simulations
with 10 obstacles, less than half the obstacles reach their
desired goal. More flexible motion planning techniques could
be used without compromising the low collision occurrence.
We will explore a combination of the obstacle avoidance
method and policy learning, such as provided by reinforce-
ment learning. We believe exploiting synergies and strengths
of learning algorithms with analytical methods can increase
the performance of the system.

Finally, augmentation of the collision problem from 2D
to 3D will allow more efficient exploitation of the available
space as lower furniture can be under higher ones, and also
allows arranging a chair underneath a table.
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