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ABSTRACT

A hybrid numerical model previously developed for combustion simulations is extended in this article to describe flame propagation and
stabilization in porous media. The model, with a special focus on flame/wall interaction processes, is validated via corresponding
benchmarks involving flame propagation in channels with both adiabatic and constant-temperature walls. Simulations with different channel
widths show that the model can correctly capture the changes in flame shape and propagation speed as well as the dead zone and quenching
limit, as found in channels with cold walls. The model is further assessed considering a pseudo two-dimensional porous burner involving an
array of cylindrical obstacles at constant temperature, investigated in a companion experimental study. Furthermore, the model is used to
simulate pore-scale flame dynamics in a randomly generated three-dimensional porous media. Results are promising, opening the door for

future simulations of flame propagation in realistic porous media.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://

creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0153814

I. INTRODUCTION

Rapid depletion of fossil fuel resources and related pollutant
emissions are a consequence of their widespread and abundant use in
most areas of industry and technology.'~ Motivated by these two
issues, the search for more efficient and eco-friendly energy produc-
tion technologies and their implementation at the industrial level is
growing by the day. Combustion in porous media has been proven to
be a promising route to tackle some of the previously cited challenges.
For burners, the concept of porous media can result in high power
densities, increased power dynamic range, and low emissions of NO
and CO,." This is, for the most part, the consequence of the presence
of a solid porous matrix, which has higher levels of heat capacity,
conductivity, and emissivity as compared to the gaseous phase. The
concept of combustion in porous media is also present in other eco-
friendly technologies, for instance, in packed bed reactors with
Chemical Looping Combustion that allow for efficient separation of
CO,.”° Similar challenges involving intense flame/wall interactions
are faced in meso- and micro-combustion found in corresponding
burners developed within the context of micro electro-mechanical sys-
tems.”” Given the pronounced impact of flame/solid interactions, the

further development of such technologies requires a better under-
standing of flame/wall interaction dynamics. For this purpose, it is
essential to develop numerical models that are able to properly capture
such physics with a sufficient level of accuracy.

The topic of flame/wall interaction has been tackled in a variety
of articles in the past decades, starting with investigations of head-on
quenching,” mostly to quantify wall heat flux.'” Such interesting inves-
tigations have been going on up until now, involving additional config-
urations and aspects as well as a variety of fuels.'"'* Even more
relevant for the present investigations are flames propagating in nar-
row channels. Corresponding publications and results presented
therein point to the very rich physics of the flame front when propa-
gating in such a channel, see, for instance, Refs. 13-16. Depending on
the ratio of the channel diameter to the flame thickness and on the
type of thermal boundary condition at the wall, the flame front can
take on a wide variety of shapes, most notably, the so-called tulip
shape.'® Extending further this line of research, flame propagation
within porous media has also been studied with different levels of
complexity, starting with academic configurations in Ref. 17. These
preliminary studies led the authors to the conclusion that in the
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context of flame propagation in porous media, different flame propa-
gation speeds exist, which is in agreement with the different propaga-
tion modes observed for flame propagation in channels. While
volume-averaged approaches appear to be a cost-efficient tool for sim-
ulations of large-size, realistic systems, these observations clearly show
the necessity of direct pore-scale simulations for a better understand-
ing of the interaction process.

To the authors” knowledge, apart from Ref. 18 where the authors
model flame propagation in straight channels and Ref. 19 where
authors discuss specifically coal combustion, all studies targeting com-
bustion applications in porous media and configurations dominated
by flame/wall interactions have been carried out using classical, dis-
crete solvers for the Navier-Stokes—Fourier equations, coupled to bal-
ance equations for the individual species. In the low-Mach number
limit, to alleviate the limitation in time step resulting from the presence
of acoustic modes, most such solvers rely on the so-called zero-Mach
approximation,”’ which, by virtue of the Helmholtz decomposition of
the velocity field, brings the Poisson equation into the scheme, see, for
instance, Ref. 21. The elliptic Poisson equation is well-known to be the
computational bottleneck of incompressible Navier-Stokes models. To
solve this issue, different approaches such as the Chorin’s artificial
compressibility method (ACM)”* replacing the Poisson equation with
a hyperbolic equation for the pressure have been proposed for incom-
pressible flows.

The lattice Boltzmann method (LBM), which emerged in the lit-
erature in the late 80s,”” has now achieved widespread success. This is,
in particular, due to the fully hyperbolic nature of all involved equa-
tions. In addition, and as an advantage over ACM, normal acoustic
modes are also subject to dissipation and, therefore, are governed by a
parabolic partial differential equation, allowing the LBM to efficiently
tackle unsteady flows. Following up on the same idea, we recently pro-
posed an algorithm for low-Mach thermo-compressible flows based
on the lattice Boltzmann method.”* * Different from other LBM
approaches proposed in recent years for combustion simulation, '
this scheme is specifically tailored for the low-Mach regime. While this
model has been successfully used for large-eddy simulations (LES) of
flames in complex geometries, in particular, swirl burners,” detailed
interactions between flame fronts and walls have not been considered
in detail up until now, since they did not play a central role for the
considered systems.

In this study, a corresponding validation of the solver is pro-
posed, including boundary conditions for curved walls. Configurations
of increasing complexity are considered, such as flame propagation in
narrow channels of different widths involving different thermal
boundary conditions as well as combustion in a reference two-
dimensional (2D) packed bed reactor corresponding to a companion
experimental study. Note that the so-called pores considered in the
present study are large, being, indeed, inter-particle spaces at the milli-
meter or centimeter scale, and not restricted to a few micrometers, as
found in many other applications. In this article, the terms pore and
inter-particle space are used interchangeably to designate the same
configuration.

After a brief refresher of the model itself, along with its multiple
relaxation time (MRT) cumulants realization, a discussion of the
boundary conditions is proposed for both the lattice Boltzmann and
the finite-difference (FD) solvers. Afterward, results from the different
validation cases are presented and discussed, before conclusion.

pubs.aip.org/aip/pof

Il. THEORETICAL BACKGROUND
A. Governing equations
The model used here and detailed in Sec. IIB targets the low-
Mach approximation to describe thermo-compressible reacting
flows.”” The species mass balance equation reads in non-conservative
form:
1 )
Y+ u- VY + -V pVyYy = — (1)
p p
where Y} is the k" species mass fraction, p is the local density, u is the

mixture velocity, and @y is the source term due to chemical reactions.
The mass flux due to diffusion, Y Vi, is given by

N.
D Wy . Dy Wy

YiVi=— VX Y, —— VXy 2

Vi W x+ k; W K (2)

where X;, Wy, and Dy, are, respectively, the kth species mole fraction,

molar mass, and mixture-averaged diffusion coefficient. W is the mix-

ture molar mass. The second term corresponds to the correction veloc-

ity ensuring local conservation of total mass (i.e., ZkN:1 Y Vi =0).
The momentum balance equation (Navier-Stokes) reads

Oi(pu) + V- (pu@u)+V-S=0, (3)

where the stress is
;2
S=P—u{Vu+Vu fBVvuI —nV - ul. (4)

in which p and 7 are the mixture-averaged dynamic and bulk viscosity
coefficients and Py, is the hydrodynamic pressure tied to the total pres-
sure as P = Py + Py, with P, the uniform thermodynamic pressure.
The employed closure for the hydrodynamic pressure Py, reads

%8,Ph+V-u:A, (5)
pe;
where c; is the characteristic propagation speed of normal modes, also
known as sound speed. At the difference of a truly compressible
model, here, ¢, is not necessarily the physical sound speed. Using the
continuity equation and the ideal gas mixture equation of state, one
gets

A

T +u- VI  Snw
=T S (Ot u V). ©6)

T — Wik
Finally, the energy balance equation is given by

Ngp

pep(OT +u-VT) = V- (VT) +p| Y e YiVi | - VT = oy,
k=1

7)

where c,, and ¢, are, respectively, the k™ species and the mixture spe-
cific heat capacities, 4 is the thermal diffusion coefficient, and @7 is
the heat release rate.

One point that is to be noted is the difference of the current low-
Mach set of equations with the zero-Mach model of Majda and the
low-Mach model of Toutant; setting ¢, to be the real sound speed in
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Eq. (5) reduces it to that of Ref. 30, but now for a multi-species react-
ing system. On the other hand, in the limit of ¢, — 0o, one ends up
with Majda’s zero-Mach limit,” ie., V-u = A. A detailed perturba-
tion analysis of this system would be interesting but will be left for
future publications. In Sec. 11 B, the lattice Boltzmann model used to
recover the corresponding hydrodynamic limit is briefly introduced.

B. Lattice Boltzmann model

To solve the low-Mach aerodynamic equations, we use a lattice
Boltzmann model that we have developed in previous works,”* *°

gi(r+ ot t +0t) — gi(r,t) = Q; + 65, (8)

where g; are discrete populations, ¢; is the corresponding discrete
velocities, r and f are the position in space and time, respectively, ot is
the time step size, and

Ei=c(fp— w,-)(c,- —u) - Vp +wipcA. 9)

Here, w; are the weights associated with each discrete velocity in the
lattice Boltzmann solver and ¢ is the lattice sound speed tied to the
time step and grid size or as ¢; = or/ V/36t. The equilibrium distribu-
tion function, £, is given by

2
= wip <1 +%+ (c;':? —2"—;> (10)
The collision term €; is defined as
Qi = —ox(g — &*), (11)
where
8" = wi(Py — pcg) + ", (12)

and Pj, is the hydrodynamic pressure. In the present study, first-
neighbor stencils based on third-order quadratures are used, ie.,
D2Q9 and D3Q27. The hydrodynamic pressure and momentum are
computed as moments of the distribution function g;

Q o
Py :Zgi—ﬁ—?pcsA, (13a)
=1
1 Q
pu :C—ZZC,-g,-. (13b)
s =1

This lattice Boltzmann model recovers the previously introduced
pressure evolution equation along with the Navier-Stokes equation. In
the viscous stress, tensor deviations from Galilean invariance are lim-
ited to third order.

C. Implementation of the multiple relaxation times
(MRT) collision operator

In the context of the present study, following our proposals for
both multi-phase and multi-species flows,”*" the Cumulants-based
operator is used.”” The post-collision populations g are computed as

ot
g = pcf + - Sis (14)

pubs.aip.org/aip/pof

where the post-collision pre-conditioned populations f/* are
=t I WA+ M WA (15)

In this equation, ./ is the moments transform matrix from pre-
conditioned populations to the target momentum space, I is the iden-
tity matrix, and % is the diagonal relaxation frequencies matrix,

W = diag(wy, 0k, @y, ..., Oxyyyzz), (16)
where the operator diag is defined as
diag(A) = (A®1)0 .7, (17)

with A is a given vector and 1 is a vector with elements 1. The relaxa-
tion frequencies of second-order shear moments, e.g., xy (here shown
with o for the sake of readability), are defined as
v 1
Wy =——+ - 18
s =557 (18)

N

where v is the local effective kinematic viscosity. Prior to transforma-
tion to momentum space, the populations are pre-conditioned as

1 ot
/ —
= — g +——E. 19
i pcgg 2pa (19)

This pre-conditioning accomplishes two tasks: (1) normalizing the
populations with the density—and, thus, eliminating the density-
dependence of the moments—and (2) introducing the first half of the
source term. As such, the moments /¢ are computed as

4 ]f = Mif!. (20)
The Cumulants J%; are computed from the central moments of the
distribution function, and these central moments are defined as

~ /
ITX,W, = Z (Cix — ux)P(c,-,y — uy)q(cm — uz)’f;. (21)
i

As noted in Ref. 32, up to order three Cumulants are identical to their
central moments counter-parts. At higher orders, they are computed as

=/ =/ =/ ~ 7~
H e =y, — T I — 20T, T, (22a)
4 =~/ =/ S~
'%/;GW - Hxxyy - sznxyy - anynxy, (22b)
/ 4 =/ =/ ~ o~
K gyee = Wgpee = T2 1, — 1 T1,

!/ ~/ -~/

e — 20T IT (220)
!
yyzz
— 41,11

!/

~/ ~ ~ /=
— 4l M1, — 201, I
A =TT

xxyyzz xxyyzz

~ = S

- 4nyznxyz - HxxH

~ 1~ ~ 1~

-1 yynxxzz - szn yyzz xxyz
~ ~ o~ -

— 41T, — 4TT T, — 211

~ /
xyzz xyynxzz
~ ~ / ~ / ~ / ~/ ~/ -~/
— 20, TT,, — 20T, IT _ + 1611, IT, IT ,
~ )~/ ~/ ~/ ~ ) ~/ ~/ o~ o~/
AT T XL, 4 4T, T T, + 411 X, IT,
o=

~ ~/
+ 200, I, T (22d)

!

Given that the Cumulants of the equilibrium distribution
functions are equal to zero, the post-collision Cumulants are read-
ily obtained as
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Jﬁ/}* =(1- wj)xj’. (23)
with ; is the relaxation frequency of Cumulant j. After collision, the
Cumulants J¢"* have to be transformed back into populations f/*.
The first step as for the forward transformation is to get the corre-
sponding central moments. Given that up to order three central
moments and Cumulants are the same, we only give here the back-
ward transformation of higher-order moments,

~ /% * ~ [k ~ /¥ ~ /% ~ /%
Hxxyz = ‘%/;cxyz + Hxxnyz + anynxz7 (243)
1%

xy?

~ /% ~ [k ~ [¥ ~ /% ~
M, = A, + T I+ 200 11 (24b)

= ~ 1~ I - ~
nyyzz = %xyyz + szl'lxyy + HyyH

oIl 11

1%
XzZz

Ik ~ [k~ [x
e F2A T (240)
Ix ~ [k ~
xyz + HxxH
~ Jx ~
+4I1, 1T

~ /% ~ %
+all T,

1%

yyzz
1%

~ /%

_ 1%
Hxxyyzz =X XXyyzz

+ 4ﬁ;’;zﬁ

1% Ik

~ Ik~ ~ [k =
+ Hyynxxzz + sznxxyy
~ [k~ [k ~ Ik~ Ik
AT IT,,, + 4T T
I~ I

xXyzz
oIl TT, +2[1, 11

xxy~ " yzz

xXyz
Ik~ 1%
xyynxzz

~ [x ~ [k~ [k
+ 1611, T, 1T,

Ix

+ 201
13

ryz

Ik Ix

xyyz
+ 21:1;11:1;}1:[; (24d)

~ ko~ ~ Jx ~ /%~
+ 4nxzn + 4nxynxyzz + 4Hyznxxyz

Once central moments have been obtained, the inverse of the central
moments transforms, and tensor is used to compute the correspond-
ing populations.

D. Solver for species and energy balance equations

In the context of the present study, the species and energy bal-
ance laws [Egs. (1) and (7)] are solved using finite differences. To pre-
vent the formation of Gibbs oscillations at sharp interfaces, convective
terms are discretized using a third-order weighted essentially non-
oscillatory (WENO) scheme, while diffusion terms are treated via a
fourth-order central scheme. Near boundary nodes, to prevent any
nonphysical interaction of the smoothness indicator with ghost nodes,
a centered second-order scheme is used to discretize the convection
term. Global mass conservation of the species balance equation, i.e.,
> Yi = 1, while naturally satisfied for classical discretizations of the
convection term, for instance, in 1D

Uy

25 d [Yi(x +0r) — Yi(x — 0r)] =0 (25)

is not necessarily satisfied for WENO schemes, as coefficients weighing
contributions of each stencil are not the same for all species. To guar-
antee conservation of overall mass, the concept of correction speed is
used as for the diffusion model; representing the discretization via an
operator L, the discrete convection term is computed as

u-VYy=u- {z(vn) Y Zz(vm)} (26)
k/

which—once summed up over all species—gives

SuVii=u- {Z L(VY) — Z,f(vyk,)} =0. (27)
k k k'

pubs.aip.org/aip/pof

All equations are discretized in time using a first-order Euler
approach. Transport and thermodynamic properties of the mixture
along with the kinetic scheme are taken into account via the open-
source library Cantera, coupled to our in-house solver ALBORZ.”
Details of the coupling can be found in Ref. 33.

I1l. BOUNDARY CONDITIONS
A. Lattice Boltzmann solver

In the context of the present study, three types of boundary con-
ditions are needed for the lattice Boltzmann solver, namely, wall,
inflow, and outflow boundary conditions. A brief overview of these
boundary conditions is given in what follows.

Solid boundaries are modeled using the halfway bounce-back
scheme. For this purpose, missing populations are computed as™*

filr,t 4 0t) = f7(r, 1), (28)

where £ is the post-collision population (prior to streaming) and i is
the index of the particle velocity opposite that of i. To take into
account the wall curvature, the interpolated halfway bounce back
approach is used.”” At a given boundary node ry, the missing incom-
ing populations are computed as

fi(rs t+8t) = 2qfi(ry + ¢;6t,t + 6t)
1
+ (1 = 2q)f;(ry, t + 0t), Vg <3, (29a)

Jilry, £+ 0t) = éf?("f + ¢t t + Ot)

2g — 1 1
—filry o). vazg,  (@9D)

where i designates the direction opposite to i, and g reads

_lirg =il

, 30
el G0

with r; denoting the wall position along the direction i.

For inlet boundary conditions, a modified version of the halfway
bounce-back scheme is used to impose a target inlet velocity vector
uin. To that end, the missing populations are computed as

filr,t 4+ 0t) = f7(r, t) + (Wi + w;) pithin - €. (31)

In addition to velocity boundary conditions, a modified nonre-
flecting version of the zero-gradient boundary condition is also
employed™ at the outlet, as first introduced in Ref. 32. The missing
populations at the outflow boundary are defined as

fi(r,t + 0t) = fi(r — nor, t)(c; — u(r,t) - n)
or

+fi(r6rv t) ((31’ — G+ u(r, t) : n)v (32)

where n is the outward-pointing unit vector normal to the boundary
surface.

B. Energy and species fields

In addition to the application of boundary conditions to the dis-
crete populations, given that the model involves derivatives of macro-
scopic properties such as density, appropriate measures have to be
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taken. For the finite-difference solver and all terms involving this
approximation, the boundary conditions are implemented via the
image/ghost node method.”* ** Representing the macroscopic param-
eter of interest with the generic variable ¢, for a Dirichlet boundary
condition, for instance, one would have

d)(B) = d)Bv (33)

where B refers to the position of the boundary, as shown in Fig. 1. The
virtual field value ¢(G) in the ghost node, the discrete grid-point out-
side the fluid domain neighboring the boundary (Fig. 1), is computed
as

?(G) = 2¢5 — $(D), (34)

where [ is the image point in the fluid domain placed such that GB
= BI with both line segments perpendicular to the boundary interface.
Since the image node does not necessarily fall on a grid-point, it is
reconstructed using data from neighboring grid points. For the recon-
struction process to be robust with respect to the wall geometry,
Shepard’s inverse distance weighting is used,”

N
b(rr) = wid(r) (35)
j=1
with
NP
W= (36)
Zd(x;, T’j/)j)
j=1

where d(ry, 1;) is the distance between points I and j, and p is a free
parameter typically set to p = 2. Note that

ij =1. (37)
7

In order to obtain good precision, the field reconstruction at image
points considers all fluid nodes neighboring I such that

d(ry, 1) < 40r, (38)

which comes at the additional cost of a wider data exchange layer
between cores during parallelization.

Note that terms involving second-order derivatives such as the
diffusion term in the energy and species balance equations also require

] .
G/
[ ]
E— L B a

K

G

FIG. 1. lllustration of the ghost/image node approach for boundary conditions. The
red point G is outside the flow domain, while green points are inside.

pubs.aip.org/aip/pof

an interpolation/reconstruction process on the diffusion coefficient.
To avoid nonphysical values, instead of using the previously computed
properties, the coefficients at the ghost nodes are computed by apply-
ing the interpolation/reconstruction procedure directly to the trans-
port properties.

IV. VALIDATIONS AND RESULTS

A. Premixed laminar flame acceleration in 2D
channels

The proper interaction of flames with different wall boundary
conditions (isothermal, adiabatic, known heat flux) while enforcing
the no-slip condition for the flow is probably the most important step
when extending a combustion solver to porous media applications. To
that end, the propagation of premixed flames in narrow 2D channels
is first considered to verify that the proposed solver correctly captures
the different flame front regimes.

Two configurations are considered: (a) adiabatic and (b)
constant-temperature channel walls. Given that the width of the chan-
nel, here written H, plays an important role to control flame front
shape, heat exchange as well as propagation speed, different cases with
different channel widths have been computed. All configurations
involve 2D channels of height H and length L = 20H. At the inflow
(left end of the domain), a stoichiometric mixture of methane/air at
temperature Ty, = 300 JZ is injected. The flow rate is dynamically set
throughout all simulations to match the flame propagation speed, so
as to ensure a globally static flame front within the numerical domain.
The top and bottom boundaries are set to no-slip walls with either
constant temperature, i.e., T\, = Ti,, or adiabatic boundary conditions
for the temperature field. At the outlet, a constant-pressure boundary
condition is used. Note that for the inlet, a 2D Poiseuille distribution
satisfying the target mass flow rate is implemented. To initialize all
simulations, profiles from the steady solution of a 1D methane/air
flame with the flame placed halfway in the domain are used and sup-
plemented with the velocity distribution at the inlet.

1. 1D free flame properties

As a first step, pseudo 1D free flame simulations were run both
using ALBORZ (coupled to Cantera) and Cantera (as standalone tool)
using the BFER-2 two-step kinetic mechanism."’ The results obtained
with both codes have been compared, as illustrated in Fig. 2; the agree-
ment is perfect for all species and all quantities. For this case, experi-
mental measurements led to a flame propagation speed of
Sr = 0.404m/ s,"! in excellent agreement with both solvers; ALBORZ
predicts a laminar flame speed of 0.408 m/s. Furthermore, to have a
clear indication regarding resolution requirements, the thermal thick-
ness 07 was also computed, defined as

Tad - Tin

Sp=-_"In
T aT/dx

(39)
where T,q is the adiabatic flame temperature. Simulations with
ALBORZ led to é1 = 328 um, which is in very good agreement with
the value reported in Ref. 42. This indicates that for fully resolved sim-
ulations, one should implement ér < 35 um in order to get ten grid
points within the flame front. For all channel simulations conducted
in the present section, 6r = 20 um has been set. While larger grid-
sizes would be sufficient for resolved simulations, as will be seen in
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FIG. 2. Validation of stoichiometric methane/air flame against reference solver: the
dashed lines are from Cantera, while the markers have been computed using
ALBORZ.

Sec. IV A 2, here, we use a smaller grid-size to properly resolve the
width of the smaller channel. Considering additionally the characteris-
tic speed in the system, the time step size was then fixed to
0t =7.5%x107%s, also satisfying all stability conditions regarding
Fourier and CFL numbers for the hybrid solver.

2. Adiabatic walls

For the first set of simulations, the walls are set to be
adiabatic. Five different channel widths are considered, ie,
H € {04, 1, 2, 3, 4mm. Simulations were conducted until the sys-
tem reached steady state. Then, flame propagation speeds computed
from the mass flow rate as well as flame shapes were extracted. The
results are compared to those from Ref. 42 for validation. Starting
from channels with widths comparable to the flame thickness (top
part of Fig. 3), deformations of the flame front due to the Poiseuille
velocity profile are minimal. As the channel grows in width (from top
to bottom in Fig. 3), one observes more and more pronounced defor-
mations at the center of the channel, effectively increasing the surface
of the flame front. With more elongated flame surfaces, one would
expect changes in the propagation speed of the flame. The flame prop-
agation speeds as a function of channel width are shown in Fig. 4 and
again compared to reference data from Ref. 42. As a first observation,
it is seen that the present solver matches reference data very well.
Furthermore, as expected from the changes in flame shape, the flame
propagation speed also increases with increased channel width, reach-
ing speeds up to three time the laminar flame speed for H=3 mm.

3. Isothermal walls

A second set of simulations was then carried out while setting the
wall boundary conditions to isothermal at T, = 300 K. As for adiabatic

ARTICLE pubs.aip.org/aip/pof

Wp[J/s.m?]

FIG. 3. Comparison of flame shape obtained for adiabatic walls from simulations with
ALBORZ (top half of each subfigure) to results from Ref. 42 (bottom half of each subfig-
ure), with increasing channel height from top to bottom. The colors show the heat release
rate, while the iso-contours (black in the top part and red in the bottom part) represent
the following isotherms: 0 = T2 € {0.1, 0.3, 0.5, 0.7, 0.9}. Reference images
(bottom half of each subfigure) are reproduced with permission from N. Kim and K.
Maruta, Combust. Flame 146, 283-301 (2006). Copyright 2006 Elsevier. Channel widths
are set to be frue to scale.

walls, six different channel widths were considered, i.e., H € {2.47, 3,
4.5, 6, 8, 10}mm. These channel widths were selected to cover the
main flame shapes occurring for this configuration as expected
from the literature, i.e., parabolic and tulip profile. Selected results
obtained with ALBORZ are compared to simulations reported in
Ref. 42 in Fig. 5.

The results show good agreement with each other. Minor differ-
ences between results from ALBORZ and from Ref. 42 can, at least in
part, be attributed to the fact that a two-step chemical mechanism is
employed here, while Ref. 42 relies on a single-step, global mechanism.

15t o
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FIG. 4. Comparison of flame propagation speed obtained for adiabatic walls from
simulations with ALBORZ to results from Ref. 42 for different channel widths. Red
circular markers are ALBORZ results, while the black dashed line is data from
Ref. 42.
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The propagation speeds were also extracted and compared to Ref. 42,
as shown in Fig. 6. The agreement is observed to be very good for this
quantity. At the difference of the case with adiabatic walls, here for
thinner channels the flame speed decreases to values below the free
flame propagation speed. This can be explained by the fact that lower-
ing the channel width increases the energy loss toward the cold walls,
compared to the energy released by the flame. It is also observed that
at H below 3 mm, the flame propagation speed drops sharply; this cor-
responds to the onset of flame quenching discussed in the next
paragraph.

4. Dead space and onset of quenching

A closer look at Figs. 3 and 5 shows that the flame front hangs
onto the walls for the adiabatic cases; on the other hand, for the iso-
thermal cases, there is a layer close to the walls where the flame is
extinguished due to excessive heat losses, and fresh gas flow through;
this zone is referred to as the dead zone,* as illustrated in Fig. 7. Here,
the quantity dge,q is introduced as the minimum thickness of the dead
zone by monitoring the peak of heat release. To do that, the position
along the x-axis where the distance between the reaction front
(marked by maximum of heat release) and the wall is minimum is

wr[J/s.m?]
0 8 x 10°

FIG. 5. Comparison of flame shape obtained for isothermal walls obtained from
simulations with ALBORZ (right half of the figure) to results from Ref. 42 (left half of
the figure), with increasing channel height from top to bottom. The colors show the
heat release rate on the right side, while the iso-contours in black in the right part
represent the following isotherms: 0 = —T¢- € {0.1, 0.3, 0.5, 0.7, 0.9}.
Reference images showing iso-contours on the left (top half: heat release; bottom
half: temperature) are reproduced with permission from N. Kim and K. Maruta,
Combust. Flame 146, 283-301 (2006). Copyright 2006 Elsevier. Channel widths
are set to be true to scale.
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FIG. 6. Comparison of flame propagation speed for isothermal walls obtained from
simulations with ALBORZ to results from Ref. 42 for different channel widths.
Red circular markers are ALBORZ results, while the black dashed line is data from
Ref. 42.

found, and the corresponding distance along the normal to the wall is
extracted. These values have been computed for four different cases
(for the same widths as in the previous paragraph, and additionally for
H=2.1mm). The results obtained with ALBORZ agree once more
well with data from Ref. 42, see Fig. 8. It is observed that for large
channel widths, the dead zone thickness reaches a lower plateau at a
value of dgead ~ 0.4 mm. As the channel width goes down, the dead
zone thickness experiences a rapid growth until the point where it
becomes comparable to the channel width, so that the flame cannot
maintain itself anymore; this is called the quenching channel width.
Calculations with ALBORZ led to a value of H between 2 and 2.1 mm
for the quenching width, while Ref. 42 reported H = 2.4 mm (Fig. 8).
The difference between the two results can be probably attributed to
the different chemical schemes employed and grid-resolution, as refer-
ence uses an adaptive grid refinement procedure leading to grid sizes
of 12.5 um in the diffusion and reaction layers; at such scales, the

2500
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FIG. 7. lllustration of dead zone minimum thickness for case with isothermal walls
at T,=300K for H=2.5mm. The right figure shows the flame in the channel
(temperature field). The left figure corresponds to a cut through it along the dashed
black line, plotting heat release (in black) and temperature (in red), together with
the dead-zone limit (dashed blue line).
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FIG. 8. Comparison of dead zone minimum thickness for isothermal walls obtained
from simulations with ALBORZ to results from Ref. 42 for different channel widths.
Red circular markers are ALBORZ results, while the black dashed line is data from
Ref. 42.

slightest differences in laminar flame speed and thickness can have a
pronounced effect on the flame/wall interaction dynamics.

B. Methane/air premixed flame in pseudo 2D reactor
with cylindrical obstacles

The next case considered in this work is that of a pseudo-2D
packed bed burner presented in Ref. 43. It has been designed by col-
leagues at the University of Magdeburg in the Thermodynamics
Group with the aim to replicate flow physics found in industrial
packed beds by incorporating relevant size, geometry, and boundary
conditions. For all details regarding design and measurement appara-
tus, the interested readers are referred to Ref. 43. The overall geometry
of the reactor, as initially intended, is illustrated in Fig. 9 in a vertical
cut-plane through the center of the cylinders; it consists of a slit burner
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FIG. 9. Geometry of the pseudo 2D burner with cylindrical obstacles of Ref. 43.

pubs.aip.org/aip/pof

placed below a bed of cylindrical “particles.” The rows of cylinders are
arranged in an alternating pattern, with each consecutive row offset by
precisely half the center-to-center distance. Most of the injected fuel/
air mixture enters the packing between the two central cylinders of the
first row, which are aligned with the slit burner. The configuration
considered involves a premixed methane/air mixture at equivalence
ratio of one (stoichiometry) coming-in from the central inlet at speed
0.3m/s, and air coming-in from the two side inlets at the same speed
to reduce the possible impact of external perturbations. All incoming
fluxes are at temperature 25 °C. All cylinders except three of them, the
two central cylinders in the bottom-most row and the central cylinder
in the middle row—i.e,, the three cylinders directly above fuel inlet, are
associated with adiabatic no-slip walls as boundary conditions. The
three remaining, central cylinders (the ones shown, for instance, in
Fig. 10), are set to constant-temperature no-slip walls at T,
= 373.15K = 100 °C, since they are thermostated at this particular
temperature in the experiments. It should be noted that the measured
temperatures in the experiment actually led to temperatures of
105 = 1 °C for the side cylinders and 120 °C for the top central cylin-
der, which also might explain some of differences between simulation
and experimental results. The simulations are conducted with resolu-
tions ér = 0.05 mm and ot = 0.1 us.

Before looking at the steady position/shape of the flame and com-
pare to experimental measurements, it is interesting to look at the
unsteady evolution of the flame front and interpret these results based
on the flame shapes discussed in Sec. I'V A. The flame evolution in the

T [K]
300 1200 2300

T T —
FIG. 10. Evolution of the flame front as a function of time from top left to bottom
right (corresponding to final steady state) in the configuration of Fig. 9, illustrated
via the temperature field.
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simulations is shown in Fig. 10. The sequence of images presents the
flame front (described here by the temperature field) retracting along
the positive y-direction going upward from the narrow gap between
the two central cylinders in the bottom row toward the wider, inter-
particle space located in-between the three isothermal cylinders
facing the injection. In the narrowest cross section (top-left image in
Fig. 10), the flame shows a parabolic shape. As it moves further down-
stream, the center flattens and eventually goes toward a tulip shape
(even better visible in Fig. 11, left, showing heat release). Noting that at
the narrowest section, the equivalent channel width is 2.3 mm, and it
can be seen that the behavior of the flame agrees qualitatively with that
shown in Fig. 5(top) for the straight channel. At the widest section, i.e.,
for the bottom right snapshot in Fig. 10, H ~ 3.5 mm. Referring again
to the channel results discussed in Sec. 'V A, the flame front should be
between a flattened parabola and a tulip (between middle and bottom
row of Fig. 5), which is in good agreement with Figs. 10 and 11—keep-
ing in mind that the wall geometries are different in the channel and
in the 2D burner configurations.

Furthermore, as for the channel with isothermal cold walls, the
flame front exhibits a clear dead zone in regions neighboring the walls
in Fig. 10, perhaps even better visible in Fig. 11(left). The flame front,
as obtained from simulation, has been compared to experimental
observations reported in Ref. 44 in Fig. 11. In the experiments, the
flame front is located at about 3.5 mm above the center of the first row
of cylinders along the central vertical line, while, in simulations, it sta-
bilizes at approximately 2.8 mm. Furthermore, experimental measure-
ments point to an asymmetrical flame front. This missing symmetry,
as noted in Ref. 44, might be possibly explained by small inaccuracies
in the actual geometry of the burner compared to the design shown in
Fig. 9. To verify this point, another simulation was carried out consid-
ering the finally measured geometry of the real set-up as reported in
Ref. 44. The resulting flow field is illustrated via streamlines in Fig. 12.
The streamlines at steady state show, indeed, a slightly asymmetrical
flow configuration, especially in the region above the first row of cylin-
drical obstacles. Note that while the flow is unsteady above the bed, it
reaches a steady configuration within. The distribution of velocity and
temperature in the full burner geometry is shown in Fig. 13. The effect
of the asymmetry in the flow field is better visible when looking at the
flame front, shown in Fig. 14. Figure 14 shows that the asymmetrical

Wr[J/s.m?]
0 8 x10°

-

A A

FIG. 11. lllustration of flame front (right) reported in Ref. 44 from experiments com-
pared to (left) simulations with ALBORZ for the geometry shown in Fig. 9. The
numerical image on the left shows the heat release rate, while the experimental
image on the right captures all spontaneous emissions from species below 550 nm.

ARTICLE pubs.aip.org/aip/pof

,;.,a—//

FIG. 12. Flow structures illustrated by streamlines at steady state as obtained with
ALBORZ based on the really measured geometry of the burner with cylindrical
obstacles.*

flame shape observed in the experiments is better reproduced in the
hybrid simulation when taking into account the really measured
geometry. In particular, the flame becomes tilted, from top left to bot-
tom right. Furthermore, the flame stabilizes at a higher position, at
3.1 mm, matching better the experimental observations. The remain-
ing discrepancy can be explained by different factors: minor differ-
ences in temperatures of iso-thermal cylinders as used in the
simulation and as measured in experiments; non-homogeneous veloc-
ity and turbulence profiles at the inlet; and—regarding simulations—
the simplicity of the chosen chemical scheme BFER-2, at the difference
of a complete reaction mechanism. On top of this, while, for

llull [m/s]

0 5
T[K]
300 2300

FIG. 13. (Left half of each subfigure) Velocity magnitude and (right half of each sub-
figure) temperature fields in the full burner geometry obtained with ALBORZ based
on the really measured geometry of the bumer with cylindrical obstacles.* Iso-
contours are for the temperature field dividing T € [300 2300] K into ten equally
spaced intervals.
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FIG. 14. Flame shape and position illustrated via heat release as obtained from
ALBORZ simulations for the really measured geometry.

simulations, heat release was used to track the position of the flame
front, experimental images contain spontaneous emissions from all
species radiating below 550 nm, which is known to lead to a thicker
flame front with deviations of the order of 0.1-1 mm regarding flame
position toward the burnt gas region, i.e., here in streamwise direction,
toward the top. Defining exactly, the flame front has always been a
challenge, since many different definitions are possible;“ this is even
more true in experiments, considering that heat release can generally
not be measured directly.’” Keeping these points in mind, agreement
between experimental measurements and numerical results appears to
be good. The obtained results already show a reasonable agreement
between ALBORZ and measurement data, demonstrating that the
numerical solver can well capture flow/flame/wall interactions. More
detailed comparisons between experimental and numerical data will
be the topic of future studies involving systematic parameter variations
and relying on additional quantities for the comparisons as soon as
they have been measured experimentally.

C. Pore-resolved flame simulation in randomly
generated porous media

As a final configuration and to illustrate the applicability of the
solver to more complex configurations, a geometry generated in the
Porous Microstructure Analysis (PuMA) software™”*® composed of
randomly placed non-overlapping spheres with a diameter of 1.6 mm,
a global porosity of 0.7, and a physical domain size L x H x H with
L=0.08 m and H=0.005 m is considered. The geometry is illustrated
in Fig. 15. Here, L; = 0.01 m and L, = 0.02 m. For this simulation,
the grid- and time step sizes are set at the same values as in the previ-
ous configuration. Periodic boundary conditions are used for the top

FIG. 15. lllustration of randomly generated porous media geometry.
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and bottom of the simulation domain. A constant mass flow rate
boundary condition is used for the inflow (on the right), where the
pressure and temperature are set to 1atm and 298.15K, respectively.
At the inflow, the species mass fractions are set to that of the fresh gas
at equivalence ratio 1. At the other end of the domain, a constant
hydrodynamic pressure along with zero-gradient boundary conditions
for species and temperature field is used. During the simulation, the
total consumption speed of methane is monitored via

J @, dV
S; = F——i, (40)
J aE dv
14

where the consumption speed is normalized by that of a flat flame
front, without any interaction with a porous media. The results are dis-
played in Fig. 16. The average normalized propagation speed for this
configuration is 1.797, with a large standard deviation of 0.6875. This
larger propagation speed as compared to the laminar flame propaga-
tion speed is not unexpected. The flame dynamics in a porous media
with adiabatic solid boundaries is mainly governed by the flame con-
tortion as it goes over the solid obstacles. The consumption speed, in a
process similar to that found for turbulent flames, is directly impacted
by the increased flame surface. The evolution of the flame shape as it
goes through the porous media is illustrated in Fig. 17. This figure
shows how the flame front is deformed by the presence of adiabatic
solids. The adiabatic nature of the solid media forces a perpendicular
angle near the contact with the flame introducing curvature. In turn,
the curved flame shape translates into a wider flame surface; therefore,
faster fresh gas consumption and faster flame propagation speeds
explaining the results in Fig. 16.

V. CONCLUSIONS AND DISCUSSION

In this work, a numerical model previously developed for gas-
phase combustion has been extended and applied to reacting flows in
porous media. Benchmark cases of increasing complexity in which
flame/wall interactions dominate the dynamics of the system have
been considered. It was shown that the model is able to capture the dif-
ferent flame/wall interaction regimes for both Dirichlet (constant

4
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t[s]

FIG. 16. Evolution of methane consumption speed S over time for flame propaga-
tion in porous media.
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t=0.012s

FIG. 17. lllustration of the evolution of the flame at different times, represented by
the temperature iso-surface T= 1500K.

temperature) and Neumann (adiabatic) boundary conditions. The
suitability of the proposed solver for combustion simulations within a
regular particle packing was discussed in connection to a pseudo 2D
burner involving cylindrical obstacles. First comparisons to experi-
mental data point to a good agreement. Finally, for the first time to the
authors” knowledge, a lattice Boltzmann-based pore-scale simulation
of combustion in a complex three-dimensional porous media is pre-
sented. These results open the door for future studies considering
flame propagation in realistic porous media and parametric studies of
reacting gas flows in packed bed configurations.
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