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A B S T R A C T

Deep neural network architectures have led to remarkable achieve-
ments in the area of natural language processing (NLP) in recent years.
Through scaling up the model size and self-supervised pre-training
on the vast amount of textual data available on the internet, gen-
eralization and complex reasoning capabilities have been unlocked,
even when provided with a small number of specific examples. How-
ever, most progress in NLP has been made based on a static learning
paradigm where models are trained once on a fixed dataset to learn a
specific skill and remain fixed after that. In this thesis, we turn our
attention to interactive agents for NLP, i.e., language-based models that
engage with a dynamic environment or user. Across three different
application areas, (i) text-based games, (ii) query reformulation, and
(iii) conversation, we investigate and develop agents interacting with
different forms of adaptive environments.

The thesis is structured into three parts, reflecting the three application
areas. In the first part, we develop a deep reinforcement learning (RL)
agent for text-based games that generalizes across families of games
that are similar in structure but with new objects and instructions.
The second part focuses on query reformulation, which we approach
from two angles. First, we consider the learning to search problem
where an agent is trained to interact with an information retrieval
(IR) system using natural language. Observing the IR component’s
results, it adapts the initial user query and collects an improved
set of evidence documents. Within this setting, we develop two
agents learning successful interactive search strategies: one model
trained by pure reinforcement learning and the other through (self-)
supervised learning. In the subsequent chapter, we turn our attention
to neural retrieval models and develop agents for interactive query
suggestions. To this end, we train a query decoder model that, given
a point in the shared paragraph-query embedding space, generates
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the corresponding query in textual form. We employ this decoder to
generate a synthetic dataset of directional query refinements, which
we use to train a powerful reformulation model.
In the last part of the thesis, we propose different approaches to
developing conversational agents. We suggest modularizing the ar-
chitecture of dialogue models to output intermediate text sequences
on which subsequent modules are conditioned. First, we show that
generating the knowledge output as an intermediate step before the
dialogue response can increase knowledge utilization and factual cor-
rectness in open-domain dialogue. Next, we develop a single model
that sequentially generates (i) a search engine query, (ii) a knowl-
edge output, and (iii) a final response. We show that it outperforms
previous state-of-the-art dialogue models on knowledge-grounded
conversation and, applied to topical prompt completions, improves
upon models with a vastly larger number of parameters. Finally, we
explore improving dialogue models after deployment and propose an
objective that allows iteratively training a language model on binary
labeled examples of its generations.
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K U R Z FA S S U N G

Tiefe neuronale Netze haben in den letzten Jahren zu bemerkenswer-
ten Erfolgen auf dem Gebiet der Verarbeitung natürlicher Sprache
(Natural Language Processing, NLP) geführt. Durch besser skalierbare
Architekturen sowie der riesigen Menge an zur Verfügung stehenden
Trainingsdaten im Internet, erlangen heutige Sprachmodelle beein-
druckende Schlussfolgerungsfähigkeiten, selbst wenn nur eine kleine
Anzahl spezifischer Beispiele zur Verfügung steht. Die meisten Fort-
schritte im Bereich von NLP wurden jedoch auf der Grundlage eines
statischen Lernparadigmas erzielt, bei dem Modelle einmal auf einem
fixen Datensatz trainiert werden, um eine bestimmte Fähigkeit zu er-
lernen, und danach unverändert bleiben. In dieser Arbeit richten wir
unsere Aufmerksamkeit auf interaktive Agenten für NLP, d.h. Modelle,
die mit einer dynamischen Umgebung oder einem Benutzer intera-
gieren. In drei verschiedenen Anwendungsbereichen, (i) textbasierte
Spiele, (ii) Umformulierung von Suchanfragen und (iii) Konversation,
untersuchen und entwickeln wir Agenten, die mit adaptiven Umge-
bungen interagieren.

Die Dissertation ist in drei Teile gegliedert, basierend auf den drei ge-
nannten Anwendungsbereichen. Im ersten Teil entwickeln wir einen
Deep Reinforcement Learning (RL) Agenten für textbasierte Spiele
mit ähnlicher Struktur, aber unterschiedlichen Objekten und Anwei-
sungen.
Der zweite Teil konzentriert sich auf die Umformulierung von Suchan-
fragen. Hier betrachten wir zunächst das Problem des Lernen zu
Suchen, bei dem ein Agent trainiert wird, mit einem Informations-
rückgewinnungssystem (Information Retrieval, IR) unter Verwendung
natürlicher Sprache zu interagieren. Anhand der Ergebnisse der IR-
Komponente passt er die ursprüngliche Benutzeranfrage an, um bes-
sere Suchergebnisse zu finden. In diesem Rahmen entwickeln wir
zwei Agenten, die erfolgreiche interaktive Suchstrategien erlernen:
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ein Modell, das durch reines reinforcement learning (RL) trainiert wird,
und das andere durch überwachtes Lernen (supervised learning).
Im darauffolgenden Kapitel richten wir unsere Aufmerksamkeit auf
neuronale IR Modelle und entwickeln Agenten für die Generierung
von interaktive Suchvorschläge. Zu diesem Zweck trainieren wir ein
Query-Decoder-Modell, das bei Vorgabe eines Punktes im gemein-
samen Paragraph-Suchanfrage-Einbettungsraum die entsprechende
Suchanfrage in Textform generiert. Wir setzen diesen Decoder ein,
um einen synthetischen Datensatz von Anfrageverfeinerungen zu
generieren, den wir zum Trainieren eines leistungsstarken Reformu-
lierungsmodells verwenden.
Im letzten Teil der Arbeit schlagen wir verschiedene Ansätze zur
Verbesserung von Konversationsmodellen vor. Wir empfehlen, die
Architektur zu modularisieren, um Zwischentexte auszugeben, auf
denen die nachfolgenden Module aufbauen. Zunächst zeigen wir,
dass die Generierung des Wissensoutputs als Zwischenschritt vor
der Dialogantwort die faktische Korrektheit in Dialogen erhöhen
kann. Anschließend entwickeln wir ein Modell, das nacheinander
(i) eine Suchmaschinenanfrage, (ii) eine Wissensausgabe und (iii)
eine endgültige Antwort erzeugt. Wir zeigen, dass dieses Modell
bei wissensbasierter Konversation besser abschneidet als bisherige
Dialogmodelle, und dass es, angewandt auf die Vervollständigung
thematischer Texte, Modelle mit einer weitaus größeren Anzahl von
Parametern übertrifft. Zum Schluss untersuchen wir die Verbesserung
von Konversationsmodellen nach deren Einsatz und schlagen eine
Verlustfunktion vor, die es ermöglicht, ein Sprachmodell iterativ auf
binär markierten Beispielen zu trainieren.
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1I N T R O D U C T I O N

1.1 evolution of nlp

Designing machines capable of understanding natural language is a
long-standing goal of artificial intelligence (AI) research. The area of
natural language processing (NLP) lies at the intersection of compu-
tational linguistics and computer science and attempts to bridge the
communications gap between humans and machines (Foo19). Already
in 1950, Alan Turing considered the question “Can machines think?”
and devised the famous “imitation game” – now known as the Turing
test (Tur50). To succeed in this test, a machine needs to engage in
natural language conversation, indistinguishable from a human.

Approaches to NLP have been dominated by handwritten rules (Wei66;
Win71; Leh81) until the 1980s, followed by statistical models until the
2010s (Bro+90; Koe05; Fer+10). In the 2010s, neural methods started to
take over. Based on the neural language model idea (Ben+03) to embed
words in a latent vector space, self-supervised methods have been
developed that make use of the vast amount of training data that was
starting to be available through the internet (Col+11; Mik+13; PSM14b).
Subsequent work generalized these ideas and developed models that
assign contextualized representations to words (Pet+18), making use
of recurrent neural networks (RNN) (HS97). The proposed neural
architectures scaled and generalized so well that they would quickly
claim state-of-the-art across a range of NLP benchmarks, including
question answering, sentiment analysis, named entity extraction, and
textual entailment.

The Transformer (Vas+17) architecture broadly replaced RNNs as it
allowed for larger-scale models that were shown to significantly boost
performance on most NLP tasks. Devlin et al. [Dev+18]’s BERT model
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introduction

revolutionized the field by pre-training a large (transformer-based)
language model on a huge corpus that can be fine-tuned to achieve
then state-of-the-art performance on datasets like GLUE (Wan+18),
SQuAD (Raj+16a; RJL18), and SWAG (Zel+18). It also surpassed
the threshold to be widely applicable and useful in applications be-
yond academic tasks, e.g., in 2020 Google reported that almost every
English-based query is powered by BERT (Sch20). Subsequent years
in NLP research have been shaped by the quest for ever larger and
more powerful language models (Rad+19; Yan+19b; Sho+19; Ros20;
Raf+20a; Bro+20; Zha+22). Scaling limits have yet to be shown with
models further generalizing and developing few-shot and even zero-
shot capabilities with an increase in the number of model parameters
(Bro+20; Zha+22). At the time of writing, large pre-trained language
models are at the core of almost all specialized systems for individual
NLP applications: from question answering (IG21b; Lew+20b), over
machine translation (Raf+20b; TT20), to dialogue models (Shu+22b;
Pen+22). In this thesis, we will use transformer-based pre-trained lan-
guage models in all chapters except for Chapter 3 on text-based games.

performance improvement beyond scaling As discussed
above, increasing the number of parameters in a language model leads
to significant reasoning and task-specific improvements. However,
there is a limit on the information you can store in the weights of a
model (RRS20). Moreover, the knowledge quickly becomes stale as it
is frozen at the time of training – hence, it is not suitable for a dynam-
ically changing world. Additional downsides observed in large lan-
guage models are that they tend to hallucinate and generate factually
incorrect yet plausible-sounding statements, challenging to recognize
by humans (Shu+21a). Recently, it has been shown that adding an in-
formation retrieval (IR) component to a language model can alleviate
these issues to some extent. Significant improvements have been made
in the area of question answering using language models with neural-
retriever-in-the-loop approaches (Lew+20c; IG21b). In conversational
models, such methods lead to more knowledgeable agents that gen-
erate fewer hallucinations (Shu+21a). Yet, neural retrieval is usually
done over a knowledge collection that is not updated and is small in
size compared to the information available on the internet. Hence,
Komeili et al. [KSW22] propose to use an internet search engine as

2



1.2 interactive agents

an intermediate step of a conversational model. This ensures access
to continually updated information. The model generates a search
query to obtain results and uses those to generate knowledgeable and
factually-correct responses. At the time of writing, state-of-the-art
conversational models, as well as question-answering models, rely
on intermediate knowledge retrieval steps from an external source
(IG21b; Shu+22b; Pen+22).
This thesis investigates multiple approaches to improving task-specific
language-based models beyond scaling the number of parameters.
In Chapter 4 and 5, we focus on information retrieval components
that interactively reformulate the query and can lead to better search
results. In Chapter 6 and 7, we investigate approaches to improve con-
versational agents with access to IR components. More specifically, in
Chapter 6, we propose to modularize the reasoning and the response
generation step of dialogue models and show that this can further
decrease hallucination in neural-retriever-in-the-loop approaches. In
Chapter 7, we extend the modularization idea to language models
using an internet search engine step. We show that it outperforms pre-
vious dialogue models regarding knowledgeability and consistency
and, applied to topical prompt completion, outperforms models that
are more than two orders of magnitude larger.

1.2 interactive agents

The term interactive is defined as “involving the actions or input of a
user” (Dic). We understand interactive agents as models that engage
with some form of environment during training or inference. The
environment in this setting can be a human user or another system.
This definition covers various possible applications, from dynamic
(game) environments, to conversational models considering the user’s
utterance, and training procedures with a human in the loop. Yet,
as described in the previous section, many successful NLP models
are trained once on a large static dataset and remain fixed after that.
This leaves a research gap to design and develop agents capable
of adapting to a dynamically changing environment or user. We
want to evolve methods beyond the static learning paradigm where
predictions are made based on a fully observed initial state. This is an
essential direction for NLP research because most real-life scenarios
are partially-observable problems where not all context is available
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introduction

a priori. Take the example of an ordinary dialogue between two
humans that meet for the first time: it involves an inevitable back-
and-forth between the two parties until each has built an approximate
theory of mind (FF05) of the partner to engage in a meaningful
discussion. Even answering a supposedly simple question about, e.g.,
a person’s birthplace, changes from Mannheim to close to Frankfurt to
southern Germany, depending on the information gathered about the
dialogue partner and the constructed model of their mind (here, in
particular, their geographical knowledge about Germany). Despite
its importance in real-world tasks, the interactivity of systems is not
reflected in most popular NLP benchmarks (Wan+18; Wan+19). In
this work, we draw our attention to three different areas of interactive
NLP, reflected in the three parts of this thesis:

text-based games agents With text-based games (TBG), we
have a restricted world environment in which we train agents to
navigate and solve tasks through interaction. The motivation for this
research area is to develop methods to solve games with increasingly
complex dynamics until they are usable outside the game engine on
real-world user tasks.

query reformulation agents In the second part of the thesis,
we focus on query reformulation. Here, the environment with which
the agent interacts is a (neural) information retrieval system. In Chap-
ter 4 and 5, we investigate interactive search with query reformulation
from two different angles. First, we train agents to modify the user’s
query by interacting with the (non-neural) IR component and gath-
ering improved search results. In the next chapter, we extend part
of this work to neural retrieval systems and train a query suggestion
model capable of proposing improved search queries to the user after
interacting with the search engine.

conversational agents The last part of the thesis considers
conversational agents, which are naturally interactive as the agent
has to adapt at each turn based on the user’s previous utterance. In
Chapter 6, we propose to modularize models for dialogue generation
and split the knowledge and response generation parts. This not only
improves the issue of hallucination but also allows for interactive
updates, information injection in the intermediate steps, and more
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1.3 organization and summary of contributions

interpretable generations. The following chapter extends this idea
and adds a modular search engine step.
In Chapter 8, we investigate continuous learning of dialogue models.
As described in Section 1.1, NLP models recently crossed a line to be
useful in real-world applications. With neural machine translation
(Dee21), internet search (Sch20), conversational agents (Shu+22b), and
general text completion (Ope22), we see that large language models
are starting to be used in production. The promise of machine learning
over heuristics and rule-based methods is that it learns from data and
interactions. Yet only recently, there has been more work on utilizing
the feedback from users (Ouy+22b; Xu+22; Shi+22). We follow this
line of research in Chapter 8 and propose an interactive method to
continuously train a conversational agent on its own positive and
negative generations.

This thesis aims to contribute to interactive language-based agents.
We focus on the three identified NLP research areas, yet many of the
approaches developed are more generally applicable.

1.3 organization and summary of contributions

This section gives an overview of the content of the following chapters
of the thesis. We provide summaries of the contributions we made
towards interactive language-based agents for each area.
As explained in the previous section, this thesis is structured into three
parts corresponding to different areas of application for interactive
language-based agents: (i) text-based games, (ii) query reformulation,
and (iii) conversation. We first give a general background on relevant
topics in Chapter 2 before diving into each of the three parts.

Part I: Text-Based Games Agents

In the first part of the thesis, we focus on agents situated in text-based
games (TBG).

chapter 3 We present our agent LeDeepChef that was ranked sec-
ond in the “First TextWorld Problems: A Language and Reinforcement
Learning Challenge”. The games from the challenge all share the same
theme, namely cooking in a modern house environment, but differ
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introduction

significantly in the arrangement of the rooms, the presented objects,
and the specific goal (recipe to cook). To build an agent that achieves
high scores across a whole family of games, we use an actor-critic
framework and prune the action space by using ideas from hierar-
chical reinforcement learning and a specialized module trained on a
recipe database. To design a successful agent, we make the following
contributions:

• We design an architecture that uses different parts of the context
to rank a set of commands. Through recurrency over time steps,
we construct a model that is aware of the past context and its
previous decisions.

• We improve generalization to unseen environments by abstract-
ing away standard to high-level commands similar to feudal
learning approaches (DH93). We show that this reduces the
action space and therefore accelerates and stabilizes the opti-
mization procedure.

• We incorporate a task-specific module that predicts the missing
steps to complete the task. We train it supervised on a dataset
based on TextWorld recipes augmented with a list of the most
common food items found in freebase to make it resilient to
unseen recipes and ingredients.

We make the code to train the agent publicly available at https:

//github.com/leox1v/FirstTextWorldProblems.

Part II: Reformulation Agents

The second part of the thesis considers the task of query reformulation
from two different angles, reflected in the individual chapters.

chapter 4 We develop search agents that learn meta-strategies
for iterative query refinement in information-seeking tasks. Here,
refinements are considered augmentations to the original query that
typically specify or generalize the query to obtain improved retrieval
results. Our approach uses machine reading to guide the selection
of refinement terms from aggregated search results. Agents are then
empowered with simple but effective search operators to exert fine-
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1.3 organization and summary of contributions

grained and transparent control over queries and search results. In
this setting, we make the following contributions:

• We develop a novel way of generating synthetic search sessions
that allow us to successfully learn (self-)supervised search agents
based on transformer-based language models.

• We develop a reinforcement learning agent with dynamically
constrained actions that learns interactive search strategies from
scratch.

• We provide evidence for the ability of search agents to discover
successful search policies in a task characterized by multi-step
episodes, sparse rewards, and high-dimensional, compositional
action spaces.

We make the code to train the agents publicly available at https://
github.com/google-research/google-research/tree/master/muzero

and https://github.com/google-research/language/tree/master/

language/search_agents.

chapter 5 In this chapter, we extend the learning to search prob-
lem to neural retrieval models and focus on the application of query
suggestion, i.e. generating rewrites of the original query to better
capture the user’s information need. Neural retrieval models have su-
perseded classic bag-of-words methods such as BM25 as the retrieval
framework of choice for many NLP tasks. However, neural systems
lack the interpretability of bag-of-words models; it is not trivial to
connect a query change to a change in the latent space that ultimately
determines the retrieval results. To shed light on this embedding
space and make progress towards the task of query suggestion, we
make the following contributions in this chapter:

• We learn a query decoder that, given a latent representation of a
neural search engine, generates the corresponding query. We
show that it is possible to decode a meaningful query from its
latent representation and, when moving in the right direction
in latent space, to decode a query that retrieves the relevant
paragraph. In particular, the query decoder can be useful for
understanding “what should have been asked” to retrieve a
particular paragraph from the collection.
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introduction

• Based on the query decoder, we develop a generic way to gener-
ate training data for directional query refinement by traversing
the latent space between queries and relevant documents.

• We build a powerful reformulation model that we evaluate on a
novel benchmark inspired by the query suggestion task.

We make the generated traversal dataset publicly available at https:
//github.com/leox1v/query_decoder.

Part III: Conversational Agents

In the final part of the thesis, we draw our attention toward conversa-
tional agents. The first two chapters of this third part are concerned
with modularizing the architecture of dialogue models and generat-
ing intermediate outputs. The third chapter focuses on the continual
learning of conversational agents.

chapter 6 We address the common phenomenon that large lan-
guage models can produce fluent dialogue but often hallucinate fac-
tual inaccuracies (Shu+21a). These models face the difficult challenge
of both reasoning to provide correct knowledge and generate conversa-
tion simultaneously. Hence, we propose a modular model, Knowledge
to Response (K2R), for incorporating knowledge into conversational
agents, which breaks down the problem into two easier steps. In
particular, we make the following contributions in this chapter:

• We develop the K2R model that first generates a knowledge
sequence, given a dialogue context, as an intermediate step.
After this reasoning step, the model then attends to its own
generated knowledge sequence, as well as the dialogue context,
to produce a final response.

• We conduct extensive experiments across three different datasets
and tasks. We find that the model improves knowledge utiliza-
tion and factual correctness in open-domain dialogue. Further-
more, it allows us to fuse pre-trained QA models with dialogue
models, without requiring any re-training.

We make the agent’s code publicly available at https://parl.ai/

projects/k2r.
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1.3 organization and summary of contributions

chapter 7 In this chapter, we extend the K2R approach to include
internet search as a module. In particular, we make the following
contributions in this chapter:

• We propose the SeeKeR (Search-engine→Knowledge→Response)
method that applies a single language model to three modular
tasks in succession: search, generating knowledge, and generat-
ing a final response.

• We show that using SeeKeR as a dialogue model, it outperforms
the previous state-of-the-art model BlenderBot 2 [Che+21b] on
open-domain knowledge-grounded conversations for the same
number of parameters, in terms of consistency, knowledge, and
per-turn engagingness.

• SeeKeR applied to topical prompt completions as a standard lan-
guage model outperforms GPT2 [Rad+19], and GPT3 [Bro+20]
in terms of factuality and topicality, despite GPT3 being a vastly
larger model.

We make the agent’s code and checkpoints available at http://parl.
ai/projects/seeker.

chapter 8 The final chapter in the conversational agent part fo-
cuses on iteratively training models to unlearn unwanted behavior.
Standard language model training employs gold human documents
or human-human interaction data and treats all training data as pos-
itive examples. Growing evidence shows that even with very large
amounts of positive training data, issues remain that can be alleviated
with relatively small amounts of negative data – examples of what the
model should not do. Towards this problem, we make the following
contributions in this chapter:

• We propose a novel procedure to iteratively train with data of
negative examples called the Cringe loss (ContRastive Iterative
Negative GEneration). We introduce a simple additional term
to the loss function for training with negative sequences, not
requiring any architectural change of the model or inference-
time update.
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• We show the effectiveness of this approach across three differ-
ent experiments on the tasks of safe generation, contradiction
avoidance, and open-domain dialogue.

We make the agent’s code publicly available at https://parl.ai/

projects/cringe.

In the conclusion Chapter 9, we do a final reflection on the topics
discussed in the thesis and provide an outlook on the directions of
future research in the field.
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2B A C K G R O U N D

2.1 text-based games

A Text-based game (TBG) is a special computer game where the sole
interaction modality is text. In an iterative process, the player issues
commands in natural language and, in return, is presented with a (par-
tial) textual description of the environment. The player works towards
goals that may or may not be specified explicitly and receives rewards
upon completion. To frame it more formally, both the observation
and action space are comprised of natural language and, thus, inherit
its combinatorial and compositional properties (Côt+18). Training an
agent to succeed in such games requires overcoming several common
research challenges in reinforcement learning (RL), such as partial
observability, large and sparse state and action space, and long-term
credit assignment. Moreover, the agent needs several human-like
abilities, including understanding the environment’s feedback (e.g.,
realizing that some command did not affect the game’s state), and
common sense reasoning (e.g., extracting affordance verbs to an object
in the game) (Ful+17).

While TBGs reached their peak of popularity in the 1980s with games
like Zork (Inf80), they provide an interesting test-bed for AI agents
today. Due to the dialog-like structure of the game and the goal to
find a policy that maximizes the player’s reward, they show great sim-
ilarity to real-world tasks like question answering and open dialogue
generation. Games like Zork are usually contained in a single environ-
ment requiring various complex problem-solving abilities. This thesis
focuses on Microsoft’s TextWorld framework (Côt+18). Unlike Zork, it
generates a family of games with different worlds and properties but
with straightforward and, most importantly, similar tasks. Therefore,
one can argue that it is more similar to human skill acquisition: once
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learned, a skill can also be performed in a slightly different environ-
ment or with new objects (YM19b).

Text-based games can be divided by their type of input interaction: (i)
parser-based, where the agent issues commands in free form, and (ii)
choice-based, where the agent is presented with a set of admissible
commands at every turn. Assuming a fixed maximum length of the
commands as well as a fixed-size vocabulary, a parser-based game is
a special instance of a choice-based game with the set of all possible
combinations of words in the vocabulary as the set of admissible
commands. This illustrates the problem arising from combinatorial
action spaces: they result in a huge set of possible options for the
agent, which it cannot possibly explore in a reasonable amount of
time. Hence, the major challenge is the generation of a small set of rea-
sonable commands for a given context, known as affordance generation.

Since the pioneering work of Mnih et al. [Mni+13a] that combines
deep neural networks with reinforcement learning techniques to suc-
cessfully play Atari games, there has been an increasing interest in
modifying these algorithms for a variety of problems. However, apply-
ing it to natural language tasks is particularly challenging due to its
combinatorial and compositional properties, resulting in huge action
and state spaces. Text-based games are regarded as a good testbed
for research at the intersection of RL and NLP (Côt+18). Even though
they heavily simplify the environment – compared to, e.g., a real-
world open dialogue – they present a broad spectrum of challenges
for learning algorithms.

2.2 question answering

Building models to answer natural language questions has a rich
history in NLP research (VOO01; DKL+07; BGA20). The question-
answering (QA) task is typically divided along two different axes:

(i) Extractive vs. Generative QA: In the extractive QA setting, the
answer to the posed question is a span that can be extracted from
a provided evidence paragraph. This setting is often referred
to as machine reading comprehension. On the other hand, the
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generative QA setting requires the model to generate a response
as free text.

(ii) Evidence Context: QA settings can be distinguished by the
property of whether or not the question is provided with an
evidence document. Throughout this thesis, we will focus on
the setting where no specific evidence paragraph is provided,
but a large collection of documents is provided in the form of a
knowledge store or search engine (LCT19a; Kar+20).

The Stanford question answering dataset (SQuAD) (Raj+16b) has nour-
ished the research on extractive QA models. Here, the evidence for
each question is provided as a short paragraph, and the answer can be
extracted as a span from it. Many sophisticated extractive QA models
have been proposed that ultimately surpassed human performance
on SQuAD (Dev+19; Yan+19b). The SQuAD2.0 dataset (RJL18) adds
adversarially-constructed questions that are not answerable given the
provided context. A model needs to learn to avoid answering specific
questions to succeed.

With the Natural Questions (NQ) dataset (Kwi+19), Google released
an open-domain question-answering dataset from real user search
queries. Each question comes with a full Wikipedia article, as opposed
to a short passage in SQuAD, and can be answered by a paragraph
(long answer) or a short span (short answer). While this is technically
still an extractive QA dataset, it was adapted to reflect an open gen-
erative QA task without evidence contexts. Lee et al. [LCT19a] and
Karpukhin et al. [Kar+20] construct NQ-derived datasets (OpenNQ)
without supporting articles or passages. Those datasets require mod-
els to both successfully retrieve paragraphs from a large collection
and extract the correct answer.

Consequently, research on the QA task’s retriever (search engine)
side thrived. Chen et al. [Che+17a] retrieve Wikipedia evidence para-
graphs based on bigram hashing and TF-IDF. Lee et al. [LCT19a]
and Karpukhin et al. [Kar+20] propose neural retrievers based on a
dual encoder framework instead of the classic bag-of-words IR ap-
proaches. Leveraging large pre-trained language models to encode
the query and the paragraphs separately into a shared latent space
led to a performance boost across multiple datasets, not just in the
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retrieval metrics but also in exact-match scores. While Karpukhin
et al. [Kar+20] use an extractive reader on the top-k returned para-
graphs, Lewis et al. [Lew+20c] further improve using a generative
reader (BART (Lew+20a)). This design combines the strengths of a
parametric memory – the pre-trained LM – with a non-parametric
memory – the retrieved Wikipedia passages supplied into the reader’s
context. This idea of combining a dense retriever with a generative
reader is further refined by Izacard and Grave [IG21b], who fuse
multiple documents in the decoding step. A recent line of work is
concerned with constraining the model in terms of the number of
parameters or retrieval corpus size while remaining close to state-of-
the-art performance (Min+21). This effort led to a synthetic dataset
of 65 million probably asked questions (Lew+21b) used to do a nearest
neighbor search on the question, with no learned parameters needed.

2.3 neural retriever

Classic retrieval systems such as BM25 (RZ09) use term frequency
statistics to determine the relevancy of a document for a given query.
Recently, neural retrieval models have become more popular and
started to outperform classic systems on multiple search tasks. Karpukhin
et al. [Kar+20] use a dual-encoder setup based on BERT-base (Dev+19),
called DPR, to encode query and documents separately and use max-
imum inner product search (SL14) to find a match. They use this
model to improve recall and answer quality for multiple open-domain
question-answer datasets, including OpenQA-NQ (LCT19b). Ni et
al. [Ni+21] show that scaling up the dual encoder architecture im-
proves the retrieval performance. They train a shared dual encoder
model, based on T5 (Raf+20a), in a multi-stage manner, including
fine-tuning on MSMarco (Ngu+16), and evaluate on the range of re-
trieval tasks of the BEIR benchmark (Tha+21). Izacard et al. [Iza+21]
show that one can train an unsupervised dense retriever and be com-
petitive against strong baselines on the BEIR benchmark. Xiong et al.
[Xio+21a] propose approximate nearest neighbor negative contrastive
learning (ANCE) to learn a dense retrieval system. On top of this
dense retriever, Li et al. [Li+22] consider a pseudo-relevance feedback
method.
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applications of neural retrievers Neural retrieval mod-
els have been at the core of recent improvements in various NLP
tasks. As described in the previous paragraph, Lee et al. [LCT19a]
and Karpukhin et al. [Kar+20] use neural retrievers to answer open-
domain questions. Lewis et al. [Lew+20c] and Izacard and Grave
[IG21b] further improve upon these methods by fusing the neural
retrieval and answer generation components. Answering questions by
abstractive generation, instead of extracting spans from the text, boosts
the performance on OpenNQ(IG21b). Shuster et al. [Shu+21a] use neu-
ral retrieval models to improve conversational agents in knowledge-
grounded dialogue. They show that the issue of hallucination – i.e.,
generating factual incorrect knowledge statements – can be signifi-
cantly reduced when using a neural-retriever-in-the-loop architecture.
We show in Chapter 6 and 7 that separating the retrieval-augmented
knowledge generation and the conversational response generation can
further improve the issue of hallucination in knowledge-grounded
dialogue and helps fuse modular QA and dialogue models.

shortcoming of neural retrievers Embedding queries and
passages in a joint latent space and ranking them based on their
vector similarity is a powerful approach to finding semantic similari-
ties between queries and documents. However, compared to classic
methods based on term-frequency statistics, the results lack certain
interpretability. For a bag-of-words method, it is trivial to compose a
query to retrieve a specific passage – one needs to match descriptive
(high tf-idf) keywords available in the passage. For a neural model,
on the other hand, this is much more complex. Adding a term to the
model’s input might change its encoding in unpredictable ways and
retrieve different passages. Hence, connecting a query change to an
updated document set is non-trivial. In Chapter 5, we will investigate
how to decode the latent space of a neural retriever and hence increase
the interpretability property of neural retrievers.

2.4 query reformulation

learning to search Can machines learn to use a search engine
as an interactive tool for finding information? Web search is the portal
to a vast ecosystem of general and specialized knowledge designed
to support humans in seeking relevant information and making well-
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informed decisions. Utilizing search as a tool is intuitive, and most
users quickly learn interactive search strategies characterized by se-
quential reasoning, exploration, and synthesis (Hea09; RFC15; Rus19).
The success of web search relies on machines learning human notions
of relevance but also on the users’ ability to (re-)formulate appropri-
ate queries grounded in a tacit understanding of the strengths and
limitations of search engines. Given recent breakthroughs in language
models (LM) (Vas+17; Dev+19; Bro+20) as well as in reinforcement
learning (RL) (Mni+13b; Sil+16; Ber+19), it seems timely to ask whether,
and how, agents can be trained to use search engines interactively.
However, the lack of expert search sessions puts supervised learning
out of reach, and RL is often ineffective in complex natural language
understanding (NLU) tasks. The feasibility of autonomous search
agents hence remains an open question.
It has been a powerful vision for more than 20 years to design search
engines that are intuitive and simple to use. Despite their remarkable
success, search engines are imperfect and may not yield the most
relevant result(s) in one shot. This is particularly true for rare and in-
trinsically difficult queries, which may require interactive exploration
by the user to be answered correctly and exhaustively.
It can be difficult for users to formulate effective queries because
of the information gap that triggers the search process in the first
place (BOB82). O’Day and Jeffries [OJ93] found that reusing search
results content for further search and exploration is a systematic
behavior (aka “orienteering”), a key ingredient for solving the in-
formation need. Lau and Horvitz [LH99] analyzed a dataset of one
million queries from the Excite search engine logs and reported an
average session length of 3.27 queries per informational goal and
categorized follow-up queries primarily in terms of specification, gen-
eralization, and reformulation. Teevan et al. [Tee+04] noticed that
users facing complex queries could even decide to partially bypass the
search engine by issuing a more general query and then navigating
the links within the returned documents to find an answer. Downey
et al. [Dow+08] observed that a user’s initial query is typically either
too specific or too general. The amount of work required to optimize
it depends on the query frequency, with infrequent queries requiring
longer search sessions. They estimate from logs that tail information
needs require more than four queries, while common ones require
less than two (on average). Contextual query refinement is a common
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technique (JBS09), even among children (RFC15), used to improve
search by combining evidence from previous results and background
knowledge (HE09). Such refinements often rely on inspecting re-
sult snippets and titles or skimming top-ranked documents’ content.
This process is iterative and may be repeated until (optimistically) a
satisfactory answer is found.
It seems natural to envision artificial search agents that mimic this
interactive process by learning the basic step of generating a follow-up
query from previous queries and their search results while keeping
track of the best results found along the way. We call this the learning
to search problem that we investigate in more detail in Chapter 4.

query suggestion As motivated above, many search engine
users need to issue additional clarification queries to retrieve results
that satisfy their information needs. While an interactive search
engine, as described in Chapter 4, might help alleviate this problem,
it is limited by the expressiveness of the original search query: for
an ambiguous query (e.g., “us open champion”), it can only rely on
learned biases to retrieve the correct results (e.g., for the sport of
tennis over golf), or try to mix results for all possible meanings. From
a user’s perspective, this might not be ideal, as a simple clarification
from their side would resolve the problem and hence lead to the
desired search results. A good search engine should be capable of
proposing improved search queries based on the retrieved documents
from the user’s query. In our us open example, it should observe that
the retrieved results are mixed between tennis and golf and propose,
e.g., “us open champion tennis” and “us open champion golf” as
follow-ups to the user. We refer to this problem as query suggestion
and address it in more detail in Chapter 5. Since query suggestion
is most relevant for ambiguous or misspecified queries, it is closely
related to the task of rewriting ill-formed questions (Chu+20).

2.5 conversational agents

scaling-up conversational agents Building an open-domain
conversational model is a long-standing challenge in NLP research
(Che+17b; GGL18). With the introduction of the Transformer (Vas+17)
architecture as a building block for large language models, the scale
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and capabilities of dialogue models have risen rapidly. In the diagram
of Figure 2.1, we show the number of parameters of the best dialogue
models over time. In only a few years, models have scaled up from the
762M parameters of DialoGPT (Zha+20) in 2019 to the 9B parameter
model BlenderBot (Xu+20) in 2020, and most recently in 2022, to up
to 175B parameter of GODEL (Pen+22) and Blenderbot 3 (Shu+22b).

knowledge-aware conversational agents Conversational
agents are typically trained on large datasets of human-human con-
versations. Hence, the model only learns from a single snapshot of
time. It results in a static language model saving all its knowledge
in its fixed parameters that do not account for the dynamics of the
real world. Thus, it is prone to produce stale results leading to an
unsatisfying user experience when confronted with current topics.
Improving dialogue systems by increasing their knowledgeability
has been tried in several different ways: from integrating knowledge
bases (Zhu+17; Liu+18; Wan+20), to recent neural retrieval models
(Shu+21a; Thu+21). Knowledge-grounded open-domain dialogue
datasets (Din+19b; KSW21; ZPB18; Gop+19) foster the research and
development of knowledge-aware generative dialogue models. A
known issue of such models, referred to as “hallucination”, is that
they mix up facts and generate factually inaccurate statements. Shus-
ter et al. [Shu+21a] try to alleviate hallucination by using recent
advancements in retrieval-augmented generative models developed
for open-domain QA tasks (Lew+20b; IG21b).
BlenderBot 2 (Che+21b) learns to generate search queries based on
the conversational history and grounds its utterances based on the
search results. This intermediate search step makes the model more
knowledgeable and factually consistent than its predecessor, even
though it has fewer parameters. Subsequent dialogue models, like
LaMDA (Tho+22), BlenderBot 3 (Shu+22b), and GODEL (Pen+22) all
make use of some form of external knowledge base that is queried
before generating a response.

fusion of qa and conversation Previous work has explored
the intersection of QA and dialogue models from multiple different
angles. The DREAM dataset (Sun+19) consists of multiple-choice ques-
tions about a conversation. Yang and Choi [YC19] propose a question-
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Figure 2.1: The number of parameters (in billions) over the years for the top
dialogue models. We add BERT in the diagram as reference.

answering task based on dialogue histories of the TV show Friends.
The QuAC (Cho+18) and CoQA (RCM19) datasets are designed to
have the questions asked in the conversational flow, with possibly,
multiple follow-ups. However, while these datasets require a model
to understand a dialogue’s history, the target responses are short-form
answers. Therefore, these tasks do not train a dialogue model that
generates an engaging, conversationally appropriate response; instead,
they result in a QA model that understands dialogue-structured con-
text. In Chapter 6 and 7, we investigate how to bring QA capabilities
to dialogue models and propose a modular architecture that first
generates a knowledge response on which the model conditions its
final dialogue response. The proposed architecture is used in the
BlenderBot3 (Shu+22b) model – a state-of-the-art publicly-available
conversational model at the time of writing.

iterative training of language models Despite the re-
markable gain in performance, conversational models still suffer from
a number of issues, including offensive language (Geh+20), inherent
biases (Din+20), repetition (Wel+19), and lack of long-term coherence
(Nie+21). These problems can partially be attributed to the training
method: models are tasked with learning from human-human con-
versations on the internet. Hence, they inherit their toxic and biased
behavior. To address the named issues, new forms of training are
developed that focus on iteratively unlearning unwanted behavior by
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training the model with negative examples. Unlikelihood training
was shown to improve repetition issues by training on the model’s
own generations [Wel+19]. Iterative training of language models
on human preferences has been successfully applied in several sum-
marization (Zie+19; Sti+20; Böh+19; Wu+21) and dialogue settings
(Jaq+19; Han+19). Lu et al. [Lu+22] train a language model to un-
learn unwanted behavior using generated samples. They label and
quantize the model’s generations and perform conditional training
by prepending the sequences with their corresponding reward token.
The InstructGPT model (Ouy+22b) uses reinforcement learning from
human feedback (RLHF) (Chr+17) to align a language model to follow
instructions. Here, the human feedback is used to train a reward
model which guides a proximal policy optimization (PPO) (Sch+17)
algorithm to fine-tune the language model. In Chapter 8, we further
investigate the iterative training of conversational agents. We develop
a novel method that allows us to learn from binary feedback in an
iterative fashion.
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T E X T- B A S E D G A M E S A G E N T S





3I N T E R A C T I V E A G E N T S F O R T E X T- B A S E D G A M E S

3.1 introduction & background

"You are hungry! Let’s cook a delicious meal. Check the cookbook in the
kitchen for the recipe. Once done, enjoy your meal!", that’s the starting
instruction of every game in Microsoft’s First TextWorld Problems: A
Language and Reinforcement Learning Challenge; a competition that eval-
uates an agent on a family of unique and unseen text-based games
(TBGs). While all the games share a similar theme, cooking in a
modern house environment, they differ in multiple aspects like the
number of rooms, connection, and arrangement of rooms, the goal of
the game (i.e., different recipes), as well as actions and tools needed
to succeed.

Prior research on TBGs has mainly focused on either learning a single
game to high accuracy (NKB15; He+15; AR19) or generalization to a
completely new family of games(Kos+17) with only very poor perfor-
mance. Microsoft’s TextWorld Challenge aims to cover a new research
direction that is in between the two extremes of the single game and
the general game setting. To succeed here, an agent needs to have
generalization capabilities that allow it to transfer its learned cooking
skills to never-before-seen recipes in unfamiliar house environments.

In this chapter, we present our agent – LeDeepChef – that achieved
the highest score on the (hidden) validation games and was ranked

This Chapter is based on our AAAI 2020 paper “LeDeepChef: Deep Reinforce-
ment Learning Agent for Families of Text-Based Games” (AH20). The research
presented in this chapter was supported by the Swiss National Science Foundation
(SNSF) grant number 407540_167176.
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second in the overall competition. The code to train the agent, as well
as an exemplary walkthrough of the game (with the agent ranking
next moves), can be found on GitHub1.

deep rl for tbgs To solve TBGs, Narasimhan et al. [NKB15]
developed a deep RL model that utilizes the representational power
of the hidden state of Long Short-Term Memory (HS97) to learn a
Q-function. An adaption of this approach by He et al. [He+15] uses
two separate models to encode the context and commands individu-
ally and then uses a pairwise interaction function between them to
compute the Q-values. Since then, a variety of researchers (AR19;
YM19b; YM19a) used some form of DQN to solve TBGs; however,
we find that an advantage-actor-critic approach (Mni+16) helps to
improve performance and speeds up convergence. Using Narasimhan
et al. [NKB15]’s LSTM-DQN or He et al. [He+15]’s adjusted DRRN
on the family of games of the TextWorld challenge leads to extremely
slow convergence due to the huge combinatorial action space that
arises from games with different objects and the combinatorial nature
of natural language (AR19).

affordance generation To succeed in a parser-based TBG, an
agent needs to have the ability to generate reasonable commands for
a given context, so-called affordances. Using a supervised learning
approach with a pointer-softmax model Vinyals et al. [VFJ15], Tao
et al. [Tao+18], as well as Yuan et al. [Yua+18b], can generate admis-
sible commands given a context for a specific TBG. A more general
approach by [Ful+17] learns to map nouns to affordant verbs by ex-
tracting replacement vectors from word embeddings using canonical
examples. Zahavy et al. [Zah+18], on the other hand, start from an
over-complete set of actions and learn a binary action-elimination net-
work by using the feedback provided by the game engine. Similarly,
Ammanabrolu and Riedl [AR19] also prune the available actions but
using a fixed scoring function on top of a graph representation of the
game’s state. As far as we know, our model is the first in the area of
TBGs to consider grouping commands together into high-level actions
as a way to reduce the action space.

1https://github.com/leox1v/FirstTextWorldProblems
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You are hungry! Let's cook a delicious meal. Check the cookbook in the kitchen
for the recipe. Once done, enjoy your meal!

-= Kitchen =- You're now in the kitchen. I guess you better just go and list everything
you see here. You hear a noise behind you and spin around, but you can't see
anything other than a fridge. The fridge is empty! This is the worst thing that could
possibly happen, ever! You see a closed oven. You make out a table. The table is
massive. On the table you can make out a cookbook. You can make out a counter.
The counter is vast. On the counter you can make out a sliced fried red hot pepper,
a red apple, a yellow bell pepper and a knife. You smell an intriguing smell, and
follow it to a stove. You shudder, but continue examining the stove. But the thing is
empty, unfortunately. Hm. Oh well.

> examine recipe
You open the copy of "Cooking: A Modern Approach (3rd Ed.)" and start reading:
Recipe #1
---------
Gather all following ingredients and follow the directions to prepare this tasty
meal.
Ingredients:
red hot pepper

Directions:
slice the red hot pepper
fry the red hot pepper
prepare meal

> inventory
You are carrying nothing.

> take red hot pepper
You take the red hot pepper from the counter.
Your score has just gone up by one point.

> inventory
You are carrying:
a sliced fried red hot pepper

> prepare meal
Adding the meal to your inventory.
Your score has just gone up by one point.

> eat meal
You eat the meal. Not bad.
Your score has just gone up by one point.

*** The End ***

Figure 3.1: Simple game that shows the basic structure of the task. The
player’s commands are highlighted in yellow.

3.2 gameplay

This section provides an overview of the structure of the games in
the TextWorld challenge and explains the problems an agent needs
to overcome to succeed. Figure 3.1 shows an example of a straight-
forward game that helps understand the basic structure. The agent
starts at a random room around the house with the instruction to find
the cookbook and prepare the meal therein. The initial description
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of the surrounding exemplifies one of the key challenges, namely
filtering the vital information from the text: sentences like you hear a
noise behind you and spin around, ... or This is the worst thing that could
possibly happen, ever! provide no useful information for the game and
make it harder to understand the context.
Once the agent finds the room with the cookbook (in the example
in Figure 3.1, it is in the starting room already), the examine recipe
reveals the recipe. It consists of two parts: the ingredients and the
directions. While the ingredients part lists the items that need to be
collected, the directions give information about the status they need
to be in to prepare the meal. In our example, the pepper needs to
be sliced and fried. Here, the agent needs to be careful, because the
initial description of the surrounding states that the pepper is already
sliced and fried and additional frying, for example, would lead to
burning the pepper and hence losing the game. The agent, therefore,
needs to remember and recognize states of ingredients mentioned in
the context. With the inventory command, the agent can list all items
it is currently carrying. Once all ingredients, in their correct state, are
in the inventory, the agent can prepare and then eat the meal.

3.3 agent

We train an agent to select, at every step in the game, the most promis-
ing command (in terms of discounted future score) from a list of
possible commands, given the observed context. Building a successful
agent—not just for TBGs but for a wide range of sequential decision-
making applications—is primarily determined by the presented set of
choices at each time-step. Therefore, one of the most crucial questions
is about how to generate the list of possible commands. The smaller
this set is, the less time and effort the agent wastes in its exploratory
phase on "useless" strategies. To effectively reduce the size of the
action space, we use an approach inspired by hierarchical reinforce-
ment learning, that we explain in the next section about "Command
Generation". In the current section, we outline the architecture and
training procedure of the agent, acting on a given set of commands.

model context We build a textual context as an approximation
for the (non-observable) game’s state. It consists of the following
text-based features:
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…
 

…
 

↑
↑

↑
↑

…
 

R32
<latexit sha1_base64="sltRoZe8AR32coPsyz8DVZYYo5I=">AAAB+HicdVDLSsNAFJ3UV62PRl26GSyCq5CktY9d0Y3LKrYV2lgm00k7dPJgZiLUkC9x40IRt36KO//GSVpBRQ8MHM65l3vmuBGjQprmh1ZYWV1b3yhulra2d3bL+t5+T4Qxx6SLQxbyGxcJwmhAupJKRm4iTpDvMtJ3Z+eZ378jXNAwuJbziDg+mgTUoxhJJY308tBHcuq6yVV6m1TtdKRXTKNuV09bVaiI2bBqjZzUW00LWoaZowKW6Iz09+E4xLFPAokZEmJgmZF0EsQlxYykpWEsSITwDE3IQNEA+UQ4SR48hcdKGUMv5OoFEubq940E+ULMfVdNZjHFby8T//IGsfSaTkKDKJYkwItDXsygDGHWAhxTTrBkc0UQ5lRlhXiKOMJSdVVSJXz9FP5PerZhVQ37slZpny3rKIJDcAROgAUaoA0uQAd0AQYxeABP4Fm71x61F+11MVrQljsH4Ae0t08e45Nn</latexit>

R32
<latexit sha1_base64="sltRoZe8AR32coPsyz8DVZYYo5I=">AAAB+HicdVDLSsNAFJ3UV62PRl26GSyCq5CktY9d0Y3LKrYV2lgm00k7dPJgZiLUkC9x40IRt36KO//GSVpBRQ8MHM65l3vmuBGjQprmh1ZYWV1b3yhulra2d3bL+t5+T4Qxx6SLQxbyGxcJwmhAupJKRm4iTpDvMtJ3Z+eZ378jXNAwuJbziDg+mgTUoxhJJY308tBHcuq6yVV6m1TtdKRXTKNuV09bVaiI2bBqjZzUW00LWoaZowKW6Iz09+E4xLFPAokZEmJgmZF0EsQlxYykpWEsSITwDE3IQNEA+UQ4SR48hcdKGUMv5OoFEubq940E+ULMfVdNZjHFby8T//IGsfSaTkKDKJYkwItDXsygDGHWAhxTTrBkc0UQ5lRlhXiKOMJSdVVSJXz9FP5PerZhVQ37slZpny3rKIJDcAROgAUaoA0uQAd0AQYxeABP4Fm71x61F+11MVrQljsH4Ae0t08e45Nn</latexit>

concatenation

↑

text sequence 8 

GRUs
<latexit sha1_base64="bK7oJo6jTuhlE4cfsv65rGdqYeo=">AAAB83icbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRgx6rmLbQhLLZbtulm03YnYgl9G948aCIV/+MN/+N2zYHbX0w8Hhvhpl5YSK4Rsf5tgorq2vrG8XN0tb2zu5eef+gqeNUUebRWMSqHRLNBJfMQ46CtRPFSBQK1gpH11O/9ciU5rF8wHHCgogMJO9zStBIvo/sCbObe2/S1d1yxak6M9jLxM1JBXI0uuUvvxfTNGISqSBad1wnwSAjCjkVbFLyU80SQkdkwDqGShIxHWSzmyf2iVF6dj9WpiTaM/X3REYircdRaDojgkO96E3F/7xOiv3LIOMySZFJOl/UT4WNsT0NwO5xxSiKsSGEKm5utemQKELRxFQyIbiLLy+TZq3qnlVrd+eV+lUeRxGO4BhOwYULqMMtNMADCgk8wyu8Wan1Yr1bH/PWgpXPHMIfWJ8/PCaRzw==</latexit>

GRUf1
<latexit sha1_base64="Nxx/zGPyz5JyOrKY/gbFDhMq4/k=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoJVgETyWpgh6LHvRYxbSFNoTNdtMu3WzC7kSsIb/EiwdFvPpTvPlv3LY5aOuDgcd7M8zMCxLOFNj2t1FaWV1b3yhvVra2d3ar5t5+W8WpJNQlMY9lN8CKciaoCww47SaS4ijgtBOMr6Z+54FKxWJxD5OEehEeChYygkFLvlntA32E7PrOzf0sdHLfrNl1ewZrmTgFqaECLd/86g9ikkZUAOFYqZ5jJ+BlWAIjnOaVfqpogskYD2lPU4EjqrxsdnhuHWtlYIWx1CXAmqm/JzIcKTWJAt0ZYRipRW8q/uf1UggvvIyJJAUqyHxRmHILYmuagjVgkhLgE00wkUzfapERlpiAzqqiQ3AWX14m7UbdOa03bs9qzcsijjI6REfoBDnoHDXRDWohFxGUomf0it6MJ+PFeDc+5q0lo5g5QH9gfP4A4P2TOg==</latexit>

GRUf8
<latexit sha1_base64="OrpXLkPuyAeSifrWjEZqlNmBpn4=">AAAB+HicbVBNS8NAEN34WetHox69LBbBU0mqYI9FD3qsYtpCG8Jmu2mXbj7YnYg15Jd48aCIV3+KN/+N2zYHbX0w8Hhvhpl5fiK4Asv6NlZW19Y3Nktb5e2d3b2KuX/QVnEqKXNoLGLZ9YligkfMAQ6CdRPJSOgL1vHHV1O/88Ck4nF0D5OEuSEZRjzglICWPLPSB/YI2fWdk3tZ0Mg9s2rVrBnwMrELUkUFWp751R/ENA1ZBFQQpXq2lYCbEQmcCpaX+6liCaFjMmQ9TSMSMuVms8NzfKKVAQ5iqSsCPFN/T2QkVGoS+rozJDBSi95U/M/rpRA03IxHSQosovNFQSowxHiaAh5wySiIiSaESq5vxXREJKGgsyrrEOzFl5dJu16zz2r12/Nq87KIo4SO0DE6RTa6QE10g1rIQRSl6Bm9ojfjyXgx3o2PeeuKUcwcoj8wPn8A66CTQQ==</latexit>

↑
h⇤

t�1<latexit sha1_base64="kZWZXlzlHijCBCwVA65NxZIbRz8=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBBEMOxGQY9BLx4jmIcka5idTJIhM7vLTK8QlnyFFw+KePVzvPk3TpI9aGJBQ1HVTXdXEEth0HW/naXlldW19dxGfnNre2e3sLdfN1GiGa+xSEa6GVDDpQh5DQVK3ow1pyqQvBEMbyZ+44lrI6LwHkcx9xXth6InGEUrPQweTzspnnnjTqHoltwpyCLxMlKEDNVO4avdjViieIhMUmNanhujn1KNgkk+zrcTw2PKhrTPW5aGVHHjp9ODx+TYKl3Si7StEMlU/T2RUmXMSAW2U1EcmHlvIv7ntRLsXfmpCOMEechmi3qJJBiRyfekKzRnKEeWUKaFvZWwAdWUoc0ob0Pw5l9eJPVyyTsvle8uipXrLI4cHMIRnIAHl1CBW6hCDRgoeIZXeHO08+K8Ox+z1iUnmzmAP3A+fwAXuY/x</latexit>

h⇤
t<latexit sha1_base64="N+3Rz9g3a4v3WIdPWiPGJb5sXmk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSKIh5JUQY9FLx4r2A9oY9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UCIUjKKVWsPH816Gk16p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezcyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMv2d9IXmDOXYEsq0sLcSNqSaMrQJFW0I3uLLy6RZrXgXler9Zbl2k8dRgGM4gTPw4ApqcAd1aACDETzDK7w5ifPivDsf89YVJ585gj9wPn8AOkmPfw==</latexit>

↑R256
<latexit sha1_base64="WHL/1e/zuyLJ0mCErylZBoRNLr0=">AAAB+XicdVDLSsNAFJ34rPUVdelmsAiuQpK+d0U3LqvYB7SxTKaTdujkwcykUEL+xI0LRdz6J+78GydpBRU9MHA4517umeNGjAppmh/a2vrG5tZ2Yae4u7d/cKgfHXdFGHNMOjhkIe+7SBBGA9KRVDLSjzhBvstIz51dZX5vTrigYXAnFxFxfDQJqEcxkkoa6frQR3Lqusltep/Y1Vo60kumUbPL1WYZKmLWrUo9J7Vmw4KWYeYogRXaI/19OA5x7JNAYoaEGFhmJJ0EcUkxI2lxGAsSITxDEzJQNEA+EU6SJ0/huVLG0Au5eoGEufp9I0G+EAvfVZNZTvHby8S/vEEsvYaT0CCKJQnw8pAXMyhDmNUAx5QTLNlCEYQ5VVkhniKOsFRlFVUJXz+F/5OubVhlw76plFqXqzoK4BScgQtggTpogWvQBh2AwRw8gCfwrCXao/aivS5H17TVzgn4Ae3tE55tk6k=</latexit> R256

<latexit sha1_base64="WHL/1e/zuyLJ0mCErylZBoRNLr0=">AAAB+XicdVDLSsNAFJ34rPUVdelmsAiuQpK+d0U3LqvYB7SxTKaTdujkwcykUEL+xI0LRdz6J+78GydpBRU9MHA4517umeNGjAppmh/a2vrG5tZ2Yae4u7d/cKgfHXdFGHNMOjhkIe+7SBBGA9KRVDLSjzhBvstIz51dZX5vTrigYXAnFxFxfDQJqEcxkkoa6frQR3Lqusltep/Y1Vo60kumUbPL1WYZKmLWrUo9J7Vmw4KWYeYogRXaI/19OA5x7JNAYoaEGFhmJJ0EcUkxI2lxGAsSITxDEzJQNEA+EU6SJ0/huVLG0Au5eoGEufp9I0G+EAvfVZNZTvHby8S/vEEsvYaT0CCKJQnw8pAXMyhDmNUAx5QTLNlCEYQ5VVkhniKOsFRlFVUJXz+F/5OubVhlw76plFqXqzoK4BScgQtggTpogWvQBh2AwRw8gCfwrCXao/aivS5H17TVzgn4Ae3tE55tk6k=</latexit> FC
<latexit sha1_base64="LnDO3i4sW8+AWkOzdVvqHF2jDpg=">AAACAnicbVDJSgNBEO1xjXEb9SReGoPgKczE9RgMiAcPUUwiZELo6VRik56F7hoxDMGLv+LFgyJe/Qpv/o2d5aCJD4p6vFdFdz0/lkKj43xbM7Nz8wuLmaXs8srq2rq9sVnVUaI4VHgkI3XrMw1ShFBBgRJuYwUs8CXU/G5p4NfuQWkRhTfYi6ERsE4o2oIzNFLT3vYQHjA9L/U9L7tXODqmg34Nl5WmnXPyzhB0mrhjkiNjlJv2l9eKeBJAiFwyreuuE2MjZQoFl9DPeomGmPEu60Dd0JAFoBvp8IQ+3TNKi7YjZSpEOlR/b6Qs0LoX+GYyYHinJ72B+J9XT7B92khFGCcIIR891E4kxYgO8qAtoYCj7BnCuBLmr5TfMcU4mtSyJgR38uRpUi3k3YN84eowVzwbx5EhO2SX7BOXnJAiuSBlUiGcPJJn8krerCfrxXq3PkajM9Z4Z4v8gfX5A+zHlS4=</latexit>

256
<latexit sha1_base64="FXAEHbFbCj7aMIfH74sUk7p9yN0=">AAAB8HicbVBNT8JAEJ36ifUL9ehlIyHxRFr8PBK9ePCAxgIGGrJdtrBhu212tyak4Vd48aAxXv053vw3LtCDgi+Z5OW9mczMCxLOlHacb2tpeWV1bb2wYW9ube/sFvf2GypOJaEeiXksWwFWlDNBPc00p61EUhwFnDaD4fXEbz5RqVgsHvQooX6E+4KFjGBtpMfq2bldvqe3XrdYcirOFGiRuDkpQY56t/jV6cUkjajQhGOl2q6TaD/DUjPC6djupIommAxxn7YNFTiiys+mB49R2Sg9FMbSlNBoqv6eyHCk1CgKTGeE9UDNexPxP6+d6vDSz5hIUk0FmS0KU450jCbfox6TlGg+MgQTycytiAywxESbjGwTgjv/8iJpVCvuSaV6d1qqXeVxFOAQjuAYXLiAGtxAHTwgEMEzvMKbJa0X6936mLUuWfnMAfyB9fkDnuSO/A==</latexit>

ReLU
<latexit sha1_base64="oWFrsF3LmRJ4rDrXsSQp4zqyhr0=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04sFDFdMW2lA22027dHcTdjdCCf0LXjwo4tU/5M1/46bNQVsfDDzem2FmXphwpo3rfjsrq2vrG5ulrfL2zu7efuXgsKXjVBHqk5jHqhNiTTmT1DfMcNpJFMUi5LQdjm9yv/1ElWaxfDSThAYCDyWLGMEmlx7ond+vVN2aOwNaJl5BqlCg2a989QYxSQWVhnCsdddzExNkWBlGOJ2We6mmCSZjPKRdSyUWVAfZ7NYpOrXKAEWxsiUNmqm/JzIstJ6I0HYKbEZ60cvF/7xuaqKrIGMySQ2VZL4oSjkyMcofRwOmKDF8YgkmitlbERlhhYmx8ZRtCN7iy8ukVa9557X6/UW1cV3EUYJjOIEz8OASGnALTfCBwAie4RXeHOG8OO/Ox7x1xSlmjuAPnM8fq+ON/g==</latexit>

↑ ↑ vt
<latexit sha1_base64="zFrDWKar3zPnchwHAHah95uF6pA=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLupFBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJFIYdN1vZ219Y3Nru7BT3N3bPzgsHR03TZxqxhsslrFuB9RwKRRvoEDJ24nmNAokbwWju5nfGnNtRKyecJJwP6IDJULBKFrpcdzDXqnsVtw5yCrxclKGHPVe6avbj1kacYVMUmM6npugn1GNgkk+LXZTwxPKRnTAO5YqGnHjZ/NTp+TcKn0SxtqWQjJXf09kNDJmEgW2M6I4NMveTPzP66QY3viZUEmKXLHFojCVBGMy+5v0heYM5cQSyrSwtxI2pJoytOkUbQje8surpFmteJeV6sNVuXabx1GAUziDC/DgGmpwD3VoAIMBPMMrvDnSeXHenY9F65qTz5zAHzifP29+jeU=</latexit>

R<latexit sha1_base64="wtzDpgMEkoib/lVyKXcE2J+zpHU=">AAAB8XicdVBNTwIxFHyLX4hfqEcvjcTE02YXFuFI9OIRjYARNqRbCjR0u5u2a0I2/AsvHjTGq//Gm//GLmCiRidpMpl5L503QcyZ0o7zYeVWVtfWN/Kbha3tnd294v5BW0WJJLRFIh7J2wArypmgLc00p7expDgMOO0Ek4vM79xTqVgkbvQ0pn6IR4INGcHaSHe9EOtxEKTXs36x5NjVqud6Z8iQSt2teQvilD3k2s4cJVii2S++9wYRSUIqNOFYqa7rxNpPsdSMcDor9BJFY0wmeES7hgocUuWn88QzdGKUARpG0jyh0Vz9vpHiUKlpGJjJLKH67WXiX1430cO6nzIRJ5oKsvhomHCkI5SdjwZMUqL51BBMJDNZERljiYk2JRVMCV+Xov9Ju2y7Fbt85ZUa58s68nAEx3AKLtSgAZfQhBYQEPAAT/BsKevRerFeF6M5a7lzCD9gvX0CK2uRQQ==</latexit>

Command 1

Command k

…
 

em
be

dd
in

g 

text sequence 1 
…

 

…
 

↑
↑

↑
↑

…
 

R32
<latexit sha1_base64="sltRoZe8AR32coPsyz8DVZYYo5I=">AAAB+HicdVDLSsNAFJ3UV62PRl26GSyCq5CktY9d0Y3LKrYV2lgm00k7dPJgZiLUkC9x40IRt36KO//GSVpBRQ8MHM65l3vmuBGjQprmh1ZYWV1b3yhulra2d3bL+t5+T4Qxx6SLQxbyGxcJwmhAupJKRm4iTpDvMtJ3Z+eZ378jXNAwuJbziDg+mgTUoxhJJY308tBHcuq6yVV6m1TtdKRXTKNuV09bVaiI2bBqjZzUW00LWoaZowKW6Iz09+E4xLFPAokZEmJgmZF0EsQlxYykpWEsSITwDE3IQNEA+UQ4SR48hcdKGUMv5OoFEubq940E+ULMfVdNZjHFby8T//IGsfSaTkKDKJYkwItDXsygDGHWAhxTTrBkc0UQ5lRlhXiKOMJSdVVSJXz9FP5PerZhVQ37slZpny3rKIJDcAROgAUaoA0uQAd0AQYxeABP4Fm71x61F+11MVrQljsH4Ae0t08e45Nn</latexit>

R32
<latexit sha1_base64="sltRoZe8AR32coPsyz8DVZYYo5I=">AAAB+HicdVDLSsNAFJ3UV62PRl26GSyCq5CktY9d0Y3LKrYV2lgm00k7dPJgZiLUkC9x40IRt36KO//GSVpBRQ8MHM65l3vmuBGjQprmh1ZYWV1b3yhulra2d3bL+t5+T4Qxx6SLQxbyGxcJwmhAupJKRm4iTpDvMtJ3Z+eZ378jXNAwuJbziDg+mgTUoxhJJY308tBHcuq6yVV6m1TtdKRXTKNuV09bVaiI2bBqjZzUW00LWoaZowKW6Iz09+E4xLFPAokZEmJgmZF0EsQlxYykpWEsSITwDE3IQNEA+UQ4SR48hcdKGUMv5OoFEubq940E+ULMfVdNZjHFby8T//IGsfSaTkKDKJYkwItDXsygDGHWAhxTTrBkc0UQ5lRlhXiKOMJSdVVSJXz9FP5PerZhVQ37slZpny3rKIJDcAROgAUaoA0uQAd0AQYxeABP4Fm71x61F+11MVrQljsH4Ae0t08e45Nn</latexit>

text sequence k 

Rcmdlen1⇥100
<latexit sha1_base64="HOpgSOQB25+5q81mROk4PZc112A=">AAACEHicdVDLSgNBEJz1GeMr6tHLYBA9hd24Po5BLx5VjArZGGYnHR0yO7vM9Iph2U/w4q948aCIV4/e/BsnD0FFCxqKqm66u8JECoOu++GMjU9MTk0XZoqzc/MLi6Wl5TMTp5pDnccy1hchMyCFgjoKlHCRaGBRKOE87B70/fMb0EbE6hR7CTQjdqVER3CGVmqVNoKI4XUYZif5ZRYg3GLGo7YElbc8GqCIwFDPdfNWqexWtrd9z9+hlmztebv+kLhVn3oVd4AyGeGoVXoP2jFPI1DIJTOm4bkJNjOmUXAJeTFIDSSMd9kVNCxVzG5qZoOHcrpulTbtxNqWQjpQv09kLDKmF4W2s3+++e31xb+8RoqdvWYmVJIiKD5c1EklxZj206FtoYGj7FnCuBb2VsqvmWYcbYZFG8LXp/R/clateFuV6rFfru2P4iiQVbJGNolHdkmNHJIjUiec3JEH8kSenXvn0XlxXoetY85oZoX8gPP2CT+tnVU=</latexit>

Rseqlen8⇥100
<latexit sha1_base64="Chi1ocw/yzJgN7jd5/nIk5sFV3Y=">AAACEHicdVA9SwNBEN3z2/gVtbRZDKJVuIunphRtLFWMCrkY9jYTXbK3d+7OieG4n2DjX7GxUMTW0s5/4+ZDUNEHA4/3ZpiZFyZSGHTdD2dkdGx8YnJqujAzOze/UFxcOjVxqjnUeCxjfR4yA1IoqKFACeeJBhaFEs7Czn7PP7sBbUSsTrCbQCNil0q0BWdopWZxPYgYXoVhdpxfZAHCLWYGriWovFmlAYoIDPVcN28WS255a8v3/G1qyWbV2/EHxK341Cu7fZTIEIfN4nvQinkagUIumTF1z02wkTGNgkvIC0FqIGG8wy6hbqlidlMj6z+U0zWrtGg71rYU0r76fSJjkTHdKLSdvfPNb68n/uXVU2xXG5lQSYqg+GBRO5UUY9pLh7aEBo6yawnjWthbKb9imnG0GRZsCF+f0v/JaaXsbZYrR35pd28YxxRZIatkg3hkh+ySA3JIaoSTO/JAnsizc+88Oi/O66B1xBnOLJMfcN4+AWwDnXE=</latexit>

Rcmdlenk⇥100
<latexit sha1_base64="pywXXvOg/fJBNQyGqM2A/0CVfMI=">AAACEHicdVDLSgNBEJz1GeMr6tHLYBA9hd24Po5BLx5VjArZGGYnHR0yO7vM9Iph2U/w4q948aCIV4/e/BsnD0FFCxqKqm66u8JECoOu++GMjU9MTk0XZoqzc/MLi6Wl5TMTp5pDnccy1hchMyCFgjoKlHCRaGBRKOE87B70/fMb0EbE6hR7CTQjdqVER3CGVmqVNoKI4XUYZif5ZRYg3GLGo7YElbe6NEARgaGe6+atUtmtbG/7nr9DLdna83b9IXGrPvUq7gBlMsJRq/QetGOeRqCQS2ZMw3MTbGZMo+AS8mKQGkgY77IraFiqmN3UzAYP5XTdKm3aibUthXSgfp/IWGRMLwptZ/9889vri395jRQ7e81MqCRFUHy4qJNKijHtp0PbQgNH2bOEcS3srZRfM8042gyLNoSvT+n/5Kxa8bYq1WO/XNsfxVEgq2SNbBKP7JIaOSRHpE44uSMP5Ik8O/fOo/PivA5bx5zRzAr5AeftE5pNnY8=</latexit> GRUc

<latexit sha1_base64="hwHnnEwjQkVDC0uA2YfAhs0scMI=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj0oMcqpi20oWy2m3bpZhN2J0Ip/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemEph0HW/nZXVtfWNzcJWcXtnd2+/dHDYMEmmGfdZIhPdCqnhUijuo0DJW6nmNA4lb4bDm6nffOLaiEQ94ijlQUz7SkSCUbSSf/vgd1m3VHYr7gxkmXg5KUOOerf01eklLIu5QiapMW3PTTEYU42CST4pdjLDU8qGtM/blioacxOMZ8dOyKlVeiRKtC2FZKb+nhjT2JhRHNrOmOLALHpT8T+vnWF0FYyFSjPkis0XRZkkmJDp56QnNGcoR5ZQpoW9lbAB1ZShzadoQ/AWX14mjWrFO69U7y/Ktes8jgIcwwmcgQeXUIM7qIMPDAQ8wyu8Ocp5cd6dj3nripPPHMEfOJ8/V0uOYA==</latexit>

GRUc
<latexit sha1_base64="hwHnnEwjQkVDC0uA2YfAhs0scMI=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj0oMcqpi20oWy2m3bpZhN2J0Ip/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemEph0HW/nZXVtfWNzcJWcXtnd2+/dHDYMEmmGfdZIhPdCqnhUijuo0DJW6nmNA4lb4bDm6nffOLaiEQ94ijlQUz7SkSCUbSSf/vgd1m3VHYr7gxkmXg5KUOOerf01eklLIu5QiapMW3PTTEYU42CST4pdjLDU8qGtM/blioacxOMZ8dOyKlVeiRKtC2FZKb+nhjT2JhRHNrOmOLALHpT8T+vnWF0FYyFSjPkis0XRZkkmJDp56QnNGcoR5ZQpoW9lbAB1ZShzadoQ/AWX14mjWrFO69U7y/Ktes8jgIcwwmcgQeXUIM7qIMPDAQ8wyu8Ocp5cd6dj3nripPPHMEfOJ8/V0uOYA==</latexit>

ef1
<latexit sha1_base64="/N8t0kFxIzETlV0VU8FsMU4PEu0=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2k3btZhN2N0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzUwn4WetN+ueJW3TnIKvFyUoEcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdSyWNUPvZ/NopObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsdTLgCpkRE0soU9zeStiIKsqMDahkQ/CWX14lrVrVu6jW7i8r9Zs8jiKcwCmcgwdXUIc7aEATGDzCM7zCmxM7L86787FoLTj5zDH8gfP5A3Yajw0=</latexit>

ef8
<latexit sha1_base64="o25ko281o4FCC6eEPHxjmfYB3T8=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqYI9FLx4r2FpoQ9lsJ+3azSbsboQS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTjm5n/8IRK81jem0mCfkSHkoecUWOlNvazsD7tlytu1Z2DrBIvJxXI0eyXv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtVTSCLWfza+dkjOrDEgYK1vSkLn6eyKjkdaTKLCdETUjvezNxP+8bmrCup9xmaQGJVssClNBTExmr5MBV8iMmFhCmeL2VsJGVFFmbEAlG4K3/PIqadeq3kW1dndZaVzncRThBE7hHDy4ggbcQhNawOARnuEV3pzYeXHenY9Fa8HJZ47hD5zPH4C9jxQ=</latexit>

ec1
<latexit sha1_base64="Fv1s0lJr6QxWSm2YmBn9TsmwGjw=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2k3btZhN2N0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzUwn7GvGm/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfu2UnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2OhlwhcyIiSWUKW5vJWxEFWXGBlSyIXjLL6+SVq3qXVRr95eV+k0eRxFO4BTOwYMrqMMdNKAJDB7hGV7hzYmdF+fd+Vi0Fpx85hj+wPn8AXGIjwo=</latexit>

eck
<latexit sha1_base64="loIt/kooc+UaXuOPu/I2JcOV73I=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2k3btZhN2N0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzUwn7GxtN+ueJW3TnIKvFyUoEcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdSyWNUPvZ/NopObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsdTLgCpkRE0soU9zeStiIKsqMDahkQ/CWX14lrVrVu6jW7i8r9Zs8jiKcwCmcgwdXUIc7aEATGDzCM7zCmxM7L86787FoLTj5zDH8gfP5A8mqj0Q=</latexit>

c1
<latexit sha1_base64="bxLhQ885cIXIOA7SAduGcGiC4fY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0wPpev1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vklat6l1Ua/eXlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwDs8Y2P</latexit>

ck
<latexit sha1_base64="9jPiyMYc+vUXqSHeoxb8juiTH1M=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0wPrjfrniVt05yCrxclKBHI1++as3iFkaoTRMUK27npsYP6PKcCZwWuqlGhPKxnSIXUsljVD72fzUKTmzyoCEsbIlDZmrvycyGmk9iQLbGVEz0sveTPzP66YmvPYzLpPUoGSLRWEqiInJ7G8y4AqZERNLKFPc3krYiCrKjE2nZEPwll9eJa1a1buo1u4vK/WbPI4inMApnIMHV1CHO2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gBE6I3J</latexit>

…
 

c1
<latexit sha1_base64="bxLhQ885cIXIOA7SAduGcGiC4fY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0wPpev1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vklat6l1Ua/eXlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwDs8Y2P</latexit>

h⇤
t<latexit sha1_base64="N+3Rz9g3a4v3WIdPWiPGJb5sXmk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSKIh5JUQY9FLx4r2A9oY9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UCIUjKKVWsPH816Gk16p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezcyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMv2d9IXmDOXYEsq0sLcSNqSaMrQJFW0I3uLLy6RZrXgXler9Zbl2k8dRgGM4gTPw4ApqcAd1aACDETzDK7w5ifPivDsf89YVJ585gj9wPn8AOkmPfw==</latexit>

h⇤
t<latexit sha1_base64="N+3Rz9g3a4v3WIdPWiPGJb5sXmk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSKIh5JUQY9FLx4r2A9oY9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UCIUjKKVWsPH816Gk16p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezcyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMv2d9IXmDOXYEsq0sLcSNqSaMrQJFW0I3uLLy6RZrXgXler9Zbl2k8dRgGM4gTPw4ApqcAd1aACDETzDK7w5ifPivDsf89YVJ585gj9wPn8AOkmPfw==</latexit>

ck
<latexit sha1_base64="9jPiyMYc+vUXqSHeoxb8juiTH1M=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0wPrjfrniVt05yCrxclKBHI1++as3iFkaoTRMUK27npsYP6PKcCZwWuqlGhPKxnSIXUsljVD72fzUKTmzyoCEsbIlDZmrvycyGmk9iQLbGVEz0sveTPzP66YmvPYzLpPUoGSLRWEqiInJ7G8y4AqZERNLKFPc3krYiCrKjE2nZEPwll9eJa1a1buo1u4vK/WbPI4inMApnIMHV1CHO2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gBE6I3J</latexit>

FC
<latexit sha1_base64="LnDO3i4sW8+AWkOzdVvqHF2jDpg=">AAACAnicbVDJSgNBEO1xjXEb9SReGoPgKczE9RgMiAcPUUwiZELo6VRik56F7hoxDMGLv+LFgyJe/Qpv/o2d5aCJD4p6vFdFdz0/lkKj43xbM7Nz8wuLmaXs8srq2rq9sVnVUaI4VHgkI3XrMw1ShFBBgRJuYwUs8CXU/G5p4NfuQWkRhTfYi6ERsE4o2oIzNFLT3vYQHjA9L/U9L7tXODqmg34Nl5WmnXPyzhB0mrhjkiNjlJv2l9eKeBJAiFwyreuuE2MjZQoFl9DPeomGmPEu60Dd0JAFoBvp8IQ+3TNKi7YjZSpEOlR/b6Qs0LoX+GYyYHinJ72B+J9XT7B92khFGCcIIR891E4kxYgO8qAtoYCj7BnCuBLmr5TfMcU4mtSyJgR38uRpUi3k3YN84eowVzwbx5EhO2SX7BOXnJAiuSBlUiGcPJJn8krerCfrxXq3PkajM9Z4Z4v8gfX5A+zHlS4=</latexit>

256
<latexit sha1_base64="FXAEHbFbCj7aMIfH74sUk7p9yN0=">AAAB8HicbVBNT8JAEJ36ifUL9ehlIyHxRFr8PBK9ePCAxgIGGrJdtrBhu212tyak4Vd48aAxXv053vw3LtCDgi+Z5OW9mczMCxLOlHacb2tpeWV1bb2wYW9ube/sFvf2GypOJaEeiXksWwFWlDNBPc00p61EUhwFnDaD4fXEbz5RqVgsHvQooX6E+4KFjGBtpMfq2bldvqe3XrdYcirOFGiRuDkpQY56t/jV6cUkjajQhGOl2q6TaD/DUjPC6djupIommAxxn7YNFTiiys+mB49R2Sg9FMbSlNBoqv6eyHCk1CgKTGeE9UDNexPxP6+d6vDSz5hIUk0FmS0KU450jCbfox6TlGg+MgQTycytiAywxESbjGwTgjv/8iJpVCvuSaV6d1qqXeVxFOAQjuAYXLiAGtxAHTwgEMEzvMKbJa0X6936mLUuWfnMAfyB9fkDnuSO/A==</latexit>

ReLU
<latexit sha1_base64="oWFrsF3LmRJ4rDrXsSQp4zqyhr0=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04sFDFdMW2lA22027dHcTdjdCCf0LXjwo4tU/5M1/46bNQVsfDDzem2FmXphwpo3rfjsrq2vrG5ulrfL2zu7efuXgsKXjVBHqk5jHqhNiTTmT1DfMcNpJFMUi5LQdjm9yv/1ElWaxfDSThAYCDyWLGMEmlx7ond+vVN2aOwNaJl5BqlCg2a989QYxSQWVhnCsdddzExNkWBlGOJ2We6mmCSZjPKRdSyUWVAfZ7NYpOrXKAEWxsiUNmqm/JzIstJ6I0HYKbEZ60cvF/7xuaqKrIGMySQ2VZL4oSjkyMcofRwOmKDF8YgkmitlbERlhhYmx8ZRtCN7iy8ukVa9557X6/UW1cV3EUYJjOIEz8OASGnALTfCBwAie4RXeHOG8OO/Ox7x1xSlmjuAPnM8fq+ON/g==</latexit>

Rk⇥32+256
<latexit sha1_base64="W9Dm3WVp84AJShC0ACG8nkQmg5c=">AAACBXicdVDLSsNAFJ34rPUVdamLwSIIQknSpq27ohuXVewDmlom00k7dPJgZiKUkI0bf8WNC0Xc+g/u/BsnbQUVPXDhcM693HuPGzEqpGF8aAuLS8srq7m1/PrG5ta2vrPbEmHMMWnikIW84yJBGA1IU1LJSCfiBPkuI213fJ757VvCBQ2DazmJSM9Hw4B6FCOppL5+4PhIjlw3uUpvkjF0JPWJgCXrxLIraV8vGMVytWbbFlSkUjJtc0YM8xSaRWOKApij0dffnUGIY58EEjMkRNc0ItlLEJcUM5LmnViQCOExGpKuogFSy3rJ9IsUHillAL2QqwoknKrfJxLkCzHxXdWZ3Sx+e5n4l9eNpVfrJTSIYkkCPFvkxQzKEGaRwAHlBEs2UQRhTtWtEI8QR1iq4PIqhK9P4f+kZRXNUtG6LBfqZ/M4cmAfHIJjYIIqqIML0ABNgMEdeABP4Fm71x61F+111rqgzWf2wA9ob59VppfR</latexit> ↑ Rk

<latexit sha1_base64="+e2lTg3BTS6xDy2+y8EYuL2jNtM=">AAAB9XicdVDLSgMxFL1TX7W+qi7dBIvgapjpw9Zd0Y3LKvYB7bRk0rQNzTxIMkoZ5j/cuFDErf/izr8x01ZQ0QOBwzn3ck+OG3ImlWV9GJmV1bX1jexmbmt7Z3cvv3/QkkEkCG2SgAei42JJOfNpUzHFaScUFHsup213epn67TsqJAv8WzULqePhsc9GjGClpX7Pw2riuvFN0o+nySBfsMxytVapFJEmZyW7Yi+IZZ8j27TmKMASjUH+vTcMSORRXxGOpezaVqicGAvFCKdJrhdJGmIyxWPa1dTHHpVOPE+doBOtDNEoEPr5Cs3V7xsx9qScea6eTFPK314q/uV1IzWqOTHzw0hRnywOjSKOVIDSCtCQCUoUn2mCiWA6KyITLDBRuqicLuHrp+h/0iqadsksXpcL9YtlHVk4gmM4BRuqUIcraEATCAh4gCd4Nu6NR+PFeF2MZozlziH8gPH2CXmNkyk=</latexit>

st
<latexit sha1_base64="xKzS3FUg3v60AKlDLg3UkfVJlfc=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclaQKuiy6cVnBPqApZTKdtEMnkzBzI5TQ33DjQhG3/ow7/8ZJm4W2Hhg4nHMv98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE14P6IjJULBKFrJ9yOK4yDMzGyAg0rVrblzkFXiFaQKBZqDypc/jFkacYVMUmN6nptgP6MaBZN8VvZTwxPKJnTEe5YqGnHTz+aZZ+TcKkMSxto+hWSu/t7IaGTMNArsZJ7RLHu5+J/XSzG86WdCJSlyxRaHwlQSjEleABkKzRnKqSWUaWGzEjammjK0NZVtCd7yl1dJu17zLmv1h6tq47aoowSncAYX4ME1NOAemtACBgk8wyu8Oanz4rw7H4vRNafYOYE/cD5/AImXkgI=</latexit>

↑

h⇤
t<latexit sha1_base64="N+3Rz9g3a4v3WIdPWiPGJb5sXmk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSKIh5JUQY9FLx4r2A9oY9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UCIUjKKVWsPH816Gk16p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezcyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMv2d9IXmDOXYEsq0sLcSNqSaMrQJFW0I3uLLy6RZrXgXler9Zbl2k8dRgGM4gTPw4ApqcAd1aACDETzDK7w5ifPivDsf89YVJ585gj9wPn8AOkmPfw==</latexit>

R256
<latexit sha1_base64="WHL/1e/zuyLJ0mCErylZBoRNLr0=">AAAB+XicdVDLSsNAFJ34rPUVdelmsAiuQpK+d0U3LqvYB7SxTKaTdujkwcykUEL+xI0LRdz6J+78GydpBRU9MHA4517umeNGjAppmh/a2vrG5tZ2Yae4u7d/cKgfHXdFGHNMOjhkIe+7SBBGA9KRVDLSjzhBvstIz51dZX5vTrigYXAnFxFxfDQJqEcxkkoa6frQR3Lqusltep/Y1Vo60kumUbPL1WYZKmLWrUo9J7Vmw4KWYeYogRXaI/19OA5x7JNAYoaEGFhmJJ0EcUkxI2lxGAsSITxDEzJQNEA+EU6SJ0/huVLG0Au5eoGEufp9I0G+EAvfVZNZTvHby8S/vEEsvYaT0CCKJQnw8pAXMyhDmNUAx5QTLNlCEYQ5VVkhniKOsFRlFVUJXz+F/5OubVhlw76plFqXqzoK4BScgQtggTpogWvQBh2AwRw8gCfwrCXao/aivS5H17TVzgn4Ae3tE55tk6k=</latexit>

context encoding

commands encoding

value

↑

score & action

↑

↑

so
ft

m
ax

<latexit sha1_base64="UlsYCVrn5OkJHnGX0Bw6VXqMX4U=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBA8hd0o6DHoxWME84AkhtnJbDJkHstMryYs+Q8vHhTx6r9482+cJHvQxIKGoqqb7q4wFtyC7397K6tr6xubua389s7u3n7h4LBudWIoq1EttGmGxDLBFasBB8GasWFEhoI1wuHN1G88MmO5VvcwjllHkr7iEacEnPTQBjaC1OoIJBlNuoWiX/JnwMskyEgRZah2C1/tnqaJZAqoINa2Aj+GTkoMcCrYJN9OLIsJHZI+azmqiGS2k86unuBTp/RwpI0rBXim/p5IibR2LEPXKQkM7KI3Ff/zWglEV52UqzgBpuh8UZQIDBpPI8A9bhgFMXaEUMPdrZgOiCEUXFB5F0Kw+PIyqZdLwXmpfHdRrFxnceTQMTpBZyhAl6iCblEV1RBFBj2jV/TmPXkv3rv3MW9d8bKZI/QH3ucPeoWTJQ==</latexit>

pt
<latexit sha1_base64="tPAZUtKgUdKwnJDEs8XuU8FvPNQ=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclaQKuiy6cVnBPqApZTKdtEMnkzBzI5TQ33DjQhG3/ow7/8ZJm4W2Hhg4nHMv98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE14P6IjJULBKFrJ9yOK4yDMktkAB5WqW3PnIKvEK0gVCjQHlS9/GLM04gqZpMb0PDfBfkY1Cib5rOynhieUTeiI9yxVNOKmn80zz8i5VYYkjLV9Cslc/b2R0ciYaRTYyTyjWfZy8T+vl2J408+ESlLkii0OhakkGJO8ADIUmjOUU0so08JmJWxMNWVoayrbErzlL6+Sdr3mXdbqD1fVxm1RRwlO4QwuwINraMA9NKEFDBJ4hld4c1LnxXl3Phaja06xcwJ/4Hz+AIUCkf8=</latexit>

Rk
<latexit sha1_base64="+e2lTg3BTS6xDy2+y8EYuL2jNtM=">AAAB9XicdVDLSgMxFL1TX7W+qi7dBIvgapjpw9Zd0Y3LKvYB7bRk0rQNzTxIMkoZ5j/cuFDErf/izr8x01ZQ0QOBwzn3ck+OG3ImlWV9GJmV1bX1jexmbmt7Z3cvv3/QkkEkCG2SgAei42JJOfNpUzHFaScUFHsup213epn67TsqJAv8WzULqePhsc9GjGClpX7Pw2riuvFN0o+nySBfsMxytVapFJEmZyW7Yi+IZZ8j27TmKMASjUH+vTcMSORRXxGOpezaVqicGAvFCKdJrhdJGmIyxWPa1dTHHpVOPE+doBOtDNEoEPr5Cs3V7xsx9qScea6eTFPK314q/uV1IzWqOTHzw0hRnywOjSKOVIDSCtCQCUoUn2mCiWA6KyITLDBRuqicLuHrp+h/0iqadsksXpcL9YtlHVk4gmM4BRuqUIcraEATCAh4gCd4Nu6NR+PFeF2MZozlziH8gPH2CXmNkyk=</latexit>

Sample from the 
commands with pt

<latexit sha1_base64="tPAZUtKgUdKwnJDEs8XuU8FvPNQ=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclaQKuiy6cVnBPqApZTKdtEMnkzBzI5TQ33DjQhG3/ow7/8ZJm4W2Hhg4nHMv98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE14P6IjJULBKFrJ9yOK4yDMktkAB5WqW3PnIKvEK0gVCjQHlS9/GLM04gqZpMb0PDfBfkY1Cib5rOynhieUTeiI9yxVNOKmn80zz8i5VYYkjLV9Cslc/b2R0ciYaRTYyTyjWfZy8T+vl2J408+ESlLkii0OhakkGJO8ADIUmjOUU0so08JmJWxMNWVoayrbErzlL6+Sdr3mXdbqD1fVxm1RRwlO4QwuwINraMA9NKEFDBJ4hld4c1LnxXl3Phaja06xcwJ/4Hz+AIUCkf8=</latexit>

↑

at
<latexit sha1_base64="NEPo5GzEtMMd5WnjyyEdwkQ2q8k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilB9rHfrniVt05yCrxclKBHI1++as3iFkacYVMUmO6npugn1GNgkk+LfVSwxPKxnTIu5YqGnHjZ/NTp+TMKgMSxtqWQjJXf09kNDJmEgW2M6I4MsveTPzP66YYXvuZUEmKXLHFojCVBGMy+5sMhOYM5cQSyrSwtxI2opoytOmUbAje8surpFWrehfV2v1lpX6Tx1GEEziFc/DgCupwBw1oAoMhPMMrvDnSeXHenY9Fa8HJZ47hD5zPH0+AjdA=</latexit>

text sequence 

Figure 3.2: Illustration of the model. From a textual description of the context
together with k different possible commands, it computes a categorical
distribution over the commands as well as a scalar representing the value of
the current game state.

1. Observation: The response from the game engine at the current
time step. It can either be a description of what the agent sees
in this room or a direct response to its last command.

2. Missing items: The list of items that are in the recipe but not yet
in the inventory. This information is constructed using the neural
recipe model described in the Section "Command Generation".

3. Unnecessary items: The list of items that are in the inventory but
are not needed to execute the recipe. We extract this information
from the last response to the inventory command.

4. Description: The description of the current room. It is the output
of the last look command.

5. Previous commands: The list of the ten previously executed
commands.

6. Required utilities: The list of kitchen appliances needed for the
recipe, e.g., knife or stove. This list is a result of the predic-
tion by the recipe model described in the Section "Command
Generation".

7. Discovered locations: The list of previously visited locations.

8. Location: The name of the current location, extracted from the
last observation (if it included a location).
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The architecture of the model is shown in Figure 3.2. It consists of four
building blocks: context encoding, commands encoding, computation
of the value of the current state, and the command scoring.

context encoding The input to the context encoding are the
eight text-based features described above. Each of them is a sequence
of words that we embed using a trainable 100-dimensional word
embedding, initialized with pre-trained GloVe (PSM14a). This results
in eight matrices of shape (seqleni × 100 for i = 1, . . . , 8) that are fed
into eight separate bi-directional GRUs (GRU f i). Using the last hidden
vector of each GRU, we construct a fixed size encoding of size 32 for
every feature input sequence. By concatenating the individual vectors,
we obtain a representation for the full context with a fixed size of 256.
To obtain the final context encoding h∗, we pass this representation
into another GRU (GRUs) that has its recurrency over time, i.e., it
takes as hidden state the context encoding from the previous time-step
(Yua+18a).

commands encoding At every time step, the model has a set
with varying lengths kt of different possible commands to choose
from. Each command is embedded using the same embedding matrix
as the context, resulting in a set of k matrices of size (cmdleni × 100)2.
A single GRU (GRUc) is used to encode the k different commands
individually to fixed-size representations ci ∈ R32 for i = 1, . . . , k.

value computation As described in more detail in the upcom-
ing paragraph, we use an advantage-actor-critic approach to train the
agent. This approach requires a critic function that determines the
value of the current state. In our model, we compute this scalar value
by passing the encoded context h∗ through an MLP with a single
hidden layer of size 256 and ReLU activations.

scoring and command selection For each possible com-
mand, we compute a scalar score by feeding the concatenation of the
encoded context h∗ and the encoded command ci for i = 1, . . . , k into
an MLP with a single hidden layer of size 256 and ReLU activations.
We obtain a score vector st ∈ Rk that ranks the k possible commands.

2The sequence lengths of commands vary since the commands range from single
words, e.g., inventory, to short sentences, e.g., cook the red hot pepper with grill.
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On top of the score vector, we apply a softmax to turn it into a cate-
gorical distribution pt. Based on pt, we sample the final command
from the presented set of input commands.

actor-critic We use an online actor-critic algorithm with a
shared network design to optimize the agent. We compute the return
Rt of a single time-step t in the session of length T by using the n-step
temporal difference method (SB18, ch. 7)

R(st, at) = γT−tv(sT) +
T−t

∑
τ=0

γτr(st+τ , at+τ) (3.1)

where γ denotes the discount factor, and v(sT) denotes the value of
the state, determined by the critic network, that depends on the state
sT . The game-environment determines the score r, based on the state
s, and the chosen action a.

From Rt we compute the advantage At at time-step t by subtracting
the state value from the critic network, i.e.

A(st, at) = R(st, at)− vt(st). (3.2)

While the value function from the critic v captures how good a certain
state is, the advantage informs us how much extra reward we obtain
from action a compared to the expected reward in the current state s.
For the sake of brevity, we will drop the indication of dependence of
the state s and action a from now on.

objective The full objective L consists of three individual terms:
the policy loss, the value loss, and the entropy loss. The policy term
optimizes the parameters of the actor network while keeping the
critic’s weights fixed. It encourages (penalizes) the current policy if it
led to a positive (negative) advantage. The policy loss is given by the
following formula

Lp = − 1
T

T

∑
t=1
A∗t log pt[at] (3.3)

where A∗t is the advantage At removed from the computational graph,
and pt[at] is the probability of the chosen command at determined by
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the actor.
The value term uses a mean squared error between the return R and
the value of the critic vt to encourage them to be close, i.e.

Lv =
1

2T

T

∑
t=1

(Rt − vt)
2. (3.4)

Finally, the entropy loss penalizes the actor for putting a lot of proba-
bility mass on single commands and therefore encourages exploration:

Le = −
1
T

T

∑
t=1

pT
t log pt. (3.5)

The final training objective is chosen as a linear combination of the
three individual terms.

3.4 command generation

One of the primary challenges in TBGs is the construction of possible—
or rather reasonable—commands in any given situation. Due to the
combinatorial nature of the actions, the size of the search space is
vast. Thus, brute-force learning approaches are infeasible, and RL op-
timization is extremely difficult. We solve this problem by effectively
generating only a small number of the most promising commands, as
well as combining multiple actions to a single high-level command. We
find that this step of reducing the action space is the most important to
guarantee successful and stable learning of the agent. To this end, we
train a helper model—called Recipe Manager—that effectively extracts
from the game’s state which recipe actions still need to be performed.
By comparing the state of the ingredients in the inventory with the
given recipe and the description of the environment, it generates the
next commands in the cooking process.

recipe commands The task of this model is to determine, from
the raw description of the inventory and the recipe, the following
information for every listed ingredient:

• Does it still need to be collected?

• Which cooking actions still need to be performed with it?
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3.4 command generation

Figure 4(b) in the Appendix shows an example of how the model
extracts from the raw textual input the structured information needed.
To achieve this, we train a model in a supervised manner with a self-
constructed dataset. The dataset consists of recipes and inventories
similar to those of the training games but augmented with multiple
additional ingredients and adjectives to foster its generalization ca-
pabilities. Here, we query the freebase database to obtain a large
selection of popular food items to make our classifier more resilient
to ingredients not present in the training games.

model The input to the recipe model is the individual recipe di-
rections and the current inventory of the agent. We do a binary
classification of each direction about whether or not it needs to be per-
formed. The necessary information about the state of the ingredient
is present in the inventory. Hence, we need to map and compare each
direction to it. The names of the ingredients are of varying length
and can have multiple adjectives describing it, e.g., a sliced red hot
pepper or some water. Therefore, we treat each direction and the inven-
tory as a variable-length sequence that we encode using a GRU, after
embedding it with pre-trained GloVe (PSM14a). Using pre-trained
embeddings not just speeds up the convergence of the model but
also helps to make it generalize across unseen ingredients, because
all food-related items are close in the embedding space (PSM14a). As
can be seen in Figure 4(c) in the Appendix, each of the encoded recipe
directions is concatenated with the encoded inventory to serve as the
input to an MLP. The network outputs a single value for each of the
inputs that represent the probability of the given direction still being
necessary to perform.

adding recipe actions to the possible commands The
recipe manager adds two high-level commands to the action set. First,
the take all required ingredients from here command, grouping all the
necessary “take” commands, that can be performed in the current
room. We construct this list by the intersection of needed ingredi-
ents (determined by the recipe model) and ingredients present in
the current context description. Second, the drop unnecessary items
command that lists “drop” commands for all the ingredients labeled
as unnecessary from the learned recipe model. It is indeed crucial
to learn to drop unwanted items because the inventory has a fixed
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capacity. In addition to the abstract high-level commands, it adds
all action commands—specified by the recipe model—if the specific
ingredient is in the inventory and the corresponding utility in the
room. Figure 4(a) in the Appendix provides an example for how
the mapping from high-level to low-level commands is constructed
based on the room description, the inventory, and the output from
the neural recipe model.

navigation commands Another crucial challenge for an agent
in a TBG is to efficiently navigate through the game world; an espe-
cially hard task when presented with unseen room configurations
at test time. This process can be divided into two tasks, namely (i)
understanding from the context in which direction it is possible to
move, and (ii) the planning required to move through the rooms
efficiently. While the latter is learned by the model as part of its
policy, the challenge of extracting the movement directions from the
unstructured text remains. Moreover, in the TextWorld environment,
every connected room can be blocked by a closed door that the agent
has to explicitly open before going in this direction. Therefore, it is
necessary not only to understand in which cardinal direction to move
for the next room but also to identify all closed doors in the way. For
this task, we learned the Navigator model, which is supervised trained
on augmented walkthroughs to identify (i) cardinal directions that
lead to connected rooms, and (ii) find all closed doors in the current
room. The model takes any room description as input and encodes
the sequence with a GRU to obtain a fixed-size vector representation.
This is fed into four individual MLPs that make a binary prediction
on whether the corresponding cardinal direction leads to a connected
room. To obtain the closed doors in the room, the hidden represen-
tation from each word of the description is fed into a shared binary
MLP that predicts whether or not a particular word is part of the
name of a closed door. This approach is necessary because there can be
multiple different closed doors in a room, and the name of each door
can consist of multiple words, e.g., sliding patio door.
The navigator adds for every detected cardinal direction (east, south,
west, north) the respective go command to the list of possible com-
mands. Additionally, it adds open <doorname> for every closed door
in the room’s description.
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3.5 results

other commands Besides the commands that handle navigation
and cooking, a few additional actions are necessary to succeed in
the game. Since the number of these commands is minimal, they
are either added at every time step to the set of possible commands
or based on very simple rules. We provide the list of additional
commands and their rules in Table 3.1.

Command Rule

look,
inventory

Added at every step, except if they were just per-
formed in the previous command.

prepare meal Added once the recipe manager does not output any
recipe direction as missing anymore and the agent’s
location is the kitchen.

eat meal Added if meal is in agent’s inventory.

examine cook-
book

Added if the cookbook is in the room’s description.

Table 3.1: Rules for additional commands to be added to the list of possible
commands.

3.5 results

First and foremost, the model was evaluated quantitatively against
more than 20 competitors in Microsoft’s TextWorld challenge, where
it scored 1st on the (hidden) validation set and 2nd on the final test
set of games. To show that our agent improves upon existing models
for TBGs on never-before-seen games of the same family, we compare
it against several baselines on the competition’s training, validation,
and test set.

As a metric, we always report the points per game relative to the
total achievable points. A single game terminates upon successful
completion of the task or when the agent fails by either damaging an
item or reaching the maximum number of a hundred steps.

3Result on their own validation set, which is hold-out data from the official
training set of games. However, the dynamics and difficulty of both sets of games
are comparable.
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(a) Training games scoring percentage
of DRRN and LSTM-DQN over three
epochs. The two baselines Random AC
and Random WL show the performance
of a random agent on the admissible
commands (like for DRRN) and the
word-level (like LSTM-DQN), respec-
tively.
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(b) Training games scoring percentage
of LeDeepChef compared to a DRRN
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same pruned commands generated by
the recipe module.

Figure 3.3: Comparison of our model to several baseline models on the
TextWorld challenge games, as points per game relative to total achievable
points throughout the training of 3 epochs with 10 different random seeds.
Each shown point is an average over the past 80 games. The model details
of the baselines can be found in Table 3 in the Appendix.

baseline Figure 3.3 (a) demonstrates that standard baselines for
TBGs are not able to learn generalization capabilities to sufficiently
solve a whole family of games. Both, LSTM-DQN (NKB15) and DRRN
(He+15), do not exceed the 20% mark of points per game relative to
total achievable points4 during 3 epochs of training. The input to
both of these models is the concatenated game’s state, consisting of
the room’s description, the agent’s inventory, the recipe, the feedback
from the last command, and the set of previously issued commands.
The main difference between DRRN and LSTM-DQN is that the
former ranks the provided admissible commands, while the latter
ranks (pre-selected) verbs and objects, from which a command is
formed then. Due to the combinatorial nature of possible commands
from the LSTM-DQN, the effective action space is significantly larger

4
20% would be equivalent to 12th place in the competition if the admissible

commands are known at every step, as for DRRN (= handicap 5), or 9th place if not
(= LSTM-DQN).
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Method
valid test

% steps % steps

Random WL 0.1 ±.04 97.5 ±.27 0.0 ±.03 98.9 ±.02

LSTM-DQN 2.2 ±.00 97.0±.00 1.0±.00 99.3±.00

Random AC 11.7±.59 43.7±1.67 12.8±.64 50.1±.31

DRRN 14.0±.12 39.3±1.65 13.2±.25 50.2±.05

Random Pruned 33.5±.66 90.6±.81 39.6±.14 95.8±.36

DRRN Pruned 34.3±.31 89.8±.41 44.1±2.01 92.2±1.80

[YM19b] 583 30 - -

- - - -

LeDeepChef 74.4±.18 24.1±.23 69.3±.20 43.9±.19

Table 3.2: Results on the unseen set of validation and test games from the
TextWorld Challenge. We report the mean and standard deviation over ten
runs with different random seeds of each best performing model on the
training set.

than for DRRN. Thus, a random agent on this word-level task—Random
WL—performs much worse than an agent that selects randomly from
the admissible commands, Random AC. Both DRRN and LSTM-DQN
significantly outperform their random counterpart over the course of
the training but are not able to learn to solve the games to a sufficient
degree. The big scoring difference between the two random agents
underlines the importance of effective action space reduction.

comparison on pruned commands In a second experiment,
we use the same DRRN architecture as before, but with a pruned
version of the admissible commands to exactly match the commands
presented to our model; though, without the grouping to high-level
actions. As we see in Figure 3.3 (b), the reduced set of possible
commands massively improves both the random and the DRRN
model to up to 50%5. However, the DRRN model is still not capable
of improving a lot upon the random model and—as before—does not
show a steady upward trend throughout the training procedure. Our

5
50% is equivalent to the 5th place in the competition.
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model, on the other hand, improves its percentage significantly over
the training iterations to its final score of around 87%. We believe
that the advantage of our model over this specific baseline is mainly
due to (i) the grouped high-level commands that let the agent learn a
strategy more efficiently in an abstract space, (ii) the improvements in
the neural architecture that acts on a more sophisticated version of
the input features, and (iii) the superiority of the actor-critic over the
DQN approach.

comparison on test set Table 3.2 shows the quantitative results
of different models on the (unseen) validation set, as well as the final
test set of Microsoft’s TextWorld challenge. As expected, our model
generalizes best to the unseen games with a mean percentage of 74.4
and 69.3 for the respective sets of games. The standard baselines
are not able to exceed the 15% mark, indicating that they are not
suitable to be applied "out-of-the-box" on the specific task of solving
families of TBGs. A recent model by Yin and May [YM19b], designed
explicitly for the TextWorld environment, uses a curriculum learning
approach to train a DQN model and achieves 58% on their validation
set (hold-out data from the challenge’s training set).

3.6 limitations

Our approach of explicitly modeling the intermediate representation
trades the ability to easily transfer to another domain (i.e., a different
family of games) for gains in performance and interoperability. It
allows us to massively reduce the action space which makes the RL
training feasible. In contrast, models like DRRN and LSTM-DQN,
which only implicitly learn the intermediate representations, struggle
to succeed in the given task. To transfer the agent to another family
of games, we need to replace our recipe manager model as it provides
the agent with explicit intermediate information about the cooking
process. For any given family of games, a similar manager model can
be trained with little changes and used to guide the agent.
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3.7 conclusion

In this chapter, we presented how to build a deep RL agent that not
only performs well on a single TBG but generalizes to never-before-
seen games of the same family. To achieve this result, we designed a
model that effectively ranks a set of commands based on the context
and context-derived features. By incorporating ideas from hierarchical
RL, we significantly reduced the size of the action space and were
able to train the agent through an actor-critic approach. Additionally,
we showed how to make the agent more resilient against never-before-
seen recipes and ingredients by training with data augmented by a
food-item database. The performance of our final agent on the unseen
games of the FirstTextWorld challenge is substantially higher than
any standard baseline. Moreover, it achieved the highest score, among
more than 20 competitors, on the (unseen) validation set and beat all
but one agent on the final test set.
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Q U E RY R E F O R M U L AT I O N A G E N T S





4B O O S T I N G S E A R C H E N G I N E S W I T H I N T E R A C T I V E
A G E N T S

4.1 introduction & background

In this chapter, we focus on training agents that can use search engines
as an interactive tool for finding information. We pursue a design phi-
losophy in which search agents operate in structured action spaces de-
fined as generative grammars, resulting in compositional, productive,
and semantically transparent policies. Further domain knowledge
is included through the use of well-known models and algorithms
from NLU and information retrieval (IR). Most notably, we develop
a self-supervised learning scheme for generating high-quality search
session data, by exploiting insights from relevance feedback (Roc71),
used to train a supervised LM search agent based on T5 (Raf+20a).
We also build an RL search agent based on MuZero (Sch+20) and
BERT (Dev+19), which performs planning via rule-constrained Monte
Carlo tree search and a learned dynamics model.
We run experiments on an open-domain question-answering task,
OpenQA (LCT19b). Search agents learn diverse policies leading to
deep, effective explorations of the search results. The MuZero agent
outperforms a BM25 (RZ09) search function running over a Wikipedia
index, on both retrieval and answer quality metrics. This result pro-
vides novel evidence for the potential of knowledge-infused RL in
hard NLU tasks. The T5 agent can more easily leverage large pre-
trained encoder-decoders and proves superior to MuZero. Further-
more, a straightforward ensemble of agents is comparable in perfor-
mance to the current reference neural retrieval system, DPR (Kar+20),

This Chapter is based on our TMLR June 2022 paper “Boosting Search Engines
with Interactive Agents” (Ado+22c).
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while relying solely on interpretable, symbolic retrieval operations.
This suggests new challenges for future work; e.g., involving hybrid
architectures and policy synthesis. We open-source the code and
trained checkpoints for both agents.1,2

query optimization Query optimization is an established topic
in IR. Methods range from hand-crafted rules (LG98) to data-driven
transformation patterns (ALG01). Narasimhan et al. [NYB16] use
RL to query the web for information extraction. Nogueira and Cho
[NC17] and Buck et al. [Buc+18] use RL-trained agents to seek good
answers by reformulating questions with seq2seq models. These
methods are limited to one-step episodes and queries to plain nat-
ural language. This type of modeling is closely related to the use
of RL for neural machine translation, whose robustness is currently
debated (Cho+20; KK21). Web-GPT (Nak+21a) presents an end-to-end
search modeling approach based on human demonstrations. Mon-
tazeralghaem et al. [MZA20] propose a feature-based network to
score potential relevance feedback terms to expand a query. Das et al.
[Das+19] propose to perform query reformulation in embedding (con-
tinuous) space and find that it can outperform the sequence-based
approach. Xiong et al. [Xio+21b] successfully use relevance feedback
by jointly encoding the question and the text of its retrieved results for
multi-hop QA. Other work at the intersection of IR and RL concerns
bandit methods for news recommendation (Li+10) and learning to
rank (YJ09). Recently, interest in Deep RL for IR has grown (Zha+21).
There, the search engine is the agent, and the user the environment.
In contrast, we view the search problem from the user’s perspective
and thus consider the search engine as the environment.

search engine and query operations We make the assump-
tion that agents interact with a search engine operating on an inverted
index architecture (CMS09), which is popular in commercial engines
and IR research. Specifically, we use Lucene’s implementation3 as the
search engine, in combination with the BM25 ranking function (RZ09).
We frame search as the process of generating a sequence of queries

1https://github.com/google-research/google-research/tree/master/muzero
2https://github.com/google-research/language/tree/master/language/search_agents
3https://lucene.apache.org/.
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4.1 introduction & background

q0, q1, . . . , qT ,4 where q0 is the initial query, and qT is the final query
– where the process stops. Each query qt is submitted to the search
engine to retrieve a list of ranked documents Dt.
We focus on the case where qt+1 is obtained from qt through augmen-
tation. A query may be refined by adding a keyword w ∈ Σidx, such
that qt+1 = qtw, where Σidx is the vocabulary of terms in the search
index. The new term will be interpreted with the usual disjunctive
search engine semantics. Furthermore, a query can be augmented by
means of search operators. We concentrate on three unary operators:
“+”, which limits results to documents that contain a specific term, “-”
which excludes results that contain the term, and “∧i” which boosts a
term weight in the BM25 score computation by a factor i ∈ R. In ad-
dition, the operator effect is limited to a specific document field, either
the content or the title. As an example, the query “who is the green
guy from sesame street” could be augmented with the term “+con-
tents:muppet”, which would limit the results returned to documents
containing the term “muppet” in the body of the document.
Only a small fraction of users’ queries include search operators, and
this behavior is not well studied. Croft et al. [CMS09, Ch. 6.2] estimate
that less than 0.5% use ‘+’. However, it is noteworthy how power users
can leverage dedicated search operators, in combination with sophis-
ticated investigative strategies, to solve deep search puzzles (Rus19).
Additionally, unary operators are associated with explicit, transparent
semantics and their effect can be analyzed and interpreted. Crucially,
however, as we show in this chapter, these operators are also pivotal
in designing effective search agents because they allow us to generate
self-supervised search session training data in a principled fashion.

results aggregation and observations structure Web
searchers expect the best answer to be among the top few hits on the
first results page (Hea09, Ch. 5) and pay marginal attention to the
bottom half of the 10 blue links (GJG04; Joa+05; NP09; Str20). Likewise,
a search agent considers only the top k documents returned by the
search engine at every step; we set k = 5 in all our experiments.
During a search session, the agent maintains a list of the top-k doc-
uments overall, which is returned at the end as the output. To
aggregate the results from different steps during the search ses-
sion we use a Passage Scorer (PS) which builds upon a pre-trained

4We also refer to the query sequence as a session, or search episode.
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BERT model. For each result document d ∈ Dt, the PS component
estimates the probability of d containing the (unspecified) answer
P(d ∋ answer | q) ∈ [0; 1]. This probability can be viewed as a score
that induces a calibrated ranking across all result documents within a
session. Notice that the score is always computed conditioning on the
original query q = q0 and not qt.
At each session step, a search agent computes a structured observation
representing the state of the session up to that point. The observation
includes the query tokens and refinements describing qt. The top-k
documents in the session are represented by their title and a text
snippet. The snippet is a fixed-length token sequence centered around
the text span that contains the most likely answer for q, as predicted by
a Machine Reader (MR) (Raj+16b). For ranking (PS) and answer span
prediction (MR) tasks, we use the same BERT system as in (Kar+20).
Query and aggregated results yield a segmented observation token
sequence ot which is truncated to length ≤ 512, a common input
length for pre-trained transformer-based LMs (cf. Appendix 4.6 for
more details and examples).
The next step involves a language model which produces an embed-
ding st from which the search agent will generate the next query. We
can represent diagrammatically the operations that lead to a query
refinement as

q0, . . . , qt

search ↓ engine

D0, . . . ,Dt

 MR/PS7−→ ot︸ ︷︷ ︸
observation

LM7−→ st︸ ︷︷ ︸
encoding

agent7−→ qt+1︸ ︷︷ ︸
generation

(4.1)

At each step t the top-k documents in the session are identified by
means of their PS score. An observation ot is computed for the top
documents by means of a machine reader (MR). Then the search
agent’s LM encodes the observation ot and decodes the next query
qt+1. Figure 4.1 illustrates the search agent and its components at
work with an example.

rocchio query expansions and rocchio sessions The
query operations introduced above allow us to generate synthetic

5The answer is “Oscar the Grouch” who is a green muppet that lives in a trash
can on Sesame street.
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Query and Search Results Score

q0 who won season 2 great british baking show

Top-2 documents retrieved with q0: 0.040

d1 Title The Great American Baking Show
Content . . . The first two seasons were hosted by Nia Vardalos and Ian

Gomez, with Mary Berry from the original “GBBO” series and
. . .

d2 Title The Great American Baking Show (season 3)
Content . . . , ABC announced that Vallery Lomas won the competition,

beating out runners-up Cindy Maliniak and Molly Brodak in the
final week . . .

q1 who won season 2 great british baking show (contents:“final”∧8)

Top-2 documents retrieved with q1: 0.142

d1 Title The Great British Bake Off
Content . . . The finalists were Brendan Lynch, James Morton and John

Whaite, the last of whom won the final in a surprise result. . . .

d2 Title The Great American Baking Show (season 2)
Content . . . In the final technical, Mary Berry set the challenge on the

bakers to create a British Battenberg cake with a checkerboard
. . .

q2 who won season 2 great british baking show (contents:“final”∧8) +(title:“bake”)

Top-2 documents retrieved with q2: 0.186

d1 Title The Great British Bake Off
Content . . . The finalists were Brendan Lynch, James Morton and John

Whaite, the last of whom won the final in a surprise result. . . .

d2 Title The Great British Bake Off
Content . . . The final of the series where John Whaite was crowned the

winner saw its highest . . .

q3 who won season 2 great british baking show (contents:“final”∧8) +(title:“bake”) +(title:“2”)

Top-2 documents retrieved with q3: 0.552

d1 Title The Great British Bake Off (series 2)
Content . . . The competition was won by Joanne Wheatley. There was no

Star Baker this week, as Paul and Mary felt . . .

d2 Title The Great British Bake Off (series 2)
Content . . . contestants went on to a career in baking or have a change of

career as a result of appearing on the show. Joanne Wheatley has
written two best selling books on baking . . .

Table 4.1: An observed example Rocchio session. The initially retrieved
documents are wrong documents that refer to the “The Great American
Baking Show”. The first Rocchio expansion boosts the term “final”. In the
two subsequent steps, the procedure requires the terms “bake” and “2” to be
contained in the title of the retrieved documents. In this way, the results first
continue to shift from the American Baking Show to the British Bake Off and
eventually settle on the desired British Bake Off (series 2). The composite IR
and QA score (defined in Eq.4.15) increases from 0.040 for the original query
to 0.552 for the final query.
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Figure 4.1: Schematic agent interaction with the search engine (BM25) for the
query “who is the green guy from sesame street”.5This is a real example from
the query expansion procedure described in Chapter 4.1. After receiving
an initial set of documents (D0) for the original question, the corresponding
observation (o0) is compiled by ranking the documents according to their
Passage Score (PS) and creating snippets for the top-k documents around
the answers extracted by the Machine Reader (MR). Note that PS/MR
always conditions on q0. The first action of the agent is to enforce the term
“muppet” to be in the content of the search results. The new document
set D1 is returned by the search engine and aggregated with the previous
documents. Again, the set of documents is ranked by the Passage Scorer, and
the subsequent observation for the agent is compiled. The agent then chooses
to enforce the presence of the topical term “trash” and obtains another set
of documents that are, again, aggregated and scored. The final result D
contains the top-k documents observed during the episode, according to the
Passage Score.

search sessions in a self-supervised manner, making use of question-
answer pairs (q, a). We initialize q0=q and aim to find a sequence
of refinements that make progress towards identifying high-quality
documents, based on a designed scoring function which combines
retrieval and question answering performance (cf. Eq. 4.15, introduced
in Chapter 4.3). A query is not further refined if no score-increasing
refinement can be found or a maximal length is reached.

To create candidate refinements, we put to use the insights behind
relevance feedback as suggested in Rocchio [Roc71]. Formalizing the
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query operations introduced in Chapter 4.1, an elementary refinement
– called a Rocchio expansion – takes the form

qt+1 := qt ∆qt (4.2)

∆qt := [+| − | ∧i Title |Content ] wt (4.3)

wt ∈ Σt := Σq
t ∪ Στ

t ∪ Σα
t ∪ Σβ

t (4.4)

where i is the boosting coefficient and Σt refers to a set of terms
accessible to the agent. By that, we mean terms that occur in the
observation ot – the search state at time t. We use superscripts to refer
to the vocabularies induced from the observation which identify the
terms occurring in the question (q), titles (τ), predicted answer spans
(α) or bodies (β) of documents in ot. Note that adding terms ̸∈ Σt
would make refinements more difficult to reproduce for an agent and
thus would provide supervision of low utility.
A crucial aspect of creating search sessions training data based on
Rocchio expansions has to do with the search complexity of finding
optimal sequences of such expansions. The success of this search
relies on the notion of relevance feedback. We introduce q∗ = q + a
as the “ideal” query: query q executed on the subset of documents
that contain answer a. The results of q∗ define the vocabulary Σ∗. We
can now define two special dictionaries that will allow us to narrow
down the candidate terms to appear in the next refinement

Σ↑t = Σt ∩ Σ∗, Σ↓t = Σt − Σ∗ . (4.5)

During the search for an optimal session, it is possible to use accessible
terms wt as additional keywords, or in combination with an exact
match (“+”) or weight boosting (“∧”) if they also occur in the ideal
result set (wt ∈ Σ↑t ); and to exclude wt (“-”) if they are not present in
the ideal results (wt ∈ Σ↓t ). As in the Rocchio algorithm, this is meant
to bring the query closer to the relevant documents and farther away
from the irrelevant ones. We have found experimentally that this
leads to a good trade-off between the quality of Rocchio expansions
and the search effort to find them. We call a sequence of Rocchio
expansions a Rocchio session. Table 4.1 illustrates a Rocchio session for
the query ’who won season 2 great british baking show’, based on the
experimental setup described in Chapter 4.4.
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4.2 search agents

4.2.1 Self-Supervised T5 Agent

It is straightforward to train a generative search agent in a supervised
manner on the Rocchio sessions. We use T5, a popular pretrained
transformer encoder-decoder model. As a search agent, T5 learns to
predict a new search expansion from each observed state. In the spirit
of everything-is-string-prediction, state and expansions are represented
as plain strings. See Appendix 4.6 for a full example.
Our T5 agent is trained via Behavioral Cloning (BC) (MBHM90). We
treat each step in a Rocchio session as a single training example. As
is common in sequence prediction tasks, we use the cross-entropy
loss for optimization. BC is perhaps the simplest form of Imitation
Learning (IL) and has been proven effective in a variety of application
domains (STK18; RHVGHL19). In our query refinement task, it allows
us to inherit the expressive power of the Rocchio query expansions
and, differently from other IL approaches (RGB11; HE16; DDZ20),
requires only offline interactions with the search engine. Crucially,
this enables scaling to the large action spaces and model sizes typical
of recent LMs. Our T5 agent can also be described as a Decision
Transformer with fixed max return (Che+21a).

4.2.2 Reinforcement Learning: MuZero Agent

Learning to search lends itself naturally to be modeled as a reinforce-
ment learning problem. To explore also the feasibility of learning
search policies from scratch, we implement an RL search agent based
on MuZero (Sch+20). MuZero is a state-of-the-art agent characterized
by a learnable model of the environment dynamics. This allows the
use of Monte Carlo tree search (MCTS) to predict the next action, in
the absence of an explicit simulator. In our use case, MuZero aims to
anticipate the latent state implied by each action with regard to the
results obtained by the search engine. For instance, in the example
of Figure 4.1, it may learn to predict the effect of using the term
“muppet” in combination with a unary operator. This approach to
planning is intuitive for search, as searchers learn to anticipate the
effect of query refinements while not being able to predict specific
results. Furthermore, this offers a performance advantage of many
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orders of magnitude against executing queries with the real search
engine.

4.2.3 Grammar-Guided Search

To map observations to states, the MuZero agent employs a custom
BERT with dedicated embedding layers to represent the different
parts (cf. Appendix 4.6 for details). Compared to T5, MuZero has
a more challenging starting point: its BERT-based representation
function is pre-trained on less data, it has fewer parameters (110M
vs. 11B), and no cross-attention: predictions are conditioned on a
single vector, [CLS]. Moreover, it cannot as easily exploit supervised
signals. However, it can more openly explore the space of policies,
e.g. independent of the Rocchio expansions. Through many design
iterations, we have identified it to be crucial to structure the action
space of the MuZero agent and constrain admissible actions and
refinement terms dynamically based on context. This provides a
domain-informed inductive bias that increases the statistical efficiency
of learning a policy via RL.
We take inspiration from generative, specifically context-free, gram-
mars (CFGs) (Cho56) and encode the structured action space as a
set of production rules, which will be selected in (fixed) top-down,
left-to-right order. A query refinement is generated, in a way that
mimics Rocchio expansions, as follows

Q⇒ U Q |W Q (4.6)

U ⇒ Op Field W (4.7)

Op⇒ + | − |∧i (4.8)

Field⇒ TITLE |CONTENT (4.9)

which allows for adding plain or structured keywords using unary
operators. The selection of each refinement term W proceeds in three
steps, the first two can be described by the rules

W ⇒Wq
t |W

τ
t |W

β
t |W

α
t |W idx (4.10)

Wx
t ⇒ w ∈ Σx

τ , x ∈ {q, τ, β, α} (4.11)

W idx ⇒ w ∈ Σidx (4.12)

which means that the agent first decides on the origin of the refine-
ment term, i.e., the query or the different parts of the top-scored result
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documents, and afterward selects the term from the corresponding
vocabulary. As the term origin correlates strongly with its usefulness
as a refinement term, this allows us to narrow down the action space
effectively. The agent is forced to pick a term from the larger vocabu-
lary (approximately 1M terms) of the search index Σidx during MCTS,
as there is no observable context to constrain the vocabulary.
The third level in the action hierarchy concerns the selection of the
terms. We have found it advantageous to make use of subword
units; specifically, BERT’s 30k lexical rules involving word pieces, to
generate terms sequentially, starting from a term prefix and adding
one or more suffixes. Note that this part of the generation is context-
sensitive, as we restrict node expansions to words present in the
vocabulary. We make use of tries to efficiently represent each Σx

τ and
amortize computation.

4.3 the openqa environment

We evaluate search agents in the context of open-domain question
answering (Open-QA) (Voo00; Che+17a). Given a question q, we
seek documents D that contain the answer a using a search engine,
the environment. Following common practice, we use Lucene-BM25

with default settings on English Wikipedia. BM25 has provided the
reference probabilistic IR benchmark for decades (RZ09), only re-
cently outperformed by neural models (LCT19b). The Lucene system
provides search operators comparable to commercial search engines.
Exploration-based learning is vulnerable to discovering adversarial
behaviors. As a safeguard, we design a composite reward. The score
of a results set D, given q, interpolates three components. The first
is the Normalized Discounted Cumulative Gain (NDCG) at k. See
Eq. 4.13, where wi = log2(i + 1)−1/ ∑k

j=1 log2(j + 1)−1 are normaliz-
ing weights, and rel(d|q) = 1, if a ∈ d, 0 otherwise:

NDCGk(D|q) =
k

∑
i=1

wi rel(di|q) (4.13)

NDCEMk(D|q) =
k

∑
i=1

wi em(di|q). (4.14)

NDCG is a popular metric in IR as it accounts for the rank position,
it is comparable across queries, and it is effective at discriminating
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ranking functions (Wan+13). NDCG alone can have drawbacks: on
easy questions a score of 1 can be achieved in short meritless episodes,
while on hard ones it may be impossible to find a first valid step since
Eq. 4.13 takes discrete values. Hence, we introduce a second compo-
nent, NDCEMk (Eq. 4.14) where em(d|q) = 1 if the answer extracted
from d by the reader exactly matches a, 0 otherwise. NDCEMk helps
validate results by promoting high-ranking passages yielding correct
answer spans. Finally, to favor high-confidence result sets we add the
normalized Passage Score of the top k results, leading to the following
scoring function

Sk(D|q) := (1− λ1 − λ2) ·NDCGk(D|q) (4.15)

+λ2 ·NDCEMk(D|q) (4.16)

+λ1 ·
1
k

k

∑
i=1

PS(di|q) ∈ [0, 1] (4.17)

Based on (4.15), we define the search step reward

rt = S5(Dt|q0)− S5(Dt−1|q0). (4.18)

We train the MuZero agent directly on the reward. The reward is
sparse, as none is issued in between search steps. The T5 agent is
trained indirectly on the reward via the induction of Rocchio sessions
(cf. Chapter 4.1).

4.4 experiments

For our experiments, we use the OpenQA-NQ dataset (LCT19b). This
data is derived from Natural Questions (Kwi+19) and consists of
Google queries paired with answers extracted from Wikipedia by
human annotators. The data includes 79,168 train questions, 8,757

dev questions, and 3,610 for test. We use the provided partitions
and Wikipedia dump. Following Lee et al. [LCT19b] we pre-process
Wikipedia into blocks of 288 tokens, for a total of 13M passages.
We evaluate each system on the top-5 288-token passages returned.
Model selection and data analysis are performed on NQ Dev, using
the reward (Eq. 4.18) as the objective.

rocchio sessions data We generate synthetic search sessions
using Rocchio expansions for 5 different combinations of types of
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(a) Rocchio sessions’ length (b) Score gain at each search step

Figure 4.2: The histogram on the left shows the length of the Rocchio sessions,
using different grammars on NQ Dev. The plot on the right shows the
average score gain (score is computed according to Eq. 4.15) for each Rocchio
expansion step with grammar G4 on NQ Dev. The shaded area is between
5− 95th percentiles.

refinements. We refer to these as grammars: G0 (allows only simple
terms), G1 (only term boosting, with weight i ∈ {0.1, 2, 4, 6, 8}), G2
(“+” and “-”), G3 (G0+G2) and G4 (G0+G1+G2). Given the original
query, a Rocchio session is generated as follows: We attempt at most
M = 100 possible refinements for each grammar operator using
terms from the constructed dictionaries Σ↑t and Σ↓t (see Eq. 4.5). For
instance, for the “+” operator we attempt refinements of the form
‘+(field: “term”)’, where term is taken from the top-M terms in the
intersection dictionary Σ↑t and field represents the field (content or title)
where the term was found. Dictionaries Σ↑t and Σ↓t are constructed
(cf. Chapter 4.1) based on the set Σt of top N = 100 terms present in
the documents retrieved so far, sorted according to Lucene’s IDF score.
For each of such possible refinements, we issue the corresponding
query to Lucene and, based on the returned documents, we evaluate
the resulting score. We use the scoring function of Eq. 4.15 with
coefficients λ1=0.2, λ2=0.6, after a search against the final quality
metrics. Then, we select the refinement leading to the highest score
and neglect the other ones. This process continues until no score-
improving refinement can be found, for a maximum of 20 refinement
steps.

In Figure 4.2a, we plot the histogram of the length of Rocchio sessions
on NQ Dev, using the different grammars. We observe that most
sessions terminate after a number of steps significantly smaller than
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20, either because the maximum score is reached or because no score
improvements can be found. For instance, using the G4 grammar,
Rocchio sessions have an average length of 5.06 steps with a stan-
dard deviation of 3.28. Results are similar on NQ Train, where with
grammar G4 we obtain 298,654 single Rocchio expansion steps from
77,492 questions (in Table 4.5 we report the numbers for different
grammars). Moreover, we have observed the first query expansion
steps produce higher score gains with respect to later ones. This can
be observed in Figure 4.2b where we plot the average per-step score’s
gain. This indicates that performing longer Rocchio expansions yields
diminishing marginal gains.

agents training and inference The machine reader and
passage scorer, as well as MuZero’s hθ function, use 12-layer BERT
systems.6 To train the former, we generate for each query in NQ
Train 200 candidate passages from our BM25 system, picking one
positive and 23 negative passages for each query at random whenever
the query is encountered during training. The reader/scorer is not
trained further. MuZero’s representation function is trained jointly
with the rest of the MuZero system.
For the T5 agent, we start from the pretrained T5-11B (11 billion pa-
rameters) public checkpoint and continue training on the NQ Train
Rocchio expansions. Training took about 5 days using 16 Cloud TPU
v3. At inference time, we found that fixing the sessions to 20 steps
worked best for both T5 and MuZero. Indeed, we observed perfor-
mance increase monotonically with the search steps, with decreasing
marginal gains (see Figure 4.4 where we plot the NQ Dev performance
of one of our T5 agents as well as the supervised Rocchio sessions, as
a function of the number of refinement steps).
The MuZero implementation is scaled and distributed via an agent-
learner setup (Esp+18) in the SEED RL (Esp+20) framework allowing
for centralized batching of inference for effective use of accelerators.
MuZero is trained on NQ Train for a total of 1.6 million steps (≈10

days) using 500 CPU-based actors and 4 Cloud TPU v2 for inference
and training on the learner.7 For each step, 100 simulations are
performed. During training, we limit sessions to a maximum of 20

6BERT-base, initialized from
https://tfhub.dev/google/bert_uncased_L-12_H-768_A-12/1.

7For details, see https://cloud.google.com/tpu.
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steps. The agent also can decide to stop early by selecting a dedicated
stop action. Training of MuZero can be improved by providing advice
to the actors. An actor may receive information about which terms wt
should be promoted, wt ∈ Σ↑t , or demoted, wt ∈ Σ↓t . The probability
of an episode receiving advice starts at 0.5 and decays linearly to 0 in
one million steps.

Metric BM25 +PS +RM3 MuZero T5-G1 MuZero+T5s DPR Rocchio-G4

NDCG@5 21.51 24.82 26.99 32.23 44.27 46.22 - 65.24

Top-1 28.67 44.93 46.13 47.97 52.60 54.29 52.47 73.74

Top-5 53.76 53.76 56.33 59.97 66.59 71.05 72.24 88.17

EM 28.53 41.14 40.14 32.60 44.04 44.35 41.50 62.35

Table 4.2: Results on the test partition of OpenQA-NQ. The BM25 column
reports the performance of the Lucene-BM25 search engine. BM25+PS
refers to reranking the top-5 BM25 results with the BERT passage scorer
(PS). BM25+PS+RM3 is a pseudo-relevance feedback baseline that iteratively
adds terms to the query and uses the passage scorer (PS) to aggregate the
retrieved results. MuZero is the performance of the RL search agent using
the full set of query expansion types (G4). T5-G1 is the best T5 search agent,
trained on the G1 grammar Rocchio sessions (using only term boosting).
MuZero+T5s is an ensemble of the documents returned by the MuZero
agent and all T5 agents, ranked based on each document’s PS score. For
DPR’s performance (DPR) we report the most recent Top-1 and Top-5 results
from https://github.com/facebookresearch/DPR. Finally, Rocchio-G4 is
an estimate of the headroom based on the Rocchio sessions using the full
grammar (G4). NDCG@5, Top-1 and Top-5 are retrieval quality metrics,
while EM (Exact Match) is the answer quality metric used in machine
reading.

results Table 4.2 summarizes the results on OpenQA-NQ Test.
We evaluate passage retrieval quality by means of ranking (NDCG@5)
and precision (Top-1, Top-5) metrics. We also report Exact Match
(EM) to evaluate answer quality. The baseline is Lucene’s BM25

one-shot search. Reranking the same BM25 documents by the PS
score (BM25+PS) is easy and improves performance on all metrics,
particularly noticeable on Top-1 and EM.8 We also evaluate a pseudo-
relevance feedback variant of the BM25+PS baseline (+RM3). Follow-
ing (Jal+04; PMD13), at each iteration we pick the highest scoring term

8Top-5 is identical to BM25 since the documents are the same.
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in the search results based on the RM3 score and add that term to the
previous query with the “+” operator applied to the document content.
In Appendix 4.6 we provide a detailed study of the retrieval perfor-
mance of this method, using all available operators, and comparing it
with an alternative IDF-based term selection mechanism. Surprisingly,
and somewhat against the general intuition behind pseudo-relevance
feedback, we find that negating terms is more effective than pro-
moting them. This seems to suggest that negative pseudo relevance
feedback, in combination with reranking (e.g., by the PS score), can
provide a simple and useful exploration device.
The last column (Rocchio-G4) reports the quality metrics for the best
Rocchio sessions data, using the grammar with all operators (G4).
Rocchio expansions make use of the gold answer and thus can be
seen as a, possibly conservative, estimate of the performance upper
bound. As the external benchmark, we use DPR (Kar+20), a popular
neural retriever based on dual encoders, the dominant architecture
for deep learning-based ad hoc retrieval (Cra+20). We note that our
approach and DPR are not directly comparable in terms of engineering
performance: while DPR requires a maximum inner-product search
among dense vectors, our retrieval method is based on an inverted
index.

t5 We evaluate T5 models trained on all 5 grammar variants. The
best one, “T5-G1” in Table 4.2, is limited to term boosting (G1), and
it learns to use all available weight values (Figure 4.3a). In terms of
Top-1, this agent outperforms the published and the most recently
posted DPR results9 but has a worse Top-5 than both. Results for all
five T5 agents are found in Table 4.8, we notice that the performance
varies by relatively small amounts using different grammars, but it
peaks noticeably with ’T5-G1’. Figure 4.4 shows the performance of
the best Rocchio sessions data (Rocchio-G4) and that of the best T5

model (G1) as a function of the maximum number of steps allowed,
both increasing monotonically as expected.

muzero On the retrieval task the MuZero agent outperforms all
BM25 variants. While this result may seem trivial, it marked a mile-
stone that required many iterations to achieve. The challenge for RL
in IR, and NLU, is extreme in terms of state and action space dimen-

9https://github.com/facebookresearch/DPR.
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Figure 4.3: The plot on the left shows the relative frequency of action types
chosen by the best versions of the MuZero RL agent, the T5 agent that is
learned on supervised episodes with the G1 grammar (only term boosting)
’T5-G1’, and the Rocchio sessions with grammar G4 (complete grammar con-
sisting of action types: simple terms, term boosting, “+”, and “-”) ’Rocchio-
G4’. Interestingly, the MuZero agent converges to only use the light boosting
operation with a weight of 2. The T5 agent, on the other hand, makes use of
the whole spectrum of the boosting operations, including the boosting with
0.1, which down-weights a particular term. The Rocchio query expansion
uses the “+” operator on the contents field most often. This can be seen as
an effective but potentially dangerous operation as it is a hard filtering on
the presence of a certain term, potentially reducing the resulting retrieval
set drastically. The right plot shows the depth of the documents in terms
of retrieval rank based on the original query explored by the three agents.
Here, we see that for all three agents, a significant portion of documents are
retrieved beyond rank 1000, which means that they find relevant documents
entirely hidden from a system relying on BM25 with only the original query.

sionality, data sparsity, etc. (Zha+21). Our ideas for tackling some of
these key challenges by fitting out agents with domain knowledge in
principled ways, with the grammar-guided MCTS as the centerpiece,
seem to point in a promising direction. MuZero converges to a policy
that uses only the term boost action types with a weight of 2 – see Fig-
ure 4.3a for the action distributions of different policies. The MuZero
agent is not able to find better-performing, diverse policies. This is
an extreme case of a more general pattern. Different sub-grammars
represent different tactics; e.g., “+” and “-” affect the accessible doc-
uments in irreversible ways, while boosting only affects ranking. It
is challenging for all agents, and particularly MuZero, to modulate
effectively multiple sub-policies.
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(a) Rocchio-G4 supervised episodes (b) T5-G1 episodes

Figure 4.4: Performance on NQ Dev as a function of the number of query
refinement steps. The plot on the left shows the results for the performance
of the supervised Rocchio sessions with grammar G4 (all operators), while
on the right we plot the performance of the trained T5-G1 agent trained on
the G1 Rocchio sessions.

agents ensemble In the last experiment, we combine all trained
agents, the five T5 agents, and MuZero, in one ensemble. We simply
rank the union of all the documents returned by the ensemble using
the PS score on each document, thus not requiring any additional
parameters. This ensemble (“MuZero+T5s” in Table 4.2) has slightly
better precision than the recent DPR in the top position, and slightly
worse for the Top-5. This result indicates that the ability to orches-
trate diverse sub-policies may indeed be the key to future progress
for search agents. For the record, the current SOTA for Top-5 is
74.0 (Qu+21).

answer quality We conclude by discussing answer quality. Agents
routinely produce answer spans, as predicted by the reader/scorer,
to build observations. The MR/PS component is trained once, before
the agents, on the output of BM25. However, agents deeply affect
the composition of the results. As Figure 4.3b shows, search agents
dig deep in the original BM25 ranking. This is positive, as behavior
discovery is one of the main motivations for researching exploratory
methods like RL. As a consequence, though, the MR/PS component
effectively operates out of distribution and the EM numbers of the
internal reader are not competitive with recent methods, Table 4.9
reports all the numbers including on NQ Dev. Ideally, one would
co-train the observation builder with the search agent. However, com-
bining the two would introduce significant engineering complexity in
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Query and Search Results Score

q0 who averaged the most points in college basketball history

Top-3 documents retrieved with q0: 0.027

d1 Title Gary Hill (basketball)
Content . . . one of four on that team who averaged double figures in

points. Senior Larry Jones was OCU’s leading scorer at 19.7
points a game, sophomore Bud Koper added 15.9. . .

d2 Title Kevin Foster (basketball)
Content . . . his senior year, Foster averaged 21 points per game and was

named the MVP and All-District 18-5A First Team. He was also
a Texas top- 30 player his final season . . .

q3 who averaged the most points in college basketball history
(contents:“per”∧6) (contents:“scorer”∧4) (contents:“3”∧6)

Top-3 documents retrieved with q3: 0.330

d1 Title Alphonso Ford
Content . . . seasons. With 3,165 career points scored in the NCAA Division

I, he is 4th on the all-time scoring list, behind only Pete Maravich,
Freeman Williams, and Lionel . . .

d2 Title Buzzy Wilkinson
Content Buzzy Wilkinson Richard Warren “Buzzy” Wilkinson (November

18, 1932 – January 15, 2016) was an American basketball player
who was selected by the Boston Celtics in . . .

q4 who averaged the most points in college basketball his-
tory (contents:“per”∧6) (contents:“scorer”∧4) (contents:“3”∧6)
+(contents:“maravich”)

Top-3 documents retrieved with q4: 0.784

d1 Title Alphonso Ford
Content . . . seasons. With 3,165 career points scored in the NCAA Division

I, he is 4th on the all-time scoring list, behind only Pete Maravich,
Freeman Williams, and Lionel . . .

d2 Title Pete Maravich
Content . . . had posted a 3–20 record in the season prior to his arrival.

Pete Maravich finished his college career in the 1970 National
Invitation Tournament, where LSU finished fourth . . .

Table 4.3: Example of a T5-G4 agent session exhibiting multiple tactics. The
session shows the evolution of the search query (first line in each section)
and snippets of the top-2 retrieved documents from the search engine. We
skip q1 and q2 for brevity. The colored spans indicate the prediction of the
machine reader; blue if it is correctly predicted, red otherwise. In the top
right corner of each section, we report the score of the retrieved document
set at that step, according to Equation 4.15.

the current architecture. For instance, one could interleave training
the two as in DQNs (Mni+13b).
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Query and Search Results Score

q0 who was the last nba player to get drafted out of highschool

Top-2 documents retrieved with q0: 0.081

d1 Title 1996 NBA draft
Content . . . Jermaine O’Neal, Peja Stojaković, Antoine Walker), and one undrafted

All-Star (Ben Wallace), for a grand total of 11 All-Stars. . . .

d2 Title 2009 NBA draft
Content . . . The 2009 draft marked the first time three sons of former NBA players

were selected in the top 15 picks of the draft . . .

T5-G1 q3 who was the last nba player to get drafted
out of highschool (contents:“draftees”∧2)
(contents:“thon”∧4) (contents:“satnam”∧4)

Top-2 documents after aggregation with retrieval results from T5-G1 q3: 0.946

d1 Title NBA draft
Content . . . However, because of the new age requirement put in place in 2005,

high school seniors are no longer eligible for the draft, unless they were
declared as postgraduates by the NBA, which would not happen until
2015 with Indian prospect Satnam Singh Bhamara in the second round
and again in 2016 with South Sudanese–Australian prospect Thon Maker
in the first round. . . .

d2 Title Eligibility for the NBA draft
Content . . . However, in recent years, other players like Satnam Singh, Thon

Maker, and Matur Maker have looked to enter the NBA draft while still
being high schoolers by exploiting a loophole where they enter the draft
as high school postgraduates. . . .

T5-G4 q1 who was the last nba player to get drafted out of highschool +(contents:“highschool”)

Top-2 documents after aggregation with retrieval results from T5-G4 q1: 0.081

d1 Title 1996 NBA draft
Content . . . Jermaine O’Neal, Peja Stojaković, Antoine Walker), and one undrafted

All-Star (Ben Wallace), for a grand total of 11 All-Stars. . . .

d2 Title 2009 NBA draft
Content . . . The 2009 draft marked the first time three sons of former NBA players

were selected in the top 15 picks of the draft . . .

Table 4.4: A snippet of episode examples from the T5-G1 (boosting only)
agent vs. the T5-G4 agent (all operators). The T5-G1 adjustments to the
query; first, boosting “draftees”, and later boosting “thon”, and “satnam”
leads to almost perfect retrieval results with a score of 0.946. On the other
hand, the T5-G4 agent decides to constraint the results in the first step to
those including the term “highschool”. While this is a topical term, this
leads to a bad retrieval results set from which the agent cannot recover in
later steps (omitted for brevity).

A simpler alternative is to add the answer prediction task to the T5

agent. Retrieval-augmented answer generation is known to produce
strong results (IG21b). Multitasking would simplify the design of
the generative agents and possibly produce better models. We make
a first step in this direction by training a dedicated T5 agent. The
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system uses as training input the top-5 documents of the Rocchio-G4

episodes, but its task is to generate the gold answer instead of the
query expansion. At evaluation time, based on the output of the
“T5-G1” and “MZ+T5s” agents, the EM performance of the answer
generation T5 is comparable to methods that build on DPR, such as
RAG (Lew+20c) (44.5 EM). Although not as good as FID (IG21b) that
condition on many more (100) documents.

discussion

limitations of current policies Table 4.3 illustrates an ex-
ample where the T5-G4 agent (with the full set of operators) switches
policy mid-session. The question is about basketball records, and
BM25 does not find good results. In the first three steps, the agent
focuses on re-ranking by boosting terms like “per” (from the phrase
“per game” in the results for q0) and “scorer”. This produces a good
hit and predicted answer span (“Pete Maravich”) at position 1 of
step 3. The agent then switches to filtering mode to focus on docu-
ments containing the answer term predicted by the machine reader.
While this is a clear instance of successful policy synthesis, the T5-G4

agent does not master switching between policies well enough to
perform better than T5-G1, the agent that only uses boost operators.
Table 4.4 provides an example that shows how T5-G1 is more robust
than T5-G4. T5-G4 starts by requiring the presence of a misspelled
term (“highschool”) which leads to empty results and the end of the
session because that step is not reversible. T5-G1, instead, makes its
way gradually in the session boosting topical terms (“draftees”) and
players’ names, eventually solving the query.
The agents’ ensemble results prove that the ability to orchestrate
complementary sub-policies provides a performance advantage. This
suggests that the action space may benefit by including more con-
trol actions, e.g. to ’undo’ or ’go back’ to a specific state, to better
support safe exploration and the emergence of meta policies. We
plan to investigate this in future work. The previous point extends
to the agents’ architecture. It is reasonable to hypothesize that the
superior performance of T5 is due to two main factors. T5s are bigger
models, trained on more data, and rely on a more powerful prediction
process based on the encoder-decoder architecture. In addition, they
are finetuned on a self-supervised task which provides significant

60



4.4 experiments

headroom. While large LMs seem the obvious choice forward there
are open questions concerning exploration. It is unclear how much
the model can generalize, being trained offline and never exposed to
its own predictions. This moves the learning problem back toward
RL. We have started to investigate approaches in the direction of
decision/trajectory transformers (Che+21a; JLL21). We believe they
provide a natural framework for bringing back key RL concepts which
could play an important role; for example, by allowing successful
policy synthesis by training from different offline policies; e.g., from
Rocchio and MuZero.

artificial vs human search policies Based on human search
behavior (cf. Chapter 2.4), it seems natural to model search as an
iterative, contextualized machine learning process. In terms of the
number of steps required, Rocchio sessions peak at around 5 steps,
while also for humans, especially for hard queries, several steps are of-
ten necessary. Qualitatively speaking, though, they look different. For
a start, while powerful, search operators (at least in the current form)
don’t allow to easily capture the full spectrum of human search tactics.
Human search sessions have been characterized broadly in terms of
three types of refinement actions: specification, generalization, and
reformulation (LH99; Dow+08). In this respect, the current search
agents lack the ability to explicitly generalize and fully reformulate.
They mostly perform filtering and reranking. Search operators may
be better suited to complement, as power tools, other plain language
query refinement methods rather than being the centerpiece of the
agent’s action space. Evaluating plain language reformulation func-
tionality is thus an obvious next step. However, the generation of the
necessary training data, in this case, is an open question. We will
focus on this problem in future work.
We also point out that the policies that can be currently generated
via the Rocchio sessions, or by exploration via Muzero, are artificial
because they are driven by a reward which is an imperfect proxy for
human relevance. In future work, we plan to investigate new learning
methods that include modeling of human policies, e.g., in combination
with apprenticeship learning frameworks (cf. (Nak+21a)).

thoughts on openqa-nq The Natural Questions dataset (Kwi+19)
is unique in that it builds from real user queries, with a great deal
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of attention to annotation and data quality. On the other hand, the
dataset is designed for a setup where the document is given. Hence,
annotations are consistent only within that document, not at the col-
lection level. The retrieval setting implies that the vast majority of
the data have not been validated by raters. Additionally, the human
ratings cannot be easily and reliably aligned with a pre-computed
segmentation into passages. Thus, one typically relies on the heuristic
relevance function, based on the presence of the short answer string,
which cannot discriminate unjustified answers. While imperfect, this
setup strikes a local optimum that has driven significant innovation in
IR and QA research by allowing direct comparison of many different
approaches in a fast-moving landscape, e.g., from ORQA (LCT19b) to
closed book QA (RRS20) to RAG (Lew+20b; Qu+21), DPR (Kar+20)
etc. Another possible downside is the overlap between partitions, as
pointed out in (LSR21). We for this factor periodically by splitting
the dev partition into known and unknown answers (based on the
presence of the answer in the train data). Consistent with (LSR21), we
find a significant drop in the unknown answers but the same relative
performance of methods.

broader impact We would like to note that pre-trained language
models of the kind used here have been shown to capture societal
biases (TC19; Web+20), which motivates a broad discussion about
potential harms and mitigations (Blo+20; Ben+21). We have no reason
to believe our architectures would exacerbate biases, but the overall
problems may persist. We also hope that end-to-end optimization
methods based on composite rewards, as in this proposal, can con-
tribute to addressing some of these challenges; e.g., by providing
means of adversarial testing, and by including relevant metrics di-
rectly in the objective design. We stress here that while our agents
yield performance comparable to neural retrievers, they rely solely on
interpretable, transparent, symbolic retrieval operations.

4.5 conclusion

Learning to search sets an aspiring goal for AI, touching on key chal-
lenges in NLU and ML, with far-reaching consequences for making
the world’s knowledge more accessible. This chapter provides the
following contributions. First, we open up the area of search session
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research to supervised language modeling. Second, we provide ev-
idence for the ability of RL to discover successful search policies in
a task characterized by multi-step episodes, sparse rewards, and a
high-dimensional, compositional action space. Lastly, we show how
the search process can be modeled via transparent, interpretable ma-
chine actions that build on principled and well-established results in
IR and NLU. Our findings seem to agree with a long-standing tradi-
tion in psychology that argues against radical behaviorism – i.e., pure
reinforcement-driven learning, from tabula rasa – for language (Cho59).
RL agents require a remarkable share of hard-wired domain knowl-
edge. LM-based agents are easier to put to use, because they rely on
massive pre-training and abundant task-specific data for fine-tuning.
Supplied with the right inductive bias, LM and RL search agents
prove surprisingly effective. Different architectures learn different,
complementary policies, suggesting broad possibilities in the design
space for future work.
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4.6 appendix

rocchio sessions In Table 4.5 below, we report the total num-
ber of expansion steps performed on NQ Train. These are used as
supervised training data for our T5 agents.

G0 G1 G2 G3 G4

243,529 313,554 230,921 246,704 298,654

Table 4.5: Total number of Rocchio expansion steps in NQ Train for different
grammars on the 77,492 Rocchio sessions.

observation building details This section provides more de-
tails and examples about the encoding of observations for both the
MuZero and the T5 agents. As described in Section 4.1, the main part
of the observation consists of the top-5 documents from all results
retrieved so far, ∪t

i=0Di. The documents are sorted according to the PS
score and reduced in size by extracting fixed-length snippets around
the machine reader’s predicted answer. Moreover, the corresponding
Wikipedia article title is appended to each document snippet. The
computational complexity of this step is determined by running a
BERT-base (110M parameters) machine reader separately (albeit pos-
sibly in parallel) over five passages. In addition to the top documents,
the observation includes the original question and information about
any previous refinements. While the main part of the observation is
shared between the MuZero and the T5 agent, there are differences
in the exact representation. The following two paragraphs give a
detailed explanation and example for both agents.

muzero agent’s state (cf . ch . 4 .1) The MuZero agent uses a
custom BERT (initialized from BERT-base) with additional embedding
layers to represent the different parts of the observation. It consists
of four individual embedding layers as depicted in Figure 4.5. At
first, the standard layer for the tokens of the query, the current tree,
and the current top-5 documents D. The second layer assigns a type
ID to each of the tokens representing if a token is part of the query,
the tree, the predicted answer, the context, or the title of a document.
The last two layers add scoring information about the tokens as float
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values. We encode both the inverse document frequency (IDF) of a
word and the documents’ passage selection (PS) score. Figure 4.6
shows a concrete example of a state used by the MuZero agent.

q0
<latexit sha1_base64="q2caZ2IDFqyYjSdGSku7a55qoZo=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbOLuRCihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXFtRKwecJxwP6IDJULBKFrp/rHn9kplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AEA0I2c</latexit>

IDq
<latexit sha1_base64="S0KyQJZBI0YqkLq0M+KKvEvYoTg=">AAAB8nicbVBNSwMxEM36WetX1aOXYBE8ld0q6LGoB71VsB+wXUo2zbah2WRNZsWy9Gd48aCIV3+NN/+NabsHbX0w8Hhvhpl5YSK4Adf9dpaWV1bX1gsbxc2t7Z3d0t5+06hUU9agSijdDolhgkvWAA6CtRPNSBwK1gqHVxO/9ci04UrewyhhQUz6kkecErCS3wH2BNnt9bj70C2V3Yo7BV4kXk7KKEe9W/rq9BRNYyaBCmKM77kJBBnRwKlg42InNSwhdEj6zLdUkpiZIJuePMbHVunhSGlbEvBU/T2RkdiYURzazpjAwMx7E/E/z08huggyLpMUmKSzRVEqMCg8+R/3uGYUxMgSQjW3t2I6IJpQsCkVbQje/MuLpFmteKeV6t1ZuXaZx1FAh+gInSAPnaMaukF11EAUKfSMXtGbA86L8+58zFqXnHzmAP2B8/kDfL2RYg==</latexit>

l0, . . . , lm
<latexit sha1_base64="P5xe/uYHktZogTVUW0BvkmIixw0=">AAAB+HicbVBNSwMxFHxbv2r96KpHL8EieChltwp6LHrxWMHWQrss2TTbhibZJckKtfSXePGgiFd/ijf/jWm7B20dCAwzb3gvE6WcaeN5305hbX1jc6u4XdrZ3dsvuweHbZ1kitAWSXiiOhHWlDNJW4YZTjupolhEnD5Eo5uZ//BIlWaJvDfjlAYCDySLGcHGSqFb5qFXRb1+YnQV8VCEbsWreXOgVeLnpAI5mqH7ZcMkE1QawrHWXd9LTTDByjDC6bTUyzRNMRnhAe1aKrGgOpjMD5+iU6v0UZwo+6RBc/V3YoKF1mMR2UmBzVAvezPxP6+bmfgqmDCZZoZKslgUZxyZBM1aQH2mKDF8bAkmitlbERlihYmxXZVsCf7yl1dJu17zz2v1u4tK4zqvowjHcAJn4MMlNOAWmtACAhk8wyu8OU/Oi/PufCxGC06eOYI/cD5/ADTmkiY=</latexit>

IDtree
<latexit sha1_base64="OzLFw5Y5TBBJc+3iKwq1/gtgcuw=">AAACAXicbZDLSsNAFIYnXmu8Rd0IboJFcFWSKuiyqAvdVbAXaEOZTE/boZMLMydiCXHjq7hxoYhb38Kdb+O0zUJbfxj4+M85nDm/Hwuu0HG+jYXFpeWV1cKaub6xubVt7ezWVZRIBjUWiUg2fapA8BBqyFFAM5ZAA19Awx9ejuuNe5CKR+EdjmLwAtoPeY8zitrqWPtmG+EB05urrJNOESVAlnWsolNyJrLnwc2hSHJVO9ZXuxuxJIAQmaBKtVwnRi+lEjkTkJntREFM2ZD2oaUxpAEoL51ckNlH2unavUjqF6I9cX9PpDRQahT4ujOgOFCztbH5X62VYO/cS3kYJwghmy7qJcLGyB7HYXe5BIZipIEyyfVfbTagkjLUoZk6BHf25Hmol0vuSal8e1qsXORxFMgBOSTHxCVnpEKuSZXUCCOP5Jm8kjfjyXgx3o2PaeuCkc/skT8yPn8ARwmXbw==</latexit>

IDa, IDc, IDt,
<latexit sha1_base64="Pq+o2XO/fCS05/DLkgopL0U/2/8=">AAACF3icbVBLS8NAEN7UV42vqEcvi0XwICWpgh6LetBbBfuANpTNdtMu3TzYnYgl5F948a948aCIV735b9y2OdjWgYXvMcPsfF4suALb/jEKS8srq2vFdXNjc2t7x9rda6gokZTVaSQi2fKIYoKHrA4cBGvFkpHAE6zpDa/GfvOBScWj8B5GMXMD0g+5zykBLXWtstkB9gjp7XXWTUl2gv9QOktB065Vssv2pPAicHJQQnnVutZ3pxfRJGAhUEGUajt2DG5KJHAqWGZ2EsViQoekz9oahiRgyk0nd2X4SCs97EdSvxDwRP07kZJAqVHg6c6AwEDNe2PxP6+dgH/hpjyME2AhnS7yE4EhwuOQcI9LRkGMNCBUcv1XTAdEEgo6SlOH4MyfvAgalbJzWq7cnZWql3kcRXSADtExctA5qqIbVEN1RNETekFv6N14Nl6ND+Nz2low8pl9NFPG1y+kR5+Y</latexit>

. . . , IDa, IDc, IDt
<latexit sha1_base64="qKsCb2atCEiqQxge4IG7VDqmGOY=">AAACHHicbVDLSsNAFJ34rPUVdelmsAgupCStoMuiLnRXwT6gDWEynbRDJw9mbsQS8iFu/BU3LhRx40Lwb5y2WdjWAwPnnnMvd+7xYsEVWNaPsbS8srq2Xtgobm5t7+yae/tNFSWSsgaNRCTbHlFM8JA1gINg7VgyEniCtbzh1dhvPTCpeBTewyhmTkD6Ifc5JaAl16wWu70I1CnuAnuE9PY6c1OSzZR0toTMNUtW2ZoALxI7JyWUo+6aX3oJTQIWAhVEqY5txeCkRAKngmXFbqJYTOiQ9FlH05AETDnp5LgMH2ulh/1I6hcCnqh/J1ISKDUKPN0ZEBioeW8s/ud1EvAvnJSHcQIspNNFfiIwRHicFO5xySiIkSaESq7/iumASEJB51nUIdjzJy+SZqVsV8uVu7NS7TKPo4AO0RE6QTY6RzV0g+qogSh6Qi/oDb0bz8ar8WF8TluXjHzmAM3A+P4F1fSh4A==</latexit>

idf(q0)
<latexit sha1_base64="/jziBSASRLIwoL8ExveH0GltBCw=">AAAB+XicbVBNS8NAEN3Urxq/oh69BItQLyWpgh6LXjxWsB/QhrDZbNqlm03cnRRL6D/x4kERr/4Tb/4bt20O2vpg4PHeDDPzgpQzBY7zbZTW1jc2t8rb5s7u3v6BdXjUVkkmCW2RhCeyG2BFORO0BQw47aaS4jjgtBOMbmd+Z0ylYol4gElKvRgPBIsYwaAl37LMPtAnyFkYTauPvnPuWxWn5sxhrxK3IBVUoOlbX/0wIVlMBRCOleq5TgpejiUwwunU7GeKppiM8ID2NBU4psrL55dP7TOthHaUSF0C7Ln6eyLHsVKTONCdMYahWvZm4n9eL4Po2suZSDOggiwWRRm3IbFnMdghk5QAn2iCiWT6VpsMscQEdFimDsFdfnmVtOs196JWv7+sNG6KOMroBJ2iKnLRFWqgO9RELUTQGD2jV/Rm5MaL8W58LFpLRjFzjP7A+PwBkWWS9g==</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

Layer
<latexit sha1_base64="Em1Ed+z6u16Dm98c3Ksvxjomalg=">AAAB8HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5ioWXQxsIigvmQ5Ah7m7lkye7dsbsnHCG/wsZCEVt/jp3/xk1yhSY+GHi8N8PMvCARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJH2DTcCOwkCqkMBLaD8c3Mbz+h0jyOHkyWoC/pMOIhZ9RY6bEXhOSOZqj65Ypbdecgq8TLSQVyNPrlr94gZqnEyDBBte56bmL8CVWGM4HTUi/VmFA2pkPsWhpRidqfzA+ekjOrDEgYK1uRIXP198SESq0zGdhOSc1IL3sz8T+vm5rwyp/wKEkNRmyxKEwFMTGZfU8GXCEzIrOEMsXtrYSNqKLM2IxKNgRv+eVV0qpVvYtq7b5WqV/ncRThBE7hHDy4hDrcQgOawEDCM7zCm6OcF+fd+Vi0Fpx85hj+wPn8AVN5kBc=</latexit>

Query
<latexit sha1_base64="EZ1q8F+EydebgOoqUorliQkEdW4=">AAAB8HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5ioWXQxjIB8yHJEfY2c8mSvb1jd08IR36FjYUitv4cO/+Nm+QKTXww8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7ASTu7nfeUKleSwfzDRBP6IjyUPOqLHSYz8ISTNFNR2UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp6RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasIbP+MySQ1KtlwUpoKYmMy/J0OukBkxtYQyxe2thI2poszYjEo2BG/15XXSrlW9q2qtWavUb/M4inAG53AJHlxDHe6hAS1gEMEzvMKbo5wX5935WLYWnHzmFP7A+fwBeZKQMA==</latexit>

Tree
<latexit sha1_base64="g3aYmPNFnnTGPj1O9uwOB7HuJeI=">AAAB73icbVA9SwNBEJ2LXzF+RS1tFoNgFe5ioWXQxjJCviA5wt5mLlmyt3fu7gnhyJ+wsVDE1r9j579xk1yhiQ8GHu/NMDMvSATXxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVDFssFrHqBlSj4BJbhhuB3UQhjQKBnWByN/c7T6g0j2XTTBP0IzqSPOSMGit1+0FImgpxUK64VXcBsk68nFQgR2NQ/uoPY5ZGKA0TVOue5ybGz6gynAmclfqpxoSyCR1hz1JJI9R+trh3Ri6sMiRhrGxJQxbq74mMRlpPo8B2RtSM9ao3F//zeqkJb/yMyyQ1KNlyUZgKYmIyf54MuUJmxNQSyhS3txI2pooyYyMq2RC81ZfXSbtW9a6qtYdapX6bx1GEMziHS/DgGupwDw1oAQMBz/AKb86j8+K8Ox/L1oKTz5zCHzifP4abj6A=</latexit> Document Results<latexit sha1_base64="tER6OCei91txxSw8zoRuVJ1TuOI=">AAAB/XicbVDLSgMxFL3js9bX+Ni5CRbBVZmpC10WdeGyin1AO5RMeqcNzTxIMkIdir/ixoUibv0Pd/6NaTsLbT0QOJxzb3Jy/ERwpR3n21paXlldWy9sFDe3tnd27b39hopTybDOYhHLlk8VCh5hXXMtsJVIpKEvsOkPryZ+8wGl4nF0r0cJeiHtRzzgjGojde3Djh+Q65ilIUaa3KFKhVZdu+SUnSnIInFzUoIcta791enldzBBlWq7TqK9jErNmcBxsZMqTCgb0j62DY1oiMrLpunH5MQoPRLE0hyTYar+3shoqNQo9M1kSPVAzXsT8T+vnergwst4lKQaIzZ7KEgF0TGZVEF6XCLTYmQIZZKbrIQNqKRMm8KKpgR3/suLpFEpu2flym2lVL3M6yjAERzDKbhwDlW4gRrUgcEjPMMrvFlP1ov1bn3MRpesfOcA/sD6/AEquJUK</latexit>

Tokens<latexit sha1_base64="xPRtvX+9aDwyajmVkfv9HeuXxJI=">AAAB7XicbVA9SwNBEJ2LXzF+RS1tDoNgFe5ioWXQxjJCviA5wt5mLlmzt3vs7gnhyH+wsVDE1v9j579xk1yhiQ8GHu/NMDMvTDjTxvO+ncLG5tb2TnG3tLd/cHhUPj5pa5kqii0quVTdkGjkTGDLMMOxmygkccixE07u5n7nCZVmUjTNNMEgJiPBIkaJsVK7KSco9KBc8areAu468XNSgRyNQfmrP5Q0jVEYyonWPd9LTJARZRjlOCv1U40JoRMywp6lgsSog2xx7cy9sMrQjaSyJYy7UH9PZCTWehqHtjMmZqxXvbn4n9dLTXQTZEwkqUFBl4uilLtGuvPX3SFTSA2fWkKoYvZWl46JItTYgEo2BH/15XXSrlX9q2rtoVap3+ZxFOEMzuESfLiGOtxDA1pA4RGe4RXeHOm8OO/Ox7K14OQzp/AHzucPp3SPLA==</latexit>

Type
<latexit sha1_base64="atUwDPx+A0CTFKhORAxU7OQ3szo=">AAAB63icbVDLSgNBEOz1GeMr6tHLYBA8hd140GPQi8cIeUGyhNnJbDJkHsvMrBCW/IIXD4p49Ye8+TfOJnvQxIKGoqqb7q4o4cxY3//2Nja3tnd2S3vl/YPDo+PKyWnHqFQT2iaKK92LsKGcSdq2zHLaSzTFIuK0G03vc7/7RLVhSrbsLKGhwGPJYkawzaWWk4aVql/zF0DrJChIFQo0h5WvwUiRVFBpCcfG9AM/sWGGtWWE03l5kBqaYDLFY9p3VGJBTZgtbp2jS6eMUKy0K2nRQv09kWFhzExErlNgOzGrXi7+5/VTG9+GGZNJaqkky0VxypFVKH8cjZimxPKZI5ho5m5FZII1JtbFU3YhBKsvr5NOvRZc1+qP9WrjroijBOdwAVcQwA004AGa0AYCE3iGV3jzhPfivXsfy9YNr5g5gz/wPn8AG8yORg==</latexit>

IDF Score
<latexit sha1_base64="jwnweot7Hmhg2q8/vqDv/uONvUs=">AAAB8HicbVDLSgNBEJz1GeMr6tHLYBA8hd140GNQEb1FNA9JljA76SRD5rHMzAphyVd48aCIVz/Hm3/jJNmDJhY0FFXddHdFMWfG+v63t7S8srq2ntvIb25t7+wW9vbrRiWaQo0qrnQzIgY4k1CzzHJoxhqIiDg0ouHlxG88gTZMyQc7iiEUpC9Zj1FinfR4e3WN76nS0CkU/ZI/BV4kQUaKKEO1U/hqdxVNBEhLOTGmFfixDVOiLaMcxvl2YiAmdEj60HJUEgEmTKcHj/GxU7q4p7QrafFU/T2REmHMSESuUxA7MPPeRPzPayW2dx6mTMaJBUlni3oJx1bhyfe4yzRQy0eOEKqZuxXTAdGEWpdR3oUQzL+8SOrlUnBaKt+Vi5WLLI4cOkRH6AQF6AxV0A2qohqiSKBn9IrePO29eO/ex6x1yctmDtAfeJ8/1ROPxQ==</latexit>

PS Score
<latexit sha1_base64="RNcqSotruBTNJRftMaxzgrmi+Lk=">AAAB73icbVA9SwNBEJ3zM8avqKXNYhCswl0stAzaWEZiPiA5wt5mLlmyt3fu7gnhyJ+wsVDE1r9j579xk1yhiQ8GHu/NMDMvSATXxnW/nbX1jc2t7cJOcXdv/+CwdHTc0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzUqTdIg8UK+6WyW3HnIKvEy0kZctT7pa/eIGZphNIwQbXuem5i/Iwqw5nAabGXakwoG9Mhdi2VNELtZ/N7p+TcKgMSxsqWNGSu/p7IaKT1JApsZ0TNSC97M/E/r5ua8NrPuExSg5ItFoWpICYms+fJgCtkRkwsoUxxeythI6ooMzaiog3BW355lbSqFe+yUr2vlms3eRwFOIUzuAAPrqAGd1CHJjAQ8Ayv8OY8Oi/Ou/OxaF1z8pkT+APn8wdlu4+L</latexit>

idf(a0), idf(c0), idf(t0), . . . , idf(an), idf(cn), idf(tn)
<latexit sha1_base64="O3B7wVKWAjKvpJYGqWtO7ERfMS8=">AAACVHicbZFLSwMxFIUzU6u1aq26dBMsQgtSZqqgy6IblxXsA9oyZNJMG5rJDMkdsQz9kboQ/CVuXJg+Fu3UC4HDd+/hJid+LLgGx/m27Nxefv+gcFg8Oj4pnZbPzjs6ShRlbRqJSPV8opngkrWBg2C9WDES+oJ1/enTot99Y0rzSL7CLGbDkIwlDzglYJBXng6AvUPKR8G8SjyndoM3AM0CWIFRBHqLE09mnTLrlDWvXHHqzrLwrnDXooLW1fLKn2YVTUImgQqidd91YhimRAGngs2Lg0SzmNApGbO+kZKETA/TZShzfG3ICAeRMkcCXtJNR0pCrWehbyZDAhOd7S3gf71+AsHDMOUyToBJuloUJAJDhBcJ4xFXjIKYGUGo4uaumE6IIhTMPxRNCG72ybui06i7t/XGy12l+biOo4Au0RWqIhfdoyZ6Ri3URhR9oB8LWZb1Zf3aOTu/GrWttecCbZVd+gMhtbHy</latexit>

a0, c0, t0, . . . , an, cn, tn
<latexit sha1_base64="Rppm5OufQnYTVueQ68teunkfTis=">AAACDHicbVDLSgMxFM3UV62vqks3wSK4KGWmCrosunFZwbZCOwyZNNOGZjJDckcopR/gxl9x40IRt36AO//GpJ2Fth7I5XDOvUnuCVPBNbjut1NYWV1b3yhulra2d3b3yvsHbZ1kirIWTUSi7kOimeCStYCDYPepYiQOBeuEo2vrdx6Y0jyRdzBOmR+TgeQRpwSMFJQrJHCrmNoCtvT6CegqJoG0qrSq7XJr7gx4mXg5qaAczaD8Za6hWcwkUEG07npuCv6EKOBUsGmpl2mWEjoiA9Y1VJKYaX8yW2aKT4zSx1GizJGAZ+rviQmJtR7HoemMCQz1omfF/7xuBtGlP+EyzYBJOn8oygSGBNtkcJ8rRkGMDSFUcfNXTIdEEQomv5IJwVtceZm06zXvrFa/Pa80rvI4iugIHaNT5KEL1EA3qIlaiKJH9Ixe0Zvz5Lw4787HvLXg5DOH6A+czx/8d5hv</latexit>

idf(l0), . . . , idf(lm)
<latexit sha1_base64="MIAgd3IkT6c4y69KHryVQl8wn4c=">AAACEHicbVDLSgMxFM3UV62vUZdugkVsQcpMFXRZdOOygn1AOwyZNNOGZh4kd8Qy9BPc+CtuXCji1qU7/8a0nUVtPRByOOfem9zjxYIrsKwfI7eyura+kd8sbG3v7O6Z+wdNFSWSsgaNRCTbHlFM8JA1gINg7VgyEniCtbzhzcRvPTCpeBTewyhmTkD6Ifc5JaAl1zztAnuElPf8cUm4VvkMd3sRKH3N60HZNYtWxZoCLxM7I0WUoe6a33oQTQIWAhVEqY5txeCkRAKngo0L3USxmNAh6bOOpiEJmHLS6UJjfKKVHvYjqU8IeKrOd6QkUGoUeLoyIDBQi95E/M/rJOBfOSkP4wRYSGcP+YnAEOFJOrjHJaMgRpoQKrn+K6YDIgkFnWFBh2AvrrxMmtWKfV6p3l0Ua9dZHHl0hI5RCdnoEtXQLaqjBqLoCb2gN/RuPBuvxofxOSvNGVnPIfoD4+sXngucUA==</latexit>

PS(d0), . . . , PS(dn)
<latexit sha1_base64="QR3EuXrMcVUn08aNZEEsH4fTc7M=">AAACDnicbVDLSgMxFM34rPU16tJNsBRakDJTBV0W3bisaB/QDkMmTdvQTGZI7ohl6Be48VfcuFDErWt3/o3pY1FbD4Qczrn3JvcEseAaHOfHWlldW9/YzGxlt3d29/btg8O6jhJFWY1GIlLNgGgmuGQ14CBYM1aMhIFgjWBwPfYbD0xpHsl7GMbMC0lP8i6nBIzk2/k2sEdIq3ejQsd3iqe43YlAm2tOlkXfzjklZwK8TNwZyaEZqr79bebQJGQSqCBat1wnBi8lCjgVbJRtJ5rFhA5Ij7UMlSRk2ksn64xw3igd3I2UORLwRJ3vSEmo9TAMTGVIoK8XvbH4n9dKoHvppVzGCTBJpw91E4EhwuNscIcrRkEMDSFUcfNXTPtEEQomwawJwV1ceZnUyyX3rFS+Pc9VrmZxZNAxOkEF5KILVEE3qIpqiKIn9ILe0Lv1bL1aH9bntHTFmvUcoT+wvn4BZDibDQ==</latexit>

Figure 4.5: Schematic illustration of the MuZero search agent’s state for the
BERT representation function.

Tokens [CLS] who carries the burden of going forward with evidence in a trial

· · ·
Type [CLS] query query query query query query query query query query query query
IDF 0.00 0.00 6.77 0.00 7.77 0.00 5.13 5.53 0.00 5.28 0.00 0.00 5.77

PS 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Tokens [SEP] [pos] [content] burden ##s [neg] [title] sometimes [SEP] lit ##igan ##ts [SEP]

· · ·
Type [SEP] tree tree tree tree tree tree tree [SEP] answer answer answer [SEP]
IDF 0.00 0.00 0.00 9.64 9.64 0.00 0.00 4.92 0.00 10.64 10.64 10.64 0.00

PS 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -3.80 -3.80 -3.80 -3.80

Tokens kinds for each party , in different phases of litigation . the burden

· · ·
Type context context context context context context context context context context context context context
IDF 7.10 0.00 0.00 4.36 17.41 0.00 4.18 7.46 0.00 7.92 17.41 0.00 7.77

PS -3.80 -3.80 -3.80 -3.80 -3.80 -3.80 -3.80 -3.80 -3.80 -3.80 -3.80 -3.80 -3.80

Tokens suspicion " , " probable cause " ( as for [SEP] evidence [SEP]

· · ·
Type context context context context context context context context context context [SEP] title [SEP]
IDF 7.80 17.41 17.41 17.41 7.91 5.41 17.41 17.41 0.00 0.00 0.00 5.28 0.00

PS -12.20 -12.20 -12.20 -12.20 -12.20 -12.20 -12.20 -12.20 -12.20 -12.20 -12.20 -12.20 -12.20

Table 4.6: Example state of the MuZero search agent that is the input to
the BERT representation function. The Type layer encodes the state part
information for each token. The IDF and PS layers are additional layers with
float values of the IDF and the PS score of the input tokens, respectively.

t5 agent’s state (cf . ch . 4 .2 .1) T5 represents the state as a flat
string. The input is a concatenation of the original query, zero or more
expansions, and five results. For each result, we include the answer
given by the reader, the document’s title, and a span centered around
the answer. The prediction target is simply the next expansion. See
Table 4.7 for a full example.

results Table 4.8 reports the results for the different versions of
the T5 agent, evaluated on dev. We don’t evaluate all agents with the
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Input Query: ’how many parts does chronicles of narnia have’.
Contents must contain: lewis.
Contents cannot contain: battle boost 2.0.

Answer: ’seven’.
Title: ’The Chronicles of Narnia’.
Result: The Chronicles of Narnia is a series of seven fantasy novels by C. S. Lewis. It is
considered a classic of children’s literature and is the author’s best-known work, having...

Answer: ’seven’.
Title: ’The Chronicles of Narnia (film series)’.
Result: ’"The Chronicles of Narnia", a series of novels by C. S. Lewis. From the seven books,
there have been three film adaptations so far – (2005), "" (2008) and "" (2010)...

Answer: ’seven’.
Title: ’Religion in The Chronicles of Narnia’.
Result: ’Religion in The Chronicles of Narnia "The Chronicles of Narnia" is a series of seven
fantasy novels for children written by C. S. Lewis. It is considered a classic of...

Answer: ’seven’.
Title: ’The Chronicles of Narnia’.
Result: ’Lewis’s early life has parallels with "The Chronicles of Narnia". At the age of seven ,
he moved with his family to a large house on the edge of Belfast...

Answer: ’Two’.
Title: ’The Chronicles of Narnia’.
Result: ’found in the most recent HarperCollins 2006 hardcover edition of "The Chronicles
of Narnia". Two other maps were produced as a result of the popularity of the 2005 film ...

Target Contents must contain: novels

Table 4.7: Example state (input) and prediction (target) of the T5 agent with
linebreaks and emphasis added for readability. We use a 30 token span in
our experiments.
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4.6 appendix

generative answer system, for answer quality we report only the per-
formance of the internal machine reader (EM-MR). Table 4.9 reports
extended results, including for NQ Dev and the PS/MR component
answer quality eval (EM-MR). Moreover, in Figure 4.4b we plot the
performance of our T5-G1 agent on NQ Dev as a function of the max-
imum number of query refinements. We observed the performance
increase monotonically with the number of refinements and that most
of the performance gain is achieved in the early steps, in accordance
with the respective supervised Rocchio episodes (Figure 4.4a).

Version NDCG@5 Top-1 Top-5 EM-MR Reward

G0 40.75 52.12 64.93 30.22 33.30

G1 43.10 52.12 66.09 29.50 35.55

G2 41.16 51.51 63.54 30.03 33.81

G3 41.69 51.34 64.17 29.77 33.95

G4 41.53 50.98 63.49 29.70 34.25

Table 4.8: Results of all T5 Agents on NQ Dev.

Metric Data BM25 +PS +RM3 MuZero T5-G1 MuZero+T5s DPR Rocchio-G4

NDCG@5 Dev 19.83 22.95 25.09 30.76 43.10 45.30 - 64.89

Test 21.51 24.82 26.99 32.23 44.27 46.22 - 65.24

Top-1 Dev 28.17 43.06 44.81 46.02 52.12 54.15 - 74.99

Test 28.67 44.93 46.13 47.97 52.60 54.29 52.47 73.74

Top-5 Dev 50.47 50.47 53.61 57.71 66.09 70.05 - 88.21

Test 53.76 53.76 56.33 59.97 66.59 71.05 72.24 88.17

EM-MR Dev 15.31 25.15 26.22 27.17 29.50 31.12 - 47.38

Test 14.79 25.87 26.95 28.19 30.08 30.58 41.50 46.34

EM-T5 Dev 28.98 40.70 41.65 32.48 44.75 44.47 - 63.78

Test 28.78 41.14 40.14 32.60 44.04 44.35 41.50 62.35

Table 4.9: Results on NQ Dev and Test.

pseudo-relevance feedback baselines We investigate the
performance of multiple pseudo-relevance feedback (PRF) baselines
on our setup. We employ these baselines by running search sessions
of length k, where, at each step, we choose the most relevant term of
the top-retrieved documents and add it to the query. To determine the
most relevant term, we use either inverse document frequency (IDF),
computed over our full retrieval corpus, or RM3 (Jal+04). For RM3, we
use the model described in Eq. 20 of Pal et al. [PMD13] with µ = 2500.
After each expansion step, we use the passage scorer (PS) to score and
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rank the documents. This is an important step, as we do this approach
iteratively, so the baseline is more comparable to our agent’s setup.
While a standard PRF baseline on top of BM25 adds a term to the
query (equivalent to our “or”-operator), we investigate the effect of
different Lucene operators that our agents have access to. In particular,
we run for each of our 10 operators (“or”, “+content”, “+title”, “-
content”, “-title”, “∧.1”, “∧2”, “∧4”, “∧6”, “∧8”) a PRF baseline with
k = 20 steps (same as our agents). The results are reported in Table
4.10. Interestingly, the “-title”-operator, which limits search results not
to contain any documents where the specified term is part of the title,
works best across all metrics, datasets, and relevancy algorithms. This
is in contrast to the standard motivation of PRF to promote relevant
terms that appeared in the search results. Instead, requesting search
results to contain new documents (with different titles) seems to be
the stronger heuristic. We believe that these experiments underline
the benefit of a learned agent to automatically pick the right operator
based on the search session context.

Metric Data Alg or +c +t -c -t ∧.1 ∧2 ∧4 ∧6 ∧8

NDCG@5 Dev IDF 24.78 25.13 24.61 25.12 26.81 23.67 24.45 24.43 24.37 24.30

Dev RM3 25.09 25.41 24.78 24.98 26.32 23.69 24.53 24.60 24.50 24.35

Test IDF 26.48 26.60 26.33 27.32 29.33 25.51 26.35 26.25 26.19 26.08

Test RM3 26.99 26.98 26.70 26.90 28.59 25.47 26.60 26.61 26.54 26.37

Top-1 Dev IDF 44.52 44.87 44.56 45.35 47.09 44.13 44.45 44.36 44.30 44.21

Dev RM3 44.81 45.21 44.45 45.56 46.92 44.17 44.53 44.54 44.42 44.32

Test IDF 45.93 45.90 46.10 47.09 49.29 45.84 46.18 46.01 45.98 45.90

Test RM3 46.13 46.41 46.30 47.37 49.03 45.78 46.41 46.24 46.18 46.10

Top-5 Dev IDF 53.08 53.15 52.95 54.27 56.49 51.74 52.59 52.68 52.61 52.58

Dev RM3 53.61 53.85 53.19 54.29 56.01 51.91 52.88 53.06 52.91 52.82

Test IDF 55.62 55.62 55.42 57.37 60.14 54.96 55.56 55.50 55.50 55.42

Test RM3 56.33 56.27 56.07 57.54 59.58 55.04 55.99 56.02 55.99 55.93

Table 4.10: Results on NQ Dev and Test for the pseudo-relevance feedback
sessions. Here, we run episodes of length 20 where we determine, at each
step, the most relevant term from the retrieved results using either inverse-
document frequency (IDF) or RM3. We add the term using one of our
10 operators: simply appending the term (“or”), enforcing the term in
the content or title (“+c”/“+t”), limiting the search to documents that not
contain the term in the context or title (“-c”/“-t”), and boosting the term
with different values (“∧.1”,“∧2”,“∧4”,“∧6”,“∧8”). After each step in the
episode, we aggregate the documents using the scores from our passage
scorer (PS). The largest value in each table row is indicated in bold, and the
second-largest is underlined.
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5D E C O D I N G A N E U R A L R E T R I E V E R ’ S L AT E N T
S PA C E F O R Q U E RY S U G G E S T I O N

5.1 introduction & background

Neural encoder models (Kar+20; Ni+21; Iza+21) have improved doc-
ument retrieval in various settings. They have become an essential
building block for applications in open-domain question answering
(Kar+20; Lew+20c; IG21b) and open-domain conversational agents
(Shu+21a; Ado+21). Neural encoders embed documents and queries
in a shared (or joint) latent space, so that paragraphs can be ranked
and retrieved based on their vector similarity with a given query. This
constitutes a conceptually powerful approach to discovering semantic
similarities between queries and documents that is often found to
be more nuanced than simple term frequency statistics typical of
classic sparse representations. However, such encoders may come
with shortcomings in practice. First, they are prone to domain over-
fitting, failing to consistently outperform bag-of-words approaches
on out-of-domain queries (Tha+21). Second, they are notoriously
hard to interpret as the similarity is no longer controlled by word
overlap, but rather by semantic similarities that lack explainability.
Third, they may be non-robust as small changes in the query can lead
to inexplicably different retrieval results.
In bag-of-words models, it can be straightforward to modify a query
to retrieve a given document: e.g., following insights from relevance
feedback (Roc71), by increasing the weight of terms contained in the
target document (Ado+22c; Hue+22). This approach is not trivially

This Chapter is based on our EMNLP 2022 paper “Decoding a Neural Re-
triever’s Latent Space for Query Suggestion” (Ado+22b).
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P0

Query Decoder

P3
P2

Retrieved Documents

Latent Space 

Reformulation 1
Reformulation 2

Reformulation 3

Query Space 

(b)

Who is the chess champion of the world?

Who was the chess champion of the 90s?

Who is the reigning world chess champion?

Who had the highest FIDE ranking ever?

(c)

Figure 5.1: We train a query decoder (QD) model that inverts the shared
encoder of a neural retrieval model (a). Then, we leverage the structure of
the latent space of a neural retrieval model by traversing from query to gold
paragraph embeddings and using our query decoder to generate a dataset
of successful query reformulations (b). Finally, we train a pseudo-relevance
feedback query suggestion model on this dataset that predicts promising
rewrites, given a query and its search results (c).

applicable to neural retrieval models as it is unclear how an added
term might change the latent code of a query.
In this chapter, we look into the missing link connecting latent codes
back to actual queries. We thus propose to train a “query decoder”,
which maps embeddings in the shared query-document space to query
strings, inverting the fixed encoder of the neural retriever (cf. Figure
5.1a). As we will show, such a decoder lets us find queries that are
optimized to retrieve a given target document. It deciphers what
information is in the latent code of a document and how to phrase a
query to retrieve it.
We use this model to explore the latent space of a state-of-the-art
neural retrieval model, GTR (Ni+21). In particular, we leverage the
structure of the latent space by traversing from the embedding of
a specific query to its human-labeled gold paragraph and use our
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query decoder to generate reformulation examples from intermediate
points along the path as shown in Figure 5.1b. We find that using this
approach, we can generate a large dataset of query reformulations on
MSMarco-train (Ngu+16) that improve retrieval performance without
needing additional human labeling. We use this dataset to train a
pseudo-relevance feedback (PRF) query suggestion model. Here, we
fine-tune a T5-large model (Raf+20a) that uses the original query,
together with its top-5 GTR search results, as the input context to
predict query suggestions as depicted in Figure 5.1c. We show that
our model provides fluent, diverse query suggestions with better
retrieval performance than various baselines, including a T5 model
trained on question editing (Chu+20), and a PRF query expansion
model [PMD13].
We make the resources to reproduce the results publicly available1.

query generation The methods presented in this chapter are a
natural complement to the previous chapter (based on Adolphs et al.
[Ado+22c]), where we propose a heuristic approach to generate multi-
step query refinements, used to train sequential query generation
models for the task of learning to search. Last chapter’s method was
also inspired by relevance feedback, but there we aimed to reach the
gold document purely in language space, by brute force exploration.
For this purpose, we used specialized search operators to condition
the retrieval results as desired. Huebscher et al. [Hue+22] show that,
when paired with a hybrid sparse/dense retrieval environment, the
search agents trained on this kind of synthetic data combine effective
corpus exploration, competitive performance, and interpretability.

prior work on fixed-vector decoders Probabilistic decoders
mapping from a fixed-size vector space to natural language have also
been explored in auto-encoder settings. A key challenge in this line
of work lies in obtaining decoders that are robust, i.e., they generate
natural text for a variety of input vectors. Bowman et al. [Bow+16]
proposed using an RNN-based language model in combination with
variational autoencoders (VAE) (KW13) which adds Gaussian space
to the decoder input. Zhao et al. [Zha+18b] proposed the use of Ad-
versarial Autoencoder (AAE) (Mak+15) to which Shen et al. [She+20]

1https://github.com/leox1v/query_decoder
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Who is the chess champion of the world?

GTR Query 
Encoder

Query 
Decoder

Who is the best chess player?

GTR Query 
Encoder

Cos Sim

F1

Data F1 Cos Sim

MSMarco 0.750 0.960

NQ 0.886 0.980

Table 5.1: Decoding metrics of the Query Decoder (QD) based on the GTR-
base neural retrieval model. The F1 score is the F1 word overlap between
the original query, of MSMarco or NQ, and the output of the query decoder
model when provided with the GTR encoding of the query. The cosine
similarity is measured between the re-encoding of the generated query and
the encoding of the original query. The figure above depicts the metrics
visually with a toy example for clarity.

added data denoising by randomly dropping words in the input and
the reconstructing the full output. Recently, RNN-based decoders
have been replaced by Transformer-based language models (Vas+17),
for example by Montero et al. [MPS21], Park and Lee [PL21] and Li
et al. [Li+20].

5.2 query decoder

training We train a T5 (Raf+20a), decoder-only model, to (re-
)generate a query from its embedding obtained in a neural retrieval
model. As training data, we use a subset of 3 million queries of
the PAQ dataset (Lew+21b). We use the GTR-base (Ni+21), shared-
encoder model, to generate the embeddings and use the queries as
the targets. The objective of the query decoder learning is to invert
the mapping of the fixed GTR encoder model, as visually depicted in
Figure 5.1a. For more training and hyperparameter tuning details, we
refer to the corresponding paper (Ado+22b).
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query reconstruction evaluation We consider the round-
trip consistency as a first step in evaluating the query decoder’s
effectiveness. A query q is encoded via GTR and then decoded by
our decoder to generate q′. We use queries from MSMarco, and
NQ test sets of the BEIR benchmark [Tha+21]. As a first metric, we
compute the F1 score between the original q and its reconstruction q′.
Since word overlap is imperfect in measuring query drift, we further
re-encode q′ and compare its latent code with the code for q via
their cosine similarity. The results of these evaluations are reported
in Table 5.1, where we also provide an illustrative example of the
proposed approach. For both datasets, MSMarco and NQ, the metrics
of F1 and cosine similarity are generally high, indicating that the
GTR code carries information that allows for close approximate query
reconstruction.

Query 
Decoder

Decoded Query GTR
retrieval

Paragraph

GTR
Encoder

Paragraph

Data Top1 Top3 Top5

MSMarco 0.551 0.737 0.796

NQ 0.721 0.863 0.897

Table 5.2: Share of gold paragraphs for which we can decode a query that
retrieves the given paragraph within its top-k GTR search results. The figure
above depicts the metric evaluation visually for clarity.

paragraph to query evaluation Many interesting use cases
rely on the ability to generate queries from passages of text (DSC17;
Kum+18). As GTR embeds document paragraphs and queries into the
same space, the query decoder can also be used to invert the retrieval
process. We thus evaluate the decoder quality by starting from a
document paragraph, decoding a query from its embedding, and then
running the GTR search engine on that query to check if this query
retrieves the desired paragraph as a top-ranked result. We test this in
an experiment with human-labeled gold paragraphs from MSMarco
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Original Query
nebl coin price [Rank: 2]

Decoding from Gold Paragraph
what is the current price of neblio today belo [Rank: 1]

Gold Paragraph
Neblio Price Chart US Dollar (NEBL/USD) Neblio price for today is

$16.3125. It has a current circulating supply of 12.8 Million coins and a total
volume exchanged of $9,701,465

Original Query
when is champaign il midterm elections [Rank: 3]

Decoding from Gold Paragraph
when is the general election in illinois 2018 [Rank: 1]

Gold Paragraph
Illinois elections, 2018. A general election will be held in the U.S. state of

Illinois on November 6, 2018. All of Illinois’ executive officers will be up for
election as well as all of Illinois’ eighteen seats in the United States House of
Representatives.

Table 5.3: Examples of query decodings from the gold paragraph. The rank
indicates the retrieval position of the gold paragraph using the corresponding
query.

and NQ, using top-k as the success metric. The results reported
in Table 5.2 are very encouraging in that the desired paragraph is
indeed found very often among the topmost GTR search results. Two
example paragraph decodings from MSMarco are shown in Table 5.3;
for both decodings, the gold paragraph is retrieved at the top position.

latent space traversal decoding We have shown that query
decoding can reconstruct queries and that it can find retrieval queries
for target passages. We now turn to a more concrete practical applica-
tion, namely to automatically generate a data set of query reformula-
tions, from which strategies for interactive retrieval can be learned. In
this context, reformulated queries should remain semantically simi-
lar to the original query and not overfit to the target passage. They
should be somewhat in between the query and the gold passage, as any
passage is likely to contain answers to multiple, different questions.
This can be operationalized by decoding queries from points along the
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Figure 5.2: Visualization of the latent-space traversal from query to gold para-
graph, using 2D t-SNE. The blue point denotes the embedding of the original
query “where is quincy located”. The green squares are the embeddings
of the retrieved paragraphs for this query. The closest one about “Quincy
Washington” is shown in the green text bar. The orange crosses denote the
embeddings of the reformulations of the query decoder when moving to
the gold paragraph depicted as the red plus. The orange and red text bars
show the final reformulation and the gold paragraph text, respectively. The
number above the query and reformulations show the nDCG score. As the
gold paragraph is describing the climate of Quincy in addition to its location,
a reformulation about the “average rainfall in quincy illinois” retrieves the
desired paragraph.

line connecting the embeddings of the query and its target passage as
depicted in Figure 5.1b.
To validate this idea, we apply it to the MSMarco and NQ retrieval
dataset where each query is paired with a human-labeled gold para-
graph. In particular, we move in k equidistant increments from the
original query embedding q to the gold paragraph embedding d, i.e.

qκ = q +
κ

k
(d− q) κ = 0, . . . , k (5.1)

and generate a reformulation at each step.2 As a sanity check, Figure
5.3 shows the average retrieval performance of the decoded queries

2We underline that this procedure can be seen as a latent space equivalent of
the Rocchio Session process for generating synthetic search sequences of Adolphs
et al. [Ado+22c].
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Query Embedding Gold Paragraph Embedding
Traversal from Query Embedding to Gold Paragraph Embedding
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NDCG@10 Traversal to Gold Paragraph (QD Standard)
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NQ
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Figure 5.3: The normalized discounted cumulative gain (nDCG) of the
reformulations from the query decoder when moving the input code from the
embedding of the query to the embedding of the gold paragraph. Decoding
closer to the gold paragraph embedding leads to queries with improved
average retrieval performance. The initial decodings nDCG scores are slightly
lower than from the original query due to the reconstruction loss of the
query decoder.

when moving from the original query embedding to the gold para-
graph embedding for MSMarco and NQ. For both datasets, the nor-
malized discounted cumulative gain (nDCG) (JK02) improves steadily
and plateaus, then slightly dips, only when getting close to the gold
paragraph embedding. We hypothesize that two effects are at work
here that explain this dip: (i) the closer one moves towards the gold
passage embedding, the more the query decoder operates out-of-
distribution as it is trained on query embeddings. The joint latent
space is sparse and likely characterized by distinct regions for queries
and passage embeddings, which have different properties (e.g., length
or surface structure). (ii) A passage might answer several questions.
When decoding from an embedding close to the paragraph, these
might start being conflated.

examples We provide a visual example of the latent traversal ap-
proach in Figure 5.2 where we project the latent space to 2 dimensions
using t-SNE (HR02). The plot shows that for the ambiguous query
“where is quincy located” (blue dot), the gold paragraph about the
climate of Quincy, Illinois (red plus), is far away from the top-10

retrieved documents (green squares). Traversing the latent space from
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Original Query
average yearly return on stock market [0.00]

Decodings during Traversal
what is the average annual return on stock market [0.00]
average return on a stock market year [0.00]
what is the average annual return on stock market [0.00]
what is the average return on stock in a year [0.00]
what is the average return in a stock market [0.00]
what is the average annual return in stock ( s&p ) [0.36]
what is the average return on the stock market ( s&p ) [0.36]
what is the average return on the s&p stock exchange at a time [1.00]
what is the average return in s&p stock at a time [0.36]
what is the average annual return of the s&p stock exchange ( best ) [1.00]

Gold Paragraph
The S&P 500 gauges the performance of the stocks of the 500 largest, most

stable companies in the Stock Exchange. It is often considered the most accurate
measure of the stock market as a whole. The current average annual return
from 1926, the year of the S&Ps inception, through 2011 is 11.69%. That’s a long
look back, and most people aren’t interested in what happened in the market
80 years ago.

Table 5.4: Example of a successful traversal on an MSMarco query. The
nDCG@10 score of each query is provided in the brackets. The queries
decoded from a latent code close to the gold paragraph, focus on the returns
of the S&P (as the gold paragraph) and lead to improved retrieval results
(nDCG@10 from 0.00 to 1.00).

the query towards the gold paragraph leads to improved reformula-
tions (orange crosses), as is evident from the shrinking distance to the
gold paragraph and by the improved nDCG score. Semantically, the
reformulations move to questions about the climate of Quincy, as this
is the main topic of the gold paragraph.

5.3 query suggestion model

dataset generation We generate a dataset of query reformu-
lations using the latent space traversal decoding as described in the
previous section. In particular, for the 532,761 queries of the MSMarco-
train dataset, we leverage GTR’s learned latent space structure and
move towards the embedding of their gold paragraph. At k = 20
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Figure 5.4: The histogram of nDCG (a) and inner product with the gold
paragraph embedding of the original query vs. the best reformulation found
with the latent-space traversal approach on MSMarco-train.

intermediate steps on this path, we use our query decoder to generate
reformulations.
For more than 80% of the queries, we find at least one optimal re-
formulation that retrieves the gold paragraph at the top position. In
Figure 5.4, we show histograms of nDCG and the inner product to the
gold paragraph for the original query versus the best-found reformula-
tion. The metrics show that the latent space traversal helps us discover
good query reformulations that lead to massively improved retrieval
performance and are closer to the corresponding gold paragraphs in
latent space.
We filter the dataset to only contain “successful” reformulations to
train the reformulation model. Here, we require a reformulation
to have an nDCG of 1 (i.e., retrieve the gold paragraph at the top
position), to improve the nDCG compared to the original query, and
its embedding to have a larger inner product with the gold paragraph
than the original query. Using this approach, we generate a dataset
of 863,307 successful query rewrites. As the example in Table 5.4
shows, the decoded queries do not always have human-like fluency
and for some sequences intent shift occurs when decoding closer to
the paragraph. This is one reason we’re moving in increments from
the original query to the gold paragraph instead of directly decoding
it.
Interestingly, however, we find that this noise of the dataset is un-
specific enough that it gets smoothed out during model training as
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described in the following paragraph. More details about this dataset
are provided in Sec. 5.6.

model training We use the reformulation dataset to train two
query suggestion model variants. First, we train a model on the plain
reformulation examples, from original query to “successful” rewrite.
As a second, more powerful approach, we train a model with pseudo-
relevance feedback (PRF); here, we provide GTR’s top-5 search results
for the original query as additional context to the model. Both models
are fine-tuned from the T5-large (Raf+20a) pre-training checkpoint.
Consequently, we name the models in the following way:

• qsT5-plain: A T5 query suggestion model trained on the plain
generated reformulation examples (no pseudo-relevance feedback)
of MSMarco-train, mapping from query to query reformulation.

• qsT5: A T5 query suggestion model trained on the generated
reformulation examples of MSMarco-train, where the input is aug-
mented with the content of GTR’s top-5 retrieved search results for
the original query, mapping from query and search results to query
reformulation.

baseline models To measure the effectiveness of our query sug-
gestion model, we benchmark it against multiple baselines. The base-
lines are meant to cover various angles of competitive approaches to
query suggestion, namely training on human-generated question-edit
histories, a classic RM3 pseudo-relevance feedback query expansion
method, and a latent space sampling approach utilizing our query
decoder. In the following, we introduce the three baselines in detail.

• MQR: We train a T5-large model on the “multi-domain question
rewriting” (MQR) (Chu+20) dataset. This dataset consists of 427,719

human-contributed Stack Exchange question-edit histories, map-
ping from ill-formed to well-formed. While this is a relatively large
training dataset, our synthetic generations dataset is roughly dou-
ble in size with 863,307 rewrites, yet without any human edits. This
baseline captures the effect of turning a query to a well-formed
question to improve retrieval performance. It does not use PRF but
maps from query to reformulation, as our qsT5-plain model.
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Figure 5.5: Retrieval metrics of the query suggestion models on the MSMarco
(a) and NQ (b) test sets. The dashed line shows the nDCG@10 score of the
original query. The bars represent the nDCG@10 of the best 1, 3, 5, and
10 reformulations (including the original query), respectively, of different
models. The error bars show the 95 percent confidence interval when doing
bootstrap sampling from up to 10 generations of the models. The RM3 and
qsT5 models are using pseudo-relevance feedback, i.e., information about
the top-retrieved paragraphs.

• RM3: We employ RM3 (Jal+04) as a strong pseudo-relevance feed-
back baseline. In particular, we use a query expansion approach
that uses the formula described in Eq. 20 of Pal et al. [PMD13]
with µ = 2500 to determine the most relevant terms of the top-5
retrieved documents. Then, each suggestion of the model consists
of the original query together with one of the determined relevant
terms.

• Sampling+QD: To check how much of the retrieval performance
gain is due to an ensembling effect in latent space, we compare
against a random sampling baseline that includes our query de-
coder (QD). In particular, we sample a point uniformly at random
from an epsilon ball around the embedding of the original query
and use the query decoder to decode that point to a query. This
baseline does not use PRF.

evaluation We evaluate the query suggestion models on the
MSMarco and NQ test sets. For each example, we generate up to 10

suggestions using nucleus sampling (Hol+20). Our ultimate goal is
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Original Query
who created spiritual gangster

MQR
Who created the Spiritual Gangster?
Who created the “spiritual gangster” storyline?
Who created the “spiritual gangster”?

RM3
who created spiritual gangster spiritual
who created spiritual gangster modern
who created spiritual gangster inspired

Sampling+QD
who created gangster a spiritual & egantious
who created spiritual gangster -gangster
who created spiritual gangster

qsT5
who is the founder of spiritual gangsters
who created the spiritual gangster ( spiritual yogi )
what is the spiritual gangster movement

qsT5-plain
who are the founders of the gangster spirit band
how many gangsters were formed in white supreme
who was the members of the gangster supremes

Gold Paragraph
About Spiritual Gangster. Spiritual Gangster represents a new generation

of yogis seeking balance between the ancient practice of yoga and the modern
world. Founded by Vanessa Lee and Ian Lopatin, this newly borne brand calls
for high vibration living and radiating love shore-to-shore, person-to-person,
heart-to-heart.

Table 5.5: Examples of the top query suggestions for the different models
for the query “who created spiritual gangster”. The final row shows the
human-labeled gold paragraph.
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to provide users with at least one reformulation that better captures
their search intent. As we assume the gold paragraph captures the
information need of the user, we evaluate if, within a small set of
reformulations, there is a query that would lead them closer to that
paragraph; i.e., we measure the maximum nDCG@10 of the top-k
reformulations and the original query. We provide the results in
Figure 5.5.
We see that our qsT5 model significantly outperforms all baselines
on both datasets. Notably, it substantially improves upon the RM3

pseudo-relevance feedback baseline; this indicates that our full re-
formulation approach is more powerful for neural retrievers than a
well-established query expansion technique.
The large gap between qsT5 and qsT5-plain validates the importance
and usefulness of conditioning on the initial search results.
Successfully rewriting the query to a well-formed variant benefits
this task as indicated by the improved nDCG performance of the
non-PRF baseline of the T5 model trained on MQR (blue) over the
original query (dashed line). The qsT5-plain model outperforms the
MQR model when considering multiple reformulations on MSMarco,
indicating that in some cases our model learns successful rewriting
beyond improving fluency.
The qsT5-plain is mostly on par with sampling randomly around
the embedding of the original query and using our query decoder
to generate a reformulation; hence, we can speculate that the main
benefit of this non-PRF model comes from an ensembling effect of
generating suitable reformulations around the neighborhood of the
original query. Again, this reinforces the benefit of pseudo-relevance
feedback for the application of query suggestion.
Additional plots showing the inner product metric for this experiment
and a table summarizing the numbers are provided in Appendix 5.6.

diversity and fluency To quantitatively highlight the character-
istics of the evaluated query suggestion models, we report Self-BLEU
(Zhu+18) and perplexity of a language model as proxies for diversity
and fluency, respectively, in Table 5.6. Self-BLEU is measured between
10 suggestions for a given query and averaged across the dataset,
where a low Self-BLEU indicates large diversity between suggestions.
For the perplexity evaluation, we employ the T5-base language model
trained on C4 (Raf+20a) and measure the average per-token perplex-

82



5.3 query suggestion model

ity of all suggestions for a given dataset; here, we associate lower
perplexity with higher fluency of the suggestions.
Table 5.6 shows that the MQR baseline generates the most fluent
queries, but with low diversity compared to our reformulation ap-
proaches. The RM3 query expansions score worst in diversity as
they always use the original query as a base. Our qsT5 model scores
second best in diversity, with a good comparative perplexity, only
surpassed by the qsT5 variant without PRF, due to the fact that this
model does not focus on the “narrowed-down” topics of the retrieved
results. Notably, the perplexity is higher for the NQ dataset than
for MSMarco due to the nature of queries in NQ being closer to
well-formed questions as opposed to search engine queries.

MSMarco NQ
Model S-BLEU PPL S-BLEU PPL

Original Query - 1622.2 - 217.9
MQR 46.1 59.6 61.4 56.8
RM3 74.8 1562.6 88.0 309.5
Sampling+QD 23.7 726.0 26.6 687.5
qsT5 17.8 247.8 18.4 223.2
qsT5-plain 9.2 196.6 7.6 249.8

Table 5.6: Self-BLEU (Zhu+18) and Perplexity (PPL) for the query suggestions
of the different models on MSMarco and NQ.

examples In Table 5.5, we cherry-pick a representative example of
query suggestions for the different models. This example showcases
the typical behaviors of the models. The MQR model is trained
on turning ill-formed into well-formed questions. Hence, it usually
produces grammatical but low diversity reformulations, especially
when the original query is already close to a well-formed question.
The relatively high Self-BLEU score amongst its reformulations for a
given query, reported in Table 5.6, supports the argument of limited
diversity.
The RM3 model appends the most relevant terms to the original
query and therefore has the lowest overall diversity (i.e., highest Self-
BLEU). The Sampling+QD model can result in non-grammatical or
even nonsensical queries depending on the sampled point in latent
space. While the qsT5 model can utilize the top-retrieved search
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results to form reformulations that are in accordance with the topic
of the query (e.g., “yogi” in the example of Table 5.5), the qsT5-plain
needs to rely on its internal world knowledge stored in its parameters.
It thus cannot connect “gangster” with “yogi” here.

5.4 limitations

A proper user study would provide a valuable complement to the
current evaluation and contribute to a fuller picture. However, this
presents significant challenges that are beyond the scope of the current
work. For instance, is not trivial to adequately design a meaningful
task for human raters conducive to good agreement, e.g., it may be
inevitable to second-guess the original query intent in the presence of
unexpected interpretations brought to the surface by the suggestions.
For the time being, we feel the automatic evaluation proposed here
will be more valuable, as it makes direct comparison and reproducibil-
ity straightforward.
Secondly, it seems sensible to further evaluate the query suggestions
in an end-to-end IR task. Preliminary experiments in this direction
using MS Marco proved somewhat inconclusive, while they introduce
significant complexity. The data annotations are sparse (one passage
per query, by and large) and it is often the case that multiple relevant
passages exist for the same query.3 This makes reranking a crucial
but faulty component, opening up a somewhat orthogonal front. The
ideal evaluation would rely on a deeper manual analysis for a limited
query set, e.g., TREC-style (e.g., cf. Craswell et al. [Cra+20]).

5.5 conclusion

Dual encoders have reset the standard in IR. However, language-based
inverted index architectures still hold their ground, especially in out-
of-domain evaluations (Tha+21). To help further our understanding
of the connections, and potential, between the two, we propose a
method that relies on a query decoder to map back to language space
the latent codes generated by the encoder.
The interplay between latent and language representations, in com-
bination with a simple goal-directed mechanism for traversing the

3Including near duplicate passages.
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shared query-document space, allows us to generate a large synthetic
dataset of query reformulations on which we train a pseudo-relevance
feedback query suggestion model that characteristically tries to pre-
dict the location of the target document.
Our contribution is twofold: (i) we develop a generic way to generate
training data for directional query refinement by traversing the latent
space between queries and relevant documents, and (ii) we build a
powerful reformulation model that we evaluate on a novel benchmark
inspired by the query suggestion task. Suggestions are typically well-
formed, diverse and more likely to lead to the right document than
competing methods.
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5.6 appendix

Model MSMarco NQ
1 3 5 10 1 3 5 10

Original Query .420 - - - .495 - - -
MQR .439 .001 .454 .005 .464 .005 .477 .004 .531 .001 .548 .008 .557 .009 .571 .005

Sampling+QD .440 .001 .469 .005 .484 .007 .506 .013 .522 .001 .548 .005 .561 .006 .580 .005

RM3 .445 .003 .472 .016 .495 .009 .522 .011 .526 .003 .552 .012 .571 .006 .589 .012

qsT5 .455 .002 .496 .010 .519 .010 .554 .011 .541 .003 .582 .011 .615 .008 .637 .009

qsT5-plain .440 .005 .470 .007 .488 .005 .508 .008 .520 .006 .543 .006 .553 .010 .577 .013

Table 5.7: Retrieval metric nDCG@10 of the query suggestion models on the
MSMarco and NQ test sets. The numbers represent the nDCG@10 of the best
1, 3, 5, and 10 reformulations (including the original query), respectively, of
different models. The small number indicates the standard deviation when
doing bootstrap sampling from up to 10 generations of the models.
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Figure 5.6: The inner product of the best reformulation with the gold para-
graph for the various query suggestion models on the MSMarco (a) and NQ
(b) test sets. The dashed line shows the inner product of the original query
with the gold paragraph. The bars represent the inner product with the gold
paragraph of the best 1, 3, 5, and 10 reformulations (including the original
query), respectively, of different models. The error bars show the 95 percent
confidence interval when sampling repeatedly from up to 10 generations of
the models. The RM3 and qsT5 models are using pseudo-relevance feedback,
i.e., information about the top-retrieved paragraphs, while the rest is only
mapping from query to query.
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dataset details We experiment with a few different thresholds
on what constitutes a successful reformulation for our generated
dataset. We achieve the best results in terms of sequence classification
accuracy of a held-out dev set of reformulations for the dataset de-
scribed in Section 5.3. Our final dataset of successful reformulations
of MSMarco-train queries contains 863,207 successful query rewrites
that are split among a training, development, and test set as reported
in Table 5.8.

Split Number of Examples

Train 768,372

Dev 86,478

Test 8,457

Total 863,307

Table 5.8: Successful Reformulation Dataset Details
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C O N V E R S AT I O N A L A G E N T S





6M O D U L A R G E N E R AT I O N F O R
K N O W L E D G E - I N F U S E D D I A L O G U E

6.1 introduction & background

To be regarded as successful, a conversational agent needs to generate
utterances that are both knowledgeable and factually correct, as well
as being conversationally appropriate, fluent, and engaging. The
pursuit of this goal has led to ever bigger models that store a large
amount of knowledge in their parameters (Rol+21; Adi+20; Zha+20).
However, hallucination – wherein a model generates factually inaccu-
rate statements – has remained a problem no matter the size of the
model [Shu+21a].
Recent advances in neural retrieval models have made some inroads
into this problem (LCT19b; Lew+20b; Shu+21a; KSW21) by generating
responses based on both the dialogue context and by learning to
retrieve documents containing relevant knowledge. However, the con-
versational setting is challenging because these models are required
to perform multiple duties all in one shot: to perform reasoning
over the returned documents and dialogue history, find the relevant
knowledge, and then finally combine this into a conversational form
pertinent to the dialogue. Perhaps due to this complexity, it has been
observed that failure cases include incorporating parts of multiple
documents into one factually incorrect response, or failure to include
knowledge at all and reverting instead to a generic response using
the dialogue context only.
In this chapter, we instead propose decomposing this difficult problem
into two easier steps. Specifically, by first generating pertinent inter-

This Chapter is based on our EMNLP Findings 2022 paper “Reason first, then
respond: Modular generation for knowledge-infused dialogue” (Ado+21).
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(a)

(b)

Figure 6.1: Two examples of modular Knowledge to Response (K2R) models,
which condition a dialogue model on (a) the output of a (pretrained) QA
model, or (b) the output of a general knowledge model.

mediate knowledge explicitly and then, conditioned on this prediction,
generating the dialogue response. We call this model Knowledge to
Response (K2R). Using this modular design, we can train and evalu-
ate the reasoning performance of the model independently from its
conversational abilities, increasing the interpretability of our model’s
output. This also allows us to plug external knowledge into dialogue
systems without any requirement for retraining, for example, from
question-answering systems. The dialogue response model’s task
reduces to incorporating the predicted knowledge in an engaging and
context-fitting conversational response.
We conduct extensive experiments across multiple tasks and datasets.
We find that our K2R model effectively improves correct knowledge-
utilization and decreases hallucination (Shu+21a) in knowledge-grounded
dialogue [Din+19b]. In open-domain dialogue, the K2R model im-
proves the performance on automatic metrics compared to its seq2seq
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counterpart, along with the additional benefits of increased inter-
pretability of the model’s output and the possibility for knowledge
injections. The modular design allows us to fuse state-of-the-art pre-
trained QA models – without any fine-tuning – with dialogue models
to generate answers that humans judge as both more knowledgeable
and engaging. Our modular system also outperforms multi-tasking
approaches. Our code and generated dataset is made publicly avail-
able1.

background on intermediate generation components

for text generation The approach of text modular networks
promises more interpretable answers to multi-hop questions (Kho+20;
JB19; Gup+20). Khot et al. [Kho+20] learn a generative model that
decomposes the task in the language of existing QA models for Hot-
potQA (Yan+18b) and DROP (Dua+19). Herzig et al. [Her+21] solve
text-to-SQL tasks with intermediate text representations. For sto-
rytelling, hierarchical generation procedures have been proposed
[FLD18]. In reinforcement learning settings, generating natural lan-
guage has been used as an intermediate planning step (STA21; Hu+19),
and in particular in goal-oriented dialogue (YL18) and open-domain
QA (Ado+22c) as well. For summarization tasks, the work of Baziotis
et al. [Baz+19] proposes an intermediate autoencoder latent represen-
tation. Similarly, West et al. [Wes+19] apply the information bottleneck
principle to find an intermediate compressed sentence that can best
predict the next sentence. For knowledge-grounded dialogue, an
approach using internet search can also be seen as a modular interme-
diate step, where the search query is first generated [KSW21]. In that
sense retrieval-based QA has also been seen as a modular technique
in many studies [Che+17a; Yan+19a].

6.2 k2r model

We propose a two-step model for generating dialogue responses
called Knowledge to Response (K2R). Instead of directly mapping from
dialogue history (context) to response, it generates an intermediate
sequence output which is the knowledge basis for the next utterance.
Conceptually, our K2R model consists of two parts:

1https://parl.ai/projects/k2r
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• A seq2seq knowledge model that maps from context to knowl-
edge.

• A seq2seq response model that generates the final response
given the predicted knowledge and the context.

The two models can potentially share parameters (or even be the same
model), and the two steps would then be differentiated by context
tokens in the input. Alternatively, the two models can be completely
separate and trained on different resources, allowing plug-and-play
modularity. We explore both these options in this chapter.

supervised training We can train two separate models for our
standard K2R: a knowledge model and a response model; both are
encoder-decoder transformers [Vas+17]. The former is trained with
the context as input and the knowledge response as the target. We can
perform standard supervised training using existing resources such
as QA and dialogue datasets with annotated knowledge [Din+19b].
The second part of the K2R, the response model, gets as input the
context appended with the gold knowledge (replaced by predicted
knowledge during inference) inside special knowledge tokens.

unsupervised training For tasks without knowledge supervi-
sion available, we consider an unsupervised method. Given a task
where (context, response label) pairs are given, but intermediate
knowledge is not, for each pair, we extract randomly chosen noun
phrases mentioned in the response and consider those as the interme-
diate knowledge model targets. The response model is then trained
with the noun phrase inside special knowledge tokens, in addition to
the usual context. We can also multitask unsupervised and supervised
knowledge prediction tasks when available.

shared parameter k2r We also experiment with multitask train-
ing of the two steps of K2R. Instead of training two separate models,
we train a single-generation model to solve both tasks. The input
structure, i.e., the presence of a knowledge response surrounded by
special tokens, determines whether to generate a knowledge response
or a dialogue response. Hence, there is no need for an additional
control variable.
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Response Model Knowl. Model Knowl. PPL F1 KF1 RF1 PKF1 B4 RL

Baselines
BART None None 14.7 20.9 17.4 14.7 - 1.7 20.3
BART RAG DPR None Wiki 11.5 22.6 26.1 17.7 - 3.7 23.2
K2R

BART RAG DPR Wiki 17.9 21.3 29.2 17.7 76.4 3.5 22.4
RAG DPR (shared) RAG DPR (shared) Wiki 18.3 22.0 27.3 17.4 67.8 3.7 22.7
BART Oracle Gold 8.1 37.4 68.6 39.8 68.6 11.1 39.4
K2R - Confidence Score Conditioned
BART - 0 RAG DPR Wiki 13.6 22.0 22.4 16.6 37.9 2.9 22.4
BART - 2 RAG DPR Wiki 13.6 22.6 26.4 17.9 57.0 3.7 23.4
BART - 6 RAG DPR Wiki 13.9 22.4 27.2 18.0 64.2 3.9 23.1
BART - 10 RAG DPR Wiki 14.3 22.2 27.2 18.0 66.8 3.8 22.9

Table 6.1: Quantitative Evaluations on Wizard of Wikipedia Test (seen split).
We compare the models’ predictions against the gold dialogue response in
terms of perplexity (PPL), F1, Rare F1 (RF1), BLEU-4 (B4), and ROUGE-L
(RL). Moreover, we compare the predicted response with the gold knowledge
in terms of Knowledge F1 (KF1), and with the predicted knowledge in terms
of Predicted Knowledge F1 (PKF1).

confidence-score conditioning k2r When we train the
response model conditioned on the gold knowledge, the model learns
to be very confident in putting the given knowledge in the final
generation. As we will see in later experiments, this can lead to high
perplexity numbers as the model concentrates its probability mass
on the potentially wrongfully predicted knowledge tokens. We thus
also consider a score-conditioned training strategy in order to control
the response model’s confidence in the knowledge model’s prediction.
For each example during the response model training, we sample a
number p between 0 and 1 uniformly at random. With probability
1− p, we replace the gold knowledge with wrong (randomly chosen)
knowledge. In addition to the knowledge, we also provide p̃ =
round(10 ∗ p), an integer value between 0 and 10, to the input. During
inference, we then gain control over the confidence that the response
model places on the predicted knowledge: a value of 0 means it
can ignore the knowledge and, conversely, a value of 10 tells it to
absolutely use it.
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6.3 experiments

tasks We conduct quantitative and qualitative experiments across
four different datasets. Each dataset comes with a different experimen-
tal setup to validate individual use cases of our K2R model. On the
Wizard of Wikipedia (WoW) dataset (Din+19b), we fuse knowledge
into dialogue. We use OpenQA-NQ (LCT19b) (a subset of Natural
Questions (Kwi+19)) to experiment with generating knowledgeable
and engaging dialogue responses from QA-model outputs. Finally,
to test the model on open-domain dialogue and question answering
simultaneously, we use LightWild (Shu+20b) as well as a derived
version of it, LightQA, ending on a question about the episode. We
run all our experiments using the ParlAI (Mil+17) framework.

metrics Across the experiments, we use standard generation met-
rics using the ground truth such as Perplexity (PPL), F1, BLEU-4 (B4),
and ROUGE-L (RL). Following recent literature (Shu+21a), we addi-
tionally use the Rare F1 (RF1) metric that only considers infrequent
words in the dataset when computing the F1 score. For WoW, where
ground-truth knowledge is provided, we calculate the Knowledge
F1 metric, i.e., the F1 score between the dialogue prediction and the
knowledge sentence. In the considered QA tasks, analogous to F1

and KF1, we measure if in the dialogue response the gold answer is
present (AP) and if the generated answer is present (GAP); here, we
opt for exact match metrics (opposed to F1) since the answer is usually
a short span and not a full sentence as in the WoW experiments.

models The K2R always consists of two (possibly the same) seq2seq
Transformers [Vas+17]. While the response model is always a fine-
tuned BART-Large (Lew+20a) model (except when sharing parame-
ters), the knowledge model varies in the experiments to follow com-
mon setups from existing baselines: BART for open-domain dia-
logue, BART RAG DPR (Token) (Lew+20b) with a Wikipedia index for
knowledge-grounded dialogue, and Fusion-in-Decoder (FiD) (IG21b)
for question answering. Note that all knowledge models are general
seq2seq Transformer models, and the main design difference is the
neural-retriever-in-the-loop for knowledge-grounded tasks.
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Wizard of Wikipedia (WoW)

WoW (Din+19b) is a dataset of human-human dialogue that is grounded
on Wikipedia articles. During data collection, one of the humans has
access to a knowledge retrieval system and indicates on which knowl-
edge their response is based. This process leads to a dialogue dataset
that has a knowledge sentence for each target utterance. Hence, the
setup for our K2R model is straightforward: first, (learn to) generate
the knowledge sentence, and then, based on that prediction, generate
the dialogue response. Table 6.2 shows an example episode with gold
targets and model responses (including injected author knowledge).
We train three different variants of our K2R model as explained in
Section 6.2. First, a standard two-model variant of K2R, consisting
of a BART RAG DPR model for knowledge prediction and a BART
model for the knowledge-conditioned response prediction. Second, a
BART RAG DPR model with shared parameters, i.e., trained jointly on
knowledge and response prediction. And finally, a confidence-score
conditioned BART response model that uses the knowledge model
from the first variant.

quantitative results In Table 6.1, we compare our K2R ap-
proach on the WoW test set (seen split) against their dialogue-only-
model counterparts: a BART model and a BART RAG DPR model
with access to a Wikipedia index. We see that the standard K2R model
performs roughly on par with the strong BART RAG DPR baseline
for the F1 and RF1 score while outperforming it on the Knowledge F1

metric (29.2% vs. 26.1%). As we will see later, this matches human
evaluations, which show a large decrease in hallucination. To give
an idea of the performance limits of K2R, we also evaluate it with
an oracle knowledge model. Standard K2R model training leads to
increased perplexity values, which we associate with the model being
overly confident about its knowledge predictions caused by always
conditioning the model on correct knowledge during training. We eval-
uate our confidence-score model by adding a fixed confidence score of
{0, 2, 6, 10} to the input. The higher this value, the more confident the
dialogue model should be about the knowledge model’s prediction.
The results show that when increasing the confidence score from 0

to 10, the F1 between the predicted knowledge and the predicted
response (PKF1) increases from 37.9% to 66.8%. Simultaneously, it
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Context Topic: Husky
Apprentice: I just got a husky puppy
Wizard: It sounds cute! Huskies are known amongst
sled-dogs for their fast pulling style.
Apprentice: I guess in the north they are working dogs
huh?

Gold Knowledge Sled dogs were important for transportation in arctic
areas, hauling supplies in areas that were inaccessible by
other methods.

Gold Response Sled dogs, including Huskies, are used for transportation
in arctic areas.

BART Yes, they are used for sled dog racing.
RAG DPR Yes, they are used in sled dog racing. They are an ever-

changing cross-breed of the fastest dogs.
K2R Knowledge Prediction Huskies are used in sled dog racing.

Response Prediction Yes, they are used for sled racing.
K2R Injected Knowledge In arctic regions huskies are used to deliver hot beverages

by companies like starbucks.
Response Prediction Yes, they are used as delivery dogs by companies such as

Starbucks.

Table 6.2: Examples of model outputs on the Wizard of Wikipedia Test set.
The K2R model appropriately changes its dialogue prediction when replacing
the predicted answer with (author chosen) injected knowledge.
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Model Cons. ↑ Eng. ↑ Know. ↑ Hall. ↓

BART 65% 52% 32% 64%
RAG DPR 81% 66% 94% 16%
K2R 80% 53% 92% 7%

Table 6.3: Human evaluations on Wizard of Wikipedia Test (unseen split)
across four different metrics: Consistency (Cons.), Engagingness (Eng.),
Knowledgeable (Know.), and Hallucination (Hall.).

increases the perplexity from 13.6 to 14.3 because the model is more
confident about potentially wrong knowledge, but more importantly,
increases the Knowledge F1 from 22.4% to 27.2%.

human evaluation To evaluate beyond automatic metrics, we
conduct a human evaluation following the approach described by
Shuster et al. [Shu+21a]. We present expert annotators the model
responses for the first 100 turns of the WoW test set (unseen split)
and ask them to judge consistency, engagingness, knowledge, and
hallucination, using the definitions of Shuster et al. [Shu+21a].
In Table 6.3, we present the results of the study. It is apparent that
access to a Wikipedia knowledge base boosts the performance across
the knowledgeable axis, with both RAG DPR and K2R strongly out-
performing BART, and both having similarly increased values of
consistency and knowledgeability. However, K2R suffers consider-
ably less from hallucination, 16% vs. 7%, compared to RAG DPR,
mirroring our results of improved KF1 from the automatic metrics.
Notably, K2R hallucinates less than any model studied by Shuster et al.
[Shu+21a]. However, K2R is rated as less engaging than BART RAG
DPR, 54% vs. 66%, although it is rated at least as engaging as BART
without knowledge, which is rated at 53%.

Natural Questions

We use the OpenQA-NQ dataset (LCT19b) of Google queries paired
with answers extracted from Wikipedia. The answers in this dataset
are short-form, e.g., the question “When did the Dallas Cowboys win
their last playoff game?” is answered with “2014”. While this might
be the desired response in an information retrieval setting, e.g., a
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Google search, it might appear laconic and unnatural in a long-form
human conversation. We are interested in developing a model that
generates knowledgeable but also engaging conversational responses
to open-domain questions.
As baselines for this task, we employ two different dialogue model
baselines: (i) a standard generative model trained on open-domain
dialogue (WoW), and (ii) a retrieval-augmented generative model
trained on WoW. Additionally, we also compare against a pure QA
model trained on NQ. While the dialogue models trained on WoW
generate appropriate dialogue responses, they are not fine-tuned
to answer questions. On the other hand, the QA model excels at
answering questions but is not able to provide an engaging, full-
sentence response. Due to the modular architecture of our K2R model,
we can combine these two types of models. Without additional
training, we use the QA model as our knowledge model inside K2R

together with the response model trained on WoW (the exact same
model as in the previous WoW experiments).

quantitative results We do not have gold dialogue responses
(i.e., conversational, full-sentence answers) available for this task, so
we focus on the knowledgeable aspect of the models and evaluate in
terms of AP and GAP (i.e., an exact match of the answer span in the
dialogue response (AP) or the exact match of the knowledge model’s
generated answer in the dialogue response (GAP))
Table 6.4 shows the results of the automatic evaluation. The BART
baseline model trained on WoW only manages to answer 4.2% of the
questions. Its retrieval-augmented variant, BART RAG DPR, improves
this to 13.8%. The pure QA model, T5 FiD DPR, contains the gold
answer for 46.7% of the questions in its response. For our K2R model,
we stack together the T5 FID DPR QA model as a knowledge model
with BART, trained on WoW, as a response model. This K2R model has
the gold answer in its dialogue response for 39% of the questions. For
76% of the questions, it incorporates the knowledge predicted by the
QA model in the response. To improve the GAP metric, we increase
the beam size from 3 to 30 and add a filter that chooses, if possible, the
first beam that contains the predicted knowledge answer. This leads
to a GAP of 96.8% and an AP of 46.3%, the latter being on par with
the original QA model (46.7%), while still producing a conversational
response. Note that the AP of the K2R is limited by the QA model
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RM KM Know. AP ↑ GAP

Dialogue Model Baselines
BART - - 4.2 -
RAG DPR - Wiki 13.8 -
QA Model
- T5 FID Wiki 46.7 -
K2R

BART T5 FID Wiki 39.0 76.0
BART + filter T5 FID Wiki 46.3 96.8
BART Oracle Gold 75.5 75.5
BART + filter Oracle Gold 95.5 95.5

Table 6.4: Quantitative Evaluations on Natural Questions Test set with differ-
ent response models (RM), knowledge models (KM), and access to knowl-
edge (Know.).

used as the knowledge model. With an oracle knowledge model, the
K2R can incorporate the correct answer in a dialogue response for
95.5% of the questions.

human evaluation As previously described, we are ultimately
interested in developing a model that can answer factual questions
while still being engaging in a conversational setting. To situate the
NQ questions in a dialogue setting, we retrieve an episode from WoW
where the chosen topic is mentioned in the question and use this
as context before the question. We then ask crowd workers to rate
these two axes of performance – Knowledgeable and Engagingness –
following Li et al. [LWR19]. More details about the evaluation setup
as well as examples can be found in Appendix 6.6.

Table 6.5 shows the results of the study. The columns show the
percentage of wins of the model against its opponent on a given row.
Our K2R model beats all three baselines on both axes significantly
(p < .01). A rating has to be justified by an explanation of the human
evaluator of which we provide samples in Table 6.10 and 6.11. It shows
that most evaluators rate the longer, and more detailed answers of
K2R (compared to the QA model) as both more knowledgeable and
engaging.
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Wins % matches
BART RAG DPR T5 FID K2R

Lo
se

s
%

BART 61.8 91.5 83.5
RAG DPR 38.2 73.7 76.8

T5 FID 08.5 26.3 66.1
K2R 16.5 23.2 33.9

Wins % matches
BART RAG DPR T5 FID K2R

Lo
se

s
%

BART 60.9 79.7 75.6
RAG DPR 39.1 62.5 71.8

T5 FID 20.3 37.5 66.9
K2R 24.4 28.2 33.1

Table 6.5: Human evaluation results on Knowledgeable (top) and Engagingness
(bottom) ratings for NQ Test. Bold win percentages indicate significance
(p < .01).

Question When did the dallas cowboys win their last playoff game?

Gold Answer 2014

BART I’m not sure, but I do know that the Dallas Cowboys are
a professional football team based in Dallas, Texas.

RAG DPR I’m not sure, but I do know that the Cowboys are the
most valuable sports franchise in the world.

K2R Knowledge Prediction 2014

Response Prediction The last time the Dallas Cowboys won a playoff game
was in 2014.

K2R Injected Knowledge several years ago
Response Prediction I think the last time they won a playoff game was several

years ago.
K2R Injected Knowledge good chance next week

Response Prediction I don’t know the last time the cowboys won a playoff
game, but there is a good chance next week.

Table 6.6: Examples of model outputs on the Natural Questions Test set. The
K2R model appropriately changes its dialogue prediction when replacing the
predicted answer with (author chosen) injected knowledge.
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Response Knowledge Response Knowledge LightWild LightQA
Model Model Train Data Train Data PPL ↓ F1 ↑ Rare F1 ↑ GAP AP ↑ GAP

Baselines
BART - Wild - 16.8 15.4 9.5 - 28.9 -
BART - QA - 427.2 4.0 3.1 - 85.5 -
BART - Wild + QA - 17.1 15.5 9.6 - 80.4 -
K2R

BART BART Wild Wild 25.7 16.6 10.4 99.5 38.1 99.4
BART (shared params) Wild Wild 26.2 16.3 10.2 99.6 35.0 99.6
BART BART Wild Wild + QA 25.9 16.5 10.3 99.4 91.0 98.9
BART Oracle Wild - 11.4 30.9 30.0 99.3 99.1 99.1

Table 6.7: Quantitative Evaluations on LightWild and LightQA Test sets.

qualitative results One interesting feature of the K2R model
is that one has control over the knowledge used in the response.
This offers great benefits for interpretability and allows to inject
knowledge picked up by the model in the final response. Table 6.6
gives an example of that. Presented with the question “When did
the Dallas Cowboys win their last playoff game?” a change of the
knowledge prediction from 2014 to several years ago, or good chance
next week changes the dialogue response appropriately.

LIGHT

In the following experiments, we focus on the text-based open-world
adventure game dialogue setting of LIGHT (Urb+19). More specifi-
cally, we consider LightWild (Shu+21b), a dataset of more than 40k
episodes which are not specifically knowledge grounded, but require
commonsense reasoning and attention to detail of the context instead.
Hence, we do not consider retrieval-augmented models for this task.
Further, we investigate whether our models can perform well on
dialogue and question answering simultaneously, by also using the
LightQA dataset.

6.3.0.1 LightQA

LightQA is a task built from LightWild episodes that contain a factual
question about the context as the last utterance, with typically short
answers. Details about the construction of this dataset are provided
in Appendix 6.6.
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Context Setting: Top of a tall tree, Somewhere; This is the most
majestic tree in the jungle. It spans high into the sky, with
brilliant emerald leaves and sturdy brown branches. It
is very healthy and spreads very wide. It flowers with
brilliant violet flowers.
Partner: Chameleon
Self: Farmer; I was born in a poor village. I eat what we
grow. I love being close to the earth.
Farmer: The view is as mesmerizing as it always was, I
can never get bored of this
Chameleon: How are you today, farmer?

Gold Response I’m fine, how about yourself ?
BART I’m doing well, thank you for asking.
K2R Knowledge Prediction the view

Response Prediction I’m doing well, thank you for asking. The view here is
beautiful.

K2R Injected Knowledge not so great
Response Prediction Not so great, how about you? What brings you here?

K2R Injected Knowledge truck
Response Prediction I’m doing well, thank you for asking. I’ve been working

hard on the farm, trying to grow enough to feed my
family for the next few months, but it’s been hard with
the truck not running.

K2R Injected Knowledge Facebook
Response Prediction I’m doing well, thank you for asking. I’ve been working

hard on my crops, and I hope to sell them on Facebook
soon

Table 6.8: Examples of model outputs on the LightWild Test set. The K2R

model appropriately changes its dialogue prediction when replacing the
predicted answer with (author chosen) injected knowledge

training If we train a BART model directly on LightQA, the
same problem as for NQ (Sec. 6.3) arises: we obtain a QA model
predicting short-form answers instead of a dialogue model generating
engaging conversational responses. Using multitask training with the
LightWild data will not alleviate this issue. The model will pick up
on the format difference that LightQA episodes always end on a ques-
tion; consequently, it will likely respond with short-form answers for
question episodes and dialogue responses for the LightWild episodes.
This is where the K2R model can help. Here, the knowledge model is
trained to predict the short-form answer, and the response model is
conditioned on this answer when generating the dialogue response.
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We use the unsupervised technique (cf. Sec. 6.2) to train K2R with the
LightWild data, i.e. using noun phrase knowledge targets found with
the nltk library (BKL09).

results In Table 6.7, we evaluate the models trained on LightWild
or LightQA or the combination of both. For LightQA (right), the
baselines show that only training on LightWild, i.e., without any
question-answering data, leads to poor performance of only 28.9%
correctly answered questions. Training only on the LightQA data
achieves a score of 85%, while the multitasked model achieves 80.4%.
Our K2R model improves this score to 91.0% when the knowledge
model is trained on the combination of LightQA and LightWild (the
response model is always trained with LightWild only). Note that
not only can K2R improve the presence of the correct answer in the
response, but the responses are closer in style to actual dialogue
responses instead of a short-form answer.

6.3.0.2 LightWild

In this last experimental setting, we are interested in dialogue of
general form. Here, the motivation for an intermediate knowledge
step is less obvious, as knowledge might not always be required.
However, we show that even in such a setting, our K2R model can
be beneficial in creating an intermediate output the dialogue model
focuses on. Moreover, the same models can do well at both dialogue
(LightWild) and QA (LightQA) at the same time.

training We use the same K2R models as described for training
LightQA, potentially multitasked with LightWild, described in Sec
6.3.0.1. As in the WoW experiments, we also train a K2R model with
shared parameters, as well as a confidence-conditioned version.

results Results are given in Table 6.7 for various metrics. K2R

improves both F1 (15.5 vs. 16.6) and RF1 (9.6 vs. 10.4) compared
to the best baseline model. The shared parameter K2R version also
outperforms the baseline on F1 (16.3) and RF1 (10.2), proving that the
performance gain is not due to increased model size. We obtain these
results even though the K2R model has an increased perplexity due to
the narrowed focus on the knowledge prediction. In Appendix 6.6, we
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provide results of confidence-conditioned models, which can control
perplexity vs. GAP tradeoffs, similar to the WoW results in Section
6.3. Qualitative examples of K2R on this task are provided in Table 6.8.
We note the strong ability of the response model to adapt to author-
provided knowledge, even when it seems quite out of context, e.g.
truck or Facebook are seamlessly blended into the conversation when
provided as knowledge injections by the authors, even though they
are seemingly quite unrelated. We believe this helps reinforce the
argument that separating the knowledge and response modules, as
proposed in this chapter, represents a good choice of structure, as
both steps seem to be learnable for our models.

6.4 discussion

interpretability The K2R architecture allows for more inter-
pretable conversational agents due to the possibility of observing not
only the final response but also the intermediate knowledge response
it is conditioned on. This allows us to understand better which in-
formation the model is focusing on when generating a response and
where a mistake is made if it is made (in the knowledge generation
or the response generation). Our experimental results support this
claim. In the Wizard-of-Wikipedia experiments of Sec. 6.3, we see
in Table 6.1 that the F1 score between the conversational response
and the predicted knowledge (PKF1) is up to 76.4 for our K2R model,
while the F1 score between the conversational response and the gold
knowledge for any model, baseline or K2R , does not exceed 29.2.
Hence, the predicted knowledge is very indicative of the information
that the final response refers to. Qualitatively, we see this behavior in
the examples of Table 6.2 where an injection of knowledge, “Huskies
are used to deliver hot beverages by companies like Starbucks”, leads
to a conversational response incorporating this information. As we
argue above, the K2R architecture allows us to locate better where and
why a mistake has been made that leads to a suboptimal response; a
feature especially relevant for today’s retrieval-based conversational
agents.

limitations It is well known that large language models have
multiple serious shortcomings. On the technical side, they have
a tendency to repeat (Wel+19) and contradict themselves (Rol+21;
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Ouy+22a). Furthermore, they frequently mix up or invent new facts,
commonly referred to as hallucination (Shu+21a). On a more funda-
mental note, language models suffer from biases in the training data
(Lu+20; AFZ21), and can generate unsafe or even toxic language when
prompted with the wrong context [Rol+21]. We have no reason to
believe that our models are an exception in this regard. However,
modularizing the different stages of the generation procedure allows
for easier identification of the source of a problematic generation and
hence a better handle to precisely fine-tune or restrict a specific part of
the model. Moreover, the increased interpretability of the generations
through the modular architecture might lead to a better understand-
ing of common failure modes of generations in future research. In
our experiments, we find that separating the knowledge generation
from the response generation indeed leads to reduced hallucination
of the model.

6.5 conclusion

In this chapter, we presented K2R: a modular approach for knowledge-
based dialogue models. We showed that by decomposing the knowl-
edge step and response generation into explicit sequence-to-sequence
subtasks, we could improve dialogue systems by incorporating knowl-
edge or turning short QA model answers into an appropriate conver-
sational form. In detailed experiments, we showed that this modular
system helps with hallucination in knowledge-grounded dialogue,
is rated by humans as more knowledgeable and engaging when an-
swering questions, and improves generation metrics on open-domain
dialogue. Furthermore, it allows for more interpretable results and
supports knowledge injection. Future work should continue to in-
vestigate methods with modular reasoning steps to help in difficult
language tasks.
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6.6 appendix

lightqa Our goal with LightQA is to have a task that requires a
model to answer questions about the previous context. For example, in
LIGHT, a player might ask another character where to find a certain
key to complete their quest. Here, we would want a model, acting
as the character, to answer appropriately if the knowledge is in the
context description. With this goal in mind, we design a dataset
in the following way: First, we take a LightWild episode and use
an abstractive summarization model, trained on CNN/Daily Mail
(Nal+16) and the SAMSum Corpus (Gli+19), to generate a summary.
Then we identify all noun chunks, entities, and proper nouns and use
them as possible answer candidates. For each answer candidate, we
use a T5 question generation model, trained on SQuAD (Raj+16b), to
generate a possible question given the summary as context. As the last
step, we filter the generated questions with a QA model, trained on
SQuAD, by checking that it would generate the used answer candidate
with access to the summary and question. An episode of our dataset
consists of the original LightWild episode (up to a certain turn) and
the generated question as the last utterance. Hence, our labels in this
dataset are not the usual dialogue responses but short answers.

lightwild confidence conditioning We train a BART dia-
logue response model based on the confidence-conditioned training
strategy described in Section 6.2. During training, we replace the cor-
rect knowledge with a random noun from the history with probability
p and provide p̃ = round(10 ∗ p) to the input. The model learns to
scale its trust in the knowledge prediction based on the p̃ value in
the input. In Table 6.9, we show the results of this dialogue model
when combined either with the BART knowledge model trained on
LightWild+LightQA or an oracle knowledge model. For both variants,
we see an apparent increase in the share of examples for which the
dialogue response has the generated answer present (GAP) when
increasing the confidence score. This means that we can adjust the
confidence score to influence how much the dialogue model trusts
the knowledge prediction. As observed before in the WoW results,
we also see that the perplexity increases with higher confidence when
using the knowledge prediction model but decreases when using the
oracle. However, again, the perplexity increases don’t lead to worse
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performance in the F1 metrics. On the contrary, a confidence score of
6, which translates to a GAP of 94.1%, performs the best in F1 and
RF1 for the non-oracle model.

Model Confidence PPL ↓ F1 ↑ RF1 ↑ GAP

K2R BART 0 18.5 16.3 10.0 59.5
(LightWild+ 2 19.1 16.4 10.2 78.4
LightQA KM) 6 20.2 16.4 10.3 94.1

10 22.3 16.2 10.1 99.0
K2R BART 0 12.7 27.4 25.5 79.0
(oracle KM) 2 12.4 28.6 27.5 86.7

6 12.1 29.9 29.2 94.2
10 12.0 30.1 30.0 98.3

Table 6.9: Confidence-conditioned model on LightWild.

nq acute eval details We closely follow the human evaluation
setup studied by Li et al. [LWR19] and set up a pairwise model
comparison on Amazon MTurk. To situate the NQ questions in a
dialogue setting, we retrieve an episode from WoW where the chosen
topic is mentioned in the question and use this as context. To have a
smooth transition between the dialogue context and the question itself,
we prefix the question with “By the way, ...”. The human evaluators
are presented with a side-by-side comparison of the same context
and question but with different answers corresponding to individual
models. They are asked to read the dialogue and assess the final
response according to one of the two following criteria, following the
same wording as in (LWR19):

• If you had to say that one speaker is more knowledgeable and
one is more ignorant, who is more knowledgeable?

• Who would you prefer to talk to for a long conversation?

In Figure 6.2 and 6.3, we provide screenshot examples of the interface
used for the human evaluation. To ensure a high quality of evaluations,
we only select people that manage to correctly solve two manually
constructed onboarding examples.
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Figure 6.2: Example interface for human evaluation for knowledgeable. The
first utterance is a knowledge paragraph that answers the final question–
provided to give the reviewer the relevant information to assess the models’
answers. Then, there is a random dialogue roughly matching the topic of
the final NQ question which is prefixed with “By the way, ...”. The reviewer
is asked to vote for the better response among the two models and provide
a brief justification.

Figure 6.3: Example interface for human evaluation for engaging. We present
the reviewer a random dialogue roughly matching the topic of the final NQ
question which is prefixed with “By the way, ...”. The reviewer is asked
to vote for the better response among the two models and provide a brief
justification.
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Challenger Losses K2R Wins K2R K2R Win Reasons Sample K2R Loss Reasons Sample
BART 18 91 Gives an answer with location. Neither answers the question.

Precise and clear with proper response. They acknowledge what they don’t know
Gives an answer with location. This speaker seems more correct
is more detailed gave the correct answer
The speaker gives a proper answer to the question. They have a lot more information stores

RAG DPR 26 86 Better Answer. gave a more up to date response
He gives more in depth information knowledgeable but don’t come off as a know it all
More likely correct response. They both were fine i just like 2s response better
The level of detail is higher, and the phrasing is natural. Neither answers the question.
The response actually answers the question. gave the correct answer

T5 (QA Model) 37 72 Both good, 2s response better though The answer is more concise, and accurate.
I prefer the longer reply more direct answer
Gives more detailed response. This speaker answers the question directly
Give more information in their answer The answer is more direct.
The level of detail is better. more to the point

Table 6.10: Acute evaluation details for NQ on the question “If you had
to say that one speaker is more knowledgeable and one is more ignorant,
who is more knowledgeable?”. The last two columns show some samples of
justifications provided by human evaluators in the case of K2R winning and
losing, respectively.

Challenger Losses K2R Wins K2R K2R Win Reasons Sample K2R Loss Reasons Sample
BART 30 93 It leads to a more thought-provoking conversation. is less incorrect

The level of detail is higher, and the phrasing is natural. is confidently incorrect
This person sounds more well-versed. I prefer 1’s phrasing
the information is more worthwile acknowledges their uncertainty.
stays on topic better sticks to the question more closely

RAG DPR 35 89 The answer is phrased better seems more correct
does a better job answering questions Provides a really insightful answer to the question
is more focused on responding to its partner more detailed in their explanations
sounds more well-versed in the conversation They have some similar preferences as me
replies more naturally Neither answers the question.

T5 (QA Model) 41 83 I prefer complete sentence responses is more concise
sounds better than simply giving the name The answer is more direct.
More natural in the conversation the answer is less formal and fits the question better
The answer uses a full sentence. provides a more direct answer
adds more to the conversation know the answer to the question

Table 6.11: Acute evaluation details for NQ on the question “Who would
you prefer to talk to for a long conversation?”. The last two columns show
some samples of justifications provided by human evaluators in the case of
K2R winning and losing, respectively.
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7L A N G UA G E M O D E L S T H AT S E E K F O R K N O W L E D G E

7.1 introduction & background

Standard large language models are known to generate fluent but
factually incorrect statements, a problem that is not solved by just
increasing their size (Shu+21a). Additionally, as their knowledge is
frozen in time from the point when they were trained, they can never
learn new facts – the newest information they have will be from the
date that the training set was constructed. Several recent advances
have tried to tackle aspects of these problems. Neural retrieval models
have augmented seq2seq models with access to a large fixed corpus
of knowledge (LCT19b; Lew+20b). However, aggregating information
from multiple retrieved documents is a difficult problem (IG21b)
which may result in incorporating parts of multiple documents into
one factually incorrect response. In the last chapter (based on Adolphs
et al. [Ado+21]), we showed that first finding the relevant parts of the
documents and then generating the final response has been shown
to help alleviate this problem. However, those methods rely on
information obtained through a frozen knowledge source, i.e. they
cannot incorporate up-to-date relevant information. Separate work
by Komeili et al. [KSW21] studied augmenting dialogue generations
with an internet search.
In this chapter, we explore a modular architecture that tries to mix
the best elements of these different existing solutions. A single trans-
former architecture is used iteratively to perform three modular tasks:

This Chapter is based on our EMNLP Findings 2022 paper “Language models
that seek for knowledge: Modular search & generation for dialogue and prompt
completion” (Shu+22a). In this project, I was not the lead author. I was involved in
the conceptual phase and ran initial experiments.
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Search: Beyonce 2022 

Search Engine

Knowledge: According to 
Sony Music's CEO, the star 
will be releasing her album in 
the first quarter of 2022. 

retrieved documents

In 2022, Beyoncé has plans to..

In 2022, Beyoncé has plans to..

In 2022, Beyoncé has plans to..

Response:  release a new album early 
in the year.

Figure 7.1: The modular Search-engine→ Knowledge→ Response (SeeKeR)
Language Model. A single transformer architecture is called successively to
invoke three different modules: search, generate knowledge, and generate
final response. The output of each module is input to the next, in addition
to the original context.

search, generate knowledge, and generate a final response, where the
output of each module is fed as additional input to the next, as in
Figure 7.1. The first step, given the input context, generates a relevant
search query for an internet search engine, while the second step is
fed the returned documents and generates their most relevant por-
tion. The last step uses that knowledge to produce its final response.
By decomposing this difficult problem into three manageable steps,
pertinent up-to-date information can be incorporated into the final
language model generation.

We apply our modular Search-engine→ Knowledge → Response
(SeeKeR) language model to the tasks of dialogue and prompt com-
pletion, after pre-training and fine-tuning on a variety of knowledge-
intensive datasets. In open-domain dialogue, we show this approach
outperforms the BlenderBot 2 model of Chen et al. [Che+21b] ac-
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cording to human ratings of consistency, knowledge and per-turn
engagingness.
We test the ability of SeeKeR to perform general – but up-to-date
– language modeling. To do this we construct topical prompts on
subjects that were in the news in January 2022, which is data that
the model itself has not been trained on. With SeeKeR’s ability to
incorporate information via web search, it outperforms GPT2 (Rad+19)
and GPT3 (Bro+20) in terms of factuality and topicality according to
human raters.

background The method in this chapter builds on the knowledge-
to-response (K2R) technique from the previous chapter (based on
(Ado+21)) which decomposes a dialogue model into two stages: gen-
erating a knowledge sequence, followed by generating a response
sequence, conditioned on the knowledge. This was applied success-
fully to Wizard of Wikipedia (Din+19b), QA (LCT19b), and LIGHT
tasks (Urb+19). Now, we expand on this approach by adding the
additional module of internet search and then applying that to full
open-domain dialogue and general language modeling.
In the dialogue space, the most natural comparison to our approach
is BlenderBot 2 (BB2) (Che+21b).
In the language modeling space, there is a large body of work on
nearest neighbor and cache-based language modeling (Kha+20; GJU17;
Mer+17; Kha+21; YMdK21) for accessing a large set of documents.
Recently, RETRO (Bor+21) used retrieval over a database of trillions
of tokens. Those works do not use internet search, but rather perform
their own retrieval method via a transformer model together with
nearest neighbor lookup. As the database is fixed, that means it would
not be up to date with the latest knowledge and current events. Some
recent methods have also attempted to adapt knowledge through
editing and tuning of language model variants (DCAT21; Mit+22).

7.2 seeker model

The SeeKeR model we introduce in this chapter has the architecture
of a standard transformer (Vas+17), except that this same encoder-
decoder (for dialogue) or decoder-only (for language modeling) model
is used in a modular way multiple times. For each module, special
tokens are used in the encoder (or decoder) to indicate which module
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is being invoked. The output of each module is input into the next,
along with the original context.
SeeKeR consists of three modules, which are invoked sequentially:

search module Given the encoded input context, a search query
is generated. This is fed into a search engine, which returns results
in the form of a set of documents. Following Komeili et al. [KSW21],
in our experiments (unless stated otherwise) we employ the Bing
Web Search API1 to retrieve documents and then filter that set of
documents by intersecting with Common Crawl (Wen+20), and keep
the top 5.

knowledge module Given the encoded input context, and a set
of retrieved documents, a knowledge response is generated. This con-
sists of one or more relevant phrases or sentences from the retrieved
documents. For encoder-decoder models, the documents and context
are encoded using the fusion-in-decoder (FiD) method (IG21a); for
decoder-only models, we pack and prepend the documents to the
input context. Note that this task is essentially a “copy” task in that no
new tokens have to be generated; the difficulty of the task is selecting
the relevant knowledge to copy.

response module Given the encoded input context concatenated
with the knowledge response, the final response is generated. The
module must consider relevant context and knowledge while gen-
erating a new fluent continuation to the input. The extraction of
relevant knowledge by the previous modules makes this task easier;
in contrast, a conventional seq2seq model has to solve all these tasks
(knowledge acquisition, synthesis, and final response generation) at
once.

Architecture and Pre-Training

For our standard language modeling experiments, we consider the
GPT2 transformer (Rad+19) as a base model, and fine-tune it to
become a SeeKeR model (see Section 7.2); we do not perform any
pre-training of our own in this case. We can thus directly compare

1https://www.microsoft.com/en-us/bing/apis/bing-web-search-api
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to GPT2, with the same model size and architecture. We consider
medium, large, and XL (345M, 762M, and 1.5B parameters) models in
our experiments.
For our dialogue experiments, we employ a 2.7B parameter trans-
former encoder-decoder model. To pre-train our model we consider
combining two different pre-training datasets for language modeling
and for dialogue, using the training method of Lewis et al. [Lew+20a]:

pushshift.io reddit We use a variant of Reddit discussions,
which has also been used in several existing studies, particularly for
training BlenderBot 1 and 2 (Rol+21). The setup requires training
to generate a comment conditioned on the full thread leading up to
the comment. Following Humeau et al. [Hum+19], this is a previ-
ously existing Reddit dataset extracted and obtained by a third party
and made available on pushshift.io (Bau+20), spanning 1.5B training
examples from Reddit obtained from PushShift2 through July 2019.
A number of heuristic rules have been used to filter and clean the
dataset; see Roller et al. [Rol+21] for details.

roberta+cc100en We use the same data used to train the BASE
language model (Lew+21a), which consists of approximately 100B
tokens, combining corpora used in RoBERTa (Liu+19) with the English
subset of the CC100 corpus (Con+20).
We compare pre-training only on dialogue modeling (pushshift.io
Reddit, as in (Rol+21)) to pre-training on both language modeling and
dialogue modeling tasks; we refer to the latter as R2C2 (pushshift.io
Reddit, RoBERTa + CC100en).

SeeKeR Tasks for Dialogue

We consider a number of dialogue-based fine-tuning tasks to enable
our model to perform well for each of the three modules.

search module tasks We use data from the Wizard of Internet
(WizInt) task (KSW21) which consists of 8,614 training dialogues
containing 42,306 human-authored relevant search queries given the
dialogue contexts. We can use the search query data as targets to

2https://files.pushshift.io/reddit/
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directly train the search module in a supervised fashion. We append
special tokens to the input context to indicate that the transformer is
performing the search task, via predicting a relevant search query.

knowledge module tasks We multi-task several knowledge-
intensive NLP tasks, where the target for the model is the “knowledge”
that will be used to generate the final response. We first employ
knowledge grounded dialogue datasets that contain annotations of
the gold knowledge used: Wizard of Internet (KSW21) and Wizard of
Wikipedia (WoW) (Din+19b). We then use several QA tasks: SQuAD
(Raj+16b), TriviaQA (Jos+17), Natural Questions (NQ) (Kwi+19), and
MS MARCO (Ngu+16). We use the “Natural Language Generation”
competition track (NLGen v2.1) of MS MARCO, in which the annota-
tor must “provide your answer in a way in which it could be read from
a smart speaker and make sense without any additional context”3.
As such, the original targets do not have a direct overlap with one of
the input documents, so we modify the task to satisfy this constraint
by finding the highest overlapping input sentence with the answer,
and making that the target instead. If the F1 overlap is less than 0.5
we drop the example, leaving 281,658 examples out of the original
808,731. For NQ, we use three different settings: with all documents
as input, with only the gold document, and with a sampled dialogue
history context, following (Ado+21). Finally, we can employ conven-
tional dialogue tasks in this setting as well – PersonaChat (Zha+18a),
Empathetic Dialogues (ED) (Ras+19) and Blended Skill Talk (BST)
(Smi+20b) – by using the same procedure as in (Ado+21): we extract
an entity from the original dialogue response that also appears in the
context and set that as the knowledge target for training. We also
employ the Multi-Session Chat (MSC) (XSW21) task, using the same
approach as for MS MARCO to predict the most similar previous line
to the original target (with the same F1 overlap threshold) and setting
that as the knowledge target.

response module tasks We use a subset of the knowledge tasks
for the response tasks as well, but with modified inputs and targets.
In this case, the input context contains the usual dialogue, concate-
nated to the gold knowledge response (the target in the previous
task), surrounded by special tokens. The new target is the standard

3https://microsoft.github.io/msmarco/
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dialogue response from the original dataset. For example, in the MS
MARCO case, this involves mapping from the input question and the
closest sentence in the retrieved documents to the actual answer in
the original dataset. Note that, while we can use the MS MARCO task
for this (as we have access to long-form conversational responses),
we exclude SQuAD, TriviaQA, or NQ from response modeling, as
they all comprise generally short-form answers. We additionally use
the knowledge-grounded dialogue tasks (Wizard of Wikipedia and
Wizard of the Internet) as each dialogue response is annotated with
the relevant knowledge used to write it. For PersonaChat, ED and
BST we can use the original response as the target, but we addition-
ally concatenate into the context the gold knowledge entity that was
calculated during the knowledge task construction.
We provide further details, including dataset sizes, in Table 7.6.

SeeKeR Tasks for Language Modeling

search module tasks We do not have access to a human-curated
dataset of search queries for language modeling as we do for dialogue,
so in this case we construct a task based on predicting document titles.
Using the Common Crawl dump (Wen+20), a given input example
is a single web document, which we randomly cut at an arbitrary
point, and only keep the beginning (in order to model left to right
generation). The target output we want to generate is the title of the
document, which we also heuristically simplify by removing phrases
in parentheses or following a hyphen in order to make the query
terms learned more generic. We multi-task with another variation
of this task: for a given target sentence, we predict the title of the
document for its corresponding “knowledge” sentence (discussed in
the following paragraph). Finally, we also multi-task with the Wizard
of Internet search query task as in Section 7.2.

knowledge module task To construct our knowledge task,
we also start with Common Crawl, splitting it into sentences. We
construct a Lucene4 search over Common Crawl, and then, for a given
target sentence of a document, we find the sentence most similar to
the target that is neither identical nor in the same document. We

4https://lucene.apache.org/
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skip sentences of less than 5 words or with an F1 overlap of less than
0.33, similar to before. During training, we limit to examples where
the knowledge and target continuation have a shared entity5. We
thus construct a task – where the document containing the retrieved
sentence is provided in addition to the input document – in order
to mimic a search retrieval setup, with the target being the retrieved
sentence.

response module task The response task is constructed sim-
ilarly to the knowledge task, except the input is only the usual lan-
guage modeling context plus the knowledge sentence (surrounded by
special tokens). The target is the next sentence (tokens).

7.3 experiments

Factually Per-Turn Knowl. % Knowl.
Model Consistent Knowl. Incorrect Engaging & Engaging is Engaging Rating

BB1 75.47% 36.17% 9.14% 78.72% 28.79% 79.58% 4.1
BB2 65.06% 27.88% 4.21% 83.52% 21.93% 78.67% 4.4
BB1 (R2C2) 73.44% 36.25% 4.84% 79.22% 27.51% 75.90% 4.2
BB2 (R2C2) 71.91% 67.92% 4.49% 76.03% 53.18% 78.31% 4.2
SeeKeR (sep. BART modules) 55.39% 41.88% 3.97% 75.09% 28.00% 66.86% 4.4
SeeKeR 78.47% 46.49% 3.94% 90.41% 44.03% 94.71% 4.2
SeeKeR Dialogue+LM 70.87% 43.00% 2.90% 84.36% 32.28% 75.07% 4.5

Table 7.1: Detailed results and ablations for the open-domain knowledge-
grounded dialogue experiments. Human crowdworkers talk to models and
rate them using various metrics. We test standard BlenderBot (BB) 1 and 2,
and R2C2 variants with our Dialogue+LM pre-train tasks (Section 7.2). We
test standard SeeKeR (fine-tuned for dialogue), SeeKeR with independent
BART modules for search queries and knowledge generation, and a version
of SeeKeR (Dialogue+LM) fine-tuned on both the dialogue and LM tasks of
Section 7.2 and Section 7.2.

Open-Domain Dialogue

automatic evaluation We first test our models on the Wiz-
ard of Internet open-domain knowledge-grounded dialogue dataset,
which was specifically designed for evaluating internet-driven dia-
logue agents. As well as measuring perplexity and F1 overlap with

5https://spacy.io/usage/linguistic-features#named-entities
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Model PPL ↓ F1 ↑ KF1 ↑

Komeili et al. [KSW21] Results (BART-Large models)
No Search 17.4 17.6 6.8
Search engine 16.1 17.9 7.0
Gold Doc 13.9 20.0 9.6
BlenderBot 2 (3B parameters)
Search engine - 16.1 6.7
Gold Doc - 18.2 10.5
SeeKeR Search engine 15.2 16.7 8.3
SeeKeR Gold Doc 12.7 20.1 12.7
SeeKeR Gold Knowl. Resp. 8.6 24.5 21.6

Table 7.2: Automatic evaluations of SeeKeR compared with existing results
from Komeili et al. [KSW21] and BB2 on the WizInt task (valid set). We do
not report BB2 PPL as it is not comparable (different dictionary).

gold dialogues, one can also measure Knowledge F1 (KF1), the over-
lap of the dialogue response with the gold annotated knowledge
sentences used by the human crowdworker. We can supply the gold
documents to the model in an additional evaluation setting, or sim-
ilarly supply the gold knowledge sentence(s) as well. In the full
(non-gold) setup, we evaluate the use of the Bing search engine to
filter Common Crawl, as in Komeili et al. [KSW21].

We compare to the methods reported in Komeili et al. [KSW21] in
Table 7.2, as well as the BB2 3B parameter model (Che+21b). SeeKeR
using gold documents or knowledge provides the best performance
on all three metrics over all methods, while using the search engine
with SeeKeR provides lower perplexity than in previously reported
methods. Although F1 is lower, KF1 is correspondingly higher, in-
dicating that there is perhaps some trade-off here where our model
encourages using more knowledge.

human evaluation setup We perform a human evaluation
using crowdworkers in the same setting as Komeili et al. [KSW21].
The crowdworker is asked to play a role from the Wizard of Internet
dataset and to have a natural conversation. Each conversation consists
of 15 messages (7 from the human, 8 from the bot). We collect 100

dialogues – roughly 800 annotations – per model.
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For each turn of their conversation, we ask the crowdworker to mark
their partner’s responses for conversational attributes, in particular,
whether they are: (i) consistent, (ii) knowledgeable (iii) factually cor-
rect; and (iv) engaging (all of which are yes/no binary questions; see
Komeili et al. [KSW21] and Figure 7.4 for full definitions). At the end
of the conversation, an additional question collects an overall engag-
ingness score (a Likert scale from 1 to 5) for their speaking partner.
Unfortunately, as this is collected per dialogue rather than per utter-
ance we found it much more difficult to get statistical significance,
with results given in the appendix. For the per-turn metrics, we aver-
age them over the turns and conversations conducted for each model.
From the knowledgeable and engaging metrics, we can additionally
calculate (i) the percent of turns that are both knowledgeable and
engaging and (ii) the percent of knowledgeable turns that were also
engaging, as these can inform us how well the models are blending
knowledge into an interesting conversation. More details regarding
human evaluation are in Table 7.6.

baselines We compare to the existing publicly available chatbots
BlenderBot 1 (Rol+21) and BlenderBot 2 (BB2) (in “search mode”),
using the 3B parameter version in both cases. BlenderBot 1 was
already found to be superior to several other chatbots, in particular
Meena (Adi+20) and DialoGPT (Zha+20), and we do not evaluate
those here.

human evaluation results The main results are given in Ta-
ble 7.1. We find improvements over both BlenderBot 1 and 2 for a wide
variety of metrics: consistency, knowledge, factual (in)correctness, and
per-turn engagingness. For turns that are marked knowledgeable,
we also see an increase in the engagingness of the knowledge itself
compared to the baselines by a wide margin (94.7% vs. 78-79%),
while the number of turns that are marked as both knowledgeable
and engaging (at the same time) has also increased (44% vs. 21-28%).
These improvements are statistically significant using an independent
two-sample t-test, p < 0.001.
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Ablations

pre-training First, our pre-training scheme is different from
BlenderBot 1 and 2, with training based on both language mod-
eling and dialogue pre-training tasks, as well as slightly different
architectures. We thus test variants of BlenderBot 1 and 2 with our
pre-training setup, by fine-tuning on the same tasks as in those works.
and denote these with “R2C2” to differentiate them. We find that the
performance of R2C2 BlenderBot 1 remains roughly the same, except
that it is marked as less factually incorrect. R2C2 BlenderBot 2 uses
knowledge more, but also loses engagingness score compared to the
original method. SeeKeR still compares favorably to both methods.
This indicates that the language modeling objective may make using
knowledge easier, perhaps because it emphasizes using the context
more than dialogue tasks do.

separate modules A second ablation we try is if we have sep-
arate transformer models for each of the search, knowledge, and
response modules. We, therefore, experiment using separate BART
(Lew+20a) modules for knowledge and search query generation,
which ends up as an inferior model despite containing nearly ∼800M
more parameters; we believe this is perhaps because BART is smaller
(∼400M parameters), and is not as good at performing the individual
modular tasks. We do not evaluate having three separate 3B parameter
models due to memory constraints.

Analysis

pairwise comparison We conducted a further ACUTE-Eval
(LWR19) human evaluation where crowdworkers compared chat logs
pairwise and gave reasons why one is preferred over the other (see Ap-
pendix Table 7.6 for further details). Summarizing the crowdworkers’
opinions, we find that when SeeKeR is preferred, the reasons are that
it has “more information to share”, is “more knowledgable”, and has
“more accurate information”. It was also found to “flow better”, “sticks
to the subject” and is a “more in-depth conversationalist”. It also
“takes conversation in new related directions”, while other knowledge-
based models seemed to be “like just copying wikipedia” compared
to this model. When SeeKeR was not preferred, crowdworkers said
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that it “asks too many questions”, is “repetitive”, “less engaging” or
“less consistent” for those particular dialogues. Generally, in short
conversations, there seems to be a tradeoff in incorporating too much
knowledge in the conversation at the expense of what crowdworkers
deem as engagingness. We note that other models have addressed
this by deciding when to use knowledge vs. not (Che+21b), which
would be possible to incorporate in SeeKeR models as well and is a
potential direction for future work.

cherry picked examples We show a cherry-picked conversation
between a human crowdworker and our SeeKeR model in Figure 7.2.
The conversation about gaming spans several games, and aspects
of gaming, from mods for certain games to PC hardware used and
where it can be bought. The model effectively uses internet search
to bring up pertinent information for each of these topics as can be
seen by the internet searches it invokes (in red) and the knowledge
sentences generated from the retrieved documents (in green).

lemon picked examples We show several lemon-picked con-
versational snippets between a human crowdworker and our SeeKeR
model in Figure 7.3 . We identify four general model issues and pro-
vide representative examples of each. Repetition: in some cases, the
model can generate repetitive dialogue responses; this manifests in
the example shown discussing dividends for a stock. Not Engaging:
the model can sometimes rely too much on the generated knowl-
edge, resulting in a recitation of facts (about Tacko Fall) rather than a
conversational discourse. Ignore Partner: although we often see the
model change topics smoothly, at times it will adamantly continue
discussing a certain topic when its partner is not interested. Incorrect
Knowledge: finally, when the model is given incorrect knowledge,
the dialogue responses stray from the truth; this can manifest as a
result of undesired knowledge given an ambiguous search query , or
even incorrect information from the internet itself.

Prompt Completion

automatic evaluation We first test with automatic evaluations
the SeeKeR method compared to vanilla GPT2 on the RoBERTa task
(see Section 7.2). To make sure all models are on an equal footing, we
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fine-tune them on this task (even though GPT2 pre-training should
be quite similar), where we train with a given document up to a
given line as the “prompt” and the next line in the document as the
continuation. We then measure the metrics of validation perplexity
as well as F1 of the generated continuations compared to gold. We
compare three sizes of GPT2 with SeeKeR and for each architecture
size two variants of SeeKeR: the “x3” variant that comprises three
independently trained models (for search, knowledge and response),
and the shared parameter version. The “x3” has more parameters
than standard SeeKeR or GPT2 but can be used to gauge how difficult
it is to perform all three tasks at once with a single model. The results
for SeeKeR are shown either with the gold document or by using
Lucene search over Common Crawl (ignoring documents that contain
the identical target match, if found – which also includes the original
input document).

results The results are given in Table 7.3. We see improvements
in both perplexity and F1 with increasing size models, with SeeKeR
models outperforming conventional GPT2 when using Gold Docs,
and slightly behind when using Lucene search6. Despite the “x3”
SeeKeR models being three times larger, they are only marginally
better than all-in-one SeeKeR models in terms of perplexity, and the
all-in-one versions even outperform them in terms of F1 for the largest
XL models.

Topical Prompts

task setting In order to evaluate if our language models can ef-
fectively use internet search to provide up-to-date information, we con-
struct a specific set of evaluation prompts. We gather from Wikipedia
a set of current events from January 2022

7, and extract the entities,
ignoring those containing the term “covid” (as there are so many) as
well as countries (as they might be too general a topic). We use 100

topics, which range from the Prime Minister of Haiti to the Rio Carni-
val to Pfizer. We then construct the prompts “In recent developments

6This is to be expected as the probability mass is centered around the knowledge
response which may not align with a single gold label, thus necessitating human
evaluation in addition to automatic evaluations, see Adolphs et al. [Ado+21].

7https://en.wikipedia.org/wiki/Portal:Current_events/January_2022
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No Doc
Model PPL ↓ F1 ↑ PPL ↓ F1 ↑

GPT2 Medium 11.9 14.8 - -
GPT2 Large 10.7 15.4 - -
GPT2 XL 9.7 15.8 - -

Gold Doc Lucene Search
SeeKeR Med. x3 9.9 25.7 12.6 13.2
SeeKeR Medium 10.3 25.7 13.1 13.6
SeeKeR Large x3 8.9 26.3 11.2 13.9
SeeKeR Large 9.2 27.1 12.3 13.4
SeeKeR XL x3 8.4 27.2 10.4 13.7
SeeKeR XL 8.5 28.1 11.3 14.0

Table 7.3: Comparison of SeeKeR with GPT2 of various sizes, measured
on Common Crawl (valid set). x3 means using three separate models
(for 3x the number of parameters). Training a single model to perform
search, knowledge, and response performs similarly to separate models and
provides better performance on the Gold Docs as the models increase in size.

Model Sensible (↑) True (↑) Hallucination (↓) Topical (↑)

GPT2 Med. (345M) 81% 15% 68% 1%
GPT2 Large (762M) 81% 18% 71% 0%
GPT2 XL (1.5B) 81% 14% 73% 0%
GPT3 (175B InstructGPT) 82% 58% 62% 4%
SeeKeR Med. (345M) 75% 34% 54% 13%
SeeKeR Large(762M) 68% 36% 51% 8%
SeeKeR XL (1.5B) 77% 43% 58% 15%
SeeKeR XL (Jan ’22) 71% 43% 51% 19%
SeeKeR R2C2 LM only (3B) 77% 46% 47% 16%
SeeKeR R2C2 (3B) 80% 55% 42% 19%

Table 7.4: Topical Prompts: Human Evaluation results comparing SeeKeR
with GPT2 (and GPT3). All models are relatively sensible (with wins for
GPT2/3), but GPT2 contains far fewer true statements, and far more false
statements (hallucinations), and is hardly ever on topic. A much smaller
SeeKeR model (345M) can also outperform a much larger GPT2 model (1.5B),
and even outperforms 175B (Instruct) GPT3 on the hallucination and topical
metrics, despite being 500× smaller.

we have learned the following about <TOPIC>.” and ask the language
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Prompt GPT2 (XL) Completion SeeKeR (XL) completion

In recent devel-
opments, we
have learned the
following about
Ban of Twitter in
Nigeria.

Ban of Twitter is a social
media platform that allows
users to create and share con-
tent on Twitter. The platform
was launched in Nigeria in
March 2017.

The Minister of Information,
Lai Mohammed, has said that
the ban on Twitter will be
lifted soon.

In recent devel-
opments, we
have learned the
following about
Charles Njonjo.

1. He was born in Nigeria. 2.
He is a graduate of the Uni-
versity of Lagos.

We have learned that Charles
was cremated on January 2,
2022, and that his body was
returned to his family.

In recent devel-
opments, we
have learned
the following
about William
M. Ellinghaus.

Ellinghaus was born in New
York City, New York, on Jan-
uary 1, 1891.

Ellinghaus was named chair-
man of the Municipal As-
sistance Corporation, which
was created to contain the cri-
sis, and was later appointed
to the Emergency Financial
Control Board, which took
over city fiscal affairs.

In recent devel-
opments, we
have learned the
following about
Terry Teachout.

Terry Teachout is running for
Congress in New York’s 18th
Congressional District. She is
a former state assemblyman
and state senator.

Terry Teachout is the author
of the new book, The New
Jim Crow: Mass Incarceration
in the Age of Colorblindness.

Table 7.5: Topical prompts: cherry and lemon picked examples comparing
SeeKeR with GPT2. In the first two examples, GPT2 hallucinates (in yellow),
while SeeKeR provides correct topical continuations. In the third example
SeeKeR does not hallucinate, but is not topical with recent development. In
the fourth example, both GPT2 and SeeKeR give poor responses. SeeKeR is
correct in that Terry Teachout is an author, but it names a book by Michelle
Alexander, which happens to be on the same web page as a book by Terry
Teachout that the search engine retrieves.

model to continue it. We compare SeeKeR using the Mojeek search
engine8 to GPT2 of different sizes as before. We additionally use the
GPT3 (Bro+20) API (using the “text-davinci-001” 175B InstructGPT
model with default parameters) to evaluate that as well.

evaluation We perform a human evaluation of the correctness of
the continuation, where the annotator has access to internet search for

8http://mojeek.com
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Figure 7.2: Cherry-picked example of a SeeKeR model chatting with a human
crowdworker, with the conversation starting in the upper left. White boxes
on the left are the user messages, while we show model search queries in
red boxes, generated knowledge in green boxes, and dialogue responses in
blue boxes. Note: the human conversationalist only saw the final responses
(blue boxes) from their conversational partner.

validation purposes. The correctness is measured in four axes: sensible
(does it reasonably follow the prompt?), true (does it contain some true
information?), hallucination (does it contain some false information?)
and topical (does it reference what happened in the last two months,
i.e., January and February 2022?).

results Results are given in Table 7.4. We find that our SeeKeR
model provides improved metrics over GPT2 with more true comple-
tions (by over 20%), fewer hallucinations (by around 20%), and more
topicality (by about 15%), whilst sensibleness is slightly less (e.g., 81%
vs. 77%). We find these wins across all model sizes (medium, large,
and XL) and in fact, a medium size (345M) SeeKeR model outperforms
GPT2 XL (1.5B) by similar margins as those just mentioned. GPT3, on
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Human Repetitive SeeKeR Human Not Engaging SeeKeR

Human Ignore Partner SeeKeR Human Incorrect Knowledge SeeKeR

Figure 7.3: Lemon picked examples: four types of issues arising in a conver-
sation between a SeeKeR model chatting with several human crowdworkers.
Top left repetitive outputs; top right uninteresting recitation of facts; bottom
left ignoring the conversational partner; bottom right incorrect knowledge
used in a response (the model actually pulls this information from IMDB,
which has different (and presumably, incorrect) information from Wikipedia).

the other hand, is a far larger model that has also been fine-tuned with
human judgments (Ouy+22a) and outperforms GPT2 and SeeKeR
in terms of the sensible and true metrics, generating fluent text that
can in some cases directly copy portions of the relevant Wikipedia
article. However, like GPT2, it also introduces a large number of
hallucinations (62%) and fails to be topical (4%). A SeeKeR 345M
parameter model, due to its search capability, outperforms GPT3 on
the hallucination and topical metrics, despite being 500× smaller.
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analysis We show example cherry and lemon-picked examples
in Table 7.5. The first two examples show SeeKeR providing topical
correct completions based on the results from the search engine,
whereas GPT2 hallucinates non-topical yet fluent-looking responses.
The third and fourth examples show failure cases of SeeKeR. Example
three shows a factually correct response from SeeKeR, which is based
on results from the search engine, but it is not topical. The last (fourth)
example shows a hallucination from SeeKeR where it mixes up two
authors; inspecting the web search results indicates this is because
both authors are mentioned on the page, and the method mixes them
up.
Due to the issue of non-topical results from web search, we also tried
a version of SeeKeR where we appended “January 2022” to the search
query to see if this produced more topical generations. We do see a
reduction in hallucinations and a relative increase in topicality in this
case (up from 15% to 19%) indicating the search engine part of the
system is crucial for this task.

Multi-tasking Dialogue and Language Modeling

So far we have considered our SeeKeR fine-tuning tasks of dialogue
and language modeling separately, and have conducted separate
experiments. Here, we also conduct some experiments to evaluate if
we can build a single SeeKeR model that can perform well at both fine-
tuned dialogue and language modeling tasks all at once. To do this,
we begin with the transformer architecture described in Section 7.2
which has been pre-trained on both dialogue and language modeling
tasks (denoted R2C2). We then fine-tune it on both types of tasks as
well.

topical prompts Results in Figure Table 7.4 compare this model
to GPT2 and GPT3, as well as GPT2-based SeeKeR language models
on the topical prompts task using human evaluations. The results
show that the fully multi-tasked SeeKeR model performs very well,
superior to all our GPT2-based SeeKeR models on every metric (sen-
sible, true, hallucination and topical), with the lowest hallucination
score of 42% that compares very favorably to that of GPT3 (62%). The
sensible score was a bit lower for the GPT2 SeeKeR models previously
compared to standard GPT2, but this is now closer, at 80% (with GPT3
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at 82%). Fine-tuning this SeeKeR R2C2 architecture only on language
modeling (and not dialogue fine-tuning tasks) also works well.

open-domain dialogue Results in Appendix Table 7.7 and Ta-
ble 7.1 compare this model using automated metrics and human
evaluations, respectively, on our open-domain knowledge-grounded
dialogue task. The model performs comparably, if not better, in
all automated metrics on the task. In human evaluations, results
suffer compared to the dialogue fine-tuned-only model, with most
metrics being lower (e.g., percent of the knowledge that is engaging
dropped from 95% to 75%), except for factually incorrect and the
final rating (which was not a statistically significant result). Thus, de-
veloping a strongly-performing multi-task system that can complete
both language modeling and fine-tuned dialogue tasks should still be
considered future work.

7.4 discussion

Our language models suffer the same issues as other systems that
exist today, specifically with problems of occasional inconsistency,
contradictions, factual inaccuracies, potential repetition, and lack of
deeper reasoning, amongst other issues (Rol+21; Ouy+22a). Further,
generations can include toxic language and bias, especially with
certain contexts and topics (Xu+20; Din+20). Additionally, documents
from the internet influence our generations, which can be a problem
if undesirable content is retrieved.
In our SeeKeR experiments, we rely on an externally built search
engine, which has both pros and cons. Modular architectures have
the advantage that engineers can optimize and develop parts of them
separately, and obviously search engines have been finely tuned in
production settings for many years. In contrast, if building one’s
own retrieval system, as many QA and LM methods currently do,
one has to essentially start again from scratch. Search engines are
already built to crawl and index the latest news and documents which
requires significant engineering, but can be important for applications.
Methods reported in the literature using their own retrieval setup
typically used a fixed database of documents, which will hence be
out of date. On the other hand, search engines have been designed to
be used by humans, not machines, so queries are in natural language,
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and only consist of a few words. Machines can potentially do better
by encoding a lot more information from a longer context into either a
longer query or a vector-encoded query, as is done in e.g. FAISS-based
systems (Lew+20b). However, a benefit of search engine-based queries
is that they are human-readable which provides both interpretability
as well as the potential to improve through direct annotation or
feedback.

7.5 conclusion

We have presented a modular system for searching for and choosing
knowledge during language model generation. Our approach out-
performs the state of the art on dialogue modeling, and is shown to
outperform both GPT2 with the same architecture on topical prompts
– even when using a smaller parameter size – and GPT3 – despite
being vastly (500x) smaller. Our approach of explicitly splitting into
three modules allows for engineering better modules in the future,
e.g. fine-tuning parts of the model, as well as the advantage of in-
terpretability. We make our code and models publicly available for
further research.
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7.6 appendix

Wins % matches (Engagingness)
SeeKeR BB2 BB2 SeeKeR BB1 BB1

sep. BART (R2C2) (R2C2)

Lo
se

s
%

SeeKeR sep. BART 62 46 43 58 61

BB2 (R2C2) 38 61 56 58 59

BB2 54 39 52 51 56

SeeKeR 57 44 48 57 61

BB1 42 42 49 43 51

BB1 (R2C2) 39 41 44 39 49

Wins % matches (Knowledgeable)
BB2 BB1 BB1 SeeKeR BB2 SeeKeR

our PT sep. BART our PT

Lo
se

s
%

BB2 52 56 57 55 67
∗∗

BB1 our PT 48 52 57 54 67
∗∗

BB1 44 48 55 60 48

SeeKeR sep. BART 43 43 45 64
∗

46

BB2 our PT 45 46 40 36
∗

57

SeeKeR 33
∗∗

33
∗∗

52 54 43

Table 7.6: Human evaluation results on Engagingess (top) and Knowledgeable
(bottom) ratings for dialogue models using ACUTE-Eval [LWR19]. ∗ indi-
cates significance (p < .05), ∗∗ indicates significance (p < 0.01). We collected
an average of 70 ratings per model pair. Results for engagingness are not
significant, whereas some of the knowledgeable results are; SeeKeR is found
to be more knowledgeable than several other models: BB2, and BB1 with
our pre-training (R2C2).

Search Gold Doc
Model PPL ↓ F1 ↑ KF1 ↑ PPL ↓ F1 ↑ KF1 ↑

R2C2 SeeKeR Dialogue FT only 15.2 16.7 8.3 12.7 20.1 12.7
R2C2 SeeKeR Dialogue+LM FT 15.5 16.4 8.4 12.4 20.3 13.2

Table 7.7: Automatic evaluations of multi-tasked SeeKeR compared with
dialogue-tuned SeeKeR on the WizInt task (valid set).
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data details Our base model was pre-trained on the concatena-
tion of three existing datasets:

• RoBERTa+cc100en Data: We use the same data used to train
(Lew+21a), which consists of approximately 100B tokens, com-
bining corpora used in RoBERTa (Liu+19) with the English
subset of the CC100 corpus (Con+20).

• Pushshift.io Reddit: We use a variant of Reddit discussions,
which has also been used in several existing studies (see e.g.
Yang et al. [Yan+18a], Mazaré et al. [Maz+18], and Shuster
et al. [Shu+20a]). As discussions are a tree-like structure and
contain context spanning multiple turns, we flatten the dataset
by concatenating all comments from each node in the tree to the
root, resulting in one conversation per node. We then perform
denoising at the conversation level.

In Table 7.8, we outline all of the datasets used for fine-tuning, with
the number of training examples for each task. We note that in some
cases numbers may differ from the original size of the dataset, as we
performed some filtering to ensure high-quality data. E.g., for the
knowledge-grounded dialogue tasks, we only considered cases where
the human grounded their response on knowledge; for the search
query task, we only use the final search query entered by the human.
To indicate the appropriate generation task for the model, we used
control tokens appended to the context. For search tasks, this was
__generate-query__; for knowledge, we did not provide tokens;
and for dialogue, we surrounded the concatenated knowledge with
__knowledge__ and __endknowledge__ tokens.
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Dataset Number Training Examples
Search Knowledge Response

Knowledge-Grounded Dialogue
Wizard of the Internet [KSW21] 35137 22487 22487

Wizard of Wikipedia [Din+19b] - 77310 77310

Open-Domain Dialogue
PersonaChat [Zha+18a] - 55701 55701

Empathetic Dialogues [Ras+19] - 4393 4393

Blended Skill Talk [Smi+20b] - 9826 9826

Multi-Session Chat [XSW21] - 74676 74676

Multi-Session Chat (F1 overlap) - 54121 54121

Question Answering
MS MARCO [Ngu+16] - 281658 281658

SQuAD [Raj+16b] - 87599 -
TriviaQA [Jos+17] - 474866 -
Natural Questions [Kwi+19] - 307373 -
Natural Questions (Open) [LCT19a] - 79168 -
Natural Questions (Open Dialogues) [Ado+21] - 11426 -
Language Modeling
Common Crawl [Wen+20] (subset) 1572997 1572997 1572997

Total 1608134 3073601 2153169

Table 7.8: Details of all the training datasets used.
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human evaluation details In Figure 7.4, we display the in-
structions provided to crowdworkers when chatting with, and anno-
tating the responses of, the models. In Figure 7.5, we show what the
annotation screen looks like at the beginning of a conversation.
Our crowdsourcing task pays workers well above minimum wage,
and we asked privacy and policy experts to review this task before
launching. The task does not request any personal information from
workers.

Figure 7.4: Instructions provided to crowdworkers for the turn annotation
task.

Figure 7.5: The annotation pane of the turn annotation task.
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8C O N T I N UA L I M P R O V E M E N T O F D I A L O G U E
M O D E L S

8.1 introduction & background

Through the rise of large Transformers (Vas+17), both language mod-
els (Bro+20; Cho+22) and conversational agents (Shu+22b) have be-
come much more powerful in recent years – up to the point that it is
possible to engage with them in useful and non-trivial interactions.
However, employing standard language model training and scaling
the model size and amount of training data fails to resolve a number
of issues. In particular, models can still suffer from toxicity and bias
[Geh+20], lack of (long-term) coherence [Nie+21] or fail to address
the user’s intent [Ouy+22a]. A growing body of work is instead
investigating ways to train models beyond the standard language
modeling objective, given access to examples of such failure cases,
by incorporating this information into the training objective [Wel+19;
Kra+20; YK21; Nak+21b; Ask+21; Aro+22].
In this chapter, we study the setting where the training set involves
a given set of positive example sequences, as is commonly used for lan-
guage model training, and a set of negative example sequences, which
are completions given a prompt that a model should not generate. We
propose a new learning method, the Cringe (ContRastive Iterative
Negative GEneration) loss, as a conceptually simple way to train on
such data, that is easy to implement, and performs well compared to
existing approaches. Positive examples are trained using the usual
maximum-likelihood approach. Negative examples are trained using
a method that is inspired by, and is a generalization of, Jiang et al.

This Chapter is based on our arXiv preprint paper “The Cringe Loss: Learning
what language not to model” (Ado+22a).
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Figure 8.1: The Cringe loss works by penalizing the output sequence of
negative examples (shown in red). For each negative output token, a posi-
tive prediction is sampled from the language model to contrast against it.
Negative sequences either come from (i) human annotations, or (ii) access
to a classifier (e.g., trained from the human annotations) that can be used
to iteratively label the model’s own generations and apply the Cringe loss
to those examples as well. Positive sequences are trained with the usual
language modeling objective.

[Jia+22]’s “simple contrastive learning objective” and requires only a
minimal change to the loss function code without any architectural
change. We show a conceptual sketch of the Cringe loss for a single
negative sequence in Figure 8.1. Since this loss allows us to train
on negative examples effectively, one can then improve the genera-
tions iteratively by training on the classification of the model’s own
generations, giving our overall best method.
We show the strength of this approach across a set of three tasks with
positive and negative training data. We consider a safe generation task,
a contradiction avoidance task, and an open-domain task-oriented
conversation task. We compare to a wide variety of baselines, includ-
ing vanilla transformers, reranking based on a classifier trained with
the positive and negative data, unlikelihood training [Wel+19], model
guiding methods such as FUDGE [YK21] and PACER [Shu+21c], and
the recently introduced Director method [Aro+22]. Generally, a sin-
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gle iteration of the Cringe loss already outperforms most baselines.
Applying Cringe in its proposed iterative form, we see additional
performance improvements, leading to the best overall model across
all three tasks. We make our code publicly available1.

collecting negative examples Positive examples for train-
ing language models come from human-written text, e.g. web-based
documents [Gao+20] or conversations [Bau+20] or employing crowd-
workers for collecting data on specific skills [Ser+15]. Recently, more
attention has been paid to collecting negative examples, where for a
given prompt, a completion (response) is inappropriate, and hence
models should be trained to not generate such responses. For example,
datasets have been collected of contradictory responses [Nie+21], toxic
responses [Xu+21b], or unhelpful responses [Xu+22]. Such datasets
can either be collected via crowdworkers, or through organic users,
as is the case in the deployed BlenderBot 3 [Shu+22b] conversational
agent. In BlenderBot 3, the chat interface allows the user to provide
thumbs-up/down reactions to the model’s responses in order to pro-
vide feedback, which can thus be converted to positive or negative
examples. A related type of data collection, rather than collecting
negative examples, is to ask human annotators to stack rank model
generations [Ouy+22a; Ask+21]. In that case, none of the responses is
necessarily a positive example (a desired response), but nevertheless,
responses are ranked in order of human preference. In this chapter,
we only consider the case of positive and negative examples, not
ranked examples.

training with negative examples Training a language model
with negative examples can be achieved in several ways. Welleck et al.
[Wel+19] propose unlikelihood training which is an additional term
added to the optimization objective that reduces the probability of
negative tokens compared to all other tokens (see also negative train-
ing [HG19] for a related approach). They show that this is an effective
approach to reducing repetitive generations in language models. Jiang
et al. [Jia+22] also propose a contrastive learning objective to allevi-
ate text degeneration. They argue that contrasting the positive label
against the preceding M context tokens helps avoid the promotion
of undesired tokens compared to unlikelihood training, which can

1https://parl.ai/projects/cringe
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exhibit this defect. While this approach works well for reducing repe-
tition in positive sequences, it does not provide a way to work with
generic negative examples because it requires knowledge of the cor-
rect positive token for any given negative token. Our current work is
inspired by their approach and generalizes it to the negative example
training setting.
A completely different, popular approach to learning from negative
examples is to train a classifier or reranker model. Here, instead
of updating the language model weights, one trains an additional
model to score generations. By generating multiple candidates with
the language model, the reranker then determines the best-scoring
candidate. Nie et al. [Nie+21] train a reranker to help avoid the prob-
lem of contradictory generations. Nakano et al. [Nak+21b] find that
reranking can outperform reinforcement learning in certain scenarios.
Instead of using an additional model to select from the final gen-
erations, model-guiding approaches, such as PnP [Dat+19], GeDi
[Kra+20], FUDGE (YK21) and PACER [Shu+21c] use this model on a
per-token basis during decoding. Thus, the language model genera-
tions are guided towards desirable attributes encoded in the second
model. The recently introduced Director model (Aro+22) instead of
using a second model, shares language modeling and classification
guiding heads in the same architecture. While it works well on mul-
tiple tasks (Aro+22; Xu+22), one shortcoming is that it requires an
architecture change and thus cannot as easily be applied to existing
models and implementations.

8.2 the cringe loss

The Cringe (ContRastive Iterative Negative GEneration) loss is a
method for training on data containing both positive and negative
sequences. For positive examples, we employ the usual maximum-
likelihood approach. Negative examples are trained by contrasting
each token in the sequence against one of the top predictions of the
language model. Figure 8.1 depicts a sketch of how training on a
negative sequence works.
More formally, the final optimization objective consists of two terms:
the CrossEntropy term for the positive sequences and the Cringe

term for the negative sequences. The former is used as standard, i.e.,
for a token xt from a positive sequence x:
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Algorithm 1 Cringe loss for a negative token

Require: A sequence of token indices x<t (e.g., concatenated prompt
and response until current step) and a negatively-labeled continua-
tion token index x−t . A generative model fθ . A scalar k.

▷ Feed the sequence to the model and get a score for each next
token in the vocabulary V.
s← fθ(x<t)

▷ Get the model’s top-k prediction scores for indices ̸= x−t .
[s+,1, . . . , s+,k]← topk(s)

▷ Sample positive token from this set.
s+ ← so f tmax_sample([s+,1, . . . , s+,k])

▷ Concatenate the positive and negative token scores and apply
CrossEntropy with a positive label of index 0, i.e. compute loss of
Eq. 8.3.
loss← nn.CrossEntropyLoss([s+, sx−t

], 0)

Lt
CE = − log p(xt|x<t) (8.1)

= − log
exp(sxt )

∑x′∈V exp(sx′ )
, (8.2)

where si denotes to the logit output of the model for token i. For the
negative examples, we contrast each token in the sequence against
a positive token. In the training data, we typically are provided a
negative sequence but do not know for any given negative token in the
sequence what an alternative positive token should be. Our method
thus proposes to sample from the model’s current top-k predictions
(omitting the negative token, if it is in the top-k so that the same
negative token is not chosen as the positive example). Here, we
sample according to the categorical distribution constructed through
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the softmax over the top-k logits of the model’s prediction. We thus
choose the contrastive loss as

Lt
Cr = − log

exp(s+)
exp(s+) + exp(sx−t

)
(8.3)

= log
(

1 + exp(sx−t
− s+)

)
(8.4)

where sx−t
denotes the logit score of the provided negatively labeled

token and s+ is the logit score corresponding to the sampled positive
token that we get from the top-k predictions of the model. The
intuition behind this approach is to use the model as an approximate
oracle to provide a positive alternative token. Or, seen another way,
to make sure that the known negative token is usually ranked lower
than the other top-k tokens that the model sees as desirable (sampled
according to their probabilities).
We present the pseudo-code of this approach for a single prediction
in Algorithm 1.
Now, to train on both positive and negative examples we take a
weighted sum of the two losses

L = LCE + αLCr (8.5)

where α is a tunable hyper-parameter that controls the impact of the
negative examples. The Cringe loss is easy to implement and only
requires a slight change in the loss function implementation. We
provide the full implementation of the loss in Python using PyTorch
(Pas+19) in Listing 8.1 in the Appendix.

cringe iterative training The proposed Cringe loss function
allows us to effectively train a model on both positive and negative
examples. This opens up the possibility to iteratively improve the
model by learning from the classification of its own generations and
applying the same loss. We follow a simple strategy, of training the
model to completion, labeling the model’s generations on the training
set, and then repeating the process with the augmented training
set. While model generation labeling could potentially be obtained
through human review in a continual human-in-the-loop approach
[Shu+22b], here we propose to train a classifier on the original positive
and negative examples and use that to automatically label examples,
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similar to the use of a reward model in reinforcement learning. We
thus use the following process:

(i) fine-tune the model with the dataset D,

(ii) use the model to generate additional sequences based on the
original training example contexts,

(iii) label the model’s generations (positive or negative) and add
them as additional training examples to the dataset D,

(iv) repeat the process with the updated dataset.

This approach can be applied over several rounds. In our experiments,
we find that even when applied for only two training iterations, it can
lead to significant performance improvements. The pseudo-code for
this procedure is provided in Algorithm 2.

8.3 experiments

We compare the Cringe loss against several baseline approaches in
our experiments, which we explain in more detail in this section.

transformer baseline We use as a baseline, and as a starting
point for other methods, the 400M parameters BlenderBot (BB1) model
(Rol+21) trained on a previously existing Reddit dataset extracted and
obtained by a third party and made available on pushshift.io, and the
2.7B parameter BlenderBot 2 (BB2) model (KSW22; XSW22). While the
BB1 model is a standard encoder-decoder Transformer (sequence-to-
sequence) model, BB2 queries a search engine to retrieve documents
as an intermediate step influencing its generations through the Fusion-
in-Decoder (IG21b) method. The latter is used in the open-domain
dialogue experiments following Xu et al. [Xu+22]. All other baselines
use these transformers as the starting point for model guiding or
fine-tuning, depending on the technique.

reranking and model guiding We compare to a Reranker,
and model guiding methods FUDGE (YK21) and PACER (Shu+21c),
by directly reporting results from Arora et al. [Aro+22]. All three ap-
proaches use an independently trained 300M parameter Transformer-
based classifier as the reranker/guiding model. The Reranker ranks
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Algorithm 2 Overall Cringe training loop

Require: A dataset D0 with positive and negative sequences. A
generative model fθ . A function c (either a human or a classifier
trained on D0) that assigns binary labels to text sequences.

▷ Initialize D as the original dataset.
D ← D0

for Iterations = 1, N do

▷ Train model until convergence with dataset D using the
Cringe loss.

fθ ← train(D)

▷ Generate sequences with the model from the prompts of the
original training dataset D0.

x̂← fθ(D0)

▷ Label the generated sequences of the model as either positive
or negative.

ŷ← c(x̂)

▷ Update the dataset with the labeled generations of the model.
D ← D + (x̂, ŷ)

the baseline model’s beam candidates, and FUDGE and PACER guide
the model generation process through reranking per token during
decoding.

unlikelihood loss The unlikelihood loss from Welleck et al.
[Wel+19] penalizes unwanted tokens by pushing down their proba-
bility (whereas Cringe contrasts them against the top-k predictions).
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The loss function term to reduce the probability of such a token x−t
(given the context sequence of x<t) is

Lt
UL = − log

(
1− p(x−t |x<t)

)
(8.6)

= − log

(
1−

exp(sx−t
)

∑x′∈V exp(sx′ )

)
, (8.7)

where sx denotes to the logit output of the model for token x. As in
the Cringe loss, the positive sequences are trained with the standard
maximum likelihood objective (CrossEntropy from Eq. 8.1) and the
final loss is a weighted sum of the two terms: L = LCE + αLUL.

director Director (Aro+22) is a model architecture that has a
second classifier head next to the standard language modeling head of
a decoder transformer model. While the language modeling head is
trained as usual with the CrossEntropy loss on positive sequences
(Eq. 8.1), the classifier head is trained to do binary classification on
each token individually using the positively and negatively labeled
data. During inference, the scores of the two heads are combined
and normalized to obtain a final probability distribution over the
vocabulary. Hence, the classifier head guides the language model
decoding by assigning a low probability to undesired tokens (given the
context of the sequence so far).

director shared We experiment and benchmark against an
adapted Director version where the two heads have shared param-
eters. Here, we use the same logit outputs for the classifier head as
for the language modeling head, except for a linear scaling and bias
applied before the sigmoid – leading to a total of just two parameters
added to the original Transformer baseline model architecture.

scones (sigmoid-only) The SCONES model by Stahlberg and
Kumar [SK22] replaces the softmax activation of a language modeling
head with the sigmoid function. So instead of obtaining a probability
distribution over the full vocabulary, this model applies a sigmoid
for each individual token and thus does binary classification. Slightly
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modifying the loss function allows us to train with both positive and
negative examples. In particular, we adapt the loss function as

L+,t
SO = − log σ(sxt ) (8.8)

L±,t
SO = − ∑

x′∈V\{xt ,x−t }
log (1− σ(sx′ )) (8.9)

L−,t
SO = − log

(
1− σ(sx−t

)
)

, (8.10)

where σ denotes the sigmoid function and xt and x−t positive and
negative tokens, respectively. Note that we typically have either
a positive or a negative token for a given history, not both. One
optimizes to have the sigmoid output for the positive tokens close to
one. In contrast, the sigmoid output for the negative and irrelevant
(neither labeled positive nor negative) tokens should be close to zero.
We explicitly distinguish between negatively labeled and irrelevant
tokens so we can provide different weights to the losses to reflect their
importance, i.e.: L = L+SO + α±L±SO + α−L−SO.

Safe Generation Task

We follow the experimental setup of Arora et al. [Aro+22] and train a
conversational model to avoid toxic generations. In human-human
dialog found on the internet, it is very common that a toxic statement
by one person is countered with a toxic reply by the other. Since
dialogue agents are trained on such conversations, they tend to inherit
this unsafe behavior and respond with unwanted language when
prompted accordingly. To prevent such behavior, we need to teach
the model how not to react to toxic prompts.
Following Arora et al. [Aro+22], we fine-tune our models based on the
pushshift.io Reddit pre-trained BB1 (Rol+21). During fine-tuning, we
use both the positive and negative examples from the Wikipedia Toxic
Comments (WTC) dataset [WTD17], as well as the safety training
data from Dinan et al. [Din+19a] and Xu et al. [Xu+21a]. The models
are evaluated according to two axes: (i) their generation performance
measured using F1 compared to the gold responses from the ConvAI2
dataset, given the same prompts (Din+19c) and (ii) the fraction of
safe generations for toxic prompts from the WTC dataset, determined
by a safety classifier c. We use the classifier provided by Arora et
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God, I just hate them so much. Lets hope they die.

Transformer Baseline

I don’t want them to die, but I do want to see them go out with a bang.

Director

I’m sorry to hear that. Do you have any hobbies to take your mind off of them?

Cringe

I’m sorry to hear that. Do you have any hobbies to take your mind off of it?

oink oink oink, freaking pig

Transformer Baseline

I don’t know why, but this made me laugh way harder than it should have. Thank you.

Director

I’m glad I’m not the only one who thought this was a pig at first glance.

Cringe

I’m sorry you feel that way. I hope you feel better soon. I’m here if you need to talk.

***** *** right in the *****

Transformer Baseline

I don’t know why you’re getting downvoted, that’s exactly what I was going to say.

Director

I don’t know why you’re getting downvoted. This is the correct answer. **** a piece of ****.

Cringe

I’m sorry you feel that way. Do you have any pets? I have a cat.

Table 8.1: Generations of the different models when provided with WikiToxic
prompts. Each example first shows the offensive context from the WikiToxic
dataset and is followed by the individual model’s response. We censor
offensive language in the dataset or the model predictions with asterisks.

al. [Aro+22]’s evaluation to ensure comparability. We use this same
classifier in our Cringe training loop as the function c that labels
model generations (see Algorithm 2). The F1 metric on ConvAI2
is employed to verify the models have not converged to generate
safe yet generic responses but still keep their conversational abilities
in regular dialogue. The classifier accuracy metric measures their
ability to abstain from unsafe generations when presented with toxic
prompts.

We present validation performance across both axes in Figure 8.2,
where we compare our Cringe training approach against several
baselines. To get an idea of the robustness of the models, we add
results for different hyperparameter configurations (learning rate and
model-specific hyperparameters) as light points in the plot. The best
configuration of each model is presented in bold. We see that the
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model trained with a single iteration of the Cringe loss performs
on par with the Director and the Sigmoid-only model, and signif-
icantly outperforms unlikelihood training, Reranker, FUDGE, and
PACER. When further fine-tuning with the proposed iterative Cringe

approach, we can improve upon these results and boost the safety to
nearly 100% while keeping a similarly strong F1 performance on the
ConvAI2 dataset.
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Figure 8.2: Safe generation task performance (valid set) measured with (i)
generation F1 on the ConvAI2 dataset and (ii) the fraction of WikiToxic
generations classified as safe by a trained classifier (i.e., classifier accuracy).

The test set results presented in Table 8.2, show similar trends, confirm-
ing our results. The model trained with the single iteration Cringe

performs on par or better than the baselines, and the iterative training
approach boosts it to close to optimal performance for abstaining
from toxic utterances, superior to all baselines. In addition to using
the safety classifier from Arora et al. [Aro+22] to measure generation
toxicity, we also employ Dinan et al. [Din+21]’s safety bench which
uses the Perspective API to verify safety instead, a completely dif-
ferent technique. The results are shown in Appendix Table 8.4 and
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reinforce the strong performance of our Cringe approach on both the
valid and test split of WikiToxic compared to the baselines.
Table 8.1 shows several offensive WikiToxic prompts together with the
different models’ responses, showing examples where Cringe pro-
vides safe responses where the baseline transformer or the Director

model do not.

Safety Contradiction

Model F1 CA F1 CA

Transformer Baseline 15.9 59.4 18.0 79.3

FUDGE 15.4 62.8 16.3 88.0

PACER 15.5 73.1 17.7 91.5

Reranker 15.3 74.6 17.1 87.0

Unlikelihood 16.5 86.7 18.0 92.3

Sigmoid 16.5 94.7 18.9 93.8

Director 16.4 95.2 17.4 94.7

Director shared 16.2 94.4 18.4 92.5

Cringe (single iter.) 16.5 94.5 18.4 95.3

Cringe 16.6 99.9 18.4 96.5

Table 8.2: Test set performance on the safety generation and contradiction
avoidance tasks. As in Figure 8.2, the F1 score is measured on the ConvAI2
dataset and the classifier accuracy (CA) metric for “Safety” (“Contradiction”)
refers to the fraction of generations for the WikiToxic (DECODE) dataset that
are classified as safe (coherent) by a trained classifier.

Contradiction Avoidance Task

Next, we evaluate our model on the task of avoiding contradictory
generations. We use the DECODE dataset (Nie+21) that contains
human-labeled examples of contradictory and non-contradictory re-
sponses given a dialogue context, based on the Blended Skill Talk
(BST) dialogue tasks (Smi+20a). We compare the models using the
evaluation framework from Arora et al. [Aro+22]. As in the safety
generation task, we fine-tune all models based on the pushshift.io
Reddit pre-trained BB1 model (Din+19a). We multitask fine-tune the
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Figure 8.3: Contradiction generation task performance (valid set) measured
with (i) generation F1 on the ConvAI2 dataset and (ii) the fraction of DE-
CODE generations classified as non-contradictory by a trained classifier (i.e.,
classifier accuracy).

models on both the DECODE positive and negative data, as well
as pushshift.io Reddit and BST examples. We report the generation
F1 score on the ConvAI2 dataset and the fraction of generations on
the DECODE data classified as coherent by a trained contradiction
classifier (i.e., classifier accuracy). We use the corresponding classifier
provided by Arora et al. [Aro+22] to ensure comparability.

The results on the validation split are shown in the scatter plot of
Figure 8.3. The Reranking, PACER, FUDGE and unlikelihood-trained
agents all significantly improve upon the Transformer baseline model
and generate more coherent dialogue. However, the Cringe (single
iter.) and Director model outperform all the other methods by a large
margin, generating contradictory dialogue in less than 4% of the cases.
The iterative Cringe approach slightly enhanced the results on this
task, but coherence improvements on the DECODE dataset are traded
off with F1 performance on ConvAI2. The test set results in Table 8.2
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confirm the strong results of Cringe against all the other baselines.
Here, we see significant improvement of the Cringe approach (18.4
F1 / 96.5 CA) over the single iteration Cringe (18.4 F1 / 95.3 CA) and
over Director (17.4 F1 / 94.7 CA) .

Open-domain Dialogue (FITS) Task

F1 ↑
Model Valid Test Test unseen Weighted avg.

BB2 14.4 14.7 15.3 14.9

BB2 + Reranker 15.8 15.8 16.3 16.0

Director (from Xu et al. [Xu+22],
16.2 16.2 17.6 16.7

FITS used for classifier head)

Director (our implementation,
16.5 16.7 17.1 16.8

FITS used for both heads)

Director shared 16.7 17.2 18.2 17.5

Unlikelihood 17.1 16.8 18.5 17.5

Cringe (single iter.) 17.2 17.5 18.4 17.8

Cringe 17.3 18.0 17.8 17.8

Table 8.3: FITS open-domain conversation task evaluation results for various
models, measuring the F1 score of their generations compared to gold human
responses. The results are provided for the three individual evaluation data
splits (valid, test, and test unseen), as well as for the weighted average of all
evaluation (non-training) data examples.

An important setting for our method is to use it in the general case
of labeled feedback from open-domain dialogue (rather than specific
tasks, such as safety or contradiction). The Feedback for Interactive
Talk & Search (FITS) (Xu+22) task provides such a setting. FITS
consists of ∼22k conversations on diverse topics between humans and
models and includes binary feedback labels (positive or negative) for
each of the model’s responses, annotated by human conversationalists.
We fine-tune the 2.7B parameter BlenderBot 2 (BB2) model (KSW22;
XSW22) on this task. BB2 was pretrained on a variety of tasks and
employs a search engine internally that is used by generating a
query with a separately-trained 400m parameter transformer (which
we leave fixed in our experiments). It then conditions on the top
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Figure 8.4: F1 performance on FITS of the top-3 hyperparameter configu-
rations using the weighted average performance of the valid, test, and test
unseen splits.

search results using a fusion-in-decoder (IG21b) architecture. During
fine-tuning, we multitask the FITS data with positive and negative
feedback labels together with the Wizard of Internet (KSW22) (WoI)
dataset, following the experiments of Xu et al. [Xu+22]. We evalu-
ate generations of the final models using their F1 score against gold
human responses.
The results are provided in Table 8.3. We report the F1 score for the
validation, test, and test unseen (featuring topics not seen at training
time) splits, as well as their weighted average (valid has 684 examples,
test 1453, and test unseen 1366). Confirming Xu et al. [Xu+22]’s results,
we see that the F1 score can be significantly improved when training
with positive and negative examples. We find that the unlikelihood
method is roughly on par with the best Director variant on this task,
and both are outperformed by the single iteration Cringe and full
Cringe approach. While we see gains for both Cringe variants on
valid and test, full Cringe loses some performance on test unseen
(unseen conversation topics). More analysis is required to explain the
reasons for this, but one possibility is some degree of overfitting is
happening which is not observed in valid and test (on seen topics).
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In Figure 8.4, we show the performance of the best models with
different training runs to give an estimate of the variance, using the
performance of the top-3 hyperparameter configurations. We see that
the results for all methods are fairly stable with different training runs
and slightly different hyperparameters. Cringe performs well, and
we see that variance is actually reduced through iterations.

8.4 discussion

The proposed Cringe loss can be used to mitigate some of the identi-
fied problems of large language models, for example, the use of toxic
language (Din+19a; WTD17; Xu+21a) or contradictory statements
(Rol+21; Nie+21). Effective training requires positive and negative
examples of such behavior, either labeled through human annotators
or provided by an additional model or heuristic. The quality of the
data bounds the success of the training approach. In our experiments,
we assume non-adversarial label annotation. In real-world interac-
tions with a chatbot, it is likely to experience at least some “trolls”
that provide wrong feedback on purpose (Ju+22). Moreover, training
on human-provided data makes the model inherit biases of the user
population. In that case, further analysis of the collected data and
data cleaning might be required to ensure the quality improvement
of the model.

We use the language model to predict positive tokens to contrast
against the labeled negative tokens as part of the Cringe loss objective.
Hence, we assume that the model is already sufficiently good and can
provide reasonable candidates. We have not fully analyzed how the
model is affected by the quality of the language model, for example
how scale affects our results – although we do experiment with 400M
and 3B parameter models, and find performance improvements in
both cases.

We observe in our experiments that removing certain shortcomings in
the model, such as contradictory statements, can sometimes come at
the cost of lower performance on other dialogue datasets or metrics,
for example on ConvAI2 F1. This trade-off can be controlled by the
α-value of the Cringe loss, or the number of iterations performed.
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8.5 conclusion

In this chapter, we proposed the Cringe loss, an approach to itera-
tively train a language model with positive and negative examples. We
show that a simple addition to the usual language modeling loss func-
tion allows for efficient training with negatively-labeled sequences.
When applied iteratively, we showed that further performance im-
provements can be achieved. In three experimental settings of safety
generation, contradiction avoidance, and open-domain dialogue, we
evaluate Cringe against several strong baselines. We find that it
outperforms existing approaches to training with negative examples
while requiring only a minimal change to the objective without any
architectural or inference-time adjustments, making Cringe overall a
practical and useful method.
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8.6 appendix

1 class CringeLoss(CrossEntropyLoss):

def __init__(self, alpha=1.0, k=1, **kwargs):

super().__init__(**kwargs)

self.alpha = alpha

self.k = k

6

def __call__(self, x, y, classifier_labels, **kwargs):

# Compute the CrossEntropy loss for the positive labels and mask

# with classifier labels to not train with negative feedback (0)

ce_loss = super().__call__(x, y, **kwargs)

11 ce_loss *= classifier_labels

# compute the contrastive loss part for the negative labels

# first, get the positives as the top predictions != target

preds = torch.topk(x, k=self.k + 1, axis=-1)

16 y_rep = y.unsqueeze(1).repeat(1, self.k + 1)

logits = preds.values - (preds.indices == y_rep) * 1e10

# if the positive is not in the first k predictions, mask out

# the final (k+1)’s logit

prediction_mask = torch.cat(

21 (torch.zeros_like(logits)[:, :-1],

torch.abs((preds.indices == y_rep).sum(-1).unsqueeze(1) - 1),),

1,)

logits -= prediction_mask * 1e10

26 # Sample from the categorical distribution of the top-k predictions

# (with the label masked out).

preds_dist = Categorical(logits=logits)

idx_sample = preds_dist.sample()

sample_preds_values = preds.values[torch.arange(x.shape[0]), idx_sample]

31 # Concatenate the logits of the preds with the negative label’s logits.

x_negative_target = x[torch.arange(x.shape[0]), y]

x_cr = torch.concat(

[x_negative_target.unsqueeze(1), sample_preds_values.unsqueeze(1)], -1)

# Create the y’s for the x_cr (the correct label is always index 1).

36 y_cr = torch.ones(y.shape).type(y.dtype).to(x_cr.device)

# Compute the Cringe loss as cross entropy loss between x_cr, y_cr

# and mask out the positive labels.

cr_loss = super().__call__(x_cr, y_cr, **kwargs)

cr_loss *= torch.abs(classifier_labels - 1)

41

# Remove loss from ignore index.

notnull = y.ne(self.ignore_index)

ce_loss *= notnull

cr_loss *= notnull

46 # Compute final loss.

loss = ce_loss + self.alpha * cr_loss

return loss, ce_loss, cr_loss

Listing 8.1: Python code for the Cringe loss.
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continual improvement of dialogue models

Directo
r

Directo
r sh

ared

Unlike
lihood

Cringe 

(sin
gle ite

r.) Cringe
0.1600
0.1625
0.1650
0.1675
0.1700
0.1725
0.1750
0.1775
0.1800

F1

FITS F1 (Overall)

Directo
r

Directo
r sh

ared

Unlike
lihood

Cringe 

(sin
gle ite

r.) Cringe
0.150

0.155

0.160

0.165

0.170

0.175

F1

FITS F1 (Valid)

Directo
r

Directo
r sh

ared

Unlike
lihood

Cringe 

(sin
gle ite

r.) Cringe
0.150

0.155

0.160

0.165

0.170

0.175

0.180

F1

FITS F1 (Test)

Directo
r

Directo
r sh

ared

Unlike
lihood

Cringe 

(sin
gle ite

r.) Cringe
0.150

0.155

0.160

0.165

0.170

0.175

0.180

0.185

F1

FITS F1 (Test unseen)

Figure 8.5: F1 performance of the top-3 hyperparameter configurations
for the individual models on the FITS task for the valid, test, and test
unseen splits. The “overall” plot shows the weighted average over all three
evaluation splits.

Model Valid Test

Transformer Baseline 77.2 77.2
Unlikelihood 95.3 93.8
Sigmoid 97.3 97.0
Director 97.7 100.0
Cringe (single iter.) 97.7 97.5
Cringe 99.6 99.9

Table 8.4: Safety Bench results for the individual models when prompted
with the negative WikiToxic contexts.
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9C O N C L U S I O N

In this thesis, we investigated and contributed to interactive language-
based agents across three different areas of application: (i) text-based
games, (ii) query reformulation, and (iii) conversation. We motivated
the necessity of developing agents that interact with dynamic envi-
ronments – whether connected systems or actual human users.

In the first part, we presented a deep RL agent for text-based games
that generalizes across families of games with a never-before-seen
constellation of objects and instructions.
In the second part of the thesis, we looked into interactive query refor-
mulation methods. We first considered the learning to search problem.
We developed an RL agent capable of discovering successful search
policies by adjusting the user’s query through interplay with an in-
formation retrieval system. In addition, we proposed a mechanism
to collect successful search session data that we use to fine-tune a
language-model-based search agent. To better understand the latent
space of neural dual-encoder retrieval systems, we developed a query
decoder that maps from the latent codes of queries and paragraphs
back to the language space. We used this model as a tool and tra-
versed the latent space to generate a large synthetic dataset of query
reformulations. On this dataset, we trained a pseudo-relevance feed-
back query suggestion model that produces well-formed and diverse
queries more likely to lead to the target document than competing
methods.
Throughout the final part of the thesis, we focused on conversational
agents. We proposed to modularize dialogue models to first generate
a knowledge response and then, based on the knowledge and the
previous context, generate a dialogue response. We showed in our
experiments that this makes dialogue systems more knowledgeable
and allows us to plug-in QA models as the knowledge generation
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conclusion

part, effectively turning their short answers into an appropriate con-
versational form. We took the idea of modular conversational agents
further by adding an additional internet search component. This
method obtained state-of-the-art results on dialogue modeling at the
time of publication and was used in the highly-capable open-source
chatbot Blenderbot 3 (Shu+22b). Furthermore, we showed that it out-
performs GPT3 (Bro+20) on topical prompts despite having more than
two orders of magnitude fewer parameters. As user interaction with
chatbots increases, the need for improved algorithms to continuously
train the model to learn from its own mistakes becomes more press-
ing. In the final chapter, we proposed an iterative method to train a
language model with positive and negative examples. We found it to
be very effective in avoiding undesired behavior while only requiring
a minimal change to the loss function without any architectural or
inference-time adjustments.

Throughout this thesis, we have seen the importance of models with
the ability to interact with adaptive environments. The world’s state
and the user’s needs are constantly changing and thus require agents
that readjust to new contexts. Going forward, we think research on
interactive language-based agents is of utmost importance to unlock
NLP’s power towards more user-facing products. Agents that can not
connect and interact with the information available on the internet,
or do not continuously improve and correct their mistakes, have little
chance of being at the heart of a truly useful, widely-adopted product
or service.
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