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Abstract
Despite the latest improvements on machine
translation, professional translators still must
review and post-edit the automatic output to
ensure high-quality translations. The research
on automating this process lacks an interac-
tive post-editing environment implemented for
this purpose; therefore, current approaches do
not consider the human interactions that occur
in real post-editing scenarios. To address this
issue, we present OpenTIPE, a flexible and ex-
tensible framework that aims at supporting re-
search on interactive post-editing. Specifically,
the interactive environment of OpenTIPE al-
lows researchers to explore human-centered
approaches for the post-editing task. We re-
lease the OpenTIPE source code1 and showcase
its main functionalities with a demonstration
video2 and an online live demo.3

1 Introduction

Recent advances in Machine Translation (MT) and
the adoption of neural architectures (Bentivogli
et al., 2016) led to significant improvements in
translation quality aspects such as fluency or ade-
quacy (Bentivogli et al., 2016; Bojar et al., 2017).
Despite these advancements, MT is not yet on a
par with human performance (Läubli et al., 2018;
Toral, 2020) and human post-editors need to edit
the MT output to obtain high-quality translations
that also adapt to a specific domain and style.

To reduce the manual efforts, the research com-
munity proposed to automate this process and im-
plemented Automatic Post-Editing (APE) models
that automatically learn post-editing rules from re-
vised translations (do Carmo et al., 2020). The
use of these models is specially indicated in envi-
ronments where the MT system that generates the
translations is not accessible for retraining (Chatter-
jee et al., 2015). To date, the automatic corrections

1Link to GitHub repository.
2https://youtu.be/G3Hb8_hnKIk
3https://www.opentipe-demo.com

generated by the state-of-the-art APE models still
require proofreading, so there is no solution that
fully automates the translation process. In fact, the
post-editing task remains mostly manual in produc-
tion workflows.

Instead of fully automating the post-editing
task, Escribe and Mitkov (2021) suggest that post-
editing would greatly benefit from human-centered
approaches that leverage the post-editor’s correc-
tions and their interactions with the translation in-
terface. For example, APE models could improve
over time by incrementally learning from human
corrections (Chatterjee et al., 2017).

While human-computer interaction has been ex-
plored in MT with the help of translation frame-
works such as CASMACAT (Alabau et al., 2013),
there is no such interactive environment designed
for the post-editing task (do Carmo et al., 2020;
Escribe and Mitkov, 2021). Therefore, current
research in Interactive Post-Editing (IPE) is lim-
ited to simulate the human interaction by feed-
ing pre-existing corrections to the post-editing pro-
cess sequentially (Ortiz-Martínez and Casacuberta,
2014; Chatterjee et al., 2017; Negri et al., 2018a).
Additionally, human corrections are scarce and
these approaches often rely on synthetic post-edited
datasets such as eSCAPE (Negri et al., 2018b). Al-
though these artificial settings enabled valuable
research in this field, they lack the human interven-
tion as in real-world post-editing scenarios.

In this paper, we present OpenTIPE, an open-
source framework that enables research on post-
editing in an interactive environment. In particular,
OpenTIPE implements the following main features:

• Easy-to-use interface that allows users to au-
tomatically translate a text and post-edit it.
To support the user during the post-editing
process, the tool provides automatic post-
editing suggestions from an APE model,
which can be directly applied to the revised
translation (see Section 3.1).

https://github.com/mediatechnologycenter/opentipe
https://youtu.be/G3Hb8_hnKIk
https://www.opentipe-demo.com


• Collection of human data, such as user
corrections and post-editing feedback (e.g.
whether the automatic suggestions were ap-
plied). The collected data is a valuable re-
source to incrementally improve APE models
in a continuous feedback loop (Section 4).

• Logging of post-editing activity, such as the
user inactivity, and the time at the start and
end of the post-editing task. The implemented
logging allows researchers to measure post-
editing efforts and evaluate the post-editor ex-
perience on different settings (Section 4).

• Modular and extensible microservice archi-
tecture using Docker containers,4 which facil-
itates the extension and implementation of ad-
ditional services (e.g. translation or APE mod-
els) and features (e.g. new logging activity or
user interface design). Section 3 describes the
OpenTIPE architecture in detail.

To the best of our knowledge, this is the first inter-
active environment designed to facilitate research
on IPE. We hope that OpenTIPE fosters further re-
search in this field that can be applied to improve
the overall post-editing experience.

2 Related Work

Most of the related work focuses on implementing
APE approaches to automate the post-editing task.
However, these approaches do not enhance human-
computer interaction. In fact, human-centered ap-
proaches have been only explored in MT settings.
In this section, we first summarize the work on
APE and their online approaches, which simulate
the post-editor behaviour by implementing contin-
uous streams of corrections. We then describe the
research on interactive MT, which is the most in-
line with this work.

Automatic Post-editing The annual WMT con-
ference5 has been hosting shared tasks on APE
since 2015, going through both statistical and neu-
ral MT eras (Junczys-Dowmunt, 2018; do Carmo
et al., 2020). An important finding is that the per-
formance of APE models are highly influenced by
the quality of the MT output, hence improving neu-
ral MT translations is particularly challenging for
these models. Additionally, automatic metrics such
as TER (Snover et al., 2006) and BLEU (Papineni

4https://www.docker.com
5https://www.statmt.org/wmt22/

et al., 2002) cannot always reflect the improve-
ments of the APE models, and researchers need
to conduct manual evaluations to gain insights on
the quality of the APE output (Akhbardeh et al.,
2021). Nevertheless, APE models are an essential
component in translation workflows, where the MT
system is used as a black box and its parameters
are not available for retraining. In this setting, it
would be beneficial to leverage human feedback
to gradually improve the performance of the APE
model in place.

Online APE To simulate human post-editions,
APE models apply online learning methods that
feed continuous streams of data to the model.
While online methods have been previously
adopted in phrase-based APE (Ortiz-Martínez and
Casacuberta, 2014; Simard and Foster, 2013; Chat-
terjee et al., 2017), only Negri et al. (2018a) apply
online learning to neural APE. Specifically, Negri
et al. (2018a) iterate over a pre-existing dataset of
corrections, updating the model parameters on the
fly for every instance. Similar works address online
learning in neural MT. For example, Kothur et al.
(2018) update the model parameters one sentence
at a time as in Negri et al. (2018a). In contrast,
other approaches avoid updating the model param-
eters and retrieve sentences with similar contexts
from a translation memory during decoding (Gu
et al., 2018; Wang et al., 2021).

Interactive MT In professional translation en-
vironments, human experts benefit from using
computer-assisted translation technologies (i.e.
CAT tools). For example, translation memories
store previously-approved translations, so they can
be reused later on. To further investigate the human-
computer interaction in translation workflows, re-
searchers proposed several frameworks for phrase-
based MT (e.g. Transtype2 (Esteban et al., 2004)
and CASMACAT (Alabau et al., 2013)) and neural
MT (Knowles and Koehn, 2016; Santy et al., 2019).
However, these technologies are not optimal to in-
vestigate human interaction in post-editing, and
therefore there is a lack of research in this area.
For example, CASMACAT offers alternative trans-
lation suggestions that come from an MT system,
whereas our work integrates the output of an APE
model. Similarly to the prior work in interactive
MT, we implement automatic logging strategies
to collect user interactions during the post-editing
process for further analyses.

https://www.docker.com
https://www.statmt.org/wmt22/


Figure 1: Overview of the OpenTIPE system architecture, which follows a microservice pattern, and the communi-
cation between the different components. Each blue box in the diagram represents a separate Docker container.

3 The OpenTIPE Framework

OpenTIPE implements a microservice architecture,
consisting of independent services that are orches-
trated with Docker Compose.6 The advantages
of this architecture are twofold. First, it enables
separation of concerns. That is, each service imple-
ments its own function and runtime environment,
reducing code complexity and errors. Second, its
flexibility, as services can be easily replaced.

The main components of the OpenTIPE imple-
mentation are the frontend, which provides the
graphical user interface to translate and post-edit
texts, and the backend services: the backend API,
MT and APE services, and data storage. Addition-
ally, OpenTIPE supports user authentication with
Firebase.78 Figure 1 illustrates the overall architec-
ture of OpenTIPE and the interaction between the
different services. In the following, we describe
the technical details of each component.

3.1 Frontend

The frontend implements the user interface of
OpenTIPE, which currently consists of two main
views: (1) the translation and (2) post-editing view
(Figure 2). The translation view allows the user to
add the text to translate and select different trans-
lation options. In particular, the user can choose
among the available source and target languages,
and define the translation of specific terms (see

6https://docs.docker.com/compose/
7https://firebase.google.com/docs/auth
8Authentication can be entirely disabled if necessary.

Section 3.4 for more details on the use of lexical
constraints). In the post-editing view, the user can
edit the automatic translation with the support of
the post-editing suggestions from the APE model.

To facilitate its deployment, we adopt a web-
based design. More specifically, we use VueJS, a
lightweight JavaScript framework, and build the
frontend as a single-page application.9 This imple-
mentation runs entirely in the browser and decou-
ples the backend business logic from the user inter-
face, enhancing separation of concerns. To obtain
the translations and the automatic post-editing sug-
gestions, the frontend application communicates
with the backend API (see Section 3.2).

An important feature of the user interface is its
rich-text editor, which is implemented using the
Tiptap framework.10 The main strength of the Tip-
tap framework is its extensibility, allowing us to
easily customise and add additional features. We
write the entire frontend application in TypeScript11

and host it statically using NGINX12 in its corre-
sponding docker container.

Document-level Post-editing Computer-assisted
translation technologies typically organise the
translation task in individual sentences. The human
translator then addresses the document sentences
one at a time, which helps to speed up the transla-
tion process. However, prior work reported that er-
rors in current high-quality MT systems are harder

9https://vuejs.org
10https://tiptap.dev
11https://www.typescriptlang.org
12https://www.nginx.com

https://docs.docker.com/compose/
https://firebase.google.com/docs/auth
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Figure 2: Post-editing view of OpenTIPE. The view shows the source text on the left, the post-editing area in the
middle, which initially contains the MT output, and the APE suggestions on the right side. The user can discard
or apply the suggestions to the revised text. The interface implements highlighting features to identify aligned
source-target sentences and the differences between the translation and the corresponding APE suggestions. Users
can click on the ‘Copy translated text’ button to save the current status of the revised translation locally.

to spot when focusing on isolated sentences instead
of the whole document (Läubli et al., 2018). Ad-
ditionally, a professional translator, who took part
in our observation-based study (see details in Sec-
tion 5), confirmed us the importance of document-
level post-editing. We therefore display the entire
document without segmentation in the post-editing
view and offer highlighting features, which help the
user to identify aligned sentences in the source and
the target (see Figure 2). Nevertheless, the backend
deals with the source, translation, and post-edited
texts as independent sentences,13 so it is possible
to modify the user interface and display separate
pairs of source-target sentences instead.

3.2 Backend API

The backend API acts as bridge between the fron-
tend and the backend services (i.e. the database,
the MT and APE models), defining the necessary
endpoints to allow them to communicate and share
resources. Specifically, it first provides the frontend
with the automatic translations and post-editing
suggestions from the MT and APE services, respec-
tively (Section 3.4). Second, it stores the resulting
post-editing metadata such as human post-edits and
user interactions to the database (Section 3.3).

The API is based on Flask, a framework de-
13We refer the reader to Section 4 for more details on the

format and structure of the data.

signed to build lightweight web applications,14 and
implemented in Python.15 It is the only backend
service that is accessible from the internet. Thus, if
authentication is enabled, it connects to Firebase to
validate and authenticate the incoming requests.

3.3 Data Storage

The data storage is based on MongoDB, a popular
document-oriented NoSQL database.16 The main
strengths of MongoDB are its high performance
and flexibility. In contrast to relational databases,
MongoDB can support different data structures.
Therefore, researchers can easily extend and mod-
ify the current implementation to fulfill their needs.

We divide the storage of the collected data, that
is, the post-editing metadata and the logging of
the user interactions, into two logical databases.
Section 4 describes the data collection and its rep-
resentation in more detail.

3.4 Translation and Post-editing Models

The OpenTIPE framework uses MT and APE mod-
els to obtain automatic translations and post-editing
suggestions, respectively. We build these models in
independent Docker containers, so they can be eas-
ily replaced. The current implementation of the MT

14https://flask.palletsprojects.com/en/2.2.x/
15https://www.python.org
16https://www.mongodb.com

https://flask.palletsprojects.com/en/2.2.x/
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mtText apeText hpeText apeAccepted

The Bremen town musicians Town musicians of Bremen Town musicians of Bremen true
The Bremen town musicians The Bremen town musicians Town musicians of Bremen false
Town musicians of Bremen Town musicians of Bremen Town musicians of Bremen false
The Bremen town musicians Town musicians of Bremen The town musicians of Bremen false
The Bremen town musicians Town musicians of Bremen The Bremen town musicians false

Table 1: Examples of different values of the textSegments properties for a single sentence object (srcText: ‘Die
Bremer Stadtmusikanten’). If there is no automatic suggestion (i.e. second and third rows), apeText contains the
mtText. The value of hpeText is the final version of the sentence even if there is no correction.

service supports the use of the DeepL API17 and
Huggingface18 or Fairseq Neural MT models.19

APE and Lexical Constraints In this post-
editing environment, we consider the MT model
as a black box and the improvements should be ap-
plied to the APE model. As an example, we release
a simple APE implementation, an encoder-decoder
architecture as in Correia and Martins (2019). In
contrast to multi-source architectures, Correia and
Martins (2019) use a single encoder whose input is
the concatenated source and MT translation.20

Since post-editors are often required to use trans-
lation dictionaries, we extend the APE implemen-
tation to allow lexical constraints. That is, we can
enforce the APE model to use specific translations
for particular terms. To do so, we follow the ap-
proach described in Bergmanis and Pinnis (2021),
which also handles the generation of the correct
morphological inflection in the APE output.21 This
is specially important when translating into an in-
flected language, such as French. The approach
augments the APE training data with the lemma
of nouns and verbs such that the model learns to
copy and inflect. For example, given the source
text ‘the improvement’, we would augment it with
the noun lemma in the target language (e.g. ‘the
improvement retouche’). As in Bergmanis and Pin-
nis (2021), we use the pre-trained Stanza models
for lemmatization and part-of-speech tagging.22 To
define the translation constraints, the user can pro-
vide them in a file or introduce manual entries in
the dictionary view of the user interface. During in-
ference, we only augment those terms in the source
for which the user specified a translation.

17https://www.deepl.com/docs-api
18https://huggingface.co/models
19https://github.com/facebookresearch/fairseq/

blob/main/examples/translation/README.md
20https://github.com/deep-spin/OpenNMT-APE
21Jon et al. (2021) propose a similar approach to enforce

lexical constraints and generate the corresponding inflection.
22https://github.com/stanfordnlp/stanza

key description

srcLang Language code of the source text.

trgLang Language code of the target text.

userDict Array of the manual translation entries
defined by the user in the user interface.

selectedDicts Array of the predefined dictionaries se-
lected by the user.

textSegments Array of sentence objects. Each sentence
object contains the corresponding values
for the source sentence (srcText), MT
translation (mtText), automatic post-
editing suggestion (apeText), revised
version (hpeText), and a boolean indi-
cating whether the automatic suggestion
was accepted (apeAccepted).

Table 2: Description of the JSON object properties
that define a post-edited document. See examples of
sentence objects from textSegments in Table 1.

4 Data Collection and Representation

Human post-edited data is a valuable resource to
improve APE models. However, this is a scarce re-
source and researchers are often dependent on syn-
thetic datasets. Therefore, the collection of human
data is an important aspect of this IPE environment.
Researchers can then leverage the data to imple-
ment human-in-the-loop approaches and assess the
performance of different APE settings. Our imple-
mentation of OpenTIPE collects (1) human post-
edited translations and (2) user interactions with
the post-editing environment and it stores them
as JSON objects in the MongoDB database (Sec-
tion 3.3). The rest of this section describes the rep-
resentation of these data in more detail.

Human Post-edited Translations We collect
the human corrections together with additional
relevant information, such as the corresponding
source, MT output and use of translation dictionar-
ies. OpenTIPE deals with the data at sentence-level,
aligning sentence quartets of source, MT transla-
tion, APE suggestion, and proofread version. The

https://www.deepl.com/docs-api
https://huggingface.co/models
https://github.com/facebookresearch/fairseq/blob/main/examples/translation/README.md
https://github.com/facebookresearch/fairseq/blob/main/examples/translation/README.md
https://github.com/deep-spin/OpenNMT-APE
https://github.com/stanfordnlp/stanza


data is represented as a JSON object that defines
the properties listed in Table 2. OpenTIPE captures
and stores this data in the database when the user
triggers the end of a revised version. That is, when
the user copies the post-edited text using the copy
keyboard shortcut or clicks on the ‘Copy translated
text’ button of the user interface (see Figure 2).
Note that different revisions of the same source
text can be stored at different times.

User Interaction Logging We also record the
user interactions with OpenTIPE in our database.
This data can be used to evaluate different APE
settings and the user experience with the editor.
We currently log five types of events: IdleEvent,
ActiveEvent, AcceptEvent, RejectEvent, and
CopyEvent together with the timestamp and user
identifier.23 The pair of events IdleEvent and
ActiveEvent indicate the time intervals with user
activity and inactivity. Specifically, we record an
IdleEvent when the user does not interact with
the interface for a minute and an ActiveEvent
with any interaction after being idle (e.g. mouse
click, scrolling). The event types AcceptEvent
and RejectEvent are triggered when the user ap-
plies or discards automatic suggestions, respec-
tively. Finally, CopyEvent indicates that the user
copied a post-editing revision locally.

5 Usability Study

We perform a user study to assess the usability
of the OpenTIPE user interface. In particular, we
conduct a controlled observation with a profes-
sional translator and a survey-based assessment
with eight non-professional translators. The lat-
ter are academics between 21 and 30 years old
(62.5% are male and 37.5% female), who indi-
cated that they frequently use translation services,
such as DeepL24 and Google Translate.25 While the
observation-based setting allows us to get insights
on the interactions of an expert with the tool, the
survey-based assessment gives us a general subjec-
tive view of the user interface usability.

In both settings, all participants saw the interface
of OpenTIPE for the first time during the study. We
start the study explaining its purpose to the partici-
pants. In the observation-based setting, the profes-
sional translator is aware that he is being observed

23The logging can be easily extended with new event types.
24https://www.deepl.com/translator
25https://translate.google.com

during the process.26 We then provide them with a
text to translate and the following instructions:

1. Translate the provided text using OpenTIPE.

2. Improve the automatic translation. For exam-
ple, (a) apply automatic suggestions where
needed or (b) rephrase the first sentence and
split it in two sentences.

3. Save the final translation locally.

Furthermore, we ask the participants of the
survey-based setting to fill in a questionnaire. The
questionnaire consists of a set of questions as de-
fined in the System Usability Scale (SUS) (Brooke,
1996) and three additional qualitative questions
about what they liked the most and what features
they think are missing or could be improved.

The OpenTIPE user interface obtained an aver-
age SUS score of 90, being 85 the lowest among the
participants.27 These results indicate that all partic-
ipants evaluated the interface as excellent (Bangor
et al., 2008). This is also confirmed with the an-
swers to the qualitative questions. In fact, most of
them stated that what they liked the most about the
interface was its simplicity. Similarly, we observed
that the professional translator used the interface as
expected and could perform all tasks effortlessly.

6 Conclusion

We presented OpenTIPE, the first interactive frame-
work that aims at supporting the research of human-
centered approaches for post-editing. In contrast to
research in machine translation, human-computer
interaction has been only simulated for the post-
editing task, since there was no interactive environ-
ment available for this purpose. OpenTIPE follows
a microservice architecture such that it can be easily
extended and adapted to other models or features.
Additionally, it collects human post-editing data
and the user interactions with the interface. These
data are key to implement human-in-the-loop ap-
proaches that learn from human corrections over
time. We expect this work to foster future research
on interactive approaches that enhance the perfor-
mance of the post-editing process. We are excited
to explore this direction in future work.

26Two authors of this paper participated as observers.
27SUS scores have a range of 0 to 100 and a score over 68

is considered above average.

https://www.deepl.com/translator
https://translate.google.com


Ethics Statement

Usability Study We recruited the participants
for our usability study on a voluntary basis and
informed them of the goals and scope. Furthermore,
we collected the data anonymously, such that no
conclusion can be drawn about any participant. The
usability study obtained the ethical approval (EK-
2023-N-35) from the Ethics Commission of ETH
Zurich university.

Translation and Post-editing Models We do not
expect additional ethical concerns besides the al-
ready documented on natural language generator
systems (Smiley et al., 2017; Kreps et al., 2022).

Potential Misuse Users could write undesired
text (e.g. hateful or offensive comments) as post-
edited text. As a result, the stored data could be
used to train a model to generate texts that repli-
cate this harmful behaviour. To mitigate this is-
sue, we strongly recommend to activate the user
authentication, so the framework is only accessi-
ble to trustworthy users. Additionally, researchers
should periodically verify the data to filter those
instances either manually or automatically, using a
model to identify hallucinations in the text as in Su
et al. (2022). Since bias can be present in the APE
output, human-in-the-loop approaches can amplify
this bias if the users heavily rely on the APE sug-
gestions. Therefore, researchers should also debias
the data regularly, for example, using existing tools
such as AdaTest (Ribeiro and Lundberg, 2022).
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