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EcoFlow: Efficient Convolutional Dataflows
for Low-Power Neural Network Accelerators

Lois Orosa, Skanda Koppula, Yaman Umuroglu, Konstantinos Kanellopoulos,
Juan Gómez-Luna, Michaela Blott, Kees Vissers, Onur Mutlu

Abstract—Dilated and transposed convolutions are widely used in modern convolutional neural networks (CNNs). These kernels are
used extensively during CNN training and inference of applications such as image segmentation and high-resolution image generation.
Although these kernels have grown in popularity, they stress current compute systems due to their high memory intensity, exascale
compute demands, and large energy consumption.
We find that commonly-used low-power CNN inference accelerators based on spatial architectures are not optimized for both of these
convolutional kernels. Dilated and transposed convolutions introduce significant zero padding when mapped to the underlying spatial
architecture, significantly degrading performance and energy efficiency. Existing approaches that address this issue require significant
design changes to the otherwise simple, efficient, and well-adopted architectures used to compute direct convolutions.
To address this challenge, we propose EcoFlow, a new set of dataflows and mapping algorithms for dilated and transposed
convolutions. These algorithms are tailored to execute efficiently on existing low-cost, small-scale spatial architectures and requires
minimal changes to the network-on-chip of existing accelerators. At its core, EcoFlow eliminates zero padding through careful dataflow
orchestration and data mapping tailored to the spatial architecture. EcoFlow enables flexible and high-performance transpose and
dilated convolutions on architectures that are otherwise optimized for CNN inference.
We evaluate the efficiency of our dataflows on CNN training workloads and Generative Adversarial Network (GAN) training workloads.
Experiments in our new cycle-accurate spatial architecture simulator show that EcoFlow 1) reduces end-to-end CNN training time
between 7-85%, and 2) improves end-to-end GAN training performance between 29-42%, compared to state-of-the-art CNN inference
accelerators.
[Open-Source Artifact] We open-source both our Spatial Architecture Simulator for Machine Learning (SASiML) and the SASiML
compiler to help enable the development of new dataflows and high-accuracy simulation environments for new spatial architectures
and dataflows. This can be freely found at https://github.com/CMU-SAFARI/sasiml.

Index Terms—Neural Network Accelerators, Dataflow, Machine Learning, Hardware/Software Co-Design, Neural Network Training,
Generative Adversarial Networks, Deep Learning.
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1 INTRODUCTION

Deep convolutional neural networks (CNNs) have been
widely adopted to solve hard problems in computer vision,
natural language understanding, speech processing, medi-
cal applications, and more [1–37]. Transposed and dilated
convolutions are the two key workhorses used to train
CNNs, and run a variety of other deep learning models [38].
For example, both kernels are employed in applications
requiring significant upsampling or downsampling to pro-
cess high-resolution media such as image generation (using
Generative Adversarial Networks (GANs) and Variational
Auto-encoders (VAEs) [7, 39]), image super-resolution [40–
42], and image segmentation [43, 44]. Additionally, more
emerging machine learning works in text-to-speech gen-
eration [45], speech recognition [46], and audio synthe-
sis [47] use dilated convolutions. Other experimental ma-
chine learning models, such as hierarchical capsule net-
works [48] and dilated residual networks [49] for improved
image modeling, use both these convolution types.

• Lois Orosa, Konstantinos Kanellopoulos, Juan Gómez-Luna and
Onur Mutlu are with ETH Zurich.

• Skanda Koppula is with DeepMind.
• Yaman Umuroglu, Michaela Blott, and Kees Vissers are with Xilinx.

Meanwhile, specialized architectures for CNN inference
have gained traction to support the demand for low-cost
deep learning on a variety of devices [50, 51]: Internet-
of-Things devices (IoT) [52–55], phones, wearables [56],
servers, and various embedded electronics [57, 58]. While
these works demonstrate efficient execution of direct con-
volutions (i.e., regular or ‘standard’ convolutions), we find
that existing dataflows for transposed and dilated convo-
lutions are poorly tailored for these architectures, causing
significant bottlenecks for emerging edge workloads that
use transpose and dilated convolutions. Despite this issue,
these workloads are of growing interest to manufacturers,
because they can enable: (1) on-device model training for
improved user data privacy [59–61], (2) high-resolution
image generation critical for augmented reality [62, 63], (3)
real-time speech recognition and generation [42, 45], and
many other applications employing dilated and transposed
convolutions [40, 41, 46, 47, 49, 64–72, 72–77].

To address this issue, we introduce EcoFlow, a new set
of dataflows and data mappings designed to efficiently
perform transposed and dilated convolutions on low-cost,
small-scale spatial architectures that are already widely
in-use for regular CNN inference. We identify key bot-
tlenecks introduced by these operations, originating from
padding and zero-insertions required to up- and down-
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sample feature maps. EcoFlow circumvents these bottle-
necks by meticulously orchestrating the data mapping and
dataflows onto the target spatial architecture. By eliminating
unnecessary operations, EcoFlow achieves significant im-
provements in performance and energy consumption, with
minimal changes to the spatial array of a common CNN
inference accelerator.

We improve on several prior works that propose spe-
cialized accelerators that target specifically either trans-
posed convolutions [78–81], dilated convolutions [80, 81],
or general sparsity [82–89]. We generalize, simplify, and
significantly reduce the required architectural changes to
support exactly the structured sparsity of these convolu-
tional kernels. Our design goal is to avoid highly-specialized
accelerator architectures that are markedly different from
common and well-understood spatial architectures (i.e., a
matrix of processing elements working in a systolic array
fashion) optimized for direct convolutions. Re-use of exist-
ing hardware architectural designs permits lower testing
and manufacturing costs. EcoFlow could also inspire the
optimization of dataflows for spatial architectures designed
to accelerate other applications such as genome sequence
analysis [90–96].

We make the following key contributions:
• We propose EcoFlow, a new set of dataflows and data

mappings that enable efficient execution of transpose
and dilated convolutions on CNN inference accelera-
tors by introducing minimal hardware changes (Sec-
tion 4).

• We develop a cycle-accurate spatial architecture simu-
lator to evaluate EcoFlow. Our architectural simulator
includes TPU [97], Eyeriss [50], and EcoFlow models,
and it supports efficient execution of transposed, di-
lated, and direct convolutions (Section 5).

• We comprehensively evaluate the performance and
energy efficiency of EcoFlow. Our evaluation shows
that EcoFlow: 1) reduces end-to-end CNN training time
between 7-85%, and 2) improves end-to-end GAN train-
ing performance between 29-42%, compared to state-of-
the-art CNN inference accelerators.

2 BACKGROUND

A deep convolutional neural network (CNN) is a neural
network with one or more convolutional layers. A convo-
lutional layer in a CNN applies a sliding filter to a 2D or 3D
matrix that represents the input image or intermediate layer
input. The input and output matrices to a convolutional
layer are referred to as the input feature map (ifmap) and
output feature map (ofmap), respectively. The filter (or kernel)
is the sliding filter that is applied to the ifmap to calculate
the ofmap. In each convolutional layer, there are usually
multiple filters applied in parallel to the ifmap, producing
multiple output matrices that compose the ofmap. The
stride of a convolution refers to the size of the step that the
convolutional filter takes while sliding through the ifmap.
The core operation of a CNN is a multiply-and-accumulate
(MAC) operation. Modern CNNs may have up to 1018

MACs performed during one forward evaluation [98]. Most
of these MAC operations are performed in the convolutional
layers [99].

Inference is the production phase where the CNN clas-
sifies unknown images. Before performing inference in pro-
duction, the network is trained with and algorithm called
backpropagation, that includes the calculation of input gra-
dients and filter gradients. For a detailed treatment of CNN
operation and gradient computation, we refer the reader to
[4, 100–110].

2.1 Different Types of Convolutions in CNNs

Figure 1 illustrates the three main types of convolutions we
can find in convolutional neural networks. This examples
shows the case for the CNN training phase of a convolu-
tional neural network, where we find direct convolutions in
the forward pass, and transposed and dilated convolutions
in the backward pass.
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Fig. 1: Different types of convolutions with an example 4x4
input, 2x2 filter, and stride 2 used in the CNN training
phase.

2.1.1 Direct Convolution
A direct convolution (also known as convolution, standard
convolution, or regular convolution) is one of the most
common operations in convolutional neural networks (in
both inference and training), and other variants of CNNs [7,
39, 45–49, 64, 65, 111, 112]. A direct convolution is performed
by sliding the filter (Wxy) over the input (ixy) with a specific
stride (stride 2 in the example 1 in Figure 1), generally
starting at the top left corner, so as to move the filter to
the boundary of the input ( 1 in Figure 1).

2.1.2 Transposed Convolution
A transposed convolution operation forms the same connec-
tivity as a direct convolution but in the backward direction,
which requires upsampling the input into an output of
larger dimensions. Transposed convolutions are commonly
used in CNN training and in emerging CNN workloads [40,
41, 46, 47, 49, 64, 65, 67–72]. Figure 1 2 shows an example
that calculates the input gradients (δixy) in the backward
propagation pass of CNN training. A transposed convo-
lution is computed by convolving the error matrix (Oxy)
with the forward pass filter (Wxy) rotated 180◦. Transposed
convolutions introduce zero padding into the error matrix
to produce an output of larger dimensions, up-sampling
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the backpropagated errors. The error matrix might require
zero-padding in the borders, as in Figure 1 2 . If the stride
is greater than one (the example Figure 1 2 has stride 2),
the error matrix also require internal zero padding as zero-
valued rows and columns.

2.1.3 Dilated Convolution
Dilated convolutions are commonly used in CNN training
and in emerging CNN workloads [40, 41, 46, 47, 49, 64, 65,
73–77]. Figure 1 3 shows a dilated convolution example
that calculates the filter gradients (δWxy) with dilation rate
= 2 (i.e., stride 2) in the backward propagation pass of CNN
training. A dilated convolution is computed by convolving
the input (ixy) with a padded filter (Oxy) to augment its
dimensions. This convolution inserts zero padding as rows
and columns in the filter when the dilatation rate (i.e., the
stride of the convolution when training a CNN) is greater
than one. A dilation rate of 1 does not introduce any
padding in the filter.

2.2 Spatial Architectures for CNN Inference
A spatial compute array is the key component in many
popular low-cost CNN accelerators [50, 58, 97, 113–123].
A spatial architecture consists of a matrix of simple pro-
cessing elements (PEs), interconnected with one or sev-
eral internal networks. Each PE is able to perform a
MAC operation. By orchestrating data into and out of
the PE network, spatial architectures can efficiently im-
plement either matrix multiplications or convolutions. Ex-
amples of spatial architectures include Eyeriss V1/V2 [50,
113], Google’s TPU [97, 117], NVIDIA’s CUDA Tensor
Cores [124], Nanofabrics [125], TRIPS [126], RAW [127],
SmartMemories [128], FlexFlow [114–116], SCNN [129], and
Morph [130].

Figure 2 illustrates the core elements of a common spatial
architecture for CNN inference. At the core is an array
of interconnected PEs. Data is cached on a global on-chip
buffer, which utilizes various network-on-chips (NoCs) to
exchange data with the PE array. In common designs [50,
114], this network enables data transfer between vertically
adjacent PEs, simultaneous broadcast to all PEs, and multi-
casting values to individual sets of PEs. On the left of Fig-
ure 2 we can see the off-chip memory that stores temporary
data that overflows the global buffer, and the complete set of
ifmaps, filters, and final ofmaps. The internal architecture of
the PEs (right side of Figure 2) can differ slightly, based on
the chosen dataflow, accelerator function (e.g. sparse/non-
sparse CNN acceleration), and other optimizations (e.g.
reduced precision, clock-gating). PEs generally store small
amounts of weight or partial sum data which is reused
during dataflow [50, 131].

2.3 CNN Dataflows on Spatial Architectures
We describe the most widely-used dataflows for perform-
ing convolutions in spatial architectures, used to evalu-
ate EcoFlow in Section 6. An in-depth discussion of each
dataflow can be found in [50].

Convolution Dataflows. Row stationary (RS) [50, 132] is
a state-of-the-art dataflow for performing convolutions in
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Fig. 2: Common Spatial architecture for CNN inference
acceleration.

spatial architectures. The RS dataflow attempts to minimize
the overall energy consumed by off-chip data accesses by
re-using the convolutional filters and ifmaps. RS minimizes
data movement across all data types by effectively assigning
each PE a 1D convolution to perform. The results of these
1D convolutions (or partial sums) are accumulated with
other partial sums from other PEs to produce the final
ofmap. RS has been shown to be the most energy efficient
dataflow on spatial architectures [50], compared to Weight
Stationary (WS)[133–135] and Output Stationary (OS) [136–
138] dataflows.

Although previous works claim that the choice of
dataflow is not critical for direct convolutions [139], in
this work we demonstrate that this choice does matter for
transposed and dilated convolutions. Using direct convolu-
tion dataflows for transposed and dilated convolutions can
result into low performance and poor energy efficiency.

Matrix Multiplication Dataflows. Lowering a convolution
into a matrix multiplication is a well known technique that
is used today in many CNN frameworks and accelerators,
i.e., TPUs [97, 117]. For a detailed explanation of the lower-
ing process, we refer the reader to [140]. After lowering,
several dataflows can be used for the matrix multiplica-
tion [141]. A common approach uses an output stationary
dataflow in which partial sums are accumulated locally, and
inputs are forwarded to adjacent rows [50]. The matrices
are fed into the PE array from the top and left edges of
the array [113]. This is the approach used in our reference
implementation in Section 6.

3 MOTIVATION AND GOAL

We describe the main inefficiencies of transpose and dilated
convolutions, and how related works require a specialized
accelerators to solve this problem (Section 3.1). Our goal in
this paper is to introduce minimal changes to an existing
DNN inference accelerator to perform tranpose and dilated
convolutions (Section 3.2).

3.1 Inefficiencies of Transposed and Dilated Convolu-
tions

To understand the mechanics and bottlenecks of transpose
and dilated convolution, we analyze the backward pass of
CNN training on representative convolutional layers with
different strides from two common CNNs, ResNet-50 [2]
and AlexNet [101]. Figure 3 shows the percentage of mul-
tiplications by zero required to compute both transposed
and dilated convolutions. We observe that for strides larger
than 1, the zero multiplications dominate utilization by large
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margins. For example, more than 70% of multiplications
for 2-stride convolutions are zero. The larger the stride, the
larger the number of zero multiplications.
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Fig. 3: Padding-induced zero multiplications in transpose
and dilated convolutions during input and filter gradient
calculation of representative CNN layers with different
strides.

We make two observations. First, the PEs that execute
zero operations cannot be used to perform useful operations,
which causes resource under-utilization. Second, although
the result of the multiplication is zero, inputs coming from
other PEs might need to be accumulated and transmitted
to the next node, which practically increases the latency of
useful computations and reduce performance.

3.1.1 Analyzing Transpose Convolutions
Performing a transposed convolution in a spatial archi-
tecture designed for CNN inference requires significant
padding to obtain the correct ofmap dimensions (i.e., up-
sampling). Figure 4 shows two examples of the required
padding in the input for obtaining the desired up-sampled
ofmap1. In the example, layer A requires 40 outer padding
elements in the inputs (81% of the matrix), and layer B
requires 40 outer padding elements and 5 inner padding
elements in the inputs (92% of the matrix).
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Fig. 4: Example of the zero-padding required to calculate
transpose and dilated convolutions.

We can formulate the amount of padding required by
a particular transposed convolution by considering ifmap,
stride, filter sizes. For a N × N ifmap, K × K filter, and
stride S, the number of inner padding elements is given
by [S (N − 1) + 1]

2 − N2. The number of outer padding
elements is given by 4 (K − 1) [S (N − 1) + 1]+4 (K − 1)

2.
The total number of zero-padding elements increases lin-
early with the ifmap size, and quadratically with the stride.

Transposed convolutions are used for upsampling a in-
put to produce a high-resolution output feature map or me-
dia. For example, semantic segmentation [142] and super-
resolution [40] CNNs output images that are of the same or
higher resolution than their input. Generative Adversarial
Networks [10, 12, 143] use transposed convolutions for the
same purpose.

1. The higher the stride, the higher the up-sampling.

Existing proposals. There are several works that propose to
accelerate transposed convolutions with specialized GAN
accelerators [80–82, 144, 145]. Although these works achieve
significant performance and energy improvements, they do
it at the cost of designing a specialized accelerator for GANs
instead of maintaining a simple, efficient, and more general
spatial architecture optimized for CNN inference.

3.1.2 Analyzing Dilated Convolutions
Figure 4 illustrates two examples ( C and D ) of the re-
quired filter zero padding in a dilated convolution. Unlike
in transposed convolution, the error matrix is only padded
internally. In C , the stride is one, so the filter gradients can
be calculated without padding. When the stride is larger
than one, filter gradient calculation requires inner padding.
D shows an example of this, with stride 2. 56% of the
padded error matrix is zero. The amount of inner padding
follows the same trend as above, increasing linearly with the
ifmap size and quadratically with the stride.

Dilated convolutions are used in the forward pass of a
handful of emerging, state-of-art classification networks [49,
146, 147]. Dilated convolutions are also used for aiding
visual interpretation of CNNs [148].

Existing proposals. DT-CNN [81] proposes an specialized
hardware accelerator to perform both transposed and di-
lated convolutions using delay cells. Unlike EcoFlow, DT-
CNN is a specialized architecture customized for optimizing
image segmentation workloads.

3.2 Goal
Our proposal builds on two key observations: (1) the
padding required to perform transposed and dilated con-
volutions on spatial architectures has a very negative effect
on efficiency, and (2) the padding is strictly determined by
the characteristics of the convolution and the dimensions of
the feature maps and kernel, and thus the location of zero-
values is static and deterministic. Our goal in this work is to
exploit these two observations in order to (1) eliminate zero
padding to avoid low resource occupation, (2) minimize en-
ergy and memory requirements, (3) maximize throughput,
and (4) introduce minimal changes to the spatial architecture
of common CNN inference accelerators. To this end, we
develop EcoFlow.

4 ECOFLOW

We introduce EcoFlow, a new set of dataflows and data
mapping algorithms for calculating transpose convolutions
(Section 4.1) and dilated convolutions (Section 4.2) in spatial
architectures of CNN accelerators that are optimized for
executing direct convolutions.

The core idea of EcoFlow is to meticulously orchestrate
dataflow and map computation as to avoid zero padding
and occupy PEs with only useful operations. EcoFlow effi-
ciently reuses the spatial architecture used for direct convo-
lutions to execute both transpose and dilated convolutions
efficiently. One of the main characteristics of EcoFlow is
that it can be mapped to existing CNN inference spatial
architectures with minimal hardware changes, which al-
lows efficient execution of transposed, dilated, and direct
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convolutions. EcoFlow requires small modifications in the
network-on-chip to enable efficient data movements with-
out wasting hardware resources.

The dataflow and mapping onto hardware is computed
at compile time. EcoFlow’s mapping is more complex than
other state-of-the-art dataflows, but this added complexity
is a one-time cost during the initial compilation step. The
compiler calculates a Finite State Machine (FSM) that is
loaded into the PEs to perform the convolutions at runtime.
We explain the details of the hardware architecture in Sec-
tion 4.4.

4.1 Transpose Convolutions

In this section, we explain the steps EcoFlow takes during
compilation time (Section 4.1.1) and runtime (Section 4.1.2)
to perform transposed convolutions.

Without loss of generality, we use an example of the
transposed convolution that calculates the input gradients
in the CNN training algorithm. In this context, the input
of the convolution is the padded error (the amount of
padding depends on stride in the forward pass), the filter
corresponds to the rotated filter from the forward pass,
and the output of the convolution are the calculated input
gradients.
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Fig. 5: Example of transposed convolution for calculat-
ing the input gradients on CNN training algorithm using
EcoFlow. The symbol >> represents a column element
shift by one.

4.1.1 Compilation Time.
The EcoFlow compiler determines (1) the computation
scheduling required to compute the (transposed) convolu-
tion and (2) the mapping of computations onto the architec-
ture’s PEs array.

EcoFlow follows five steps to calculate the computation
scheduling and mapping. To improve clarity, we walk

through each step using the example in Figure 5: a trans-
posed convolution with stride 2, 5×5 output (i.e., input
gradients), 3×3 filter (i.e., rotated filter), and 7×7 input (i.e.,
padded error) reshaped using padding from the original
2×2 error):

1 The EcoFlow compiler converts the rotated filter and
the error matrix into symbolic vectors. In Figure 5, these
vectors have dimensions 9×1 and 4×1, respectively.

2 The compiler performs the symbolic outer product of
both vectors by multiplying all elements of the filter by all
elements of the error matrix. The resulting matrix contains
all multiplications required to perform the transposed con-
volution for input gradient calculation. Each gradient is the
sum of some subset of these products. Notably, this matrix
does not contain any zero multiplication due to padding. In
our example, this matrix has dimension 9×4.

3 EcoFlow determines which matrix elements have to
be accumulated together to produce a single input gradient,
and marks them with the same label. The labels are deter-
mined by doing a transposed convolution with placeholder
symbols. In the example, cells with the same color represent
matrix elements with the same label. The exception to this
are the white cells, which produce a single gradient by
themselves; white cells do not need to be accumulated with
other values.

4 The compiler assigns each column of symbolic compu-
tations to a different PE. The mapping assigns consecutive
columns to consecutive PEs, from top to bottom and from
left to right in the PE array. The number of PEs used by
EcoFlow is equal to the dimensions of the error matrix.
In the example, the PE array is composed by 2×2 array,
shown in the bottom left. This mapping can be reorganized
to reduce the number of required PEs (see Grouping).

5 The multiplications are reorganized with the goal of
leveraging local point-to-point network to accumulate par-
tial sums across connected, vertically-adjacent PEs. EcoFlow
maps multiplications that must accumulate together either
into the same PE, or across vertical PEs. The reorganization
consists of circular shifting of these multiplication blocks
across horizontal PEs. Each block shifts b w idx

Wx×stridec PEs
over, where Wx is one dimension of the filter (Wx = 3 in
the example) and w idx is the index of the computation
in the order of execution in each PE (e.g., w00 ∗ e00 has
w idx = 0, w10 ∗ e00 has w idx = 1, etc.). Since the shifting
is circular across horizontal PEs, computation blocks in the
upper row of PEs shift from PE00 to PE01 and from PE01 to
PE00 in the example. In the lower row, computation blocks
shift between PE10 and PE11.

In Figure 5, the first six computation blocks are not
shifted (bw idx

3×2 c = 0 for 0 ≤ w idx < 6), but the next
three blocks are shifted over to the horizontally adjacent
PE (bw idx

3×2 c = 1 for 6 ≤ w idx ≤ 9). As a result of this
reorganization, all the data that needs to be accumulated
together is placed vertically. For example, the light blue
multiply operations (w22 ∗ e01 and w02 ∗ e11) are shifted
so they accumulate across on vertically adjacent PEs, PE00
and PE10.

The EcoFlow compiler also performs optimization tech-
niques, called grouping and expansion, that allows to group
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Dataflows for transpose and dilated convolutions:
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Fig. 6: Dataflow for each data type for transpose and dilated
convolutions used in CNN training to calculate the input
and filter gradients.
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Fig. 7: Dilated convolution using EcoFlow to calculate the
filter gradients in CNN training.

high-dimension convolutions into a small PE array, or to
expand small-dimension convolutions into a large PE array.

4.1.2 Runtime.

The dataflow in EcoFlow leverages existing connections
between vertically adjacent PEs and the on-chip multicast
network present in spatial architectures. In this section, we
describe data feeding and flow of the partial sums, weights,
and error maps through the PE array. Figure 6 summarizes
the dataflow of the three data types through the PE array.

Partial sums are accumulated locally and passed upward.
Each filter-error product is added to a PE-local accumulation
register. If a multiplication is the last one for a particular
label (i.e., a color group) in one PE, the accumulated result
is passed upward to the next PE in the same column. In
Figure 5, the calculation of gradient element δi22 needs
three steps. First, PE11 and PE01 compute w00 × e11 and
w20×e01, respectively. The results are stored in their internal
accumulation registers. Next, the PE’s compute w02 × e10
and w22×e00, adding the result to the accumulation register.
Third, PE11 passes the value in its accumulation register to
PE01, and PE01 adds the received value to its accumulation
register. The result is δi22, which is then stored into the off-
chip memory.

Filter weights are sequentially broadcast to all PEs and
consumed every cycle. In Figure 5, the first set of multipli-
cations usew00, which is used by all PEs (w00×e00,w00×e01,
w00× e10, w00× e11). The next broadcast weight is w10, and
so on.

Error matrix elements are sequentially multicast to the PE
array. Each PE maintains a list of multicast groups to which
it is subscribed, and receives the error elements required.
For example, in Figure 5, PE00 receives the multicast groups
{e00, e01}. Multicast groups are determined at compile time
and loaded into each PE as part of an FSM.

4.2 Dilated Convolution
A dilated convolution is a direct convolution with a modi-
fied kernel (i.e., padded kernel) to match the desired output
dimensions. Without loss of generality, we use an example
of dilated convolution that calculates the filter gradients in
the CNN training algorithm. In this context, the input of the
convolution is the ifmap from the forward pass, the filter
corresponds to the padded error (the amount of padding
depends on stride in the forward pass), and the output of
the convolution are the calculated filter gradients.

4.2.1 Compilation Time.
For a dilated convolution, EcoFlow performs computation
scheduling and data mapping using a three-step process.
For clarity, we walk through compilation using Figure 7
which illustrates filter gradient calculation with a 5×4
ifmap, 3×3 filter, and stride 2 convolutional layer.

1 EcoFlow performs a symbolic convolution between
the ifmap and the padded errors, determining the symbolic
computations required to produce the filter gradients. Dur-
ing this step, the compiler forms groups that accumulate
together to produce a single gradient element. In Figure 7,
multiplications of the same color accumulate together.

2 EcoFlow provisionally assigns the calculation of each
filter gradient to one PE, eliminating inter-PE communica-
tions. Based on the necessity to parallelize channels in a
filter, and to avoid potential slowdowns associated with
large error maps, the compiler automatically reorganizes
and re-distributes the compute schedule using assignment
expansion, as explained in Section 4.2.2.

3 Finally, the compiler determines multicast groups for
the ifmap for use during execution. In the next section, we
describe the dataflow for the partial sums, error matrix, and
ifmap.

4.2.2 Runtime.
EcoFlow uses a straightforward dataflow for calculating
the filter gradients. Similar to the calculation of the input
gradients, the calculation of the filter gradients adapts well
to the underlying on-chip network in state-of-art spatial
architectures. Figure 6 describes the three main dataflows.

Error matrix elements are broadcast to each PE simulta-
neously. In Figure 6, e00 is used by all PEs in their first cycle,
and is the first error to be broadcast.

The input matrix is distributed to the PEs using a mul-
ticast pattern determined by the compiler. Figure 6 illus-
trates the input matrix multicast used for the convolution
described in Figure 7. In Figure 6, we see that each PE is
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part of at least four receive groups, corresponding to the
number input matrix elements required in its computation
schedule.

Finally, partial sums are accumulated within the PE.
Each PE is responsible for multiplying and accumulating
all the data it receives, and for storing the resulting filter
gradient into off-chip memory. With expansion, each PE
follows a similar procedure: it multiplies and accumulates
all the data mapped to it, and sends the final value to its
vertical neighbor. The top PE, after performing all the local
operations, accumulates any passed-in results, and writes
the final gradient to memory.

4.3 Memory Management

We describe EcoFlow’s data reuse using two concepts from
[50]. First, a PE set is the subset of PEs used to run a 2D
convolution. If the physical array is large enough, several
PE sets can be mapped concurrently in the array. Second,
a processing pass is the contained, simultaneous execution
of 2D convolutions in the PE array. In a single transpose
convolution processing pass, each input element is read
once from the global buffer, and the partial sums are stored
back to the global buffer only once.

For a transpose or a dilated) convolution, EcoFlow has
three types of reuse: 1) it reuses the input values by storing
them in the global buffer using them with different filters,
2) it reuses the filters by broadcasting and using them across
multiple PEs, and 3) it accumulates the partial sums within
the PE and across vertical PEs. The filters are streamed
from DRAM directly to the PE registers, and the inputs and
partial sums are stored in the global buffer for reuse between
processing passes.

To map PE sets into a processing pass, EcoFlow uses five
parameters: n, r, t, q and p. EcoFlow fits r× t PE sets. Every
t PE sets share the same inputs with t filters, and every r PE
sets that run on r channels accumulate their partial sums
within the PE array. Also, a processing pass can process
n inputs, p filters and q channels at the same time. These
parameters depend on the size of the internal PE registers.
EcoFlow exhausts reuse opportunities of inputs and partial
sum across different processing passes.

To optimize these parameters and allocate global buffer
space for inputs and partial sums, our compiler pass runs an
optimization procedure that finds parameters that minimize
energy consumption for a given hardware configuration.

4.4 Hardware Architecture

EcoFlow targets spatial architectures similar to those de-
scribed in Section 2.2. We use Eyeriss [50] as the baseline
architecture, and we incorporate changes to the on-chip
network and PE array to support EcoFlow.

On-Chip Network Requirements. The baseline architecture
uses four on-chip networks: 1) a filter broadcast network
to send filter weights to the PE, 2) an ifmap multicast
network to send a unique ifmap element to each PE (i.e., one
multicast group per PE) 3) an ofmap network that delivers
partial sums to the global buffer, and 4) a network of
local unidirectional point-to-point links that transmit partial
sums through PEs in a column.

EcoFlow requires an expansion of the multicast network,
so that each PE in the array can belong to several multicast
groups. For example, in Figure 7, PE02 belongs to these four
multicast groups: {i02, i04, i22, i24}. The multi-cast group i02
is consists of PE00 and PE02, and likewise for other groups.
To support this, we extend the original multicast network of
Eyeriss [50]. To support an R×C array of PEs, Eyeriss has a
vertical Y -bus consisting of R horizontal X-buses. Each X-
bus has a row ID, and each PE has a column ID. These IDs
are reconfigurable, allowing different layers to map onto the
same array.

We extend this network to have several row IDs per X-
bus, and several column IDs per PE. For a N ×N filter with
stride S, the total number of row IDs that each X-bus needs
to store is given by dNS e. The number of bits needed by
each row ID is d(log2 2N − S)e. 2N − S quantifies the total
number of groups in a row. The equations to calculate the
column ID requirements are exactly the same. We size the
ID registers to support the largest layers in the CNN. For
example, AlexNet requires five 5-bit row IDs per bus, while
ResNet-50 requires four 4-bit row IDs per bus.

We estimate the area overhead of our NoC modifications
by accounting for the additional logic gates and storage
elements required to support the worst case CNN evaluated
in this work. The extra IDs and comparison logic affect all
the PE multicast controllers within the PE array. Our results
show that the additional changes in the NoC introduce a
2.9% area overhead in the PE array.

EcoFlow also uses larger bandwidth to keep all PEs con-
tinuously utilized. Table 1 shows the maximum bus width
required by EcoFlow in the three networks to run at max-
imum throughput on all evaluated CNNs. First, EcoFlow
requires a 64+16 bits wide multicast global input network
(GIN) for filters+ifmaps (forward pass), for errors+filters
(input gradient calculation), and for ifmaps+errors (filter
gradient calculation). Second, EcoFlow requires a 64 bits
wide global output network (GON) for ofmaps (forward
pass), input gradients (input gradient calculation), and fil-
ter gradients (filter gradient calculation). Third, EcoFlow
requires a 64 bits wide local network (Local) for transmitting
psums between vertical PEs.

GIN GON Local

Eyeriss 64 + 16 bits 64 bits 64 bits
EcoFlow 80 + 32 bits 64 bits 64 bits

TABLE 1: Bus bit width of the multicast global input (GIN),
global output (GON), and local (Local) networks.

We observe that EcoFlow does not require additional
bandwidth for GON and Local networks, and it requires
40% more bandwidth for the GIN network.

PE Requirements. Like a typical PE design, EcoFlow needs
an FSM to orchestrate loads and stores to registers, accu-
mulations, stores to the global buffer, and communication
with its neighboring PE. The compiler generates these FSMs.
EcoFlow accumulates in each PE a variable amount of
partial sums before the PE sends the result to the above PE
or to memory, and it needs to accumulate the correspond-
ing partial sums together (e.g., the same colors needs to
accumulated together in Figure 5). This requires a slightly
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more complex FSM in the PE, compared to row-stationary
dataflow.

Memory Requirements. EcoFlow does not require a dif-
ferent memory hierarchy than other spatial architecture
accelerators. We use commodity DRAM chips and a highly
banked global buffer.

5 SASIML: THE SPATIAL ARCHITECTURE SIMU-
LATOR

To evaluate EcoFlow, we develop SASiML, a new cycle-
accurate simulator that mimics the hardware of a spatial
architecture. SASiML models all the components of the PEs,
the network, and the memory hierarchy. Each component of
SASiML can be fully microprogrammed, and all the latency
and energy parameters are fully parametrizable. SASiML
can estimate the latency and energy consumed by direct,
transpose and dilated convolutions of a particular layer;
many other metrics such as PE utilization and bandwidth
can be measured. We also develop a new compiler that
automatically generates the signals required by SASiML to
execute a particular CNN layer. We open-source both the sim-
ulator and the compiler to help enable the development of
new dataflows and high-accuracy simulation environments
for new spatial architectures and dataflows. This can be
freely found at https://github.com/CMU-SAFARI/sasiml.

5.1 The Simulator

SASiML models the on-chip hardware of a spatial architec-
ture and off-chip DRAM memory. SASiML contains archi-
tecture models for Eyeriss [50] and TPU [97]. SASiML is ex-
tensible and fully programmable. The level of abstraction of
SASiML is similar to RTL: we model a synchronous digital
circuit in terms of the flow of digital signals (data) between
hardware registers, and the logical operations performed on
those signals. In addition to a timing simulator, SASiML
is a functional simulator that propagates the input values
through the PE array to get the output, which allows to
validate that the implementation of the dataflow at micro-
programming level is correctly implemented.

The simulator has three main components: (1) a PE array,
each of which has a global buffer, local registers, pipelined
multiply-and-accumulate unit, and input/output queues
connected to neighbouring PEs (2) a network on chip that
interconnects neighboring PEs and PEs to the global buffer,
and (3) a highly banked global buffer (e.g., 27 banks in our
evaluation in Section 6). All components update their state
at every clock cycle.

The basic organization of the simulator is simple: 1)
the components connect together according to the specific
design of the PEs and networks, 2) all components are
controlled through input and output signals that are mi-
croprogrammed, and 3) all components update their state
cycle by cycle. All components of SASiML are configurable,
including memory sizes, network bandwidth, energy pa-
rameters. We support two variants of PEs, one tailored for
convolutions (e.g., Eyeriss) and one for tailored for matrix
multiplications (e.g., TPUs).

5.2 The Compiler

For simplifying the generation of the microprogramming
control signals for SASiML, we implement a compiler. The
inputs to the compiler are all the characteristics of the
hardware and the CNN layers (e.g., feature map and filter
dimensions). SASiML can perform inference and training
with row-stationary, TPU, or EcoFlow dataflows.

5.3 Validation

We validate SASiML by analyzing that the output values
match the expected golden results, and that the timings and
power consumption are similar to the results reported by
a real chip Eyeriss accelerator [50]. We configure SASiML
with the same row-stationary dataflow parameters and the
same accelerator configuration as reported in [50]. Table 2
shows the execution time, power, total size of global buffer
accesses, and total size of all DRAM accesses for both Eye-
riss and SASiML while running inference on AlexNet [101].
We expect some variations because the Eyeriss paper [50]
does not provide full detail about their exact procedure for
measuring timing, and about their memory management
mechanisms for convolutions with high filter/channel count
that overflow the global buffer. We calculate the power
based on the energy parameters for a 45nm technology
node reported by Horowitz [149]. There are two challenges
for validating the power. First, the technology node of the
Eyeriss chip is 65nm, not 45nm. We address this by scaling
the energy consumption up by a factor of 1.4, based on
estimations obtained from previous studies [150]. Second,
SASiML does not model the energy of many details that
have a large influence in the energy consumption, such as
the clock network, which consumes between 33-45% of the
power [50]. We address this issue by using the Amdahl’s
law to estimate the total power consumption, so we are able
to compare our results with the power consumed by the real
chip [50].

CONV5 CONV4 CONV3 CONV2 CONV1

SA
Si

M
L Exec. Time 12.5ms 18.8ms 25ms 39.5ms 15.2ms

Power 207mW * * * 273mW
GB acc. 23.8MB 35.6MB 66MB 74MB 16.8MB

DRAM acc. 1.5MB 2.1MB 2.6MB 4.11MB 3.6MB

Ey
er

is
s Exec. Time 11ms 16ms 21.8ms 39.2ms 16.5ms

Power 236mW 235mW 266mW 288mW 332mW
GB acc. 24.9MB 37.4MB 50.2MB 77.6MB 18.5MB

DRAM acc. 1.3MB 2.1MB 3.0MB 4.0MB 5.0MB
* Eyeriss [113] does not report the detailed power breakdown of

these layers, so it is not possible to cross-verify these particular
results.

TABLE 2: Comparison of execution time, global buffer (GB)
accesses and DRAM accesses of SASiML and Eyeriss [50].

We observe that the results of SASiML are similar to
the real chip Eyeriss measurements, and follow the same
trends across layers. We make three key observations. First,
the reported SASiML execution time is within 0.07% to
10% of the real Eyeriss accelerator. Second, the amount
of data accessed in memory (GB and DRAM) by SASiML
has a deviation of 0% to 24% from real measurements.
Third, the power consumption reported by SASiML shows a
good approximation, and the results are relatively accurate,
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despite the fact we could not model many details that are
missing in the real Eyeriss chip paper.

We conclude that SASiML is an cycle accurate simulator
that allows to model different spatial arrays with different
NoCs and PE configurations at a microprogramming level
of detail, which enables to functionally verify the correctness
of dataflows and its implementation.

6 EVALUATION

We evaluate transpose and dilated convolutions using
workloads that contain both types of convolutions: CNN
training (Section 6.2) and GAN training (Section 6.3).

6.1 Experimental Setup
We use the SASiML simulator and the SASiML compiler
(Section 5) to evaluate EcoFlow. We model the energy of the
accelerator with values obtained from a 45nm process [149].
We model DRAM energy using DRAMPower [151]. We
compare EcoFlow to the row-stationary (RS) dataflow [50]
used in Eyeriss and to a lowering-based convolutional
dataflow used in TPUs [97, 117]. Table 3 shows the con-
figuration of the target architecture used in evaluation. We
chose an array of 13×15 PE elements, matching prior work
and tuned with RS and TPU dataflows to fit the dimensions
of the evaluated layers.

PE Array 13 x 15 PEs
PE Array Clock 200 MHz

PE Register File (ifmap, filter, psum) 75, 224, 24
PE Register Latency 1 cycle

Global Buffer 108KB / 27 banks
DRAM 4GB DDR4 1866MHz

Clock Gating Zero Operations
Multiplier/Accumulator 2-stage/1-stage

I/O Queues 8 entries
On-chip Network Latency 1 cycle

TABLE 3: Configuration of the base CNN accelerator.

We implement a clock-gating mechanism that activates
when the PE receives a zero value [50]. This is included in all
our baselines. The NoC of Eyeriss and EcoFlow are similar,
implementing dedicated networks for each data type. We
use the on-chip networks described in Table 1. The TPU
uses a much simpler NoC with only two uni-directional
connections between neighbour PEs (for propagating input
and filter values), while the partial sums are accumulated
locally. We evaluate CNN training in Section 6.2 and GANs
in Section 6.3.

To estimate the execution time of the end-to-end CNN
training algorithm (i.e., execution time of all layers), we
first profile the evaluated models in GPU and CPU to get
the average breakdown of the execution time per layer, and
we apply the Amdahl’s law to calculate the expected total
performance gains.

6.1.1 Optimizing CNN Training for EcoFlow
To get the maximum benefit from EcoFlow on CNN train-
ing, we need to replace pooling layers with larger strides
when possible. Prior work demonstrates that pooling can
be replaced by a convolutional layer with increased stride
without loss in accuracy [152]. The authors show that for

the tested CNNs, when they replace pooling with a con-
volutional layer with 2-stride, there is no accuracy loss. We
corroborate and extend these results with experiments of
our own on six larger, more recent CNNs. We train two
variants of each CNN topology: one with pooling layers and
one with pooling layers replaced with larger stride. We use
the CIFAR-10 [153] and ImageNet [104] training and test
datasets, and retain the default learning hyper-parameters
given in [154, 155].

Table 4 summarizes our results. We observe that using
a larger stride (Stride) instead of pooling layers marginally
reduces accuracy (<2%), and in some cases, improves ac-
curacy. This can be an acceptable trade-off in some applica-
tions, given the performance advantages.

CIFAR-10 ImageNet
CNN Original Stride Diff. Original Stride Diff.

ResNet-18 [2] 94.6% 94.2% -0.4% 69.6% 69.5% -0.1%
ResNet-101 [2] 94.6% 93.7% -0.9% 77.6% 76.9% -0.7%

DenseNet-201 [156] 94.0% 93.7% -0.3% 78.6% 76.8% -1.8%
VGG-19 [102] 92.5% 92.1% -0.4 74.5% 74.6% +0.1%

MobileNet-v2 [157] 90.7% 90.7% +0.0% 74.7% 73.14% -1.56%

TABLE 4: Accuracy comparison of CNNs that downsample
using pooling layers (original) versus a larger stride (Stride).

6.2 CNN Training Evaluation
Table 5 details characteristics of 8 sample layers that we
evaluate from six representative and widely-used CNNs,
namely AlexNet [101], ResNet-50 [2], Shufflenet [158], In-
ception [103], Xception [159], and MobileNet [157].

Our complete evaluation tested 72 layers in total. These
layer topologies and networks encompass a most of the lay-
ers used in popular networks, and include recent winning
topologies of the ILSVRC competitions [104]. We use a batch
size of four in our evaluations. We also evaluate the variant
of each layer that includes the larger stride optimization
described in Section 6.1.1. We denote these layers with a
suffix of opt.

CNN Layer# IFM OFM Filter # Filts Str. Opt.

AlexNet CONV1 3x224x224 55x55 11x11 64 4 Yes
AlexNet CONV2 64x31x31 27x27 5x5 192 1 Yes

ResNet-50 CONV3 128x57x57 28x28 3x3 128 2 No
ShuffleNet CONV2 58x57x57 28x28 3x3 58 2 No
ShuffleNet CONV5 232x7x7 7x7 1x1 232 1 No

Inception CONV3 192x17x17 8x8 3x3 320 2 No
Xception CONV3 728x29x29 14x14 3x3 1 2 No

MobileNet CONV5 512x15x15 7x7 3x3 1 2 No

TABLE 5: Eight of the 72 evaluated layers from three CNNs.

We train using 16 bits instead of the 32 bits used in
typical training algorithms. A previous work [160] demon-
strates, training with BFLOAT16 can achieve the same accu-
racy as training with FP32.

6.2.1 Performance results.
Figure 8 shows the speedup of input gradient calculation
through each layer in TPU, RS and EcoFlow dataflows,
normalized to TPU. Similarly, Figure 9 shows the speedup
of the filter gradient calculation for the three dataflows. The
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numbers on top of the TPU bars indicate the absolute exe-
cution time of TPU in milliseconds. The layers starting with
the letter ”o” (e.g., Alexnet o-CONV1) are the optimized
versions of the layers (Section 6.1.1).

We make two main observations. First, the speedup of
EcoFlow for calculating the input gradients compared to
TPU and RS is very high for strides larger than 1. As
shown in the figure, the speedup is close to 4x for stride 2
(e.g, resnet50 CONV3), 11x for stride 4 (Alexnet CONV1),
and 52x for stride 8 (Alexnet opt CONV1). For stride 1,
the speedup is from 0% (e.g., resnet50 CONV2) to 10%
(Alexnet CONV3). Second, the speedup of EcoFlow for
calculating the filter gradients compared to TPU and RS
is also very large for stride larger than 1. The speedup is
more than 3x for stride 2 (e.g., resnet50 CONV3), 15.6x for
stride 4 (Alexnet CONV1), and 60.1x for stride 8 (Alexnet o-
CONV1). We conclude that EcoFlow performs the backward
pass much more efficiently than RS and TPUs, especially for
strides larger than 1.

Table 6 shows the speedup of the evaluated end-to-end
CNN networks.

Speedup Energy savings

TPU Eyeriss EcoFlow TPU Eyeriss EcoFlow

Alexnet 1 0.94 1.83 1 0.97 1.38
ResNet-50 1 0.99 1.07 1 1.02 1.06
ShuffleNet 1 0.98 1.08 1 1 1.07

Inception 1 1.01 1.08 1 0.99 1.08
Xception 1 1.01 1.11 1 1.00 1.10

Mobilenet 1 1.01 1.09 1 1.00 1.08

TABLE 6: Speedup and energy savings of end-to-end CNN
training of convolutional layers in different architectures,
normalized to TPU (larger is better).

We make two observations. First, Alexnet greatly bene-
fits from EcoFlow, because more than 80% of the execution
time is dedicated to execute convolution layers following by
pooling layers, or convolutional layer with stride larger than
one. Second, ResNet-50, ShuffleNet, Inception, Xception and
Mobilenet have smaller benefits because many of their con-
volutional layers have stride 1. We conclude that EcoFlow
has very significant end-to-end benefits in networks that use
strides in convolutional or pooling layers. Notice that other
modern networks with larger strides, like EfficientNet [161],
would also greatly benefit from EcoFlow.

6.2.2 Energy Results
In this section, we evaluate the energy consumption of
EcoFlow. PEs are clock gated when idle, and all other
parameters are defined in Table 3.

Figure 10 shows the energy comparison of TPU, RS
and EcoFlow for the input gradient and filter gradient
calculation. The breakdown of the energy includes DRAM
(DRAM), global buffer (GBUFF), internal scratchpad mem-
ories (SPAD), the multipliers and the adders (ALU), and all
on-chip networks (NoC). We make four main observations.
First, the energy consumption of EcoFlow is much lower
than TPU and RS for strides larger than 1. For example, the
maximum energy savings of EcoFlow is 26x for Alexnet-opt-
CONV1 compared to TPU. For the filter gradients, EcoFlow
saves up to 8.3x energy. Second, the energy savings of

EcoFlow are coming mainly from SPAD and NoC, whereas
the energy consumed by DRAM is maintained. Third, for
some layers with stride 1, EcoFlow consumes more energy
than TPU and RS, caused by an increased DRAM energy
consumption. Four, the energy of the filter gradient calcula-
tion is dominated by DRAM in some layers, e.g., resnet50-
CONV4, resnet50-CONV2, since the errors in these layers
have little reuse and are memory bound. This happens when
the kernel size is small. EcoFlow is most energy efficient for
layers that have stride and kernel larger than one.

6.3 GAN Evaluation
In this section, we evaluate GAN convolutional layers ex-
ecuted in the spatial architecture described in Table 3. We
compare EcoFlow to GANAX [144], a hardware GAN ac-
celerator that optimizes the execution of GANs by avoiding
unnecessary zero computations. The key idea introduced
by GANAX is to identify repeated patterns in the GAN
computation and create different microprograms to execute
each of this patterns. GANAX requires significant changes
over an Eyeriss architecture, a new SIMD-MIMD execution
model, a new ISA, a new global buffer to store instructions,
and decoupling of the PEs into execution units and access
units.

Table 7 shows the properties of the evaluated GAN
layers. The layers are used by two representative GANs,
namely CycleGAN [11], and pix2pix [9]. The layers of the
discriminator (Disc) are regular convolutional layers, and
the layers of the generator (Gen) are transposed convolu-
tions. EcoFlow accelerates the backward pass of the discrim-
inator and the forward pass of the generator.

CNN Layer# IFM OFM Filter # Filts Str.

CycleGAN Disc-CONV3 64x114x114 56x56 4x4 128 2
CycleGAN Gen-TCONV1 256x56x56 113x113 3x3 128 2

pix2pix Disc-CONV6 128x130x130 64x64 4x4 256 2
pix2pix Gen-TCONV41 512x64x64 130x130 4x4 128 2

TABLE 7: Evaluated layers from two widely-used GANs.

6.3.1 Performance Results
Figure 11 shows the speedup of the backward (Input, Filter)
and the forward passes of selected GAN layers, for RS, TPU,
GANAX, and EcoFlow dataflows, normalized to RS. We
make two observations. First, EcoFlow performs on the or-
der of 4x better than RS and TPU. Because GANs use strides
larger than 1 instead of pooling layers, EcoFlow accelerates
most convolutional layers. Second, EcoFlow performs 3-4x
times better than GANAX in the filter gradient calculations,
because GANAX does not provide a dataflow to accelerate
gradient calculation. However, GANAX performs very sim-
ilar to EcoFlow in the forward pass of the generative layers,
and in the calculation of the input gradients.

Table 8 shows the speedup of the evaluated end-to-end
GAN networks.

We make the key observation that EcoFlow has large
benefits in end-to-end training of GAN networks. The train-
ing performance of EcoFlow outperforms even specialized
GAN architectures like GANAX, because EcoFlow can ac-
celerate filter gradient calculations.
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Fig. 8: Speedup of input gradient calculation, normalized to the TPU dataflow, and absolute TPU execution time.

Fig. 9: Speedup of the filter gradient calculation, normalized to the TPU dataflow.

Speedup Energy savings

TPU Eye. GANAX EcoFlow TPU Eye. GANAX EcoFlow

pix2pix 1 0.95 1.34 1.39 1 0.93 1.11 1.29
CGAN 1 0.94 1.37 1.42 1 1.04 1.32 1.37

TABLE 8: Speedup and energy savings (higher is better) of
end-to-end training of two GANs, normalized to TPU.

6.3.2 Energy Results
Figure 12 shows the energy breakdown of the backward (In-
put,Filter) and the forward passes of selected GAN layers,
for TPU, RS and EcoFlow dataflows, in absolute values. We
could not compare to GANAX because some implementa-
tion details are missing in the paper (e.g., data reuse in each
memory).

We make two main observations. First, the energy con-
sumption of EcoFlow is much lower than the energy con-
sumption of TPU and RS. For example, for the cyclegan-
disc-CONV3 layer the energy savings of EcoFlow are in the
order of 4x compared to TPU and RS. Second, similar to the
results in CNN training (Section 6.2), the energy savings of
EcoFlow are coming from reducing the energy in the SPADs,
NOC and ALUs, whereas the DRAM energy consumption
is very similar in all dataflows.

A key property of GANs is that they use larger strides
instead of pooling layers, so most of the layers of state-of-
the-art GANs benefit from EcoFlow.

7 RELATED WORK

To our knowledge, this is the first work to design efficient
dataflows to perform transpose and dilated convolutions

on low-power CNN inference accelerators. We have already
extensively compared EcoFlow to the Google TPU [97, 117],
Eyeriss [50] and GANAX [144]. In this section, we describe
other related works.

Specialized Inference Accelerators. Most existing spe-
cialized CNN accelerators are optimized for direct con-
volutions commonly used on CNN inference (e.g. Eye-
riss [50], DaDiannao [162], Tetris [131], and Minerva [163]).
WaveCore [164] and Google’s TPUv2 [97] support CNN
training, but suffer from challenges highlighted in Section 3.
EcoFlow solves these issues, while introducing minimal
changes to the CNN inference accelerator architecture.

Specialized Training Accelerators. Cambricon-Q [165] pro-
poses a hybrid architecture consisting of an ASIC accelera-
tion core and a near-data-processing (NDP) engine with the
goal of improving the efficiency of statistic-based quantiza-
tion. Equinox [166] proposes a custom inference accelera-
tor that has the main goal of interleaving training during
idle inference cycles. FPRaker [167] proposes a processing
element that can perform MAC operations concurrently
to accelerate DNN training. Unlike these works, EcoFlow
targets a different problem, which is the inefficiency of
convolutional dataflows used in DNN training and other
DNN workloads.

Sparse Accelerators. Sparse accelerators [84, 129, 168–176]
address the inefficiencies caused by zeros contained in
sparse matrices, which is a fundamentally different problem
than padding introduced by transpose and dilated convolu-
tions. EcoFlow can be incorporated to these accelerators to
obtain aggregated benefits.
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Fig. 10: Energy consumption of the evaluated layers.
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GAN Accelerators. Prior works focus on accelerating GANs
by performing transposed convolutions on new memory
technologies [78, 79], FPGAs [177], and significantly mod-
ified spatial architectures [80, 81, 144]. Our work is unique
in that 1) it focuses on both transposed and dilated convolu-
tions, 2) it requires fewer hardware changes, 3) it proposes
a multicast network that is able to effectively distribute the
input data into the corresponding PEs, and 4) it evaluates
GAN training and CNN training.

Winograd and Frequency-Domain Algorithms. Winograd
is an alternative algorithm to perform matrix multiplica-
tions [178–180] that reduces the number of computations in
CNNs via a series of data transformations. GradFlow, how-
ever, targets the orthogonal problem of the zero padding

introduced by the training algorithm to upscale and back-
propagate the errors through the network. Frequency do-
main backpropagation [181] replaces convolutions with sim-
ple point-wise multiplications, which avoids the inefficien-
cies of transposed and dilated convolutions. However, this
approach requires computationally-intensive Fast Fourier
Transforms (FFTs) and Inverse FFTs (IFFTs) at the boundary
of every layer, and it requires a larger memory footprint.

Other Algorithms. Direct convolutions [182, 183] can avoid
zero padding in the backward pass of some layers that
meet some specific and restricted parameters. In contrast,
EcoFlow is a general dataflow that can apply to the back-
ward pass of any convolutional layer.

Other Techniques to Improve the Efficiency of DNN
Workloads. There are other techniques to improve per-
formance and reduce energy consumption in DNN work-
loads [131, 184–226]. For example, EDEN [187] reduces
energy consumption by reducing the timing parameters
and the voltage of DRAM, while [188] improves energy
efficiency by reducing the voltage of SRAM in a DNN
accelerator. Mensa [189, 190] tackle the problem of hetero-
geneity in ML workloads by considering several aspects
(e.g., off-chip memory, on-chip buffers, compute-centric vs.
data-centric acceleration, dataflow, etc.) to propose a family
of accelerators where each accelerator tackles a different
ML workload or layer. FloatPIM [203] is a Processing-in-
Memory (PIM) [227, 228] approach that natively supports
floating-point representation in resistive memories for CNN
training workloads. Unlike EcoFlow, these approaches do
not fundamentally re-design the dataflow of dilated and
transposed convolutions to avoid inefficiencies in low-cost
accelerators with limited hardware resources.
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8 CONCLUSION

In this work, we aim to accelerate transpose and dilated
convolutions in energy-efficient spatial architectures de-
signed for CNN inference. We observe that a main source of
inefficiencies of state-of-the-art CNN inference accelerators
when executing transpose and dilated convolutions is the
large amount of required zero padding, which diminishes
the overall energy efficiency and performance.

To address this issue, we propose EcoFlow, a new set
of mapping and dataflows for transpose and dilated convo-
lutions. EcoFlow eliminates zero-padding by meticulously
orchestrating the scheduling, dataflow, and data mapping
to fit the characteristics of the target CNN inference ac-
celerator. We show that, by introducing minimal changes
to the CNN inference hardware, EcoFlow can significantly
improve the energy efficiency and performance of common
CNN training workloads. We conclude that EcoFlow en-
ables commonly-used low-power CNN inference accelera-
tors to efficiently perform CNN training, GAN training and
other workloads that use transpose and dilated convolu-
tions, with minimal hardware changes. We hope EcoFlow
inspires future works on ML acceleration that take into
account such important training workloads.
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