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Abstract

The ionosphere hosts all charged particles in the Earth’s atmosphere. It is a dispersive medium

for radio signals allowing to investigate the variability and changes of this medium with the use

of ground-based geodetic instruments operating in the microwave regime. One of the parame-

ters of interest in connection to ionosphere is the vertical total electron content (VTEC) that

can be derived from multi-frequency measurements carried out with space-geodetic techniques

such as global satellite navigation system (GNSS) and geodetic very long baseline interferome-

try (VLBI). The latter technique relies on measurements of the time difference in the arrival of

microwave signals from natural and very distant radio sources (quasars) at two or more radio

telescopes located on the Earth surface. The focus of this thesis are the VTEC products derived

from the next-generation VLBI system, known as the VLBI global observing system (VGOS).

The latter has already reached an operationally stable international network. However, VGOS

continuously evolves into a truly global infrastructure. Since late 2017, VGOS observations,

organized as 24-hour sessions, were already carried out. Currently, there are over forty ses-

sions that are available. In this master’s thesis, a Python code was developed to process these

sessions and derive VTEC time series above VGOS stations. In modelling the ionosphere with

VGOS, piece-wise linear (PWL) function with a temporal resolution of one hour is used to

consider the time variability of the ionosphere above VGOS sites. The modified dip (modip)

latitude is used to consider the influence of the Earth’s magnetic field on the ionosphere, and

Sun-fixed coordinate system is used to account for the strong correlation between the iono-

sphere and the position of the Sun. In addition, latitudinal ionospheric gradients and VGOS

instrumental offsets are considered in the adjustment process and assumed to remain constant

during the 24-hour session.

The results show that VTEC time series from VGOS observations show similar temporal be-

havior of ionosphere when compared with VTEC time series from global ionosphere maps

(GIMs) and Madrigal total electron content maps (MTMs). This is also the case when VTEC

time series from VGOS observations are compared with VTEC time series from observations

carried out with both geodetic VLBI and GNSS stations that are co-located with VGOS tele-

scopes. Furthermore, a bias between VGOS-derived VTEC time series and the remaining

VTEC time series from GIMs, MTMs and GNSS observations was identified. This bias, which

often has a positive sign, varies in size across the investigated sessions, reaching few TEC unit

(TECU). The smallest and largest RMS differences w.r.t. GIMs-based VTEC time series occur

at Onsala Space Observatory (ONSA13NE and ONSA13SW) and at Kokee Park Geophysical

Observatory (KOKEE12M), reaching 2.6± 0.5 and 5.4± 1.1 TECU, respectively. The smallest

and largest RMS differences w.r.t. MTMs-based VTEC time series are noticed for ISHIOKA

and GGAO12M, reaching 1.6 ± 0.2 and 3.3 ± 1.0 TECU, respectively. Based on the investi-
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gated VGOS sessions, the uncertainty of VGOS-derived VTEC time series is on the order of

0.12 ± 0.03 TECU for all VGOS station except KOKEE12M, where the uncertainty is on the

order of 0.22 ± 0.05. In addition, the results indicate that the uncertainty of the north iono-

spheric gradient is often better resolved than the uncertainty of the south gradient due to the

current geometric configuration of the operational VGOS network. In general, VGOS-derived

VTEC has the potential to complement local and global ionospheric maps in the vicinity of

VGOS stations.
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1 Introduction

Space geodesy is a scientific discipline providing key geophysical measurements of Earth’s lay-

ers and atmosphere (Abdalati et al., 2018; Davis et al., 2016; Mathews et al., 2002). It utilizes

observation techniques such as the global navigation satellite system (GNSS), Doppler orbitog-

raphy and radio-positioning integrated by satellite (DORIS), satellite laser ranging (SLR), and

geodetic very long baseline interferometry (VLBI) (Niell et al., 2018). The latter technique

measures the difference in the arrival times of a radio signal emitted from a radio source, so-

called quasar, at two antennas fixed to the Earth surface, see Fig. 1.1. The next generation

of of the VLBI system, known as the VLBI global observing system (VGOS), currently at

the initial phase, has been designed in order to meet ambitious goals of the Global Geodetic

Observing System (Plag and Pearlman, 2009), aiming toward an accuracy of 1 mm in station

position and 0.1 mm/year in station velocity on a global scale (Niell et al., 2006; Petrachenko

et al., 2009). The current delay uncertainty of the new VLBI system, i.e., 8 ps, is approximately

75% better than that for the legacy VBLI system, i.e., 31 ps (Niell et al., 2018)

Figure 1.1: The concept of geodetic VLBI
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As the electromagnetic signal propagates through the Earth’s ionosphere, which is a dispersive

medium, it is subjected to advances and delays that are proportional to its frequency and the

slant total electron content (STEC) along its path. STEC can be projected into the vertical

direction to obtain the vertical total electron content (VTEC) above the geodetic stations

(Schaer et al., 1998). Since VGOS stations are equipped with the broadband signal chain

system, the broadband delay can be obtained, and the VTEC parameters can also be derived

(Niell et al., 2018). The parameters relating to TEC are of importance in various fields such

as space weather and climate analysis (Jin et al., 2017).

The ionospheric delays in single-frequency GNSS observations could cause a ranging error of

up to (300 ns) 100 m (Johnston et al., 2017). Therefore, in the case of single-frequency GNSS

observations, it is important for correcting these delays using regional or global ionospheric

models such as global ionospheric maps (Cai et al., 2017). In general, multi-frequency space-

geodetic techniques, such as GNSS and VLBI, offer the possibility of deriving ionospheric

parameters based on the performed observations, but with varying spatio-temporal resolution

and latency. These ionospheric parameters help us also to learn more about the dynamics

of the ionospheric processes, for instance, the origin and propagation of ionospheric storms

(Johnston et al., 2017).

Similar to the geodetic VLBI, hereafter referred to as the legacy VLBI system, VGOS has

the potential to contribute to the knowledge on the ionosphere state in the vicinity of VGOS

stations. This new system has already carried out many observations, organized as 24-hour

sessions, forty four of which have been made publicly available until present, (Noll, 2010). This

allows to utilize the available VGOS sessions to assess the quality of the ionospheric products,

such as VTECs, derived from observations made with this new system. The VGOS network is

is still expanding. Currently, it has nine operational stations, and, by the end of this decade,

the number of stations coming into service is expected to grow significantly (Abdalati et al.,

2018). VGOS system is designed to operate continuously, implying collection of huge amounts

of data. This might raise also a need for automating its data processing and analysis in order

to generate ionospheric products within 24 hour after data acquisition.

Based on the aforementioned needs, the main goals of this master’s thesis are threefold. The

first goal is to derive VTEC time series at VGOS sites based on all available 24-hour VGOS

sessions. The second goal is to perform a comprehensive quality analysis of these estimates

in relation to internal and external ionospheric products, such as global ionosphere maps and

GNSS-derived VTEC time series at co-location sites with VGOS antennae, respectively. The

third goal is to develop an automatic processing pipeline for obtaining and deriving VTEC

time series from VGOS observations.
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1.1 Thesis Structure

1.1 Thesis Structure

The structure of this thesis is organized as follows. First, background information about the

ionosphere, VLBI and VGOS are introduced in Chapter 2. Second, the data and the pre-

processing stages are described in Chapter 3. Third, the methodology followed in this research

is outlined in Chapter 4. Fourth, the results are presented in Chapter 5, and they are discussed

and analysed in Chapter 6. Finally, the main findings of this master’s thesis are summarized

as well as key insights and possible avenues for future research related to the topic investigated

in this thesis are highlighted in Chapter 7.
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2 Theoretical Foundations

2.1 Ionosphere

Ionosphere is an upper layer hosting charged particles and covering areas from approximately

50 to 1000 km above the mean sea level. This however varies and depends primarily on the

solar radiation. When the day comes, the Sun heats the particles up. They get excited and

release electrons, making them ionized. When the night falls, they relax and combine with the

ions to form neutral particles. Other solar phenomena, for example, flares, solar wind, and

geomagnetic storms also affect the ionosphere. Furthermore, extreme weather events on Earth,

such as hurricanes, create pressure waves, which also disturb the ionosphere. The ionosphere

also depends on the Earth’s magnetic field, and this is evident at low latitudes in the form of

the so-called equatorial plasma bubbles (EPBs), which have very low electron density during

the night. Thus, changes in the magnetic field caused by, for example, solar winds can disturb

the ionosphere state (Johnston et al., 2017; Schaer, 1999).

The ionosphere is an important factor in satellite communication and navigation. Since iono-

spheric disturbances affect such domains, there is a pressing need for reliable ionospheric prod-

ucts to correct for ionospheric delays in single-frequency GNSS observations, which can intro-

duce a ranging error of up to 100 m (300 ns), and also to learn more about the dynamics of

the ionospheric processes such as the origin and propagation of ionospheric storms (Johnston

et al., 2017).

Ionosphere is a dispersive medium for radio waves, where its refractive index is primarily a

function of its electron density and the signal frequency f (Sekido et al., 2003). Thus, the

radio signals used in space-geodesy techniques, such as geodetic VLBI, VGOS, and GNSS,

experience ionospheric delays that vary in magnitude. The ionosphere delay (τion) expressed

in meters can be approximated to a first order by

τion = ±40.3

f2
TEC, (2.1)

where TEC stands for total electron content, i.e., the total number of electrons in a colum-

nar cylinder of square meter along the signal path, and it is expressed in TECU, i.e. 1016

electrons/m2. The frequency is given in Hz.

For single-frequency observations, such as those collected by single-frequency GNSS receivers,

correction of ionospheric effects should be applied using an ionospheric model such as Klobuchar

(Klobuchar, 1987) or NeQuick (Di Giovanni and Radicella, 1990). For multi-frequency observa-

tions, these effects can be reduced to a large extent by using ionospheric-free linear combination
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2.2 Geodetic Very Long Baseline Interferometry

of simultaneous measurements made at different frequency bands. In general, space-geodesy

techniques with multi-frequency measurements can provide us with not only corrections for

the ionosphere effects but also valuable information about the ionosphere and its behaviour

(Johnston et al., 2017).

2.2 Geodetic Very Long Baseline Interferometry

Geodetic very long baseline interferometry (VLBI) is an important space-geodetic technique

(Bachmann et al., 2016; Nothnagel et al., 2017), contributing to the establishment of the

international terrestrial reference frame (ITRF) (Altamimi et al., 2016), and the international

celestial reference frame (ICRF) (Charlot et al., 2020), since 1970s. In addition, geodetic VLBI

uniquely provides Earth orientation parameters (EOP), which link ITRF and ICRF (Niell

et al., 2018). While ICRF finds applications, for instance, in spacecraft navigation (quasar-

spacecraft differential VLBI), EOP are also necessary for accurate satellite orbit determination

(Niell et al., 2006), and help in understanding the properties of the Earth’s mantle and core

(Mathews et al., 2002).

Geodetic VLBI measures the time difference between the arrivals of microwave signals from

extragalactic radio sources at two or more antennae, which are tied to the Earth’s surface.

These radio sources, commonly referred to as quasars, are billions of light years away, and they

form the aforementioned ICRF, with the latest release known as ICRF3 (Charlot et al., 2020).

In the legacy system, the measurements are carried out in the S/X bands at approx. 2 and 8

GHz, respectively (Sekido et al., 2003). A baseline consists of a pair of telescopes simultaneously

observing the same radio source while a network is formed by all the participating stations in

the session. A source scan consists of simultaneous observations made by a group of telescopes

to the same radio source, see Fig. 1.1.

Although geodetic VLBI has contributed significantly to geodesy over decades and the precision

of measurements it provides has improved significantly, its network already reached its perfor-

mance limits (Niell et al., 2006). First, the telescopes are aging, costly to maintain and slow to

move, making it difficult to meet today’s geodetic requirements for high accuracy, for example,

see Fig. 2.1. Secondly, there is a dramatic increase in the radio interference, particularly in the

S-band, reducing the sensitivity of the system and making it prone to more errors. Thirdly, for

some stations, the data are still recorded on disks and physically shipped to the correlators,

resulting in delays for final products. Finally, the distribution of the telescopes world-wide is

not ideal, limiting the sensitivity of the system to EOP. These problems and the need for a

significant leap in the performance of geodetic VLBI motivated the International VLBI Service

for geodesy and astronomy (IVS) to review its geodetic VLBI system from antenna structure,

through correlation, to analysis approaches and developed the next-generation VLBI system
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2.3 VLBI Global Observing System

(Niell et al., 2006).

Figure 2.1: The 26-m radio telescope located at Hartebeesthoek Radio Astronomy Observatory
(HartRAO), South Africa

2.3 VLBI Global Observing System

The decision upon the geodetic VLBI system resulted in the design of the broadband equip-

ment forming the basis of the next-generation VLBI system, hereafter referred to as VLBI

Global Observing System (VGOS). With the dawn of the new system, one tries to meet two

main goals. The first goal is related to performance, i.e. an accuracy of 1 mm in position and

0.1 mm/s in station velocity per year on a global scale. The second goal is operational, i.e.

continuously providing station positions and EOP while making the products available within

24 hour after data collection (Niell et al., 2006). Unlike the legacy VLBI system, this system is

based on a broadband technology, which use four carefully-chosen frequency bands between ap-

prox. 2GHz and 14GHz to increase its sensitivity and the precision of its derived group delays,

and to reduce radio frequency interference (RFI). Compared to S/X, broadband observations

allow to increase precision of group delays hereafter referred to as broadband delays. Further,

VGOS makes use of small, fast-slewing antennas, i.e. approx. 13 m in diameter and at least

6



2.3 VLBI Global Observing System

360◦ per minute in terms of slew speed. An example of the VGOS-compliant telescope is shown

in Fig. 2.2. This is to allow for short source-switching intervals and to provide more angularly

well-distributed observations, i.e. an observation every 30 seconds or less, by decreasing the

source scans to 30 seconds or less. This produces high temporal and spatial resolutions, and

eventually significantly decreases the effect of the troposphere delay, which is one of the largest

source of random errors in VGOS observations besides the radio source structure effects. Fur-

thermore, this next-generation VLBI system uses high recording bandwidths, i.e. at least 8

Gps, and digital signal processing to increase VGOS observation sensitivity and to have more

stable instrumentation. In addition, the VGOS concept is also driven by the idea of operating

continuously and autonomously. As the VGOS network is rapidly growing, it shall gradually

replace the legacy VLBI system (Niell et al., 2018). The distribution of VGOS stations that

are currently operational and considered in this thesis is shown on Fig. 2.3.

Figure 2.2: WETTZ13S VGOS Antenna in Germany
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2.4 Ionospheric Delays from Geodetic VLBI and VGOS

Figure 2.3: Current Operational VGOS Stations

2.4 Ionospheric Delays from Geodetic VLBI and VGOS

The processing pipeline for obtaining ionospheric delays from the observations of the legacy

VLBI system differs in many aspects from that for VGOS. One of main reason for this difference

is that VGOS uses a four-band, dual-linear-polarization signal chain instead of S/X bands as in

the case of the legacy system (Barrett et al., 2019). For VLBI, the processing pipeline consists

of three main stages. The first stage is the correlation, in which the recorded station-based

signals of each baseline are correlated to average out the receiver noise and find the coherence

signal of the radio sourc. The second stage is the post-correlation analysis stage, also known as

the fringe-fitting stage, in which the group delays for the S/X bands are obtained separately.

The third stage is the analysis, in which parameters such as coordinates of VLBI telescopes,

EOP and radio source positions are estimated. The group delays in this case are reduced by

the ionospheric contribution deduced from the combination of X-band and S-band delays (Niell

et al., 2018).

For VGOS, the processing pipeline consists also of three main stages, i.e., correlation, post-

correlation analysis, and data analysis. In the second stage, broadband delays and ionospheric

delays, the latter is hereafter referred to as dTEC, are estimated simultaneously. The uncer-

tainty of undispersed broadband group delays from VGOS obervations is approximately 50

times smaller than the uncertainty of the S-band group delays from the observations of the

legacy VLBI system, thanks to the broadband signal chain, which improves the delay precision

and sensitivity significantly (Niell et al., 2018).
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3 Input Data and Processing Steps

The input data utilized for the purposes of this thesis can be divided into three groups. The

first group consists of VGOS observations present in VGOS databases, from which VTEC time

series at VGOS stations are derived. These VTEC time series are the main subject of this

master’s thesis. The second group consists of VLBI and GNSS observations made with the

legacy VLBI system and GNSS receivers, respectively. From this group, VTEC time series

are also derived to serve as an internal reference in relation to the VGOS-derived VTEC time

series. The third group is composed of global ionosphere maps (GIMs) and Madrigal TEC

maps (MTMs). From these maps, VTEC time series are extracted to serve as an external

reference concerning the VGOS-derived VTEC time series.

For the purpose of this thesis, the Python code has been developed allowing to automatically

obtain, process, and analyse the input data, see Appendix A. The code will be made available

as an open-source python library to be further extended for other space geodetic techniques.

The resulting processing pipeline is introduced in more detail in Sec. 4.2.

This chapter is organized as follows. First, VLBI and VGOS databases as well as the necessary

processing steps to acquire the VTEC time series are presented in Sec. 3.1. Then, GNSS

observations from GNSS stations that are co-located with VGOS antennas are introduced in

Sec. 3.2. Next, GIMs and MTMs as well as the necessary steps to extract the VTEC time

series from both of these products are described in Sec. 3.3 and Sec. 3.4.

3.1 Geodetic VLBI and VGOS

Both VLBI and VGOS stations participate in 1-hour intensive sessions and 24-hour sessions.

The recorded, station-based raw data are then electronically transferred or physically shipped

to the correlators in order to correlate these observations and create geodetic databases con-

taining group delays and auxiliary information related to the correlation stage. Next, the

created databases are analysed by the analysis centres. The further-processed databases and

the generated products such as EOP and station positions are then stored in IVS repositories

and made available to the users by the data centres (Nothnagel et al., 2017).

IVS consists of three primary data centres, i.e., CDDIS (USA), BKG (Germany), and OPAR

(France), archiving and disseminating its data and products. CDDIS uses an HTTP server

while BKG and OPAR make use of an FTP server. There are two categories of data. The first

is the primary data such as databases and NGS card files, while the second is the auxiliary

data such as schedule and log files. The databases are of importance to us, and those used for

this thesis are stored in the vgosDB format, which has netCDF binary files and ASCII files

(Gipson, 2014). The VGOS sessions are organized by year and then by session. Each vgosDB

9



3.1 Geodetic VLBI and VGOS

contains sub-directories for station/scan-dependent, scan-dependent, session-dependent, and

observation-dependent data. The different data files are pointed out to in the wrapper, which

is a simple, human-readable ASCII file present in the session directory.

3.1.1 VGOS Observations and Pre-processing Steps

One can download 24-hour VGOS sessions, whose files end with VG.tgz, from CDDIS’s server

using the module described in section 4.2.3. Then, one can extract the different types of

data such as the coordinates of VGOS stations, the azimuth and elevation angles, and the

ionospheric delays. Next, one can filter out the data, and this stage consists of many steps,

which are described in the subsequent paragraphs.

First, one excludes all observations with formal errors equal to zero due to their unrealistic

uncertainty. For the legacy VLBI system, some observations have zero frequencies in the S/X

bands, and these observations are to be excluded as well. Second, one removes all observations

with an elevation angle below a predefined cut off angle because it is difficult to model the

ionospheric effects at low elevation angle. In general, no observations are made to radio sources

below 5◦. Third, one eliminates all observations with a signal-to-noise ratio below 15 since the

corresponding group delay are considered as non-detections or of poor quality. This threshold

was actually set in the scheduling stage for the session, but there are observations with a signal-

to-noise ratio below this threshold due to the lack of perfect knowledge about the received signal

strength (on the VGOS bands) of radio sources during the scheduling stage. Fourth, one leaves

out all observation groups corresponding to radio sources that were observed less than five times

since the variance components of these groups fluctuate largely when refining the stochastic

model of the observations with variance component estimation (VCE), see section 4.1.1. Fifth,

one can exclude all observations related to stations that experienced technical problems during

the data acquisition. In this case, one needs however to consult the history files of the session

and input the names of these stations before running the processing pipeline, see section 4.2.2.

Once the data is properly screened, one can proceed with the pre-processing stage, which

consists of four main steps. The first step is converting the coordinates of VGOS stations from

Cartesian coordinates to geographic coordinates, i.e., longitude, latitude, and altitude. This

can be done using a suitable Python library such as pyproj (Whitaker, 2021). The second

step concerns calculating the geographic latitude and longitude of the ionospheric pierce point

(IPP), which is the intersection between the thin shell approximation of the ionosphere and the

signal path from the radio source to the VGOS antenna, (Schaer et al., 1998; Hobiger et al.,

2006; Dettmering et al., 2011b). For each VLBI/VGOS observation, this can be done using

the following equations, which are provided by Klobuchar (1987):
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3.1 Geodetic VLBI and VGOS

ψ =
π

2
− ε− sin−1

(
R

R+ h
cos ε

)
, (3.1)

φ
′

= sin−1 (sinφ cosψ + cosφ sinψ cosAz), (3.2)

λ
′

= λ+
ψsinAz

cosφ′ , (3.3)

where Az is the azimuth of the radio source in radian, and ε is the elevation angle in radian.

The parameters described as φ and λ are the geographic latitude and longitude of VGOS

station in radian while the parameters described as φ
′

and λ
′

are the geographic latitude and

longitude of IPP in radian. R and h are the mean radius of the Earth and the height of the

ionospheric thin shell.

The third steps is to convert the latitudes of IPP and VGOS sites from geographic to either

geomagnetic or modified dip latitudes in order to account for the dependency of the ionosphere

on the Earth’s magnetic field (Azpilicueta et al., 2006; Hobiger, 2006; Fu et al., 2021; Johnston

et al., 2017). The geomagnetic reference system is defined as follows: its z-axis is parallel to the

magnetic dipole, its y-axis is perpendicular both the Earth’s rotation axis and the geomagnetic

dipole, and its x-axis completes a right-handed system. The conversion to geomagnetic latitude

can be performed using the following equation (Hobiger, 2006)

sinφm = (sinφ sinφ0 + cosφ cosφ0 cos (λ− λ0)) (3.4)

where φ0 and λ0 are the geographic latitude and longitude of the geomagnetic north pole.

The pole is slowly changing its position due to the change in the geomagnetic field, i.e., the

so-called geomagnetic secular variation. The coordinates of the pole can be acquired from the

latest release of the international geomagnetic reference field (IGRF) 13th generation (Alken

et al., 2021).

At the magnetic equator, which is commonly referred to as the modip equator, the magnetic

inclination or dip, which is the angle between the horizontal plane and the lines of the magnetic

field, is zero. The location of the magnetic equator is slowly changing. The modified dip

(modip) latitude µ can be calculated using
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3.2 GNSS Observations

tan(µ) =
I√

cosφ
, (3.5)

where I is the true magnetic inclination, which can be obtained using a Python library such

as magnetic-field-calculator (Filip, 2021).

Since in VGOS the post-corellation analysis stage results in dTEC values expressed in TECU,

the fourth step applies only to the legacy VLBI system, and it is related to the conversion of

the VLBI ionospheric delays and their formal errors from seconds to TECU using the following

equation (Sekido et al., 2003).

τion = 40.3
f2x − f2s
cf2xf

2
s

τ, (3.6)

where τ is the VLBI ionospheric delays in seconds, c is the speed of light in m/s, and fs/x is

the reference frequencies of the S/X bands as present in the EffFreq bX.nc file of the vgosDb.

3.2 GNSS Observations

The International GNSS Services (IGS) makes available GNSS observations from a global net-

work of ground tracking stations on a daily-basis. These observations are sampled every 30 sec

and present in the RINEX format (Noll, 2010). IGS also provides the differential code biases

(DCBs) for all active GNSS satellites and IGS receivers. The DCBs, which are provided along

with GIMs, are used to correct the GNSS code observations and to generate the ionospheric

dispersive delay, i.e., the so-called slant total electron content (STEC) (Schaer et al., 1998).

One can derive VTCEs from GNSS observations collected by IGS receivers at sites co-located

with VLBI/VGOS stations. The implemented module for deriving the VTECs from these

GNSS observations is described in 4.2.7 and visualised in 4.7.

3.3 Global Ionosphere Maps

The IGS ionosphere associate analysis centres (IAACs), such as CODE in Switzerland, JPL in

U.S.A, and CAS in China, derives independently global ionosphere maps (GIMs) from the IGS

network data using different methods, such as tomographic methods with splines and spherical

harmonics plus generalized trigonometric series (Hernández-Pajares et al., 2009; Wielgosz et al.,

2021). Some centres provide rapid and final maps that are available in less than 24 hours and

approximately 11 days later, respectively. These centers also generate predictions that cover

the upcoming 1 - 2 days. The IGS later combines their solutions and provides predicted, rapid,

12



3.3 Global Ionosphere Maps

and final GIMs on a regular basis 1.

GIMs are organized by year and then by day of year. These products are provided in the IONEX

format, and they are expressed on a 2.5◦-by-5◦ grid in latitude and longitude in an Earth-Fixed

Reference Frame (EFRF). These maps can be considered as snapshots of ionosphere at certain

epochs expressed in UTC (Schaer et al., 1998). The maps from the different centres have a

temporal resolution between 15 and 120 minutes. The final combined IGS GIMs have however

a temporal resolution of 2 hours. The accuracy of the final map is within 3 TECU, depending

on the solar activity (Wielgosz et al., 2021). For further information, see Rovira-Garcia et al.

(2016, 2020); Chen et al. (2020).

3.3.1 Extracting VTECs from GIMs

In order to extract VTECs from GIMs at VLBI/VGOS sites, one needs to interpolate between

those maps as a function of geographic location and time (Schaer et al., 1998). The first step

is to locate the four grid points surrounding the VLBI/VGOS site. The second step is to

calculate the weight for each grid point as a unitary distance from VLBI/VGOS site in East-

West direction and North-South direction. The third step is to find the two consecutive maps

before and after the epoch of the VLBI/VGOS observation. The fourth step is to compute

VTEC at the VLBI/VGOS site as a weighted average of VTECs of those points from each

map. The fifth step is to linearly interpolate VTECs at VLBI/VGOS site as a function of

time. This procedure is summarized in the equations below

Wll = (1− p)(1− q),
Wul = (1− p)q,
Wur = pq,

Wlr = p(1− q),

(3.7)

with

p = (λ− λl)/5,
q = (φ− φl)/2.5,

(3.8)

Ei(φ, λ) = WllEi(φl, λl) +WulEi(φu, λl) +WurEi(φu, λr) +WlrEi(φl, λr), (3.9)

1IGS (2021) Ionosphere working group. https://www.igs.org/wg/ionosphere/
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3.4 Madrigal TEC Maps

Figure 3.1: The four grid points surrounding the VLBI/VGOS site of interest

E(φ, λ, t) =
ti+1 − t
ti+1 − ti

Ei(φ, λ) +
t− ti
ti+1 − ti

Ei+1(φ, λ), (3.10)

where λ and φ represents to the longitude and latitude of the VLBI/VGOS site of interest,

respectively. The parameters described as λl and φl are the longitude and latitude of the lower-

left grid point, respectively. Wul and Wlr are the unity weight of the upper-left and lower-right

grid points, respectively. Ei and Ei+1 are GIMs-based VTECs at VLBI/VGOS site from the

first and second consecutive maps, respectively. The parameters described as ti and ti+1 are

the epochs of the two consecutive maps, and t is the epoch of the VLBI or VGOS observation.

3.4 Madrigal TEC Maps

MIT Haystack Observatory developed an open source, web-based, distributed database system,

which is known as Madrigal (Coster A, MIT/Haystack Observatory, 2021). Madrigal contains a

wide variety of data, models, and products, such as incoherent scatter radar data and madrigal

TEC maps (MTMs). The latter is of importance in the context of this thesis since it is strictly

data-driven (Rideout and Coster, 2006), and can serve as a proper reference concerning VGOS-

derived VTECs, see Sec. 5. The data is collected using a few thousands of globally distributed

dual-frequency (L1/L2) GNSS receivers, many of which are not considered in the IGS network.

Therefore, there is a need for estimating DCBs for the stations outside the IGS network, and

this is performed in accordance to the dedicated method presented in Vierinen et al. (2016) and

implemented in the MIT Automated Processing of GPS (MAPGPS) software suite, see Rideout

and Coster (2006). As for the satellite biases, they use NASA Jet Propulsion Laboratory (JPL)

estimates, which are available through CDDIS (Noll, 2010). The single TEC map is expressed

on a 1◦-by-1◦ grid in latitude and longitude with 5 min temporal resolution and only in the

14



3.4 Madrigal TEC Maps

vicinity of the receivers utilized to produce MTMs. When generating MTMs, the height of the

ionospheric thin layer was set to 350 km. The uncertainties of the receiver biases and MTMs

are not yet publically available (Rideout and Coster, 2006). For comparison with VLBI/VGOS-

derived VTECs, one can simply take the nearest TEC bin to the VLBI/VGOS site of interest.

Since the VTEC estimates, as present in MTMs, are often noisy, they can be smoothed using,

for example, the Savitzky–Golay filter.
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4 Methodology

4.1 Least Squares Adjustment

The method of least squares (LSQ) is widely used to estimate the most probable values of

the unknowns from a group of observations, detect outliers in the observations and provides

indicators of precision and accuracy for the observations and the adjusted parameters. In LSQ,

one minimizes the weighted sum of squared residuals based on the assumptions made concerning

two parts, i.e., the functional model and stochastic model. The former defines the mathematical

relationship between the observations, hereafter referred to as n, and the unknowns, hereafter

referred to as m, using a set of equations. The latter introduces the probabilistic behavior

of the observations as weights into the adjustment. In this thesis, Gauss-Markov model, i.e.,

parametric model, is used, where individual observations are a function of the parameters (Teke

et al., 2009; Guillaume, 2017; Ghilani, 2017). The mathematical model can be written in a

general matrix form as follows

l + v̂ = A · x̂ (4.1)

where v̂ ∼ N(0, σ2W−1) is the vector of observation residuals (n × 1), W is the weight matrix

(n × n) of the observations, A is the design matrix (n × m) containing the coefficients of the

parameters, x̂ is the vector of parameters (m × 1), and l is the vector of observations (n × 1).

Assuming that the system is over-determined, i.e., the number of observations is higher than

the number of unknowns and the functional model is linear, the maximum likelihood solution

x̂ for the unknowns can be found by minimizing the sum of squared residuals

v̂T ·W · v̂ → min. (4.2)

In a closed form, it can be written as follows

x̂ = (AT ·W ·A)−1 · (AT ·W · l), (4.3)

If the functional model f(x) is non-linear, it can be linearised using a first-order Taylor series

approximation at a vicinity point x0, i.e., the initial value, as follows
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4.1 Least Squares Adjustment

f(x) = f(x0) +
∂f

∂x
· δx, (4.4)

v̂ = A · δx̂− δl, (4.5)

with

δl = l − f(x0), (4.6)

where A contains the partial derivatives of the functional model w.r.t the parameters at x0,

and δl is the vector of reduced observations, i.e. the observations minus the solution of f(x)

evaluated at x0.

Eq 4.5 is a good approximation of eq 4.1, and the LSQ solution yields corrections δx̂ to the

initial values x0. In order to obtain accurate estimates, one needs to iteratively calculate and

apply corrections δx̂ to the initial values x0 until a pre-defined convergence threshold is met.

One can, for example, stop the iteration when the change in the reference variance σ̂20 is below

a threshold, e.g. 1%, since LSQ converges quadratically. The δx̂ can be calculated using

δx̂ = (AT ·W ·A)−1 · (AT ·W · δl), (4.7)

x̂ = x0 + δx̂, (4.8)

σ̂20 =
v̂T ·W · v̂
dof

, (4.9)

with

dof = n−m, (4.10)

where dof is the degree-of-freedom for the adjustment, i.e., the number of observations n minus
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4.1 Least Squares Adjustment

the number of unknowns m.

The uncertainty of the estimate σ̂ii can be calculated using

σ̂ii = σ̂0
√
Qii, (4.11)

with

Qxx = (AT ·W ·A)−1, (4.12)

Where Qxx is the variance co-variance matrix of the estimates, Qii is the ith diagonal element

in Qxx corresponding to xi.

In the case of introducing relative constraints between the parameters as pseudo-observations,

e.g. see Sec. 4.1.1, one can obtain the corrections δx̂ from LSQ, and the aposteriori variance

σ̂20 using

δx̂ = (AT ·W ·A+HT ·Wc ·H)−1 · (AT ·W · δl +HT ·Wc · h), (4.13)

σ̂20 =
v̂T ·W · v̂ + v̂c

T ·Wc · v̂c
dof

, (4.14)

with

v̂c = H · δx̂− h, (4.15)

dof = n−m+ u, (4.16)

where H is the design matrix of the constraint equations, Wc is the weight matrix of the

pseudo-observations, h is the vector of the pseudo-observations, and u is the number of relative

constraints.

The uncertainty of the estimate σ̂ii can be calculated using
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4.1 Least Squares Adjustment

σ̂ii = σ̂0
√
Qii, (4.17)

with

Qxx = (AT ·W ·A+HT ·Wc ·H)−1, (4.18)

where Qxx is the variance co-variance matrix of the estimates, Qii is the ith diagonal element

in Qxx corresponding to xi.

In some cases, for example, see VGOS instrumental offset in Sec. 4.1.1, one needs to solve Eq.

4.1 under a condition. This can be performed, for example, using Helmert’s method (Ghilani,

2017). In general, the conditions between the parameters can be expressed as

c(x̂) = 0 (4.19)

This condition equation can be linearised using Taylor series approximation at a vicinity point

x0 as follows

C · δx̂ = bc (4.20)

with

bc = −c(x0) (4.21)

where C is the design matrix of the condition equations, and bc is the reduced vector of the

condition equations.

The LSQ solution can be obtain using

[
δx̂

p

]
=

[
AT ·W ·A+HT ·Wc ·H CT

C 0

]−1
·

[
AT ·W · δl +HT ·Wc · h

bc

]
, (4.22)

where δx̂ represents the corrections to the initial values x0, and p is a place holder corresponding

to the condition equations.
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The degree of freedom will be reduced by the number of conditions one introduces, and the

uncertainty of the estimates can be calculated using eq 4.17.

4.1.1 Functional Model for VLBI/VGOS-derived VTEC

The sum of electrons along the signal path in the ionosphere in the direction from the radio

to the antenna is referred to as the slant total electron content STEC
′
. Since geodetic VLBI

is a differential technique, the ionospheric delay (τion) in each observation is proportional to

the difference in STEC
′

of the two antennas forming a baseline. In order to obtain the so-

called vertical total electron content (V TEC
′
), the STEC

′
can be projected into the vertical

direction at the ionospheric pierce point (IPP) using the modified mapping function (mf) and

assuming a thin shell approximation of the ionosphere at an altitude of 450 km (Schaer, 1999;

Hobiger et al., 2006; Petit and Luzum, 2010; Dettmering et al., 2011b). The mathematical

relationship between τion and V TEC
′

for VLBI/VGOS can be expressed as follows

τion =
40.3

f2
[mf(εj)V

′
j −mf(εi)V

′
i ] + Ij − Ii, (4.23)

with

mf(εi) =
1√

1−
(
Rcos(εi)

R+ h

)2
, (4.24)

where f is the reference frequency for VGOS observation and the effective frequency for VLBI

observation. Vi and Vj are VTEC at antenna i and j respectively, and ε is the elevation angle

of the radio source at VLBI/VGOS station. Ii and Ij are instrumental offsets of the antennas,

and are introduced to absorb all potential errors / delays stemming from the antenna. These

offsets are assumed to be constant over the 24-hour session, and are derived in the adjustment

process. R is the mean radius of Earth, i.e., 6371 km, h is the height of the ionospheric layer,

and α is a modifying factor. For the purpose of this thesis, a value of 506.7 and 0.9782 was

used for h and α, respectively (Hugentobler et al., 2002; Dettmering et al., 2011b).

The introduction of instrumental offsets to the LSQ adjustment results in a rank deficiency

in the design matrix A. To address this problem, one can choose to apply one of two options

which are mathematically equivalent. The first option is to fix the instrumental offset of one

antenna in the network and estimate the instrumental offsets of the remaining antennas w.r.t.

the specified antenna. This would require removing the corresponding column in the A matrix.

The second option is to introduce a condition that the sum of instrumental offsets in the
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4.1 Least Squares Adjustment

network is equal to zero (Sekido et al., 2003)

s∑
i=1

Ii = 0, (4.25)

where s represents the number of stations in the network.

V TEC
′
at IPP can be further expressed as a V TEC above the telescope, considering the spatial

difference in latitude and longitude between IPP and the telescopes (Hobiger et al., 2006).

The latitudinal difference (δφ) is geometrically related to the location of the telescope and is

assumed to be constant during the 24-hour session. It can be modelled with two gradients, i.e.,

Gn in the north direction, and Gs in the south direction. If the latitude of IPP calculated for

certain observation is greater than the latitude of the telescope, the corresponding observation

contributes to the estimation of Gn. Otherwise, it contributes to the estimation of Gs. The

longitudinal difference (δλ) is however temporally related to the location of the telescope. Since

the temporal behaviour of the ionosphere is strongly correlated with the position of the Sun,

it is assumed that the ionosphere remains constant during the relatively short period of time

that Earth takes to rotate by the difference in longitudes. In other words, the epoch of the

observation is shifted forward or backward in time until the difference in longitude (δλ) is zero

(Hobiger et al., 2006; Dettmering et al., 2011b).

Throughout the course of the session, VLBI/VGOS observations are carried out at different

elevation angles allowing therefore to separate parameters of different nature in the adjustment

process. For a given observation, the mathematical relation between V TEC
′
at IPP and V TEC

at the VLBI/VGOS telescope can be formulated as:

V
′
i (t) =

(
1 + (φ

′ − φ)

[
Gn

Gs

])
Vi(t+ (λ

′ − λ)/15), (4.26)

where φ
′

and φ are the geographic, geomagnetic or modip latitudes of IPP and VLBI/VGOS

station, respectively. The parameters λ
′

and λ are the geographic longitudes of IPP and

VLBI/VGOS station, respectively, see Sec. 3.1.1. The t represents the VLBI/VGOS observa-

tion epoch.

To account for the time-variable behaviour in the ionosphere status at VLBI/VGOS sites,

VTECs are further expressed as piece-wise linear (PWL) offsets estimated, for example, every

15, 30 or 60 minutes (Teke et al., 2009; Dettmering et al., 2011a,b). In the implemented

algorithm, the default time resolution is 60 minutes, but one can adjust it according to the

density of the observations. The PWL offsets can be written as follows:
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Vi(t) = Vi(tk) +
t− tk

tk+1 − tk
(Vi(tk+1)− Vi(tk)), (4.27)

The partial derivatives of Vi w.r.t the PWL offsets can be written as follows:

∂Vi(t)

∂Vi(tk)
= 1− t− tk

tk+1 − tk
, (4.28)

∂Vi(t)

∂Vi(tk+1)
=

t− tk
tk+1 − tk

, (4.29)

where tk and tk+1 are the consecutive epochs at which the PWL offsets are estimated and

which bound the epoch of the observation t.

The sub-design matrix Ai of antenna i could be written as follows

Ai =



∂τion(t)
∂Vi(t1)

∂τion(t)
∂Vi(t2)

0 0 . . . 0 ∂τion(t)
∂Gn

∂τion(t)
∂Gs

∂τion(t)
∂Ii

...
...

...
...

...
...

...
...

0 ∂τion(t)
∂Vi(t2)

∂τion(t)
∂Vi(t3)

0 . . . 0 ∂τion(t)
∂Gn

∂τion(t)
∂Gs

∂τion(t)
∂Ii

...
...

...
...

. . .
...

...
...

...

0 0 0 0 . . . ∂τion(t)
∂Vi(tm)

∂τion(t)
∂Gn

∂τion(t)
∂Gs

∂τion(t)
∂Ii


. (4.30)

When the number of observations per time interval is less than the number of parameters to be

estimated, the design matrix A will be singular, and no unique solution will be thus available.

This usually occurs when the time resolution is higher than the density of the observations. In

order to address this problem, relative constraints are introduced between the offsets of each

station, and they are applied as pseudo-observations in the adjustment process, see Sec. 4.1

(Teke et al., 2009). One can write the constraint equation as follows

δVi(tk,k+1) = Vi(tk+1)− Vi(tk) = 0. (4.31)

One can also write the corresponding sub-constraint matrix Hi, which contains the derivatives

of the the constraint equations w.r.t the offsets of each station, and the corresponding vector

of reduced pseudo-observation hi as follows
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Hi =



−1 1 0 0 . . . 0 0

0 −1 1 0 . . . 0 0

0 0 −1 1 . . . 0 0
...

...
...

...
. . .

...
...

0 0 0 0 . . . −1 1


, (4.32)

hi =


δVi(t1,2)

δVi(t2,3)
...

δVi(tk,k+1)

 . (4.33)

One can write the full-design matrix H of the constraint equations, and the full vector of the

pseudo-observations h as follows

H =


H1 0 0 0 0 . . . 0 0 0 0

0 0 0 0 H2 . . . 0 0 0 0
...

...
...

...
...

. . .
...

...
...

...

0 0 0 0 0 . . . Hs 0 0 0

 , (4.34)

h =


h1

h2
...

hs

 , (4.35)

where the zero columns in H correspond to Gn, Gs, Ii, and Ij . The s parameter represents the

number of stations in the network.

4.1.2 Stochastic Model

The stochastic model describes the probabilistic behaviour of the observations, which are a

realization of a random process and whose formal errors conform to the normal distribution.

This model plays an important role in the adjustment process, where not only it determines

how much corrections the different observations receive, but also it governs one’s ability to

identify and eliminate outliers in the observations. Thus, a careful attention should be paid
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when defining the stochastic model. The standard approach is to use the inverse of the co-

factor matrix Qll as the weight matrix W in the adjustment process, see Sec. 4.1. Assuming

that there is no correlations between the observations, the co-factor matrix is defined as follows

Qll =
1

σ20
Σll =

1

σ20


σ21 0 . . . 0

0 σ22 . . . 0
...

...
. . .

...

0 0 . . . σ2n

 (4.36)

W = Qll
−1 =



σ2
0

σ2
1

0 . . . 0

0
σ2
0

σ2
2

. . . 0

...
...

. . .
...

0 0 . . .
σ2
0
σ2
n

 =


w11 0 . . . 0

0 w22 . . . 0
...

...
. . .

...

0 0 . . . wnn

 (4.37)

where Σll is the variance co-variance matrix of the observations. The σ20 parameter represents

the a-priori standard deviation of the unit weight, which is chosen such that the elements of

Qll is close to 1 so as to stabilize the numerical solution of LSQ.

Observations made at low elevation angles have higher uncertainty than those made at high

elevation angles. The formal errors of the ionospheric delays (dTEC), which are obtained at

the post-correlation analysis of VGOS measurements, do not reflect this. To account for that,

one can consider an elevation-dependent weighting (EDW) using, for instance, a sine function

as a scaling factor. This sine function yields a factor of 1 for elevation angle ε = π/2 and 0 for

elevation angle ε = 0 with smooth transition in between. For a baseline ij and a radio source

k , this function can be written as follows

skij = sin εki sin εkj = cos(
π

2
− εki ) cos(

π

2
− εkj ), (4.38)

As the pseudo-observations were introduced as relative constraints between the offsets, one

can control how tight those constraints are using the standard deviation σc of the pseudo-

observations (Teke et al., 2009). The smaller the standard deviation is, the tighter the con-

straints are. Assuming that there is no correlation between the pseudo-observations, one can

write the weight matrix Wc of the pseudo-observations as follows
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Wc =


1
σ2
c

0 . . . 0

0 1
σ2
c

. . . 0
...

...
. . .

...

0 0 . . . 1
σ2
c

 (4.39)

However, different group of observations, defined, for example, by radio source and/or baseline,

may have different levels of precision. Thus, it is not realistic to estimate only one variance of

unit weight σ20 for all observations. In order to refine the stochastic model, variance-component

estimation (VCE) is introduced into the stochastic model, where individual variance component

for each group of observation is estimated. The different groups are scaled by its corresponding

factor, and then a new adjustment is performed. Next, one alternates between refining the

stochastic model and performing the adjustment until all variance-components and the subse-

quent aposteriori unit of weight reach 1. It is noteworthy that VCE is sensitive to the presence

of outliers in the data; thus, it should be done on outlier-free data. (Koch and Kusche, 2002;

Guillaume, 2017). The new weight matrix W can be written as follows

W =



1

σ201
W1

1

σ202
W2

. . .
1

σ20k
Wk

. . .
1

σ20N
WN


, (4.40)

with

σ20k =
vTkWkvk
Tr(Rk)

, (4.41)

Rk = Qvvk ·Wk, (4.42)

where Rk, Qvvk and Wk are the redundancy matrix, the variance covariance matrix, and the
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4.1 Least Squares Adjustment

weight matrix of the residuals for observation group k, respectively. The parameters σ20k and

vk are the variance component and the vector of residuals for group k, respectively. Tr(Rk) is

the trace of Rk, and 1/σ20k is the scale factor for group k.

4.1.3 Data Snooping

Observations with the largest residuals are not necessarily outliers because outliers heavily

influence the LSQ solution. Thus, residuals could be misleading when used solely to identify

outliers. To address this problem and eliminate all significant outliers, data snooping is in-

troduced into the algorithm. It is based on a statistical hypothesis testing with a rejection

criteria of 3.29, corresponding to α = 0.001 and β = 0.8 (Ghilani, 2017). The starting point

is a conventional LSQ. Then, one calculates the standardized residual v̂i from the residual vi

and the variance covariance matrix of the residuals Qvv as follows:

Qvv = W−1 −A ·Qxx ·AT , (4.43)

v̂i =
|vi|√
qii
, (4.44)

Next, one locates the largest standardized residual and checks whether it is larger than the re-

jection criteria 3.29 σ0, where 3.29 corresponds to a 99.9% level of confidence and a significance

level of α = 0.001.

v̂i > 3.29σ0, (4.45)

If it is larger, one then excludes the corresponding observation from the dataset and performs

again the adjustment. Finally, one repeats the last three steps until no more possible outliers

are detected. The implemented algorithm is shown in Fig. 4.5.

4.1.4 Functional and Stochastic Models for VTEC from GNSS observations

The functional model for GNSS-derived VTECs is slightly different from the functional model

for VLBI/VGOS-derived VTECs. First, the temporal behavior of the ionosphere in the East-

West direction in this thesis is represented as a gradient instead of shifting the observations

forward or backward in time, as in the case of VLBI/VGOS observations. Second, the model

is linear, and thus there is no need for iteration in the LSQ adjustment. Third, there is no
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4.1 Least Squares Adjustment

need for relative constraints between the PWL offsets of VTECs since GNSS observations are

available continuously and usually there are no major data gaps. For GNSS, the STEC along

the signal path between the satellite and the receiver can be formulated as:

S
′
i(t) = mf(εi)

(
Vi + (φ

′ − φ)

[
Gn

Gs

]
(λ

′ − λ)

[
Ge

Gw

])
, (4.46)

where S
′
i refers to STEC at IPP, mf(εi) is the mapping function of STEC to V TEC at IPP,

Vi represents V TEC above the receiver, φ
′

and λ
′

are the latitude and longitude of IPP in

radian, φ and λ are the latitude and longitude of the receiver, Gn and Gs are the ionospheric

gradients in the North and South directions, and Ge and Gw are the ionospheric gradients in

the East and West directions. In this thesis, the gradients are assumed to remain constant over

the period of 24 hours (Julien et al., 2012).

Using the PWL function, Vi in relation to GNSS observation can be written as follows

Vi(t) = Vi(tk) +
t− tk

tk+1 − tk
(Vi(tk+1)− Vi(tk)), (4.47)

The partial derivatives of S
′
i w.r.t to the PWL offsets and the gradients can be expressed as

∂S
′
i(t)

∂Vi(tk)
= 1− t− tk

tk+1 − tk
, (4.48)

∂S
′
i(t)

∂Vi(tk+1)
=

t− tk
tk+1 − tk

, (4.49)

∂S
′
i(t)

∂Gn
=
∂S

′
i(t)

∂Gs
= φ

′ − φ, (4.50)

∂S
′
i(t)

∂Ge
=
∂S

′
i(t)

∂Gw
= λ

′ − λ, (4.51)

where tk and tk+1 are the consecutive epochs at which the offsets are estimated. The epoch of

the observation t lies in between tk and tk+1.

The sub-design matrix Ai of receiver i could be written as follows
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Ai =



∂S
′
i(t)

∂Vi(t1)
∂S

′
i(t)

∂Vi(t2)
0 0 . . . 0

∂S
′
i(t)

∂Gn

∂§′i(t)
∂Gs

∂§′i(t)
∂Ge

∂§′i(t)
∂Gw

...
...

...
...

...
...

...
...

...

0
∂S

′
i(t)

∂Vi(t2)
∂S

′
i(t)

∂Vi(t3)
0 . . . 0

∂S
′
i(t)

∂Gn

∂S
′
i(t)

∂Gs

∂§′i(t)
∂Ge

∂§′i(t)
∂Gw

...
...

...
...

. . .
...

...
...

...

0 0 0 0 . . .
∂S

′
i(t)

∂Vi(tm)
∂S

′
i(t)

∂Gn

∂S
′
i(t)

∂Gs

∂§′i(t)
∂Ge

∂§′i(t)
∂Gw


. (4.52)

A =


A1 0 . . . 0

0 A2 . . . 0
...

...
. . .

...

0 0 . . . An

 , (4.53)

Regarding the stochastic model, one can use unit weighting as a rudimentary assumption in

relation to the GNSS observations and VTEC time series.
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4.2 Implementation

The code has been developed by the author of the thesis an open-source python library to be

further extended for other space-geodetic techniques, such as satellite altimetry and DORIS.

The pipeline so far supports 24-hour VGOS sessions, 24-hour geodetic VLBI sessions and GNSS

observations (provided as text files with predefined format). The following subsections describe

the processing pipeline and its main modules.

4.2.1 Processing Pipeline

The input to the pipeline is the starting and ending dates of the time windows to be searched

for VGOS 24-hour sessions. The user can also set some other parameters as discussed in the

following sections. The first element in the pipeline is the download module, which accesses the

defined target repositories to acquire files such as 24-hour VGOS sessions, GIMs and Madrigal

TEC maps. The second element is the pre-processing module, which loads and prepares VGOS

data for further analysis. The third element is the data snooping module, which eliminates

possible outliers from the data. The fourth element is the refinement module, which estimates

the ionospheric parameters using LSQ with relative constraints and VCE. The fifth module is

the plotting module, which plots the VGOS-derived VTECs complemented with the GNSS-

derived VTECs extracted from GIMs and/or Madrigal TEC maps. The sixth module outputs

ionospheric parameters in a text file and save it to a disk. The described procedure is depicted

in Fig. 4.1.

4.2.2 Data Preparation and Prepossessing Module

This module is second in the processing pipeline, and the implemented algorithm of this module

is depicted in 4.3. The input to the algorithm is the name of the VGOS session to be processed.

The algorithm has two stages, i.e., data preparation and preprocessing, both of which has

multiple steps. The data preparation starts with loading and extracting the data from the

vgosDB database. Then, it filters the data using multiple criteria, such as the minimal cut-off

elevation angle, signal-to-noise ratio, the minimum number of observations per radio source,

and the problematic stations, as outlined in Sec. 3. The user can modify the parameters

of these filters. Once the data preparation is complete, the algorithm proceeds to the data

preprocessing, which begins with converting the the cartesian coordinates of VGOS sites to

geographic latitudes and longitudes. Then, the module calculates the geographic latitude φ

and longitude λ of IPP as pointed out in Sec. 3. Next, the algorithm can choose one of four

processing options depending on the parameter settings.

The first option is to directly use the geographic latitudes and longitudes of IPP and VLBI/VGOS

sites. The second option is to convert the latitudes of IPP and VGOS sites to geomagnetic lat-
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itudes. This is straightforward as described in Sec. 3. In this case, the output of the algorithm

are the geomagnetic latitudes and the geographic longitudes. The third option is to convert

the latitudes to modip latitudes. For this, one needs the magnetic dips at IPP and VGOS sites,

which can be obtained using two different methods. The first method spatially interpolates a

dip grid of 2.5◦-by-5◦ in latitude and longitude, respectively. This grid is generated from IGRF

13 using magnetic-field-calculator Python library (Filip, 2021). This grid is automatically gen-

erated and saved for the year corresponding to the session being processed. Thus, it can be

used for other sessions carried out in the same year. The second method calculates the dips at

the exact locations of IPP and VLBI/VGOS sites. The first method is faster while the second

method is more accurate. The first method is the default one, but the user can choose to use

the second method instead. In this case, the output of the algorithm are the modip latitudes

and the geographic longitudes.

4.2.3 Download Module

The download algorithm is rather simple, and the high level overview of this part is depicted

in Fig. 4.2. All the user needs is a good internet connection and to set a few parameters.

The first two parameters are the starting and ending dates of the time window for 24-hour

VGOS sessions to be searched. The third and fourth parameters are whether to download

GIMs and Madrigal TEC maps corresponding to 24-hour VGOS sessions, respectively. Once

these parameters are set, the algorithm accesses the defined target repositories to acquire these

files and extracts them to the local disk.

By default, the algorithm downloads the final IGS solution. If this solution is not available, it

searches for a final map from the other centers, such as UPC in Spain and, NRCan/Canada. If

none of these solutions is available, it looks for a rapid solution from IGS. If this solution is not

available, it searches for a rapid map from the different centers. If none of these is available, it

looks for a 1-day predicted solution from IGS. If this solution is not available, it searches for a

1-day predicted solution from the other centers. If none of these solutions is available, it looks

for a 2-day predicted solution from IGS. If this solution is not available, it searches for a 2-day

predicted solution from the other centers.

4.2.4 The Basic LSQ Module

The basic LSQ algorithm is mainly used in the data snooping algorithm, see Sec. 4.2.5. The

implemented algorithm is shown in Fig. 4.4. This algorithm starts with obtaining some initial

values for the ionospheric parameters, which are chosen randomly. Then, it forms the design

matrix A, the vector of reduced observations δl, and the weight matrix W . Next, it preforms an

LSQ adjustment and adds the obtained corrections to the initial values. Once the new initial
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values are calculated, it repeats the last two steps until the change in the reference variance

falls below 1%.

4.2.5 Data Snooping Module

The data snooping algorithm is optional since it is computationally expensive and often unnec-

essary. In this algorithm, relative constraints are also not applied because the goal is to get rid

of the bad data rather than estimating VTECs. The implemented algoritm is depicted in Fig.

4.5. The starting point of the algorithm is a conventional LSQ solution which comes from the

basic LSQ algorithm. Then, it calculates the standardized residuals and checks whether the

maximum standardized residual is above the rejection criteria, see Sec. 4.1. If this is the case,

it excludes the observation corresponding to this residual from the VTEC estimation process,

and it then repeats the last steps with the new dataset. Otherwise, the module declares that

the data is outlier-free, and it passes this data to the refinement algorithm.

4.2.6 Refinement Module

The full LSQ algorithm lies at the heart of the processing pipeline. The default setting is to

run the relative constraints and VCE, unless specified otherwise by the user. The input to

the algorithm is basically the pre-processed data. If the user however chooses to run the data

snooping algorithm, the input would be the outlier-free data. The implemented algorithm is

shown in Fig. 4.6. This algorithm begins by choosing randomly some initial values for the

ionospheric parameters. Then, it sets up the weight matrix W . Next, it forms the design

matrix A and the vector of reduced observations δl. After this, it applies by the default the

relative constraints between the linear offsets of VTECs. Then, it calculates corrections for the

initial values and updates these initial values. Next, it repeats the steps starting from forming

the design matrix A until the change in reference variance is below 1%. Then, it applies VCE

and updates the weight matrix W . After this, it repeats the steps starting from forming the

design matrix A until the reference variance is nearly one, i.e., 1 − σ20 ≥ 0.0001. Finally, it

outputs the estimated parameters along with their uncertainties.

4.2.7 GNSS Module

GNSS module is a rudimentary implementation for deriving VTEC time series from GNSS

observations at the location of GNSS antenna with the aim of comparing the derived VGOS-

based VTEC with an external source of such information. This module requires that the user

downloads RINEX files and prepares the data in a certain format, see B1. The input to the

algorithm are the STEC file and the file containing the station coordinates in WGS84. The

algorithm has few steps, some of which are similar to the step of processing VGOS observations,
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see Sec. 3.1.1 and 4.1. The first step is to extract the different types of data from the input

files per station. The second step is to calculate the geographic latitude and longitude of IPP

for each observation. The third step, which is optional, is to convert the latitudes of IPP and

GNSS station to geomagnetic or modip latitudes. The fourth step is to form the design matrix

and obtain the LSQ solution. The fifth step is to plot all VTEC time series per station and

write the results into a text file. The implemented algorithm is shown in Fig. 4.7.
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Start

user’s input

Download Module

Loading and Pre-processing Module

Basic LSQ Module

Data Snooping Module

Refinement Module

Plotting and Printing Module

VTECs

end

Figure 4.1: The processing pipleline for deriving VTEC time series above VLBI/VGOS stations

33



4.2 Implementation

enter start and end date

download VGOS sessions

download GIMs? download GIMs

download Madr.
TEC maps?

download Madr. TEC maps

data files

yes

no

yes

no

Figure 4.2: The algorithm for downloading 24-hour VGOS sessions and the corresponding
GIMs and MTMs
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vgos data

load and extract data

filter data

calculate φ and λ of IPP

convert φ to φm? convert φ to φm

convert φ to µ?

fast?

interpolate µ from the dip grid

calculate µ from the model

pre-processed data

yes

no

yes

yes

no

no

Figure 4.3: The data preparation and preprocessing algorithm for deriving VTECs above VGOS
stations from 24-hour VGOS sessions
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input data

obtain initial values

form A, l or δl and W

obtain LSQ solution

update initial values

δσ20 ≥ 0.01?

output estimates

no

yes

Figure 4.4: The basic LSQ algorithm used inside the data snooping algorithm, as depicted in
Fig. 4.5.
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input data

obtain LSQ solution

calculate standardized residuals

locate observation with max. standardized residual
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outlier-free data
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no

Figure 4.5: The data snooping algorithm for detecting and eliminating significant outliers in
the VGOS-type observations

37



4.2 Implementation
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Figure 4.6: The refinement algorithm for estimating VTECs above VLBI/VGOS stations
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Figure 4.7: GNSS processing algorithm for obtaining VTECs from GNSS observations carried
out with ground-based GNSS receivers
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5 Results

In this work, VTEC time series were derived from geodetic VLBI and VGOS observations using

a PWL function with 1-hour temporal resolution. Relative constraints were introduced between

the PWL offsets in order to address data gaps. Further, two gradients, i.e, in north and south

directions, were estimated assuming that they remain constant over the 24-hour period. In

addition, the epoch of the observations were shifted backward and forward in time to account

for the ionosphere dependency on the position of the Sun. Furthermore, modip latitudes for IPP

and geodetic VLBI and VGOS sites were used to account for the dependency of the ionosphere

on the Earth’s magnetic field. In addition, the instrumental offsets were assumed to be constant

during the 24-hour session. In the LSQ adjustment, these instrumental offsets were subjected

to the condition that their sum equals to zero in the LSQ adjustment, see Sec. 4.1.1. Moreover,

no correlation between the observations was assumed for the sake of simplicity. In addition,

elevation-dependent weighting (EDW) was applied. Furthermore, variance components per

radio source were estimated to account for the different level of accuracy for the observation

groups of the different radio sources. Variance components per baseline were also estimated to

account for the station dependency, see Sec. 4.1.2.

The parameterisation for deriving VTEC time series from GNSS observations is similar in some

aspect to that for geodetic VLBI and VGOS. In this case PWL offsets with an 1-hour resolution

were also applied. It is however slightly different in few aspects. First, four gradients instead of

two, i.e., in north, south, east, and west directions, were estimated, and they are assumed to be

constant for the time window corresponding to geodetic VLBI and VGOS sessions. In addition,

no relative constraints between the PWL offsets were introduced since GNSS stations collect

GNSS data continuously and no gaps were found in the used data. Finally, a unit weight matrix

for all the observations was used, and no variance component per satellite and/or station was

estimated for the sake of simplicity, see Sec. 4.1.4.

This chapter is organized as follows. First, VTEC time series derived from VGOS, VLBI, GNSS

antennas at co-located sites as well as VTEC time series extracted from global ionosphere maps

(GIMs) and Madrigal TEC maps (MTMs) are introduced in Sec. 5.1. Then, VTEC time series

per station for three selected sessions are presented in Sec. 5.2. Next, the biases between

VTEC time series derived from VGOS observations and extracted from GIMs and MTMs for

all the 24-hour VGOS sessions are summarised in Sec. 5.3. Then, the instrumental offsets for

all the sessions are presented in Sec. 5.5. Finally, the uncertainties of VTECs derived from

VGOS observations for all the sessions are summarized in Sec. 5.6.
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5.1 VGOS-derived VTEC Time Series I

In order to validate VGOS-derived VTECs, this subsection presents the comparison between the

VTEC time series derived from VGOS observations, VTEC time series derived from geodetic

VLBI and GNSS observations at co-located sites for the time window of session 19APR29XA,

19APR29XB, and 19APR29VG. It also presents the corresponding VTEC time series extracted

from GIMS and MTMs.

Fig. 5.1 shows the VTEC time series of VGOS station KOKEE12M, VLBI station KOKEE,

and GNSS station KOKV in green, red and black, respectively. In a similar fashion, Fig. 5.2

shows the VTEC time series of VGOS stations WETTZ13S, VLBI station WETTZ13N and

WETTZELL, and GNSS station WTZZ. These two figures also show the VTEC time series

from GIMs and MTMs in blue and grey, respectively. Since VTEC time series from MTMs are

noisy, they were smoothed with the Savitzky–Golay filter. The smoothed MTMs (SMTMs) are

then displayed in yellow. The x-axis shows the time in UTC hour while the y-axis shows the

VTEC in TECU. In addition, the small bars on the time series of VGOS and VLBI stations

represent the uncertainty of the corresponding VTECs. For each VGOS station, the RMS of

the VTECs w.r.t. to the VTECs from the VLBI and GNSS stations as well as from GIMs and

SMTMs are given on the right side of the corresponding figure.

Figure 5.1: VTEC time series derived from VGOS, VLBI, and GNSS observations, and VTEC
time series extracted from GIMs and MTMs at Kokee Park Geophysical Observatory between
17:00 UTC on 29/04/2019 and 18:00 UTC 30/04/2019
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Figure 5.2: VTEC time series derived from VGOS, VLBI, and GNSS observations, and VTEC
time series extracted from GIMs and MTMs at Geodetic Observatory Wettzell between 17:00
on 2019/04/29 and 18:00 2019/04/30

5.2 VGOS-derived VTEC Time Series II

In order to demonstrate the performance of VGOS stations and show the session-to-session

variation concerning ionosphere above the considered VGOS stations, this section presents the

VTEC time series of nine VGOS stations for three selected sessions.

In each sub-figure, the title consists of the station name and the session name, i.e., Year-

Month-Day. In each plot, the x-axis shows the UTC time while the y-axis shows the VTEC in

TECU. The VTEC time series derived from VGOS observations is displayed in green while the

VTEC time series extracted from GIMs and MTMs is depicted in blue and grey, respectively.

In addition, the smoothed MTMs (SMTMs) is visualised in yellow. In addition, the RMS

differences of VTEC w.r.t. to GIMs and SMTMs is written in blue and yellow on each figure.
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Figure 5.3: VTEC time series of GGAO12M from session 19DEC09VG (top), 20JUL20VG
(middle), and 21MAR04VG (bottom)
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Figure 5.4: VTEC time series of ISHIOKA from session 19DEC26VG (top), 20FEB20VG
(middle), and 21MAR04VG (bottom)
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Figure 5.5: VTEC time series of KOKEE12M from session 19FEB04VG (top), 20FEB20VG
(middle), and 21MAR04VG (bottom)
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Figure 5.6: VTEC time series of MACGO12M from session 20FEB03VG (top), 20JUL20VG
(middle), and 21FEB01VG (bottom)
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Figure 5.7: VTEC time series of ONSA13SW (in green) and ONSA13SW (in sienna) from
session 19SEP30VG (top), 20FEB03VG (middle), and 21FEB01VG (bottom)
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Figure 5.8: VTEC time series of RAEGYEB from session 19MAR04VG (top), 20MAR02VG
(middle), and 21FEB16VG (bottom)
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Figure 5.9: VTEC time series of WESTFORD from session 19FEB04VG (top), 20FEB03VG
(middle), and 21FEB01VG (bottom)
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5.2 VGOS-derived VTEC Time Series II

Figure 5.10: VTEC time series of WETTZ13S from session 19MAR18VG (top), 20FEB20VG
(middle), and 21MAR04VG (bottom)
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5.3 VGOS-GNSS Inter-Technique VTEC Biases

This section is dedicated to the biases in the VGOS-derived VTECs for all available 24-hour

VGOS sessions w.r.t. to the station-based VTECs extracted from GIMs and MTMs. First,

Fig. 5.11 shows the biases of GGAO12M, ISHIOKA, and KOKEE12M. Then, Fig. 5.12 shows

the biases of MACGO12M, ONSA13NE, and ONSA13SW. Finally, Fig. 5.13 shows the biases

of RAEGYEB, WESTFORD, and WETTZ13S.

For each station, the biases w.r.t. GIMs and MTMs are displayed as bars in purple and yellow,

respectively. The x-axis shows the dates of the sessions while the y-axis shows the RMS in

TECU. For some stations, the RMS differences for some sessions w.r.t. GIMs and/or SMTMs

exceeds the limits of the y-axis, i.e., 10 TECU. Thus, the exact RMS values of these sessions

w.r.t. GIMs and SMTMs are shown along the bar in purple and yellow, respectively. In

each figure, the horizontal purple line represents the median RMS differences of VGOS-derived

VTEC w.r.t. GIMs-based VTEC, and the yellow line represents the median RMS differences

of VGOS-derived VTEC w.r.t. SMTMs-based VTEC. These median RMS differences as well

as the number of sessions that VGOS stations participated in so far are summarized in Table

5.1 below.

VGOS Station no. of sessions Median RMS w.r.t. GIMs Median RMS w.r.t. SMTMs

GGAO12M 42 5.08± 0.93 3.30± 1.01

ISHIOKA 16 4.62± 0.24 1.63± 0.24

KOKEE12M 42 5.44± 1.10 2.04± 0.50

MACGO12M 13 5.33± 0.39 2.68± 0.51

ONSA13NE 40 2.66± 0.51 2.24± 0.59

ONSA13SW 27 2.63± 0.54 2.39± 0.61

RAEGYEB 27 3.97± 0.79 2.27± 0.46

WESTFORD 39 3.16± 0.42 2.98± 0.60

WETTZ13S 44 4.03± 0.43 2.44± 0.46

Table 5.1: The median RMS differences of VGOS-derived VTEC w.r.t. to GIMs-based and
SMTMs-based VTEC in TECU.
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Figure 5.11: VGOS-GNSS inter-technique VTEC biases at GGAO12M (top), ISHIOKA (mid-
dle), and KOKEE12M (bottom) derived based on all avaialble 24-hour VGOS sessions.
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Figure 5.12: VGOS-GNSS inter-technique VTEC biases at MACGO12M (top), ONSA13NE
(middle), and ONSA13SW (bottom) derived based on all avaialble 24-hour VGOS sessions.
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Figure 5.13: VGOS-GNSS inter-technique VTEC biases at RAEGYEB (top), WESTFORD
(middle), and WETTZ13S (bottom) derived based on all avaialble 24-hour VGOS sessions.
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5.4 VGOS-derived Ionospheric Gradients

This section focuses on the ionospheric gradients in the north and south directions estimated for

all available 24-hour VGOS sessions. First, Fig. 5.14 shows the gradients for GGAO12M, ISH-

IOKA, and KOKEE12M. Then, Fig. 5.15 shows the gradients for MACGO12M, ONSA13NE,

and ONSA13SW. Finally, Fig. 5.16 shows the gradients for RAEGYEB, WESTFORD, and

WETTZ13S.

For each station, the estimated north and south gradients are visualized as bars in purple and

yellow, respectively. The x-axis represents the dates of the sessions while the y-axis represents

the gradient, which is in TECU/rad. For some stations, the gradient exceed the y-axis limits,

and therefore its exact value is written in black on the corresponding bar.
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Figure 5.14: The north and south gradients for GGAO12M (top), ISHIOKA (middle), and
KOKEE12M (bottom) derived based on all available 24-hour VGOS sessions.
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Figure 5.15: The north and south gradients for MACGO12M (top), ONSA13NE (middle), and
ONSA13SW (bottom) derived based on all available 24-hour VGOS sessions.
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Figure 5.16: The north and south gradients for RAEGYEB (top), WESTFORD (middle), and
WETTZ13S (bottom) derived based on all available 24-hour VGOS sessions.
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5.5 VGOS Instrumental Offsets

In order to show the impact of the technical difficulties, experienced at some VGOS stations, on

the estimated VTEC time series, this section shortly presents the VTEC time series of RAE-

GYEB, KOKEE12M, ONSA13NE, and ONSA13SW from sessions 17DEC04VG, 19JUL22VG,

and 19JAN22VG, respectively. The VTEC time series of all these VGOS stations are shown

in green, and this is illustrated on Fig. 5.17, 5.18, 5.19, and 5.20. Moreover, the VTEC time

series extracted from GIMs and MTMs are displayed in blue and grey. Since the time series

of MTMs are noisy, they were smoothed using the Savitzky–Golay filter, and the smoothed

MTMs (SMTMs) are visualised in yellow. The x-axis shows the UTC time while the y-axis

shows the VTECs in TECU. The small bars on the VTEC time series of the stations represent

the uncertainty of the VTECs.

Figure 5.17: The VTEC time series of RAEGYEB from session 19DEC04VG

Figure 5.18: The VTEC time series of KOKEE12M from session 19Jul22VG
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Figure 5.19: The VTEC time series of ONSA13NE from session 19JAN22VG

Figure 5.20: The VTEC time series of ONSA13SW from session 19JAN22VG

This section also summarizes the instrumental offsets derived for all nine VGOS stations and

for all available 24-hour VGOS sessions. First, Fig. 5.21 shows the instrumental offsets for

GGAO12M, ISHIOKA, and KOKEE12M. Then, Fig. 5.22 shows the instrumental offsets for

MACGO12M, ONSA13NE, and ONSA13SW. Finally, Fig. 5.23 shows the instrumental offsets

for RAEGYEB, WESTFORD, and WETTZ13S.

For each station, the estimated instrumental offsets are visualised as purple bars. In each

figure, the small black line at the tip of each bar, i.e., the so-called error bar, represents the

uncertainty of the instrumental offsets. Further, the x-axis show the dates of the sessions while

the y-axis show the instrumental offsets in TECU. For some sessions, the instrumental offsets

exceed the limits of y-axis. Therefore, the exact values of these instrumental offsets are given

along the corresponding bars.
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Figure 5.21: The estimated instrumental offsets for GGAO12M (top), ISHIOKA (middle), and
KOKEE12M (bottom) displayed for all available 24-hour VGOS sessions.
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Figure 5.22: The estimated instrumental offsets for MACGO12M (top), ONSA13NE (middle),
and ONSA13SW (bottom) displayed for all available 24-hour VGOS sessions.
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Figure 5.23: The estimated instrumental offsets for RAEGYEB (top), WESTFORD (middle),
and WETTZ13S (bottom) displayed for all available 24-hour VGOS sessions.
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5.6 Uncertainty of VGOS-derived VTEC

This section summarizes the uncertainties of the VTEC estimates for all the available sessions.

VGOS stations that experienced technical difficulties were excluded from the solution. Fur-

thermore, no relative constraints between the PWL offsets were applied. The reason behind is

to reflect the true accuracy of VTEC estimates.

The RMS values of the station-based VTEC uncertainties are displayed as purple bars in

Fig. 5.24, 5.25, and 5.26. The x-axis shows the dates of the sessions while the y-axis shows

the uncertainty RMS of the sessions in TECU. The horizontal line on each plot represents

the median uncertainty of the VTEC estimates for the corresponding station. These median

uncertainty as well as the number of sessions considered when calculating these uncertainty

are summarized in Table 5.2.

VGOS Station no. of sessions Median Uncertainty

GGAO12M 42 0.09± 0.02

ISHIOKA 15 0.12± 0.02

KOKEE12M 41 0.22± 0.05

MACGO12M 13 0.10± 0.01

ONSA13NE 40 0.09± 0.01

ONSA13SW 25 0.08± 0.01

RAEGYEB 21 0.10± 0.02

WESTFORD 39 0.08± 0.01

WETTZ13S 43 0.10± 0.02

Table 5.2: The median uncertainty of VGOS-derived VTEC in TECU for all nine VGOS
stations.
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Figure 5.24: The estimated uncertainties of VTECs for GGAO12M (top), ISHIOKA (middle),
and KOKEE12M (bottom)

65



5.6 Uncertainty of VGOS-derived VTEC

Figure 5.25: The estimated uncertainties of VTECs for MACGO12M (top), ONSA13NE (mid-
dle), and ONSA13SW (bottom)
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Figure 5.26: The estimated uncertainties of VTECs for RAEGYEB (top), WESTFORD (mid-
dle), and WETTZ13S (bottom)
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6 Discussion

6.1 Validation of VGOS-derived VTEC Time series

Few VGOS sites such as those located at Kokee Observatory and Wettzell Observatory are

already equipped with geodetic VBLI telescopes and GNSS antennae. The VTECs derived

from observations carried out with these instruments could be used to validate the VTECs

derived from observations made with VGOS. This requires an overlap in the time window of

the observation between the different techniques. Fortunately, VGOS session 19APR29VG had

an overlap of 22 hours with the geodetic VLBI session 19APR29XA and 19APR29XB. The

subsequent paragraphs focus on the comparison between the VTECs derived from VGOS and

GNSS observations at Kokee and Wettzell.

First, Fig. 5.1 shows the VTEC time series derived for VGOS station KOKEE12M, geodetic

VLBI station KOKEE, and GNSS station KOKV, all of which are located in Hawaii, USA.

The figure also shows the corresponding VTEC time series extracted from GIMs and SMTMs

in blue and grey, respectively. As expected, the VTEC time series of KOKEE12M show similar

temporal behavior of the ionosphere to that for KOKEE and KOKV for this time window.

This is also the case for the VTEC time series from GIMs and SMTMs. There is however a

bias between the VTEC time series of KOKEE12M and the remaining VTEC time series. The

smallest VTEC bias was found to be in relation to KOKEE, i.e., 1.8 TECU, while the largest

VTEC bias occurs w.r.t. GIMs, i.e., 3.6 TECU. The VTEC bias w.r.t. SMTMs and KOKV is

3.3 TECU for both.

Moreover, Fig. 5.2 shows the VTEC time series of VGOS station WETTZ13S, geodetic VLBI

station WETTZ13N and WETTZELL, and GNSS station WTZZ, all of which are present

at Geodetic Observatory Wettzell. As anticipated, the VTECs time series of WETTZ13S

shows similar temporal behavior as in the case of WETTZ13S, WETTZ13N, WETTZELL,

and WTZZ. Similarly to KOKEE12M, the VTEC time series of WETTZ13S exhibits a bias

w.r.t. to the remaining time series. The smallest VTEC bias occurs w.r.t. WETTZELL, i.e.,

1.5 TECU while the largest VTEC bias is w.r.t. GIMs, i.e., 4.4 TECU. Furthermore, the

VTEC bias w.r.t. SMTMs, WTZZ, and WETTZ13N is 2.4, 3.9, and 4.0 TECU, respectively.

In addition, the VTEC bias between WETTZ13N and WETTZELL, both of which belong to

the legacy VLBI network, is 5.3 TECU.

6.2 VGOS Session-to-Session Comparison

GGAO12M is located at Goddard Geophysical and Astronomical Observatory in Maryland,

USA. The VTEC time series of GGAO12M for session 19DEC09VG, 20JUL20VG, and 21MAR04VG,
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are depicted in the top, middle and bottom of Fig. 5.3, respectively. The figure illustrates that

the VTEC time series of GGAO12M vary in shape, which is expected, see Sec. 2.1, reflecting

the ionosphere state above GGAO12M. For the the three highlighted sessions, the VTEC time

series of GGAO12M is in general smooth and demonstrates similar temporal behavior compara-

ble to VTEC time series from GIMs and SMTMs. The VTEC bias for GGAO12M w.r.t. GIMs

and SMTMs varies from session to session. For example, the calculated RMS values of VTEC

for GGAO12M w.r.t. GIMs are 6.9, 3.9 and 5.5 TECU for sessions 19DEC09VG, 20JUL20VG,

and 21MAR04VG, respectively. The calculated RMS values of VTEC for GGAO12M w.r.t.

SMTMs are 5.1, 2.3 and 3.9 TECU for session 19DEC09VG, 20JUL20VG, and 21MAR04VG,

respectively. In addition, the VTEC time series of GGAO12M for session 19DEC09VG has

some negative values, which seems to be contradictory to the physical nature of the iono-

sphere. This phenomena would probably vanish when the VTEC bias stemming from VGOS

instrumentation is removed.

ISHIOKA is located at Ibaraki Prefectural Livestock Research Center in Ishioka, Japan. The

VTEC time series of ISHIOKA for sessions 19DEC26VG, 20FEB20VG, and 21MAR04VG are

shown in Fig. 5.4. As anticipated, these time series show similar temporal behavior compared

to the VTEC from GIMs and SMTMs. Unlike GGAO12M, the calculated VTEC bias for

ISHIOKA w.r.t. GIMs and SMTMs slightly varies from session to session. For the three

sessions presented in Fig. 5.4, the RMS w.r.t. GIMs and SMTMs are approx. 5 and 1 TECU.

KOKEE12M is located at Kokee Park Geophysical Observatory in Hawaii, USA. The VTEC

time series of KOKEE12M for session 19FEB04VG, 20FEB20VG, and 21MAR04VG are pre-

sented in 5.5. For all three sessions, the VTEC time series of KOKEE12M show similar tempo-

ral behavior compared to the VTEC time series from SMTMs, and the VTEC bias concerning

KOKEE12M w.r.t. SMTMs is almost constant, i.e., 1.5 TECU. For session 19FEB04VG, the

VTEC time series from GIMs for KOKEE12M shows a significant difference of 12 TECU around

mid-night when compared to the time series of KOKEE12M and SMTMs. The main contribu-

tor to this difference could probably be the background model used in GIMs, which is used to

smooth the ionospheric gradient and is known to introduce errors (Johnston et al., 2017). A

second contributing factor could be in this case the magnetic field around the modip equator,

the so-called equatorial plasma bubbles, see Sec. 2.1, which results in sharp ionospheric gra-

dients (Johnston et al., 2017). In general, the mean RMS differences of VGOS-derived VTEC

w.r.t. GIMs-based VTEC is between 5 and 6 TECU for these sessions.

MACGO12M is located at the University of Texas McDonald Observatory in Texas, USA. The

VTEC time series of MACGO12M for session 20FEB03VG, 20JUL20VG, and 21FEB01VG are

presented in 5.6. For all the three sessions, the VTEC time series of MACGO12M shows similar

behavior of ionosphere when compared to the VTEC time series from GIMs and SMTMs. The

VTEC bias w.r.t. GIMs and SMTMs is almost constant across these three sessions, and the

69



6.3 VGOS-GNSS Inter-technique VTEC biases

RMS differences of VGOS-derived VTEC values w.r.t GIMs-based and SMTMs-based VTEC

are 5 and 3 TECU, respectively.

ONSA13NE and ONSA13SW are twin telescopes, located at Onsala Space Observatory in

Sweden. The VTEC time series of ONSA13NE and ONSA13SW for session 19SEP30VG,

20FEB03VG, and 21FEB01VG are shown in Fig. 5.7 in green and brown, respectively. The

VTEC time series for both stations not only show similar temporal behaviour when compared to

the VTEC time series from GIMs and SMTMs, but also almost coincide with each other during

the whole 24-hour session and across the different sessions. This good agreement between the

VTEC time series from ONSA13NE and ONSA13SW can be utilized to reflect the current

precision of VGOS-derived VTECs, see Sec. 5.6. In general, the mean VTEC bias for the two

stations w.r.t. GIMs and SMTMs is 2.5 TECU.

RAEGYEB is located at Yebes Observatory in Portugal. The VTEC time series of RAEGYEB

for session 19MAR04VG, 20MAR02VG, and 21FEB16VG are illustrated in Fig. 5.8. For

the three highlighted sessions, the VTEC time series for RAEGYEB show similar temporal

behaviour comparable to the VTEC time series from GIMs and SMTMs. The VTEC bias

for RAEGYEB w.r.t. GIMs and SMTMs slightly varies from session to session. The RMS

differences of VGOS-derived VTEC values w.r.t GIMs-based are between 4 and 5 TECU while

the RMS differences of VGOS-derived VTEC values w.r.t SMTMs-based VTEC are between 2

and 3 TECU.

WESTFORD is located at MIT Haystack Observatory in Massachusetts, USA. The VTEC time

series of WESTFORD for sessions 19FEB04VG, 20FEB03VG, and 21FEB01VG are presented

in Fig. 5.9. The VTEC time series for WESTFORD shows similar temporal behavior of

ionosphere to that for the VTEC time series from GIMs and SMTMs. The calculated VTEC

biases w.r.t. GIMs and SMTMs is almost identical to each other, and they vary between 3 and

4 TECU.

WETTZ13S is located at Geodetic Observatory Wettzell in Germany. The VTEC time series

for WETTZ13S for session 19MAR18VG, 20FEB20VG, and 21MAR04VG are depicted in Fig.

5.10. The VTEC time series of WETTZ13S show similar temporal behavior when compared

to the VTEC time series from GIMs and SMTMs. The calculated VTEC bias for WETTZ13S

w.r.t. GIMs and SMTMs is almost constant across the investigated sessions, i.e., 4 and 2.5

TECU, respectively.

6.3 VGOS-GNSS Inter-technique VTEC biases

The session-to-session comparison in Sec. 6.2 reveals the VTEC biases of VGOS-derived VTEC

w.r.t. GIMs-based and SMTMs-based vary in size for all VGOS stations. The VTEC biases

for all VGOS nine stations were calculated as RMS differences and presented in Fig. 5.11, 5.12,
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and 5.13 for all available VGOS 24-hour sessions.

GGAO12M participated in 42 out of 44 sessions since Dec. 2017, see Fig. 5.11. The calculated

VTEC bias w.r.t. GIMs and SMTMs vary largely across the investigated sessions. The smallest

and largest RMS differences of VGOS-derived VTEC w.r.t. GIMs-based VTEC are 3.52 and

8.58 TECU for sessions 19MAY13VG and 21FEB16VG, respectively. The smallest and largest

RMS differences of VGOS-derived VTECs w.r.t. SMTMs-based VTEC are 1.66 and 6.44

TECU for session 19MAY13VG and 21FEB16VG, respectively. The median RMS differences

of VGOS-derived VTEC w.r.t. GIMs-based and SMTMs-based VTEC are 5.08 ± 0.93 and

3.3± 1.01 TECU, respectively.

ISHIOKA participated in 16 out of 44 sessions so far, see Fig. 5.11. The VTEC bias w.r.t.

VTECs from GIMs and SMTMs remained constant across the investigated sessions. The

median RMS differences of VGOS-derived VTEC w.r.t. GIMs-based and SMTMs-based VTEC

are 4.62± 0.24 and 1.63± 0.24 TECU, respectively.

KOKEE12M participated in 42 out of 44 sessions so far, see Fig. 5.11. In general, the VTEC

bias w.r.t. GIMs and SMTMs varies greatly from session to session. The VTEC bias w.r.t.

GIMs and SMTMs however reached 14.83 and 20.36 TECU for session 19JUL22VG. On this

session, KOKEE12M started late and experienced technical difficulties, see history file in Fig.

C4. The median RMS differences of VGOS-derived VTEC w.r.t. GIMs-based and SMTMs-

based VTEC are 5.44± 1.1 and 2.04± 0.5 TECU, respectively.

MACGO12M participated in 13 out of 44 sessions so far, see Fig. 5.12. Similar to KOKEE12M,

the VTEC bias w.r.t. GIMs and SMTMs also varies significantly from session to session. The

smallest and largest RMS differences of VGOS-derived VTEC w.r.t. GIMs-based VTEC are 4.0

and 7.6 TECU, respectively, while the smallest and largest RMS differences of VGOS-derived

VTECs w.r.t. SMTMs-based VTEC are 1.57 and 4.23 TECU, respectively. The median RMS

differences of VGOS-derived VTEC w.r.t. GIMs-based and SMTMs-based VTEC are 5.33±0.39

and 2.68± 0.51 TECU, respectively.

ONSA13NE and ONSA13SW participated in 40 and 27 out of 44 sessions so far, respectively,

see Fig. 5.12. For ONSA13NE and ONSA13SW, the VTEC bias w.r.t. GIMs was not only

almost equal to the VTEC bias w.r.t. SMTMs for most sessions but also nearly stable across

the sessions. For ONSA13NE, the median RMS differences of VGOS-derived VTECs w.r.t.

GIMs-based and SMTMs-based VTEC are 2.66±0.51 and 2.24±0.59 TECU, respectively. For

ONSA13SW, the median RMS differences of VGOS-derived VTECs w.r.t. GIMs-based and

SMTMs-based VTEC are 2.63± 0.54 and 2.39± 0.61 TECU, respectively.

RAEGYEB participated in 27 out of 44 sessions, see Fig. 5.13. Like most other stations, the

VTEC bias for RAEGYEB varies from session to session. However, for session 21FEB01VG,

the RMS differences of VGOS-derived VTEC w.r.t. GIMs-based and SMTMs-based VTEC

reached 18.64 and 17.45 TECU, respectively. During this session, RAEGYEB expierienced
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multiple problems such as data lost, high phase-cal amplitude (that corrupts the estimation

of broadband delays and dTECs), low fringe amplitude, and phase jumps, see the history file

in Fig. C10. As a result, the quality of VTEC estimates for this session are of low quality.

In general, the median RMS differences of VGOS-derived VTECs w.r.t. GIMs-based and

SMTMs-based VTEC are 3.97± 0.79 and 2.27± 0.46 TECU, respectively.

WESTFORD participated in 39 out of 44 sessions so far, see Fig. 5.13. The VTEC bias

for WESTFORD w.r.t. GIMs and SMTMs varies little across sessions. The median RMS

differences of VGOS-derived VTECs w.r.t. GIMs-based and SMTMs-based VTEC are 3.16±
0.42 and 2.98± 0.6 TECU, respectively.

WETTZ13S participated in all the 44 sessions, see Fig. 5.13. The VTEC bias for WETTZ13S

w.r.t. GIMs and SMTMs varies noticeably similar to the VTEC bias for most other stations.

However, for session 20OCT13VG, WETTZ13S had numerous non-detections for unknown

reasons in particular on long baselines, according to the history file, see Fig. C9. In general,

the median RMS differences of VGOS-derived VTECs w.r.t. GIMs-based and SMTMs-based

VTEC are 4.03± 0.43 and 2.44± 0.46 TECU, respectively.

There are many possible factors contributing to these discrepancies between VGOS-derived

VTEC, GIMs-based VTEC, and SMTMs-based VTEC. These factors can be categorised into

two groups. The first group is the calibration uncertainty of VGOS and GNSS instrumentation,

which can manifest themselves not only in the form of noise but also as a VTEC bias. For

GNSS, the uncertainty in the differential code biases (DCBs) of GNSS satellite and receivers is

a main source of errors in estimating the absolute TEC from GNSS observation (Sekido et al.,

2003; Rideout and Coster, 2006; Vierinen et al., 2016). For VGOS, radio source structure

effects is a major source of errors in VGOS observations (Xu et al., 2017; Anderson and Xu,

2018; Niell et al., 2018). These structure effects cause jumps in the ionospheric delays, which

impact the estimated VTECs (Xu et al., 2021). In this work, the different levels of accuracy

for the radio sources is handled using VCE.

The second group is related to the modelling errors such as using a single ionospheric layer with

a fixed height, a simple mapping function, and a geographic or geomagnetic reference frame.

The ionosphere stretches during day and shrinks during night, and using a single layer model as

an approximation for ionosphere might not be fully representative. Therefore, using two or more

layers has the potential to decrease these discrepancies (Rovira-Garcia et al., 2016; Wielgosz

et al., 2021). Furthermore, the height of the ionosphere layer also varies depending primarily

on the solar activity (Brunini et al., 2011). Thus, using a fixed height for the ionosphere layer

may result in errors manifesting themselves in the form of a VTEC bias. In addition, some

IAACs such as CODE and ESA use solar-geomagnetic reference frame when estimating the

VTECs, which is less accurate than the VTEC derivation with the use of the modip frame

(Azpilicueta et al., 2006; Fu et al., 2021; Wielgosz et al., 2021). This also impacts the final IGS
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solution used in this thesis for comparison purposes (Chen et al., 2020).

6.4 VGOS-derived Ionospheric Gradients

As expected, both north and south gradients vary across the sessions for all the stations mainly

due the change in the ionosphere state. For some stations, there are however jumps in the

gradients now and then, mostly resulting from the technical difficulties experienced by these

stations. For example, for session 19JUL22VG, the south gradient of KOKEE12M reached 35

TECU/rad, see Fig. 5.14.

As anticipated, the gradients of ONSA13NE and ONSA13SW are almost identical as these

twin telescopes are in close vicinity, see Fig. 5.15. The jumps in the south gradient for

session 19NOV14VG, 19NOV25VG, 19DEC09VG, and 19DEC26VG are caused very often by

the technical problems, such as low fringe amplitude, these two stations experienced, see the

corresponding history files present on Fig. C5, C6, C7, and C8. A second contributor to these

jumps is the radio source structure as pointed out in some of these files.

WETTZ13S had also its share of difficulties, see the history files present on Fig. C6 and C9.

The impact of these difficulties partly manifested itself in the estimated gradients. For instance,

for session 20OCT13VG, the north and south gradients jumped to 26.7 and 41.3 TECU/rad,

respectively, see Fig. 5.16.

In general, the uncertainty of the south gradients is very often worse than that for the north

gradients. The median uncertainty of north gradient is 0.12 ± 0.04 TECU/rad while the me-

dian uncertainty of south gradient is 0.36 ± 0.16 TECU/rad. The main reason behind this

phenomenon is the geometric configuration and the number of the stations forming the VGOS

network. The current VGOS network covers the east-west directions rather well, but the

latitudinal coverage is poor as the utilized VGOS stations are located only in the northern

hemisphere, see Fig. 2.3. The quality of the south gradient is expected to improve as VGOS

stations, such as those in Hartebeesthoek in South Africa, Hobart in Australia, and Ny-Ålesund

in Norway, come into service in the near future.

6.5 VGOS Instrumental Offsets

The instrumental offsets of VGOS stations are introduced into the adjustment process in order

to absorb the unaccounted effects related to the VGOS receiver chains and the processing

stages resulting in broadband delays and dTEC values (Hobiger et al., 2006; Niell et al., 2018).

These instrumental offsets are assumed to be constant over the course of the 24-hour session.

In the adjustment, the sum of instrumental offsets in the session network were set to zero, see

Sec. 4.1.1, (Sekido et al., 2003).

73



6.6 Uncertainty of VGOS-derived VTEC

Fig. 5.21, 5.22, and 5.23 show that the instrumental offset for each station varies in size and

sign across the investigated sessions. Sometimes, one can notice that the derived instrumental

offsets jump in size, which indicate that the corresponding station experienced some technical

difficulties (or manipulation in the receiver chain) during the session. For example, on session

17DEC04VG, the instrumental offset of RAEGYEB jumped to -15.18 TECU, see Fig. 5.23.

In the first eight hours of the session, RAEGYEB failed to point correctly to the radio source,

and thus no pointing module was applied for the rest of the session, which reduced largely the

sensitivity of the station, according to the history file of the session on Fig. C1. The impact

can be seen in the VTEC time series of the station, where it started at -17 TECU, see Fig.

5.17. A second example can be the jump in the instrumental offset for KOKEE12M to 15.62

TECU on session 19JUL22VG, see Fig. 5.21. This jump is understandable since KOKEE12M

experienced RDBEs synchronization and recording problems, see the history file of the session

on Fig. C4. Similar to RAEGYEB, the impact of these technical problems can also be seen

in the case of VTEC time series derived for KOKEE12M, which started at -12 TECU. A third

noticeable example can be the instrumental offset for ONSA13SW on session 19JAN22VG,

reaching 30 TECU, see Fig. 5.22. This rise is due to very weak phase cal amplitudes and low

fringe amplitudes according to the history files of the sessions, shown on Fig. C2 and C3. When

comparing the VTEC time series derived for ONSA13SW with those derived for ONSA13NE,

the impact of these technical problems manifested itself as as nonlinear trend between the two

time series, clearly visible in the second half of the session.

In general, VGOS stations sometimes experience wide range of technical problems, and the

impact of these problems on the estimated VTECs vary in amount. Sometimes, these problems

can be resolved and the data can be used. Other times, no remedy can be found and this

valuable data is lost.

6.6 Uncertainty of VGOS-derived VTEC

The uncertainty of the VTEC estimates for all the investigated stations, except KOKEE12M,

is almost constant across the sessions, see Fig. 5.24, 5.25, and 5.26. The median uncertainty of

the stations is between 0.08± 0.01 and 0.12± 0.03 TECU. This is expected since VGOS delay

uncertainty is around 8 ps compared to 31 ps for the geodetic VLBI, thanks to the broadband

signal chain system, the stability of VGOS instrumentation, and the enhanced atmospheric

sampling (Niell et al., 2018). For KOKEE12M, the uncertainty of the VTEC estimates varies

noticeably from session to session, see Fig. 5.24. The smallest and largest uncertainties are 0.1

and 0.41 TECU for session 20FEB03VG and 19JUN11VG, respectively.The median uncertainty

of the VTEC estimates is 0.22± 0.05 TECU. This is expected since KOKEE12M is the closest

VGOS station to the equatorial plasma bubbles, which can cause sharp ionospheric gradient
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6.6 Uncertainty of VGOS-derived VTEC

(Johnston et al., 2017; Wielgosz et al., 2021). This situation introduces as a result, quite large

variation of the uncertainty on very short time scales. On the contrary, the stations located

in the middle and high latitudes, such as those in Europe, do not experience large variation

in the VTEC uncertainty, and thus the derived VTEC estimates better reflect the temporal

variation of ionosphere.
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7 Conclusions and Outlook

In this master’s thesis, a Python code was developed to automatically obtain VGOS sessions,

derive VTEC time series from VGOS observations, and analyse these time series also in relation

with external ionospheric products. Using this code, VTEC time series for all VGOS stations

that are currently operational were derived from all 24-hour VGOS sessions that are publicly

available. In comparison with internal ionospheric products, the results show that VGOS-

derived VTE time series show similar temporal behavior of ionosphere as in the case of the

VTEC time series derived from observations collected with geodetic VLBI stations and GNSS

stations co-located with VGOS. In comparison with external ionospheric products, the results

also show that VGOS-derived VTE time series show similar temporal behavior of ionosphere

as in the case of GIM-based and SMTMs-based VTEC time series.

However, the results reveal that there is a bias between VGOS-derived VTEC time series and

the remaining VTEC time series for all stations. This VTEC bias seems to vary in size from

session to session. The bias for ONSA13NE appears to be not only almost constant but also

of similar size as in the case of ONSA13SW. The smallest RMS differences w.r.t. GIMs were

found to be for ONSA13NE and ONSA13SW, i.e., 2.6 ± 0.5 TECU, while the smallest RMS

differences w.r.t. SMTMs were found to exist for ISHIOKA, i.e., 1.6± 0.2 TECU. The largest

RMS differences w.r.t. GIMs were found to exist for KOKEE12M, i.e., 5.4± 1.1 TECU, while

the largest RMS differences w.r.t. SMTMs occurred for GGAO12M, i.e., 3.3± 1.0 TECU. The

source of these biases can be attributed to the calibration uncertainty of VGOS and GNSS

instrumentation as well as the errors in the ionosphere modelling.

Moreover, for VGOS and VLBI stations, two ionospheric gradients, i.e., in north and south

direction, were investigated. The results show that both gradients appear to vary in magnitude,

and the uncertainty of the south gradient is often worse than that for the north gradient. This

phenomenon possibly stems from the geometric configuration of the VGOS network as the

current operational VGOS stations are only well-distributed in the north hemisphere. The

quality of south gradient is expected to improve as new stations such as the twin telescopes

in NyAlesund in Norway or the VGOS telescope at and Hartebeesthoek in South Africa come

into service.

Furthermore, instrumental offsets for VGOS stations were estimated for all sessions. The

results indicate that these instrumental offsets vary in size and sign across the investigated

sessions. Sometimes, sporadic change in values and signs of the derived instrumental occur in

relation to previous and subsequent sessions, which might indicate the existence of technical

problems. These problems also manifest themselves in the gradients as shown in the presented

results in this subject. Depending on the sources of these problems, the VTEC estimates are

affected leading to the degradation of their quality.
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Moreover, the results suggest that the uncertainty of VGOS-derived VTECs is in the order

of 0.12 ± 0.03 TECU for all VGOS nine stations, except KOKEE12M. For this station, the

uncertainty is 0.22±0.05 TECU. This difference in uncertainty can be attributed to the severe

ionospheric phenomena in the equatorial region. The uncertainty of all stations is expected to

improve as technique-specific effects concerning VGOS are gradually resolved, and more VGOS

stations are brought into service.

Recent studies such as from Xu et al. (2017) demonstrate the possibility of inferring the struc-

ture index of radio sources directly from geodetic VLBI observations. In the context of this

thesis, the structure indices could be used to weight the radio sources or even exclude those

that are problematic (extended source structure). This would complement VCE in mitigating

the radio source effects and eventually improve VGOS-derived VTEC time series. In addition,

there are different ionospheric models, each of which has its advantages and disadvantages. In

order to better model the ionosphere with VGOS, one can consider implementing a two-layer

voxel model or three-shell model considering the density of VGOS observation and the sparsity

of VGOS stations.

In general, VGOS-derived VTEC time series has the potential to for complementing global

and/or regional ionosphere maps in the vicinity of VGOS stations. For this purpose, one can

use LSQ or Kalman filter to combine the different VTEC time series into one model, but one

needs to take into account the VTEC inter-technique biases first. The VGOS-derived VTEC

time series from all available sessions is rather short and irregular. Thus, it is not yet clear

whether the dependency of the VTEC inter-technique biases on time and solar activity exist.

This needs to be further investigated as more sessions are carried out and more VGOS station

join the current operating network. In the meantime, one can use geodetic VLBI observations

to learn more about the bias dependency.
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A PyIono

Appendix

A PyIono

The python code developed for the purposes of this master’s thesis is available under: https:

//gitlab.ethz.ch/space-geodesy-open/pyiono as v.0.0.3.

B GNSS Observation Files

Figure B1: GNSS observation file (top) and the file of station coordinates (bottom) as an input
to the GNSS module
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C History Files

C History Files

Figure C1: Correlator and station notes from the history file of session 17DEC04VG
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C History Files

Figure C2: Correlator and station notes from the history file of session 19JAN07VG
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C History Files

Figure C3: Correlator and station notes from the history file of session 19JAN22VG
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C History Files

Figure C4: Correlator and station notes from the history file of session 19JUL22VG
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C History Files

Figure C5: Correlator and station notes from the history file of session 19NOV14VG
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C History Files

Figure C6: Correlator and station notes from the history file of session 19NOV25VG
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C History Files

Figure C7: Correlator and station notes from the history file of session 19DEC09VG
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C History Files

Figure C8: Correlator and station notes from the history file of session 19DEC26VG
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C History Files

Figure C9: Correlator and station notes from the history file of session 20OCT13VG
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C History Files

Figure C10: Correlator and station notes from the history file of session 21FEB01VG
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