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A B S T R A C T

Computational efficiency is an essential factor that influences the appli-
cability of computer vision algorithms. Although deep neural networks
have reached state-of-the-art performances in a variety of computer
vision tasks, there are a couple of efficiency related problems of the
deep learning based solutions. First, the overparameterization of deep
neural networks results in models with millions of parameters, which
lowers the parameter efficiency of the designed networks. To store
the parameters and intermediate feature maps during the computa-
tion, a large device memory footprint is required. Secondly, the mas-
sive computation in deep neural networks slows down their training
and inference. This limits the application of deep neural networks to
latency-demanding scenarios and low-end devices. Thirdly, the massive
computation consumes significant amount of energy, which leaves a
large carbon footprint of deep learning models.

The aim of this thesis is to improve the computational efficiency
of current deep neural networks. This problem is tackled from three
perspective including neural network compression, neural architecture
optimization, and computational procedure optimization.

In the first part of the thesis, we reduce the model complexity of
neural networks by network compression techniques including filter
decomposition and filter pruning. The basic assumption for filter de-
composition is that the ensemble of filters in deep neural networks
constitutes an overcomplete set. Instead of using the original filters
directly during the computation, they can be approximated by a linear
combination of a set of basis filters. The contribution of this thesis is
to provide a unified analysis of previous filter decomposition methods.
On the other hand, a differentiable filter pruning method is proposed.
To achieve differentiability, the layers of neural networks is reparam-
eterized by a meta network. Sparsity regularization is applied to the
input of the meta network, i.e. latent vectors. Optimizing with the intro-
duced regularization leads to an automatic network pruning method.
Additionally, a joint analysis of filter decomposition and filter pruning
is presented from the perspective of compact tensor approximation.
The hinge of the two techniques is the introduced sparsity inducing
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matrix. By simply changing the way the group sparsity regularization is
enforced to the matrix, the two techniques can be derived accordingly.

Secondly, we try to improve the performance of a baseline network by
a fine-grained neural architecture optimization method. Different from
network compression methods, the aim of this method is to improve
the prediction accuracy of neural networks while reducing their model
complexity at the same time. Achieving the two targets simultaneously
makes the problem more challenging. In addition, a nearly cost-free con-
straint is enforced during the architecture optimization, which differs
from current neural architecture search methods with bulky computa-
tion. This can be regarded as another efficiency-improving technique.

Thirdly, we optimize the computational procedure of graph neu-
ral networks. By mathematically analyzing the operations in graph
neural network, two methods are proposed to improve the computa-
tional efficiency. The first method is related to the simplification of
neighbor querying in graph neural network while the second involves
shuffling the order of graph feature gathering and an feature extraction
operations.

To summarize, this thesis contributes to multiple aspects of improving
the computational efficiency of neural networks during the optimiza-
tion, training, and test phase.



Z U S A M M E N FA S S U N G

Die Recheneffizienz ist einer der wichtigsten Faktoren der die Anwend-
barkeit von Computer-Vision-Algorithmen beeinflusst. Obwohl tiefe
neuronale Netze die zurzeit besten Leistungen in verschieden Bereichen
der Bildverarbeitung erzielen, gilt es einige Schwachstellen zu verbes-
sern, wie der hohe Rechenaufwand der verwendeten Deep Learning Me-
thoden. Neuronale Netze sind häufig überparametrisiert und bestehen
aus Millionen Parametern, sodass sich die Parameter-Ausnutzungsziffer
des konstruierten Netzes verringert. Um alle Parameter und Zwischen-
resultate des Netzes während des Lernvorgangs verarbeiten zu können,
wird daher ein grosses Volumen an Arbeitsspeicher benötigt. Weiter
reduziert der hohe Rechenaufwand eines neuronalen Netzes die Lauf-
zeit während des Lernvorgangs und später in der Produktion deutlich.
Insbesondere in Latenz-kritischen Szenarien oder für Low-End Geräte
schränkt der hohe Rechenaufwand die Anwendbarkeit von neuronalen
Netzen ein. Ausserdem führt der erhebliche Rechenaufwand zu einem
hohen Energieverbrauch und damit zu einem nicht zu vernachlässigen
ökologischen Fussabdruck.

Das Ziel dieser Dissertation ist es die Recheneffizienz von aktuellen
tiefen neuronalen Netzen zu verbessern. Die Lösungsstrategie besteht
darin neuronale Netze zu komprimieren und deren Berechnungsver-
fahren zu optimieren, wie in den folgenden drei Punkten erläutert.

Zuerst wird die Anzahl an Parametern von neuronalen Netzen re-
duziert durch ein neuartiges Filterkern-Zerlegungsverfahren und eine
Filterkern-Reduktionsmethode. Die Annahme, dass die die Filter-Kerne
eines Netzes eine übervollständige Menge darstellen, bildet die Grund-
lage der Filter-Kern-Zerlegung. Dabei werden Filterkerne aus einer li-
nearen Kombination von erlernten Basisvektoren geformt, sodass deren
Werte eine Annäherung an die ursprünglichen Filterkern Werte darstel-
len. Ein erster wesentlicher Beitrag dieser Dissertation liegt in einer ver-
einheitlichten Analyse der bestehenden Filterkern-Zerlegungsverfahren.
Weiter wird eine differenziertbare Filterkern-Reduktionsmethode ein-
geführt. Die Differenzierbarkeit wird dadurch erreicht, dass die Parame-
ter der verschiedenen Stufen eines neuronalen Netzes, die die Filterker-
ne repräsentieren, durch ein Meta-Netz bestimmt werden. Zusätzlich
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wird eine vereinheitlichte Untersuchung von Filterkern-Zerlegung und
Reduzierung aus dem Blickwinkel der kompakten Tensorapproxima-
tion vorgestellt. Die Verbindung der beiden Techniken bilden dabei
die vorgeschlagenen dünnbesetzten Matrizen. Beide Techniken können
hergeleitet werden, indem die Regulierung angepasst wird, die die
dünnbesetzten Matrizen erzwingt.

Als zweites wird ein Optimierungsverfahren vorgestellt, dass es er-
laubt die Struktur eines neuronalen Netzes zu verändern und damit
dessen Leistung zu verbessern. In Gegensatz zu Komprimierungsver-
fahren, die nur die Anzahl Parameter eines Netzes reduzieren, zielt
das vorgeschlagene Verfahren gleichzeitig auf die Verbesserung der
Schätzgenauigkeit und der Reduzierung der Komplexität des neuro-
nalen Netzes ab. Allerdings gestaltet sich das Erreichen beider Ziele
zur gleichen Zeit relative schwierig. Das Verfahren setzt zusätzlich
eine nahezu kostenfreie Bedingung während des Optimierungsschrit-
tes durch. Hierbei unterscheidet sich das vorgestellte Verfahren von
Herkömmlichen, die meistens deutlich rechenaufwändiger sind. Da-
her kann dieser Punkt als ein weiterer Beitrag zur Verbesserung der
Recheneffizienz betrachtet werden.

Als drittes wird ein optimiertes Berechnungsverfahren für graph-
basierten neuronalen Netzen eingeführt. Anhand einer Analyse der
mathematischen Operationen, die zugrunde von graphbasierten neuro-
nalen Netzen liegen, werden zwei neue Methoden vorgeschlagen, um
die Recheneffizienz dieser Netzarten zu steigern. Die erste Methode
ähnelt der Vereinfachung von Nachbarschaftsabfragen in graphbasier-
ten neuronalen Netzen. Die Zweite hingegen besteht darin die Rei-
henfolge der Operationen zur Informationssammlung im Graph und
Informationsextraktion zu verändern.

Diese Dissertation trägt in mehreren Punkten zur Steigerung der
Recheneffizienz von neuronalen Netzen während des Optimierungs-
schrittes, der Lern- und Testphase bei.
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I N T R O D U C T I O N

Computer vision is an essential sub-field of computer science that
involves the automatic visual perception and understanding of the
physical world via computers and machines. To achieve the goal of
automation and intelligence, intensive computation is usually involved
in the processing pipeline (e.g. encoding and decoding, data compres-
sion and decompression, domain transformation, feature extraction,
regression and classification) of computer vision algorithms. Thus, it
has been a core problem to improve the computational efficiency of
algorithms in computer science and especially in computer vision. With
the optimization and reduction of computation, massive application of
some originally computationally intensive algorithms becomes feasible.
For example, the well-know Fast Fourier Transform (FFT) [22] reduces
the computational complexity of discrete Fourier transform from O(N2)

to O(N log N), which facilitates the wide application of FFT to various
subdisciplines of engineering, science, mathematics, and music. The
early research in computer vision focuses on edge and corner detectors
(e.g. Canny detector, Harris detector) which from today’s viewpoint are
quite computationally efficient. More advanced yet complex feature
descriptors are introduced in the later research works such as the well-
known Scale-Invariant Feature Transform (SIFT) [105] and Histogram
of Oriented Gradients (HOG) [26]. Due to the limitation of hardware,
computational efficiency is still an important problem for the classical
algorithms. For example, Speeded Up Robust Features (SURF) is several
times faster than SIFT and also more robust [7].

Since the advent of deep learning era, Deep Neural Networks (DNNs)
have achieved state-of-the-art performances in computer vision tasks
including visual recognition [71, 136, 53, 62], object detection [38, 37,
129], semantic segmentation [104], image Super-Resolution (SR) [31, 68,
96], image denoising [169, 170], point cloud processing [120, 121] etc.
Yet, the success of deep learning based vision algorithms comes with
the overparameterization of DNNs and the explosion of computational
complexity. And this leads to several problems.

3
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First of all, the overparameterization of DNNs leads to huge model
sizes with millions or even billions of parameters. Training such huge
DNNs needs to store the parameters and the intermediate feature maps
on computing devices such as Graphics Processing Unit (GPU) and
Tensor Processing Unit (TPU), which requires significant amount of
computational memory. Secondly, the intensive computation slows
down the inference speed of DNNs. Moreover, the computational re-
source on low-end devices such as smartphones and drones is limited.
Thus, it is hard to deploy large DNNs to latency-demanding applica-
tions such as autonomous driving and low-end devices. Thirdly, the
tuning of network architectures, training of the deep models, and in-
ference during service time of DNNs consumes a considerable amount
of energy [116, 138, 73]. And this indicates large carbon footprints of
DNNs. Improving the computational efficiency and resource utilization
efficiency of deep learning algorithms reduces the energy consumption
of deep learning systems, which should be an important contributing
factor to achieve the goal of carbon neutrality by the mid of this cen-
tury. In conclusion, improving the computational efficiency of DNNs

is beneficial not only from the technical perspective but also from the
environmental perspective.

There are a couple of methods to improve the computational effi-
ciency of deep neural networks. And one research direction is to design
efficient network architectures. This direction has been thriving since
a solution based on DNNs, i.e. AlexNet first outperformed the other
competitors by a significant amount of margin in the ImageNet large
scale visual recognition challenge in 2012 [71]. Later, a deep neural
network architecture was proposed which further boosted the perfor-
mance in the following series of the challenge [136]. Compared with
VGG [136], the number of parameters in ResNet [53] and DenseNet [62]
are reduced by one magnitude of order while comparable or even more
accurate image classification results are achieved. Yet, those networks
are still too bulky to be deployed on mobile devices. To overcome this
problem, more efficient operations and architectures such as channel
attention [60], group convolution [152], depth-wise convolution [59, 133,
58], and channel shuffle [172, 106] are proposed in the later works.

In addition to the manual design of network architectures, another
research direction is Neural Architecture Search (NAS). The main draw-
back of earlier works is their almost insatiable demand for computa-
tional resources [182, 127] during the search phase. To alleviate the
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computational burden, several methods are proposed including search-
ing for a basic building cell [183, 99], differentiable search [100, 20, 154],
weight sharing [100], and uniform sampling [44]. When a search space
with efficient designs is adopted, searched networks can be highly
efficient in number of parameters and computation [58, 140, 141].

A third research direction for efficient computation is network com-
pression and model acceleration. Compared with the former two
research direction, network compression aims at reducing the number
of parameters and computational complexity of a given network, mak-
ing the network suitable for fast inference without losing too much
prediction accuracy of the given network. Thus, the trade-off between
accuracy and compression rate should be always considered when
designing network compression techniques.

There exists many network compression methods and they mainly
fall into four categories including network quantization [124, 80, 24],
network pruning [47, 56], and filter decomposition [65, 173], and knowl-
edge distillation [57, 144]. Network quantization aims at representing
the parameters in a neural network with lower bit width and reducing
the model size of neural networks. With the technique, the precision of
floating point numbers could be reduced from 32-bit to much lower bit
width, and in the extreme case to binary and ternary states. Thus, the
floating point operations could be conducted in a lower bit width or
using integer-only arithmetic. In the case of binary and ternary quanti-
zation, multiplication could be converted to addition. Thus, network
quantization could not only reduce the model size but also accelerate
the inference of neural networks. Filter decomposition approximates
the original filters in a network with a couple of low-rank matrices.
Since parameters in the low-rank matrices is much fewer than the that in
the original filters, filter decomposition is good at parameter saving in
a network. In addition, the decomposed low-rank matrices can be con-
verted to computational efficient operations such as group convolution,
lightweight convolution, and linear combination in most cases. Thus,
a reduction of computation could also be achieved. Network pruning
attempts to remove the less important connections or neurons in a
neural network. Thus, according to the pruned element (connections
or neurons) in the network, network pruning could be classified into
two categories including unstructured pruning (weight pruning) and
structured pruning (channel pruning, filter pruning). Weight pruning
leads to irregular kernel in the pruned model. Thus, to achieve the
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actual acceleration, special hardware needs to be used. On the other
hand, structured pruning could remove the entire channels in a layer
of network. This leads to a pruned layer with fewer channels, smaller
number of parameters, and reduced computation. Thus, structured
pruning could can achieve real acceleration. Knowledge distillation is
the process of transferring knowledge from a larger teacher model to
a smaller student model. This is achieved by supervising the training
of a student model with the logits of a pretrained teacher model or
intermediate feature maps of the teacher model. Knowledge distillation
could be combined with other network compression methods to boost
the performance of the compressed network.

1.1 overview

The aim of this thesis is improving the computational efficiency of neu-
ral networks. This problem is tackled from three different perspectives
including neural network compression, neural architecture optimiza-
tion, and computational procedure optimization. And the thesis is
divided into three major parts accordingly.

1.1.1 Neural Network Compression

The first attempt of this thesis is to reduce the number of parameters
of Convolutional Neural Networks (CNNs). Although CNN based solu-
tions have achieved state-of-the-art performances in various computer
vision tasks, the burden of huge parameter count is exaggerated due
to the deepening and widening of the networks. Inspired by the fact
that the large number of filters in CNNs constitutes a redundant set,
a filter basis learning method is introduced in Chapter 2, with the
aim of cutting down the number of filters and parameters in convo-
lutional layers. With the basis learning method, the original filters
in a convolutional layer can be decomposed to a set of basis and a
set of linear combination coefficients. The original set of filters could
be approximated by the linear combination of the set of filter basis.
Then the decomposed basis and linear combination coefficients could
be converted to a lightweight convolution and a linear layer imple-
mented as 1× 1 convolution. Different from the previous low-rank
approximation methods, a channel split factor is used to balance the
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distribution of parameter between the lightweight convolution and the
1× 1 convolution. With the proposed channel split factor, a unified
formulation of different filter decomposition methods is provided. The
effectiveness of the proposed solution is validated on multiple CNN
architectures for image classification and image super-resolution. The
proposed method performs quite competitive with the other methods
in terms of reduction of parameters and preservation of accuracy.

Then in Chapter 3, a differentiable network pruning method is pro-
posed. With the advent of Automated Machine Learning (AutoML) and
NAS, pruning has become intertwined with automatic mechanism and
searching based architecture optimization. Yet, current automatic de-
signs rely on either reinforcement learning or evolutionary algorithm.
Due to the non-differentiability of those algorithms, the pruning algo-
rithm needs a long searching stage before reaching the convergence. To
circumvent this problem, a differentiable pruning method via hyper-
networks is proposed for automatic network pruning. The specifically
designed hypernetworks take latent vectors as input and generate the
weight parameters of the backbone network. The latent vectors control
the output channels of the convolutional layers in the backbone network
and act as a handle for the pruning of the layers. By enforcing `1 spar-
sity regularization to the latent vectors and utilizing proximal gradient
solver, sparse latent vectors can be obtained. Passing the sparsified
latent vectors through the hypernetworks, the corresponding slices of
the generated weight parameters can be removed, achieving the effect
of network pruning. The latent vectors of all the layers are pruned
together, resulting in an automatic layer configuration. Extensive ex-
periments are conducted on various networks for image classification,
single image super-resolution, and denoising. And the experimental
results validate the proposed method.

In Chapter 2 and Chapter 3, the two major network compression
techniques including low-rank approximation and filter pruning are
studied. Then in Chapter 4, a unified analysis of the two techniques
is provided from the perspective compact tensor approximation. Both
of the methods approximate the weight tensor of CNNs with compact
representations that keep the accuracy of the network. The core of the
analysis is the introduced sparsity-inducing matrix that hinges filter
pruning and decomposition. By simply changing the way the spar-
sity regularization is enforced to the sparsity-inducing matrix, filter
pruning and low-rank decomposition can be derived accordingly. The
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combination of the two techniques provides another flexible choice
for network compression because the techniques complement each
other. For example, in popular network architectures with shortcut
connections (e.g. ResNet [53]), filter pruning cannot deal with the last
convolutional layer in a ResBlock while the low-rank decomposition
methods can. The compressed network is derived by solving an opti-
mization problem with group sparsity regularization. And Proximal
Gradient Descent (PGD) is used to solve the problem. Additionally, a
couple of techniques are proposed including binary search, gradient
based learning rate adjustment, layer balancing, and annealing methods
to stabilize the optimization. Those detailed techniques are obtained by
observing the influence of the proximal gradient method on the filter
during the optimization. The proposed approach proves its potential as
it compares favorably to the state-of-the-art on several benchmarks.

1.1.2 Neural Architecture Optimization

In addition to the neural network compression techniques, the second
part of the thesis is dedicated to neural architecture optimization. The
neural architecture optimization method in Chapter 5 is inspired by
an interesting finding in Chapter 3 that slightly compressed networks
can outperform the original network. Thus, Chapter 5 introduces a
fine-grained architecture optimization method of given networks by
adjusting the channel configurations. It is found that this adjustment
can be achieved by shrinking widened baseline networks. Based on that,
we articulate the “heterogeneity hypothesis”: with the same training
protocol, there exists a Layer-Wise Differentiated Network Architecture
(LW-DNA) that can outperform the original network with regular channel
configurations but with a lower level of model complexity.

The LW-DNA models are identified without extra computational cost
or training time compared with the original network. The cost-free
architecture optimization is advantageous compared with other method
such as neural architecture optimization. On the other hand, the cost-
free constraint leads to controlled experiments which direct the focus
to the importance of layer-wise specific channel configurations. By
observing the experimental results, the possible reason for the improved
performance of an LW-DNA is directed to overfitting, i.e. the relative
relationship between model complexity and dataset size. Experiments
are conducted on various networks and datasets for image classification,
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visual tracking and image restoration. The resultant LW-DNA models
consistently outperform the baseline models.

1.1.3 Computational Procedure Optimization

In the third part of the thesis, we focus on the optimization of com-
putational procedure in neural networks. Different from the previous
chapters, in Chapter 6, a new family of neural networks, i.e. Graph
Convolutional Networks (GCNs) is studied. In addition to CNNs for 2D
vision tasks, GCNs also thrive for the processing of 3D representation
such as point clouds. The computational procedure of the basic op-
eration in GCNs, i.e. graph convolution is studied Chapter 6. Graph
convolution is typically composed of a KNN search and a Multilayer
Perceptron (MLP). By mathematically analyzing the operations there,
two findings to improve the efficiency of GCNs are obtained. (1) The
local geometric structure information of 3D representations propagates
smoothly across the network that relies on KNN search to gather neigh-
borhood features. This motivates the simplification of multiple KNN
searches in GCNs. (2) Shuffling the order of graph feature gathering
and an MLP leads to equivalent or similar composite operations. Based
on the two findings, two methods are proposed to optimized the compu-
tational procedure in GCNs including KNN simplication and operation
shuffling. A series of experiments show that the optimized networks
have reduced computational complexity, decreased memory consump-
tion, and accelerated inference speed while maintaining comparable
accuracy for learning on point clouds.
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2
L E A R N I N G F I LT E R B A S I S

2.1 introduction

Current CNNs are composed of deep convolutional layers and each
layer consists of multiple convolutional kernels. In networks such as
AlexNet [71], VGG [136], and ResNet [53], there could be hundreds of
or even thousands of filters in a convolutional layers. Thus, it is easy
to imagine that there could be a lot of redundancies in convolutional
layers. For example, in Fig. 2.1, the filters in a convolutional layer of a
pretrained AlexNet is shown. It is obvious that many filters are very
similar to each other. Thus, an interesting problem arises, i.e. whether
it is possible to squeeze out the redundancy in CNNs and derive a
much more efficient network. A natural solution is to represent the
original convolutional filters by the linear combination of a smaller set
of basis shown in Fig. 2.2. And this family of methods are referred to
as filter decomposition or low-rank approximation since the original
filters are decomposed into low-rank matrices. As shown in Fig. 2.3
and Subsec. 2.3.3, the decomposed basis and the linear combination
coefficient could be converted a lightweight convolution and a 1× 1
convolution.

Figure 2.1: Illustration of filters in AlexNet.

13
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Figure 2.2: Low-rank approximation of filters.

(a) Convolution with original filters.

(b) Converted lightweight convolutions.

Figure 2.3: Conversion from decomposed matrices to convolutions.

In this chapter, a filter basis learning method is proposed with the
main aim to reduce the number of parameters in CNNs. The proposed
method is closely related to filter decomposition. Current filter decom-
position methods either operate directly on the channel-wise 2D w× h
filters [65, 147, 137] or decompose the intact 3D c× w× h filters [173,
117]. For those working on 2D filters, considering that the kernel size
is usually small (e.g. , 3× 3) and a couple of new parameters are in-
troduced to represent the 2D kernel, the compression ratio in terms of
reduction of parameters is not impressive [147, 137]. The other filter
decomposition methods [173] consider a 3D kernel as an intact element
making impossible the reduction of the number of input channels [56].
This prevents the application of the method to narrow networks with
much fewer output channels but more input channels. For example, in
DenseNet-12-40, there are only 12 output channels which makes it not
economic to decompose the 3D filters.

The aforementioned methods either collapse or maintain the 3D filters
during decomposition, which can be regarded as ’hard’ decomposition.
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They are only coarse-grained configurations on the two boundary op-
erating points. The motivation of the filter basis learning method is
to provide the missing in-between fine-grained operating points and
to balance the parameter distribution between the two decomposed
convolutions. Thus, the proposed method circumvents the limitation of
the ’hard’ filter decomposition methods. We split the 3D filters along
the input channel dimension and each split is considered as a basic
element. We assume that the ensemble of those basic elements within
one convolutional layer can be represented by the linear combinations
of a basis. Our aim is to learn the basis and the linear combination
together. During inference, the basis can be combined to reconstruct
the original element, i.e. , the 3D split. Then the splits are stacked along
the input channel dimension to form the original 3D filters. Also, as
it will be explained in the following of the chapter, the convolutions
with respect to the original 3D filters can be converted to convolutions
with respect to the learned basis. Thus, our method can be easily and
efficiently implemented and embedded into the state-of-the-art net-
works. Compared with previous works, our basis learning method also
generalized easily to 1× 1 convolution, which is vital for compressing
networks with intensive 1× 1 convolutions.

The contribution of this chapter is four-fold.

• A novel basis learning method is proposed. With the introduced
channel split factor, a unified formulation of previous filter de-
composition methods [65, 173, 147] is provided. By changing the
channel split factor, different filter decomposition methods could
derived. The proposed method achieves balanced distribution of
parameters between the two decomposed matrices.

• By splitting filters along the channel dimension, the available
number of filters (actually splits) increases. Thus, with the pro-
posed method, it becomes feasible to compress networks whose
output channel number is much smaller than the input channel
number. The proposed method can be applied to convolutional
layers with different kernel sizes and even 1× 1 convolutions.

• The proposed method generalizes well on both high-level vision
tasks and low-level vision tasks. Compared with the high-level
vision tasks such as image classification where a single class
is regressed, the low-level image SR task is more challenging
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since the algorithm need to recover every pixel and the content
detail in the image. However, none of the previous works apply
compression method to networks designed for low-level task. Our
experimental results show that network compression method also
works well for image SR.

2.2 related work

Network compression as a research topic has attracted an increased
interest recently. The works in this field can be roughly grouped into
four categories, namely, network pruning, network quantization, filter
decomposition, and knowledge distillation.

2.2.1 Network Pruning

Non-structured pruning. To compress neural networks, network prun-
ing disables the weak connections in a network that have a small
influence on its prediction accuracy. Earlier pruning methods explore
unstructured network weight pruning by deactivating connections cor-
responding to small weights or by applying sparsity regularization to
the weight parameters [47, 98, 48]. The resulting irregular weight pa-
rameters of the network are not implementation-friendly, which hinders
the real acceleration rate of the pruned network over the original one.

Structured Pruning. To overcome the problem of non-structured
pruning, structured pruning is proposed to remove redundant channels
in feature maps which result in regular kernel shapes and implementation-
friendly algorithms [4, 178, 150]. Wen et al. [150] explored structured
sparsity including channel-wise, shape-wise, and depth-wise sparsity
in deep neural networks. He et al. [56] proposed channel pruning to ac-
celerate deep neural networks. Their method can choose representative
channels and prune redundant ones, based on LASSO regression.

2.2.2 Network Quantization

Network quantization aims at reducing the model size of neural net-
works by quantizing the weight parameters. Han et al. [47] demon-
strated how to quantize weight parameters to a relatively small number
of shared weights without loss of accuracy. Chen et al. [19] introduced
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a hash function to group network connections into hash buckets and
forced connections falling into the same buckets to share the same
weight. Other works attempt to reduce the precision of parameter by
introducing binary [124, 24, 23] and ternary [181] weights.

2.2.3 Filter Decomposition

Apart from the two aforementioned methods, filter decomposition is
proposed to approximate the original filter with parameter efficient rep-
resentations [29, 65, 74, 173, 147, 117]. Early low-rank approximation ap-
plies matrix decomposition by using SVD [29] or CP-decomposition [74].
Jaderberg et al. [65] proposed to approximate the 2D filter set by a
linear combination of a smaller basis set of 2D separable filters. Wang et
al. [147] built on the work of Jaderberg et al. and further rearranged
the decomposed filter sequentially. In their work, each normal con-
volution is decomposed into several layers of depth-wise convolution
followed by 1× 1 convolution. Son et al. [137] proposed to use k-means
algorithm to cluster the 3× 3 convolutional kernels. The kernels that
fall in the same cluster share the same weight parameter. However,
for each 3× 3 kernel, a scale and an index parameter is introduced to
represent the kernel. So the compression ratio in terms of number of
parameters is fixed and slightly larger than 2/9. The same problem
exists for [147]. Although the compression ratio 1/9 could be achieved
by [147], the classification accuracy is severely diminished. Another
drawback of [137] is that it could not be applied to 1× 1 convolutions
favored by modern networks such as ResNet and DenseNet.

Instead of working on 2D filters as in the previous low-rank approxi-
mation, Zhang et al. [173] directly dealt with 3D filters by considering
the input channel as the third dimension. However, their method can-
not reduce the input channel. This prohibits the application of the
decomposition method narrow networks with small output channel
but large input channel such as DenseNet. In a recent work, Peng et al.
[117] proposed to approximate a normal convolution by group convo-
lution followed by a linear combination (1× 1 convolution). However,
they did not apply their approximation methods to DenseNet, which is
of particular interest in the newly proposed architectures.

By contrast, our proposed basis learning method can be applied to
convolutions with any kernel size and any input/output channel size.
This makes our method flexible to compress different modern networks.
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2.2.4 Knowledge Distillation

Knowledge distillation transfers the knowledge of a teacher network
to a student network [57]. Current research in this direction focuses
on the architectural design of the student network [25, 6] and the
loss function [144]. It can make major modifications to the network
components such that the student only needs to mimic some behaviors,
e.g. , the intermediate feature or output of the original network.

2.3 filter decomposition for network compression

Given an input image x ∈ X , the aim of supervised learning is to
recover the corresponding label y ∈ Y . For low-level vision tasks
such as image SR, the label is the ground-truth high-resolution image
corresponding to the low-resolution input image x. For high-level
image classification, y is a class label of the image. The regression
process can be represented by a simple function

ŷ = fΘ(x), (2.1)

where ŷ denotes the regressed label and fΘ(·) is the regression function
of the neural network parameterized by Θ.

2.3.1 Decomposing convolution layer with filter basis

We assume that a convolution layer has c input channels and n output
channels, and the kernel size is w× h. In order to reduce the number of
parameters in neural network, different decomposition methods have
been suggested. Zhang et al. assumed the parameters of a convolution
layer could be approximated by a low-rank matrix [173], i.e. ,

W ≈ B ·A, (2.2)

where W ∈ <cwh×n = [W1, · · · , Wn] is the matrix that contains the
vectorized 3D filters, the multiplication of matrix B ∈ <cwh×m and
matrix A ∈ <m×n is a low-rank matrix with rank m < n. Besides
formulating the parameters of convolution layer as a cwh× n matrix,
there are also other low-rank approximation works [65, 147] which
consider the parameter matrix as a wh× cn matrix. These works treat
each channel in the 3D filter independently.
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Figure 2.4: Comparison of different filter decomposition methods.
Right: each channel of the 3D filter is considered as a basic
element. A unique set of basis is learned for the n 2D filters
in each channel. Middle (the proposed): the 3D filters are split
into s groups along the channel dimension and each group
is considered as a basic filter element. A basis set is learned
for all of the n× s splits of all the 3D filters. Left: the 3D
filter is considered as a whole. A basis set is learned for the
3D filters.

In Eqn. (2.2), the approximation of filter can also be analyzed in a
filter basis decompostion perspective. Each 3D filter Wi ∈ <cwh×1 (or
Wi ∈ <wh×1 for the channel-wise decomposition case) is represented by
the linear combination of a set of m filter basis {Bj|j = 1, · · · , m} with
the coding coefficient vector Ai ∈ <m×1:

Wi ≈
m

∑
j=1

αj,iBj, i = 1, · · · , n. (2.3)

where Ai is the i-th column of A, Bj is the j-th filter basis with dimension
cwh× 1 or wh× 1 for the 3D filter-wise decomposition and 2D channel-
wise decomposition cases, respectively. An illustration of direct 3D
filter-wise decomposition and channel-wise filter decomposition can be
found in the left and right part of Fig. 2.4.
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From the viewpoint of filter basis decomposition, more flexible de-
composition strategy can be adopted. In the next subsection, we analyze
the relationship between the dimension of filter basis and compression
rate, and suggest a split-wise decomposition approach for network
compression.

2.3.2 Compression rate with different filter basis

If we utilize m 3D filter basis as a basic element (Fig 2.4: Left) to
decompose the parameters of a convolution layer, the compression rate
of the parameters is

m · c · w · h + m · n
n · c · w · h =

m
n
+

m
c · w · h , (2.4)

where (n · c · w · h), (m · c · w · h), and (m · n) is the number of param-
eters of the original convolution layer, the filter basis, and the coding
coefficients, respectively. In most of existing neural networks, c · w · h
is much larger than n. Thus, the first term in Eqn. (2.4) dominates the
compression rate. For the 2D channel-wise decomposition case, we can
similarly get the compression rate, namely,

m · w · h + c ·m · n
n · c · w · h =

m
n · c +

m
w · h . (2.5)

The major storage budget is used for the coding coefficients.
In order to achieve a better trade-off between compressing the basis

and coefficients, we split the 3D filters along the channel dimension
by a channel split factor s as illustrated in the middle part of Fig. 2.4.
That is, the c×w× h filter is divided into s smaller splits and each split
has p channels. In this way, the s smaller filters are stacked along the
channel dimension to form the original filter and

c = s · p. (2.6)

As a result, the n 3D c× w× h filters can be regarded as n · s filters
with size p × w × h. Then, the problem becomes learning the basis
and the representation coefficients of the n · s smaller filters. And the
compression rate becomes

m · p · w · h + m · n · s
n · c · w · h =

m
n× s

+
m

p · w · h . (2.7)
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By adjusting the channel split factor s, Eqn. (2.7) generalizes easily to
3D filter-wise decomposition and channel-wise decomposition. When
s = 1, the compression rate in Eqn. (2.4) could be derived. And when
s = c, channel-wise decomposition in Eqn. (2.5) could be derived.

The compression rate equation in Eqn. (2.7) enable us to utilize gener-
alized split-wise decomposition formula to achieve better compression
rate. Concretely, the optimal compression rate with respect to the size
of filter basis could be achieved by solving the following optimization
problem:

{s∗, p∗} = arg min
{s,p}

{
m

n× s
+

m
p · w · h

}
s.t. c = s · p

=

{√
c · w · h

n
,
√

n · c
w · h

}
. (2.8)

We can further quantize p to the nearest integer that can divide c. For
most of the convolutional layers, the input channel c and output channel
n are the same or of the same magnitude order, i.e. , c ≈ n. Thus, the
optimal group s∗ ≈

√
w× h. That is to say, the optimal configuration

of splits is neither Fig. 2.4: Left nor Fig. 2.4: Right but the middle state
between them.

2.3.3 Implementing with convolution

In this subsection, we show that filter decomposition can be imple-
mented by convolution in the forward pass. By rearranging the opera-
tion, the proposed filter decomposition approach can not only compress
network parameters but also alleviate the computation burden in the
network.

We start with the case where there is only one split, i.e. , s = 1. As
in Eqn. (2.3), we utilize linear combination of filter basis to reconstruct
the 3D filter Wi = ∑m

j=1 αj,iBj. For the simplicity of notation, we use the
same notation to represent the original non-vectorized 3D filters and
basis, i.e. , Wi, Bj ∈ <c×w×h. Thus, the convolution between the input
feature map x and the 3D kernel becomes

x ∗Wi = x ∗
(

m

∑
j=1

αj,iBj

)
=

m

∑
j=1

αj,i
(
x ∗ Bj

)
. (2.9)
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(a)

(b)

Figure 2.5: Illustration of the proposed basis learning method. Op-
erations are converted to convolutions. Unlike the normal
convolution, our method splits both the input feature map
and the 3D filter along the channel dimension. A set of
basis is learned for the ensemble of splits. Every split of the
input feature map is convolved with the basis. A final 1× 1
convolution generates the output.

The second equality follows the linearity of convolution. Eqn. (2.9)
decompose the convolution operation with 3D filter Wi as linear com-
bination of convolution operations with filter basis {Bj, j = 1, . . . , m}.
The linear combination can be implemented by a 1× 1 convolution.

For more general split-wise decomposition cases, we use smaller
filter basis {Bj ∈ <p×w×h, j = 1, . . . , m} to reconstruct each sub-part of
the 3D filter, namely,

Wi =
[
Wi,1; . . . ; Wi,s

]
, (2.10)

Wi,g =
m

∑
j=1

αj,i,gBj, (2.11)
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where Wi,g ∈ <p×w×h is a split of the 3D filter, g = 1, . . . , s is the split
index, and [·] is the operator that stacks the basis along the channel
dimension. Accordingly, the convolution between x and Wi becomes

x ∗Wi = [x1, · · · , xs] ∗
[
Wi,1, · · · , Wi,s

]
=

s

∑
g=1

xg ∗Wi,g =
s

∑
g=1

xg ∗
m

∑
j=1

αj,i,gBj

=
s

∑
g=1

m

∑
j=1

αj,i,g
(
xg ∗ Bj

)
. (2.12)

where {xg, g = 1, . . . , s} in Eqn. (2.12) are the splits of the input x. As
revealed by Eqn. (2.12), in the split-wise decomposition case, each split
of feature map is firstly convolved with the filter basis, and then the
final output is achieved by a weighted summation of the convolution
results. This operation on feature map splits could be implemented
as a 3D convolution as in Pytorch [115] or Tensorflow [1] with stride
p = c/s and no padding along the channel dimension. But we find the
3D convolution implementation is not efficient. In this way it takes 121

ms to run the compressed EDSR model for one iteration with batch
size 16 and patch size 48× 48. Instead, we implement the operation
with s 2D convolutions that share the same weight parameter and the
running time drops to 62 ms. The linear combination is again converted
to a 1× 1 convolution. Thus, no matter how many splits there are,
a standard convolution can be decomposed into a convolution with
respect to the basis and a 1× 1 convolution. The implementation is
illustrated in Fig. 2.5.

2.3.4 Filter basis decomposition for special filter sizes

As shown in the above analysis, our basis learning method follows a
general setting of filter size, i.e. , n× c× w× h. This means that the
proposed basis learning method can be applied to any convolutional
filters. Here we emphasize two special filter sizes.

1× 1 convolution: The first one is 1× 1 convolution which is fa-
vored by modern neural networks [53, 62]. When the input/output
channels are quite large, considerable parameters and computation
are consumed by 1× 1 convolution. For example, in DenseNet-12-40

architecture [62], 12.1% of the parameters is in the two large 1 × 1
convolutions. Unfortunately, prior filter decomposition works [65, 29,
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147] could not be applied to this kind of convolution. Following our
formulation Eqn. (2.9) through Eqn. (2.12), a 1× 1 convolution with
large n and c can be decomposed into two cheaper ones.

c � n > m convolution: In some networks such as DenseNet, the
output channel n is much smaller than the input channel c. In this
case, according to Eqn. (2.4), we are in the dilemma of either choosing
a even smaller basis size m at the risk of losing too much accuracy
or selecting an m comparable with n thus resulting in uneconomic
compression. As revealed by Eqn. (2.5), by splitting the 3D kernels
along the channel dimension, we can have s times more filters. So
we can gracefully choose a comfortable basis size that leads to both
economic compression and high accuracy.

2.4 learning filter basis

In the previous section, we have shown that decomposing filter splits
into linear combinations of filter basis could reduce the computational
burden and parameter number of networks. In this section, we present
our learning method for learning filter basis.

2.4.1 General filter basis learning approach

For the purpose of notation simplicity, we only introduce the simple
case of using B · A to approximate filter W. The training method
for the split-wise case of approximating W with B · A is exactly the
same. We jointly minimize the approximation error ‖W− B ·A‖2

F and
the network target loss L(y, f (x)). For example, to compress image
restoration network with mean square error (MSE) loss, our training
objective function is

min
Bl ,Al

∥∥y− fB,A|Θ(x)
∥∥2

F + γ
L

∑
l=1

∥∥∥Wl − Bl ·Al
∥∥∥2

F
, (2.13)

where fB,A|Θ(·) denotes the CNN with parameter {B, A} conditioned
that the other parameters Θ are known and the superscript l indexes
the l-th layer of an L-layer network.

After having learned the basis and the coding matrices {B, A}, there
is no need to store the original filters. During inference, {B, A} is used
as the weight parameter as the lightweight and 1 × 1 convolution,
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DenseBlock 36

DenseBlock 35

...

DenseBlock 2

DenseBlock 1

...

Figure 2.6: Basis sharing for the compression of DenseNet-12-40. The
basis set is shared by all of the DenseBlocks in DenseNet-
12-40. The shared basis is split into 36 splits. The basis
of a certain DenseBlock is sliced from the shared basis set.
Starting from the lower DenseBlock, every DenseBlock adds
a new split from the shared basis set to the basis of the
previous block forming the basis of current block. Thus, the
basis channel of the DenseBlock grows gradually.

respectively. The total number of parameters of the basis and the
coding coefficient is much fewer than those of the original filters, thus
achieving a reduction of the number of parameters.

2.4.2 Basis sharing

To compress the networks further, we can force several or all convolu-
tional layers to share the same basis set depending on the compression
degree we want to achieve. The weight sharing strategy can be cus-
tomized to the networks. For example, in ResNet [53] and the following
works SRResNet [76], EDSR [96], there are two convolutions in the
residual block. We can let the two convolutions share the basis. In
ResNet-56 architecture for CIFAR10, the residual blocks are grouped
into three groups, each with 9 residual blocks and increasing feature
map channels. The channels in the lower residual block groups are
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relatively small (16 and 32 for the first and second group). To achieve a
satisfying compression rate, we have the convolutions within the same
group share a common basis set. Moreover, in DenseNet, the input
channel grows gradually with a step 12. There is no clear sign like
in ResNet to indicate which convolution should share the basis. In
this case, all of the convolutional layers share the same basis. For the
lower layers, only a slice of the basis is used while only for the last
convolutional layer the whole basis is used. The basis sharing strategy
for DenseNet-12-40 is shown in Fig. 2.6.

In conclusion, we can apply block-wise, group-wise, or network-wise
basis sharing flexibly according to the architecture of the target network.

2.5 experimental results

2.5.1 Experiment setup

We show the experimental results in this section and compare with
the state-of-the-art methods on both image classification and image
SR. For classification, we applied our basis learning method to vari-
ous networks including VGG [136], ResNet [53], and DenseNet [62].
We evaluate the performance of compressed models on CIFAR10 [70]
dataset. The training and testing subset contains 50,000 and 10,000

images, respectively. As is done by prior works [53, 62], we normalize
all images using channel-wise mean and standard deviation of the the
training set. Standard data augmentation is also applied. We train
the compressed networks for 300 epochs with Stochastic Gradient De-
scent (SGD) optimizer and an initial learning rate of 0.1. The learning
rate is decayed by 10 after 50% and 75% of the epochs.

For image SR, we applied our method to two typical SR networks,
namely, SRResNet [76] and EDSR [96]. SRResNet is a middle-level
network with 1.5M parameters while EDSR is quite a huge network with
43M parameters but much higher Peak Signal-to-Noise Ratio (PSNR)
accuracy. For fast training, we also compressed a lighter version of
EDSR with 8 residual blocks and 128 channels per convolution in the
residual block. We denote this network as EDSR-8-128. The networks
are trained on DIV2K [2] dataset that contains 1,000 2K images. We
test the networks on five datasets: Set5 [9], Set14 [166], B100 [108],
Urban100 [63], and DIV2K validation set. Adam optimizer [69] is used
for training SR networks. We use the default hyper-parameter. The
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networks are trained for 300 epochs. The learning rate starts from
1× 10−4 and decays by 10 after 200 epochs.

We reimplemented the network compression method Factor [147]
and Group [117]. For the Factor method, to compare the methods fairly,
we use two and three single intra-channel convolutional layers (SIC
layer) [147] in Table 2.2, two SIC layers in Table 2.5 and Table 2.6, and
one SIC layer in Table 2.3 to substitute one standard convolutional layer.
To keep the number of parameter of the Group method [117] at the
same level with other methods, the group size is set to 8, and 64 to
approximate ResNet and VGG, respectively. To compress DenseNet, 3

groups are used for the first 20 DenseBlocks while 6 groups are used
for the rest DenseBlocks.

2.5.2 Validation on super-resolution

The compression results of SR networks are shown in Table 2.1, Table 2.2,
and Table 2.3. In Table 2.1, we explore different operating points applied
to EDSR. We use 4 splits for the convolution in the residual block.
For a clearer comparison, we report the number of parameters and
compression ratio for one residual block since all of the other blocks
has the same parameter. And we keep to this setting in Table 2.2 and
Table 2.3. By default, each convolution layer uses an unique basis set,
i.e. , without basis sharing. In Table 2.1 and Table 2.3, the corresponding
basis sharing result is also shown.

In Table 2.1, there are several noticeable points. Firstly, the com-
pressed models with and without basis sharing technique achieve
almost the same PSNR for different m. But with basis sharing, the
model size is further compressed. Secondly, when m = 64 and basis
sharing is used, the compressed model only accounts for 9% of the
parameters of the original network. When basis sharing is further used,
an impressive compression rate of 5.9% is achieved while the PSNR
result is not far away from the baseline. Thirdly, the most aggressive
compression ratio is 1.5%. Considering that there are 32 and 16 residual
blocks in EDSR and SRResNet respectively, this operating point brings
the model size from EDSR level to SRResNet level while the PSNR of
the resulting model is higher than that of SRResNet.

In Table 2.2, the results of Factor [147] and our basis learning method
are shown for the SRResNet and EDSR-8-128. A lighter and a heavier
operating point are reported for each compression method. The pro-
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Metrics
Basis Share Base-

lineNo / Yes
m = 16

No / Yes
m = 32

No / Yes
m = 64

PSNR
(dB)

Set5 32.14 / 32.16 32.22 / 32.20 32.33 / 32.30 32.48

Set14 28.58 / 28.57 28.66 / 28.64 28.72 / 28.73 28.81

B100 27.58 / 27.57 27.62 / 27.61 27.66 / 27.64 27.72

Urban100 26.05 / 26.00 26.20 / 26.20 26.38 / 26.38 26.65

DIV2K 28.96 / 28.93 29.06 / 29.04 29.14 / 29.14 29.25

#Params 27k / 17k 53k / 35k 106k / 70k 1180k
Comp. Ratio (%) 2.3 / 1.5 4.5 / 3.0 9.0 / 5.9 100

Table 2.1: Ablation study on compressing EDSR for image SR. The
upscaling factor is ×4. m is the number of basis. The number
of splits p for a convolution is 4.

SRResNet [76]
Factor
SIC2

Factor
SIC3

Basis-64-14

(ours)
Basis-32-32

(ours)
Base-
line

PSNR
(dB)

Set5 31.68 31.86 31.84 31.90 32.03

Set14 28.32 28.38 28.38 28.43 28.50

B100 27.37 27.40 27.39 27.44 27.52

Urban100 25.47 25.58 25.54 25.65 25.88

DIV2K 28.59 28.65 28.63 28.69 28.85

#Parameters 19k 28k 18k 27k 74k
Comp. Rate (%) 25.3 38.0 24.3 36.1 100

EDSR-8-128 [96]
Factor
SIC2

Factor
SIC3

Basis-128-27

(ours)
Basis-128-40

(ours)
Base-
line

PSNR
(dB)

Set5 31.82 31.96 31.95 32.03 32.10

Set14 28.40 28.47 28.42 28.45 28.55

B100 27.43 27.49 27.46 27.50 27.55

Urban100 25.63 25.81 25.76 25.81 26.02

DIV2K 28.70 28.81 28.76 28.82 28.93

#Parameters 70k 105k 69k 102k 295k
Comp. Rate (%) 23.8 35.7 23.4 34.7 100

Table 2.2: Comparison between Factor [147] and the proposed
method. The upscaling factor is ×4. ‘SIC*’ denotes the
number of SIC layers in Factor. ‘Basis-N-S’ means that the
number of basis is S and each basis has N input channels.
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Method
PSNR [dB] #Param [k]

/ Ratio (%)Set5 Set14 B100 Urban100 DIV2K

Upscaling Factor ×2
Factor [147] 37.95 33.53 32.15 31.99 34.60 136 /11.5

Basis-S (ours) 38.09 33.75 32.23 32.38 34.77 90 /7.6
Basis (ours) 38.12 33.72 32.27 32.46 34.84 164 /13.9

Baseline 38.19 33.95 32.35 32.97 35.03 1180 /100

Upscaling Factor ×3
Factor [147] 34.33 30.31 29.08 28.10 30.91 136 /11.5

Basis-S (ours) 34.47 30.41 29.15 28.39 31.06 90 /7.6
Basis (ours) 34.55 30.46 29.18 28.51 31.11 164 /13.9

Baseline 34.68 30.53 29.26 28.81 31.26 1180 /100

Upscaling Factor ×4
Factor [147] 32.05 28.54 27.55 25.98 28.92 136 /11.5

Basis-S (ours) 32.29 28.63 27.62 26.25 29.06 90 /7.6
Basis (ours) 32.39 28.69 27.64 26.36 29.13 164 /13.9

Baseline 32.48 28.81 27.72 26.65 29.25 1180 /100

Table 2.3: Compression results for EDSR. Basis-S uses basis sharing
for the two convolutions within the same residual block. The
number of basis in the proposed method is 32.

posed method outperforms Factor under the two settings. To further
compare Factor and the proposed method, we apply the compression
method to the fully-fledged EDSR model. As shown in Table 2.3, the
compressed model Basis-S is much better than Factor and in the mean-
while with fewer parameters. The PSNR result of our Basis-S is slightly
worse than that of Basis. The visual results for image super-resolution
are shown in Fig. 2.8 and Fig. 2.7 for compressing SRResNet and EDSR-
8-128 respectively. Compared with Factor [147] and Group [117], the
SR images from our compressed model are very close to the baseline in
terms of both visual quality and PSNR values.

2.5.3 Validation on image classification

In Table 2.4, we show different operating points for the proposed
method applied on DenseNet-12-40 architecture. When the basis size
increases from 24 to 32, the corresponding error rate decreases from
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Ground Truth:

PSNR (dB)
Factor [147]: 34.67 Basis-S (ours): 34.99 Basis (ours): 35.10 Baseline: 35.27

Ground Truth:

PSNR (dB)
Factor [147]: 32.47 Basis-S (ours): 32.48 Basis (ours): 32.68 Baseline: 32.69

Figure 2.7: Visual results for compressed EDSR models. The upscal-
ing factor ×4.

Configuration Top-1 Error (%) #Params Comp.(%)

M24 5.69 320k 30.8
M26 5.70 336k 32.3
M32 5.57 383k 36.8

M36T6 5.32 331k 31.8
M38T12 5.56 326k 31.3

Baseline 5.26 1041k 100

Table 2.4: Ablation study on compressing DenseNet-12-40. Top-1 er-
ror is reported for CIFAR10 image classification. “M*” means
the number of basis in DenseBlock. “T*” means the number
of splits in the transition layers.

5.69% to 5.57%. In addition, by applying compression to the 1× 1
convolution in the transition layer, we can save some parameter budget
for the DenseBlock, which is relatively more important in the network.
Thus, for ‘M36T6’ and ‘M38T12’, we can utilize more basis and at the
same time with smaller number of parameters. Compared with ‘M32’,
‘M36T6’ further reduces the error rate by 0.25%. Interestingly, although
our ‘M38T12’ model uses two more basis than ‘M36T6’, the error rate
rises a little bit. This is because ‘M38T12’ uses an aggressive compres-
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Factor-SIC2: Factor-SIC3: Basis-14-64 (ours): Basis-32-32 (ours): Baseline:
26.44 dB 26.47 dB 26.47 dB 26.57 dB 26.65 dB

Factor-SIC2: Factor-SIC3: Basis-14-64 (ours): Basis-32-32 (ours): Baseline:
21.88 dB 21.91 dB 21.91 dB 22.01 dB 22.09 dB

Factor-SIC2: Factor-SIC3: Basis-14-64 (ours): Basis-32-32 (ours): Baseline:
39.68 dB 39.80 dB 39.74 dB 39.94 dB 40.28 dB

Figure 2.8: Visual results for compressed SRResNet models. The up-
scaling factor ×4.

sion, i.e. , s = 12 in the transition block. Therefore, the compression
degree of the DenseBlock and the transition block should be balanced
to obtain the best trade-off between compression ratio and accuracy.

The compression results of different methods for VGG-16, DenseNet-
12-40, and ResNet-56 are shown in Table 2.5. For a fair comparison,
we follow the setting in [137] for VGG-16. That is, only one instead
of three fully-connected layer is appended after the last pooling layer.
On VGG-16, our method shows the most aggressive compression and
the lowest error rate. For our compressed model, we only suffer 0.2%
increase of error rate, which is quite small compared with 0.71% 1.14%
increase of Group [117] and Factor. And our model has the smallest
size. Our compression method and KSE [95] shoots the lowest error
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Model Method
Top-1 Error (%)

/ Baseline
#Param.

Comp.
Rate(%)

VGG-16

K-means [137] 6.24 / 5.98 3.27M 22.2
Factor [147] 7.12 / 5.98 3.34M 22.7
Group [117] 6.69 / 5.98 3.80M 25.9
Basis (ours) 6.18 / 5.98 3.21M 21.8

DenseNet-12-40

K-means 5.44 / 5.26 335k 32.2
Factor 6.71 /5.26 317k 30.4
Group 6.65 / 5.26 337k 32.4

KSE [95] 5.30 / 5.19 390k 37.5
[102](70%) 5.65 / 5.19 350k 33.6

Simple-SVD 7.14 / 5.26 360k 34.6
Basis (ours) 5.32 / 5.26 331k 31.8

ResNet-56

K-means [137] 6.76 / 6.28 190k 22.4
Factor 8.70 / 6.28 212k 24.9
Group 6.45 / 6.28 206k 24.3

KSE 7.12 / 6.97 360k 42.4
Basis (ours) 6.60 / 6.28 186k 21.9

Table 2.5: Parameter compression results of networks trained on CI-
FAR10. For a fair comparison, the model size from different
methods is kept to the same level.

Model Method Top-1 Err.(%) / Baseline FLOPs (%)

VGG

K-means [137] 6.24 / 5.98 100

Factor [147] 7.12 / 5.98 36.6
Group [117] 6.69 / 5.98 46.1
Basis (ours) 6.23 / 5.98 23.5

ResNet56

CaP [110] 6.78 / 6.49 50.2
ENC [67] 7.00 / 6.90 50.0
AMC [55] 8.10 / 7.20 50.0
KSE [95] 6.77 / 6.97 48.0

Basis (ours) 6.08 / 7.05 50.0

Table 2.6: FLOPs compression results of networks trained on CI-
FAR10. For K-means, the practical FLOPs in the authors’
code rather than the theoretical is reported.
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Figure 2.9: Comparison between the proposed basis learning method
and KSE. Experiments are done on ResNet-56 trained CI-
FAR10.

rate on DenseNet-12-40. As for the compression ratio, although Factor
is slightly lower than ours, its accuracy is the worst among all the
compared methods. For ResNet-56, our method performs comparable
with Group in terms of accuracy while with 20k fewer parameters.
Table 2.6 and Fig. 2.9 compare the computational cost of the proposed
method and the state-of-the-art. Results are reported at operating points
different from those in Table 2.5. For VGG-16, our method achieves the
lowest error rate under the severest FLOPs reduction. For ResNet-56,
the proposed method outperforms the others by a significant margin
under the same FLOPs reduction. In Fig. 2.9, our method always shoots
a lower error rate than KSE.

The error curves during training and testing for DenseNet-12-40,
ResNet-56, and VGG-16 on CIFAR10 are shown in Fig. 2.10c, Fig 2.10b,
and Fig 2.10a, respectively. Our method shoots the lowest stable error
rate for all the three networks during training and testing.

2.6 conclusion

In this chapter, we explored how to learn a filter basis set for convolution
operations in modern CNNs. Our method is not limited by the filter
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size. Thus, it can be applied to 1× 1 convolution and convolution
with large input channel and smaller output channel. We applied our

(a) VGG-16.

(b) ResNet-56.

Figure 2.10: Training and testing error of different compression meth-
ods.
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(c) DenseNet-12-40.

Figure 2.10: Training and testing error of different compression meth-
ods (continued).

basis learning method to image classification and SR networks. The
experiments validate the advantage of our basis learning method. Our
compressed SRResNet and EDSR outperforms the models from the
previous filter decomposition method. For the image SR network EDSR,
the most aggressive compression our method brings the model size
from EDSR level to SRResNet level while being more accurate than
SRResNet. For VGG-16, the error rate of the model compressed by our
method is within 0.2% the baseline error, which is much better than the
results of other compression methods. Our filter basis learning method
leads to state-of-the-art performance on ResNet and DenseNet.





3
D I F F E R E N T I A B L E M E TA P R U N I N G

3.1 introduction

These days, network pruning has become the workhorse for network
compression, which aims at lightweight and efficient model for fast
inference [47, 56, 103, 89]. This is of particular importance for the de-
ployment of tiny Artificial Intelligence (AI) algorithms on smart phones
and edge devices [50]. Since the emerging of network pruning a couple
of methods have been proposed based on the analysis of gradients,
Hessians or filter distribution [75, 51, 32, 111, 54]. With the advent of
AutoML and NAS [182, 17], a new trend of network pruning emerges,
i.e. pruning with automatic algorithms and targeting distinguishing
sub-architectures. Among them, reinforcement learning and evolution-
ary algorithm become the natural choice [55, 101]. The core idea is to
search a certain fine-grained layer-wise distinguishing configuration
among the all of the possible choices (population in the terminology of
evolutionary algorithm). After the searching stage, the candidate that
optimizes the network prediction accuracy under constrained budgets
is chosen.

The advantage of these automatic pruning methods is the final layer-
wise distinguishing configuration. Thus, hand-crafted design is no
longer necessary. However, the main concern of these algorithms
is the convergence property. For example, reinforcement learning is
notorious for its difficulty of convergence under large or even middle
level number of states [139]. Evolutionary algorithm needs to choose
the best candidate from the already converged algorithm. But the
dilemma lies in the impossibility of training the whole population
till convergence and the difficulty of choosing the best candidate from
unconverged population [101, 52]. A promising solution to this problem
is endowing the searching mechanism with differentiability or resorting
to an approximately differentiable algorithm. This is due to the fact that
differentiability has the potential to make the searching stage efficient.
Actually, differentiability has facilitated a couple of machine learning
approaches and the typical one among them is NAS. Early works

37
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(a) FLOPs compression ratio.
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(b) Parameter compression ratio.

Figure 3.1: Top-1 error vs. FLOPs and parameter compression ratio
on MobileNets. The original model with different width
multipliers α is set as the baseline. The DHP operating
points near 100% FLOPs ratio is obtained by pruning the
two networks with α = 2. The DHP models outperforms
the original at all the operating points.

on NAS have insatiable demand for computing resources, consuming
tens of thousands of GPU hours for a satisfactory convergence [182,
183]. Differentiable Architecture Search (DARTS) reduces the insatiable
consumption to tens of GPU hours, which has boosted the development
of NAS during the past year [100].

Another noteworthy direction for automatic pruning is brought by
MetaPruning [101] which introduces hypernetworks [45] into network
compression. The output of the so-called hypernetwork is used as the
parameters of the backbone network. During training, the gradients are
also back-propagated to the hypernetworks. This method falls in the
paradigm of meta learning since the parameters in the hypernetwork
act as the meta-data of the parameters in the backbone network. But
the problem of this method is that the hypernetworks can only output
fixed-size weights, which cannot serve as a layer-wise configuration
searching mechanism. Thus, a searching algorithm such as evolutionary
algorithm is necessary for the discovery of a good candidate. Although
this is quite a natural choice, there is still one interesting question,
namely, whether one can design a hypernetwork whose output size
depends on the input (termed as latent vector in this chapter) so that
by only dealing with the latent vector, the backbone network can be
automatically pruned.
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Figure 3.2: The workflow of the proposed differentiable pruning
method. The latent vectors z attached to the convolutional
layers act as the handle for network pruning. The hypernet-
work takes two latent vectors as input and emits output as
the weight of the backbone layer. `1 sparsity regularization
is enforced on the latent vectors. The differentiability comes
with the hypernetwork tailored to pruning and the proximal
gradient exploited to solve problem. After the pruning stage,
sparse latent vectors are obtained which result in pruned
weights after being passed through the hypernetwork.

To solve the aforementioned problem, we propose the differentiable
meta pruning approach via hypernetworks, i.e. Differentiable Hyper
Pruning (DHP) shown in Fig. 3.2. A new design of hypernetwork is
proposed to adapt to the requirements of differentiability. Each layer is
endowed with a latent vector that controls the output channels of this
layer. Since the layers in the network are connected, the latent vector also
controls the input channel of the next layer. The hypernetwork takes
as input the latent vectors of the current layer and previous layer that
controls the output and input channels of the current layer respectively.
Passing the latent vectors through the hypernetwork leads to outputs
which are used as the parameters of the backbone network. To achieve
the effect of automatic pruning, `1 sparsity regularizer is applied to
the latent vectors. A pruned model is discovered by updating the
latent vectors with proximal gradient. The searching stage stops when
the compression ratio drops to the target level. After the searching
stage, the latent vectors are sparsified. Accordingly, the outputs of
the hypernetworks that are covariant with the latent vector are also
compressed. The advantage of the proposed method is that it is only
necessary to deal with the latent vectors, which automates network
pruning without the other bells and whistles.
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With the fast development of efficient network design and NAS, the
usefulness of network pruning is frequently challenged. But by ana-
lyzing the performance on MobileNetV1 [59] and MobileNetV2 [133]
in Fig. 3.1, we conclude that automatic network pruning is of vital
importance for further exploring the capacity of efficient networks.
Efficient network design and NAS can only result in an overall architec-
ture with building blocks endowed with the same sub-architecture. By
automatic network pruning, the efficient networks obtained by either
human experts or NAS can be further compressed, leading to layer-
wise distinguishing configurations, which can be seen as a fine-grained
architecture search.

Thus, the contribution of this chapter is as follows.

I A new architecture of hypernetwork is designed. Different from
the classical hypernetwork composed of linear layers, the new de-
sign is tailored to automatic network pruning. By only operating
on the input of the hypernetwork, the backbone network can be
pruned.

II A differentiable automatic networking pruning method is pro-
posed. The differentiability comes with the designed hypernet-
work and the utilized proximal gradient. It accelerates the conver-
gence of the pruning algorithm.

III By the experiments on various vision tasks and modern CNNs [53,
62, 59, 133, 169, 131, 76, 96], the potential of automatic network
pruning as fine-grained architecture search is revealed.

3.2 related works

3.2.1 AutoML

Recently, there is an emerging trend of exploiting AutoML for automatic
network compression [55, 101, 52]. The rationality lies in the exploration
among the total population of network configurations for a final best
candidate. He et al. exploited reinforcement learning agents to prune
the networks where hand-crafted design is not longer necessary [55].
Hayashi et al. utilized genetic algorithm to enumerate candidate in the
designed hypergraph for tensor network decomposition [52]. Liu et al.
trained a hypernetwork to generate weights of the backbone network
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and used evolutionary algorithm to search for the best candidate [101].
The problem of these approachs is that the searching algorithms are
not differentiable, which does not result in guaranteed convergence.

3.2.2 Neural Architecture Search

NAS automatizes the manual task of neural network architecture design.
Optimally, searched networks achieve smaller test error, require fewer
parameters and need less computations than their manually designed
counterparts [182, 127]. But the main drawback of early strategies
is their almost insatiable demand for computational resources. To
alleviate the computational burden several methods [183, 99, 100] are
proposed to search for a basic building block, i.e. cell, opposed to an
entire network. Then, stacking multiple cells with equivalent structure
but different weights defines a full network [119, 12]. Another recent
trend in NAS is differentiable search methods such as DARTS [100]. The
differentiability allows the fast convergence of the searching algorithm
and thus boosts the fast development of NAS during the past year.
In this chapter we propose a differentiable counterpart for automatic
network pruning. Recent works try to push the frontier of NAS research
by either redesigning the search space or proposing a more efficient
search method [154, 132, 44, 20].

3.2.3 Meta learning and hypernetworks

Meta learning is a broad family of machine learning techniques that
deal with the problem of learning to learn. An emerging trend of meta
learning uses hypernetworks to predict the weight parameters in the
backbone network [45]. Since the introduction of hypernetworks, it has
found wide applications in NAS [12], multi-task learning [113], Bayesian
neural networks [72], and also network pruning [101]. In this chapter,
we propose a new design of hypernetwork which is especially suitable
for network pruning and makes differentiability possible for automatic
network pruning.
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Figure 3.3: Illustration of the hypernetwork designed for network
pruning. It generates a weight tensor after passing the
input latent vector through the latent layer, the embedding
layer, and the explicit layer. If one element in zl is pruned,
the corresponding slice of the output tensor is also pruned.
See Subsec. 3.3.1 for details.

3.3 methodology

The pipeline of the proposed method is shown in Fig 3.2. The two
cores of the whole pipeline are the designed hypernetwork and the op-
timization algorithm. In the forward pass, the designed hypernetwork
takes as input the latent vectors and predicts the weight parameters
for the backbone network. In the backward pass, the gradients are
back-propagated to the hypernetwork. The `1 sparsity regularizer is
enforced on the latent vectors and proximal gradient is used to solve the
problem. The dimension of the output of the hypernetwork is covariant
with that of the input. Due to this property, the output weights are
pruned along with the sparsified latent vectors after the optimization
step. The differentiability comes with the covariance property of the
hypernetworks, the `1 sparsity regularization enforced on the latent
vectors, and the proximal gradient used to solve the problem. The
automation of pruning is due to the fact that all of the latent vectors are
non-discriminatively regularized and that proximal gradient discovers
the potential less important elements automatically.

3.3.1 Hypernetwork design

Notation: Unless otherwise stated, we use the normal (x), minuscule
bold (z), and capital bold (Z) letters to denote scalars, vectors, and
matrices/high-dimensional tensors. The elements of a matrix/tensor
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is indexed by the subscript as Zi,j which could be scalars or vectors
depending on the the dimension of the indexed subject.

We first introduce the design of the hypernetwork shown in Fig. 3.3.
In summary, the hypernetwork consists of three layers. The latent layer
takes as input the latent vectors and computes a latent matrix from them.
The embedding layer projects the elements of the latent matrix to an
embedding space. The last explicit layer converts the embedded vectors
to the final output. This design is inspired by fully connected layers
in [45, 101] but differs from those designs in that the output dimension
is covariant with the input latent vector. This design is applicable to all
types of convolutions including the standard convolution, depth-wise
convolution, point-wise convolution, and transposed convolution.

Suppose that the given is an L-layer CNN. The dimension of the
weight parameter of the l-th convolutional layer is n× c×w× h, where
n, c, and w× h denote the output channel, input channel, and kernel
size of the layer, respectively. Every layer is endowed with a latent
vector zl . The latent vector has the same size as the output channel of
the layer, i.e. , zl ∈ Rn. Thus, the previous layer is given a latent vector
zl−1 ∈ Rc. The hypernetwork receives the latent vectors zl and zl−1

of the current and the previous layer as input. A latent matrix is first
computed from the two latent vectors, namely,

Zl = zl · zl−1T
+ Bl

0, (3.1)

where [T] and [·] denote matrix transpose and multiplication, Zl , B0 ∈
Rn×c. Then every element in the latent matrix is projected to an m
dimensional embedding space, namely,

El
i,j = Zl

i,jw
l
1 + bl

1, i = 1, · · · , n, j = 1, · · · , c, (3.2)

where El
i,j, wl

1, bl
1 ∈ Rm. The vectors wl

1 and bl
1 are element-wise unique

and for the simplicity of notation, the subscript i,j is omitted. wl
1, bl

1,
and El

i,j can be aggregated as 3D tensors, namely Wl
1, Bl

1, El ∈ Rn×c×m.
After the operation in Eqn. (3.2), the elements of Zl are converted to
embedded vectors in the embedding space. The final step is to obtain
the output that can be explicitly used as the weights of the convolutional
layer. To achieve that, every embedded vector El

i,j is multiplied by an
explicit matrix, that is,

Ol
i,j = wl

2 · El
i,j + bl

2, i = 1, · · · , n, j = 1, · · · , c, (3.3)
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where Ol
i,j, bl

2 ∈ Rwh, wl
2 ∈ Rwh×m. Again, wl

2 and bl
2 are unique

for every embedded vector and the subscript i,j is omitted. wl
2, bl

2,
and Ol

i,j can also be aggregated as high-dimensional tensors, i.e. Wl
2 ∈

Rn×c×wh×m and Bl
2, Ol ∈ Rn×c×wh. For the sake of simplicity, Eqn. (3.1),

(3.2) and (3.3) can be abstracted as

Ol = h(zl , zl−1; Wl , Bl), (3.4)

where h(·) denotes the functionality of the hypernetwork. The final
output Ol is used as the weight parameter of the l-th layer. The output
Ol is covariant with the input latent vector because pruning an element
in the latent vector removes the corresponding slice of the output Ol

(See Fig. 3.3).
When designing the hypernetwork, we tried to add batch normaliza-

tion and non-linear layers after the linear operation in Eqn. (3.2) and
Eqn. (3.3). But it did not lead to clearly better results. Thus, we just
kept to the simple design. This is also consistent with the previous
designs [45, 101].

3.3.2 Sparsity regularization and proximal gradient

The core of differentiability comes with not only the specifically de-
signed hypernetwork but also the mechanism used to search the the
potential candidate. To achieve that, we enforce sparsity constraints
to the latent vectors. The loss function of the aforementioned L-layer
CNN is denoted as

min
W,B,z

L
(

y, f
(
x; h(z; W, B)

))
+ γD(W) + γD(B) + λR(z), (3.5)

where L(·, ·), D(·), and R(·) are the loss function for a specific vision
task, the weight decay term, and the sparsity regularization term, γ

and λ are the regularization factors. For the simplicity of notation, the
superscript l is omitted. The sparsity regularization takes the form of
`1 norm, namely,

R(z) =
L

∑
l=1
‖zl‖1. (3.6)

To solve the problem in Eqn. (3.5), the weights W and and biases B
of the hypernetworks are updated with SGD. The gradients are back-
propagated from the backbone network to the hypernetwork. Thus,
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neither the forward nor the backward pass challenges the information
flow between them. The latent vectors are updated with proximal
gradient algorithm, i.e. ,

z[k + 1] = proxλµR

(
z[k]− λµ∇L

(
z[k]

))
, (3.7)

where µ is the step size of proximal gradient and is set as the learning
rate of SGD updates. As can be seen in the equation, the proximal
gradient update contains a gradient descent step and a proximal opera-
tion step. When the regularizer has the form of `1 norm, the proximal
operator has closed-form solution, i.e.

z[k + 1] = sgn
(

z[k + ∆]
)[∣∣z[k + ∆]

∣∣− λµ
]
+

, (3.8)

where z[k + ∆] = z[k]−λµ∇L(z[k]) is the intermediate SGD update, the
sign operator sgn(·), the thresholding operator [·]+, and the absolute
value operator | · | act element-wise on the vector. Eqn. (3.8) is the
soft-thresholding function.

The latent vectors first get SGD updates along with the other parame-
ters W and B. Then the proximal operator is applied. Due to the use of
SGD updates and the fact that the proximal operator has closed-form
solution, we recognize the whole solution as approximately differen-
tiable (although the `1 norm is not differentiable at 0), which guarantees
the fast convergence of the algorithm compared with reinforcement
learning and evolutionary algorithm. The speed-up of proximal gradi-
ent lies in that instead of searching the best candidate among the total
population it forces the solution towards the best sparse one.

The automation of pruning follows the way the sparsity applied in
Eqn. (3.6) and the proximal gradient solution. First of all, all latent
vectors are regularized together without distinguishment between them.
During the optimization, information and gradients flows fluently
between the backbone network and the hypernetwork. The proximal
gradient algorithm forces the potential elements of the latent vectors
to approach zero quicker than the others without any human effort
and interference in this process. The optimization stops immediately
when the target compression ratio is reached. In total, there are only
two additional hyper-parameters in the algorithm, i.e. the sparsity
regularization factor and the mask threshold τ in Subsec. 3.3.3. Thus,
running the algorithm is just like turning on the button, which enable
the application of the algorithm to all of the CNNs without much
interference of domain experts’ knowledge.
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3.3.3 Network pruning

Different from the fully connected layers, the proposed design of hy-
pernetwork can adapt the dimension of the output according to that
of the latent vectors. After the searching stage, sparse versions of the
latent vectors are derived as zl−1 and zl . For those vectors, some of
their elements are zero or approaching zero. Thus, 1-0 masks can by
derived by comparing the sparse latent vectors with a predefined small
threshold τ, i.e. ml = T

(
zl , τ

)
, where the function T (·) element-wise

compares the latent vector with the threshold and returns 1 if the el-
ement is not smaller than τ and 0 otherwise. Then latent vector zl is
pruned according to the mask ml . See Subsec. 3.3.6 for more analysis.

3.3.4 Latent vector sharing

Due to the existence of skip connections in residual networks such
as ResNet, MobileNetV2, SRResNet, and EDSR, the residual blocks
are interconnected with each other in the way that their input and
output dimensions are related. Therefore, the skip connections are
notoriously tricky to deal with. But back to the design of the proposed
hypernetwork, a quite simple and straightforward solution to this
problem is to let the hypernetworks of the correlated layers share the
same latent vector. Note that the weight and bias parameters of the
hypernetworks are not shared. Thus, sharing latent vectors does not
force the the correlated layers to be identical. By automatically pruning
the single latent vector, all of the relevant layers are pruned together.
Actually, we first tried to use different latent vectors for the correlated
layers and applied group sparsity to them. But the experimental results
showed that this is not a good choice because this strategy shot lower
accuracy than the latent vector sharing strategy.

Basic criteria. In the following, we first describe the general rules
for latent vector sharing and then detail the specific rules for special
network blocks.

I Every convolutional layer is attached a latent vector.

II The channel that the latent vector controls and the dimension of
the latent vector vary with the types of convolutional layers.
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a) For standard convolution, point-wise convolution and trans-
posed convolution, the latent vector controls the output chan-
nel of the layer and the dimension of the latent vector is the
same as the number of output channels.

b) For depth-wise convolution and group convolution, the la-
tent vector controls the input channels per group. The dimen-
sion of the latent vector is the same as the number of input
channels per group. That is, the latent vector of depth-wise
convolution contains only one element.

III The latent vectors are shared among consecutive layers. This is
because the output and input channels of consecutive layers are
correlated. Thus, the hypernetworks receive the latent vectors of
the previous layer and the current layer as input.

IV Not every latent vector needs to be sparsified. The latent vectors
free from sparsification are list as follows.

a) The latent vector that controls the input channel of the first
convolutional layer. This latent vector has the same dimen-
sion with the input image channels, e.g. 3 for RGB images
and 1 for gray images. Of course, the input images do not
need to be pruned.

b) The latent vector attached to depth-wise convolution and
group convolution. This latent vector controls the input
channels per group. To compress depth-wise and group
convolution, the number of groups is reduced, which is
controlled by the latent vectors of the previous layer.

Residual block. The residual networks including ResNet, SRResNet,
and EDSR are constructed by stacking a number of residual blocks.
Depending on the dimension of the feature maps, the residual networks
contain several stages with progressively reducing feature map dimen-
sion and increasing number of feature maps. (Note that the feature
map dimension of EDSR and SRResNet does not change for all of the
residual blocks. So there is only one stage for those networks.) For
the residual blocks within the same stage, their output channels are
correlated due to the existence of the skip connections. In order to
prune the second convolution of the residual blocks within the same
stage, we use a shared latent vector for them. Thus, by only dealing
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with this shared latent vector, all of the second convolutions of the
residual blocks can be pruned together. Please refer to Table 3.1 for the
ablation study on latent vector sharing and non-sharing strategies.

Dense block. Similar to residual networks, DenseNet also contains
several stages with different feature map configurations. But different
from residual networks, each dense block concatenates its input and
output to form the final output of the block. As a result, each dense
block receives as input the outputs of all of the previous dense blocks
within the same stage. Thus, the hypernetwork of a dense block also
has to receive the latent vectors of the corresponding dense blocks as
input.

Inverted residual block. The inverted residual blocks are just a
special case of residual blocks. So how the latent vectors are shared
across different blocks is the same with the normal residual blocks.
Here we specifically address the sharing strategy within the block due
to the existence of depth-wise convolution. The inverted residual block
has the architecture of “point-wise conv + depth-wise conv + point-wise
conv”. As explained earlier, the latent vector of depth-wise convolution
controls the input channels per group. Thus, the latent vector of the
first point-wise convolution controls not only its output channels but
also the input channels of the depth-wise convolution and the input
channels of the second point-wise convolution. Thus, this latent vector
has to be passed to the hypernetworks of the those convolutional layers.

Upsampler of super-resolution networks. The image super-resolution
networks are attached with upsampler blocks at the tail of the networks
to increase the spatial resolution of the feature map. For the scaling
factor of ×4, two upsamplers are attached and each doubles the spatial
resolution. Each of the upsampler block contains a standard convolu-
tional layer that increases the number of feature maps by a factor of
4 and a pixel shuffler that shuffles every 4 consecutive feature maps
into the spatial dimension. Thus, the output channel of the convolu-
tional layer in the upsmapler is correlated to its input channel. If one
input channel is pruned, then four corresponding consecutive output
channels should also be pruned. To achieve this control of pruning, a
common latent vector is used for the input and output channels. The
dimension of this latent vector is the same with the input channel size.
This vector is repeated and interleaved to form the one controlling the
output channel.
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3.3.5 Discussion on the convergence property

Compared with reinforcement learning and evolutionary algorithm,
proximal gradient may not be the optimal solution for some problems.
But as found by previous works [103, 101], automatic network pruning
serves as an implicit searching method for the channel configuration
of a network. In addition, the network is searched and trained from
scratch in this chapter. The important factor is the number of remaining
channels of the convolutional layers in the network. Thus, it is relatively
not important which filter is pruned as long as the number of pruned
channels are the same. This reduces the number of possible candidates
by orders of magnitude. In this case, proximal gradient works quite
well.

3.3.6 Implementation consideration

Compact representation of the hypernetwork. Thanks to the default
tensor operations in deep learning toolboxes [115], the operations in the
hypernetwork could be represented in a compact form. The embedding
operation in Eqn. (3.2) can be written as the following high-dimensional
tensor operation

El = U 3
(

Zl
)
◦Wl

1 + Bl
1, (3.9)

where U 3(Zl) ∈ Rn×c×1, [◦] denotes the broadcastable element-wise ten-
sor multiplication, U 3(·) inserts a third dimension for Zl . The operation
in Eqn. (3.3) can be easily rewritten as batched matrix multiplication,

Ol = Wl
2 ∗ El + Bl

2, (3.10)

where [∗] denotes batched matrix multiplication.
Pruning analysis. Analyzing the three layers of the hypernetworks

together with the masked latent vectors leads to a direct impression on
how the backbone layers are automatically pruned. That is,

O
l
= Wl

2 ∗
[
U 3
(
(ml ◦ zl) · (ml−1 ◦ zl−1)T

)
◦Wl

1

]
(3.11)

= Wl
2 ∗
[
U 3(ml ·ml−1T

) ◦ U 3(zl · zl−1T
) ◦Wl

1

]
(3.12)

= U 3(ml ·ml−1T
) ◦
[
Wl

2 ∗
(
U 3(zl · zl−1T

) ◦Wl
1

)]
(3.13)
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The equality follows the broadcastability of the the operations [◦] and
[∗]. As shown in the above equations, applying the masks on the latent
vectors has the same effect of applying them on the final output. Note
that in the above analysis the bias terms Bl

0, Bl
1, and Bl

2 are omitted since
they have a really small influence on the output of the hypernetwork.
In conclusion, the final output can be pruned according to the same
criterion for the latent vectors.

Initialization of the hypernetwork. All biases are initialized as zero,
the latent vector with standard normal distribution, and Wl

1 with Xaiver
uniform [39]. The weight of the explicit layer Wl

2 is initialized with
Hyperfan-in which guarantees stable backbone network weights and
fast convergence [16].

3.4 experimental results

To validate the proposed method, extensive experiments were con-
ducted on various CNN architectures including ResNet [53], DenseNet [62]
for CIFAR10 [70] image classification, MobileNetV1 [59], MobileNetV2 [133]
for Tiny-ImageNet [28] image classification, SRResNet [76], EDSR [96]
for single image super-resolution, and DnCNN [169], UNet [131] for
gray image denoising. The proposed DHP algorithm starts from a
randomly initialized network with the initialization method detailed
in Subsec. 3.3.6. After pruning, the training of the pruned network
continues with the same training protocol used for the original network.
All of the experiments are conducted on NVIDIA TITAN Xp GPUs.

Hyperparameters. The proposed DHP method does not rely on the
pretrained model. Thus, all of the networks are trained and pruned
from scratch. The hypernetworks are first randomly initialized. The
parameter space of hypernetwork increases in proportion to the dimen-
sion m of the embedding space. Thus, m should not be too large. m is
set to 8 in the experiments. Proximal gradient is used to sparsify the
latent vectors. The step size µ of the proximal operator is set as the
learning rate of SGD updates. The sparsity regularization factor λ is
set by empirical studies. The value is chosen such that the searching
epochs constitute arounds 5% – 10% of the whole training epochs. This
guarantees acceptable convergence during searching while not intro-
ducing too much additional computation. A target FLOPs compression
ratio is set for the pruning algorithm. When the difference between the
target compression ratio and the actual compression ratio falls below
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Share R λ τ

Target
FLOPs

Ratio (%)

Actual
FLOPs

Ratio (%)

Actual
Params

Ratio (%)

Top-1
Err. (%)

Yes `1 2−4 5−3
38 39.96 52.49 7.41

No `2,1 2−4 5−3
38 39.40 54.24 7.91

Yes `1 3−4 5−3
38 39.60 49.00 6.86

No `2,1 3−4 5−3
38 39.54 54.04 7.03

Yes `1 2−4 5−3
50 51.27 56.84 7.13

No `2,1 2−4 5−3
50 50.96 64.05 6.85

Yes `1 3−4 5−3
50 51.68 57.74 6.52

No `2,1 3−4 5−3
50 50.18 59.15 6.74

Table 3.1: Ablation study on ResNet56 for CIFAR10 image classifica-
tion: exploring latent vector sharing strategy among corre-
lated convolutional layers. “Share” denotes whether the latent
vector sharing strategy described in Subsec. 3.3.4 is adopted.
The `2,1 regularizer means that when the latent vectors are
not shared among the correlated layers, the group sparsity
regularizer `2,1 is enforced on their latent vectors. Otherwise,
the normal `1 sparsity regularizer is used.

2%, the automatic pruning procedure stops. Then the pruned latent
vectors as well as the pruned outputs of the hypernetworks are derived.
After that, the outputs of hypernetworks are used as the weight param-
eters of the backbone network and updated by SGD or Adam algorithm
directly. After the pruning procedure, the hypernetworks are removed.
The training continues and the training protocol are the same as that
used for training the original network. The number of pruning epochs
is much smaller than that used for training the original network.

3.5 ablation study

The ablation study on the latent vector sharing strategy is shown in
Table 3.1. As shown in the table, the latent vector sharing strategy out-
performs the non-sharing strategy consistently except for case λ = 2−4,
τ = 5−3 and 50% target FLOPs compression ratio. The inconsistency is
largely due to the gap between the actual parameter compression ratio
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of different strategies. Due to this fact, various latent vector sharing
rules are developed for easier and better automatic network pruning.
`1 regularizer is mainly used to sparsify the the latent vectors. We

tried to replace `1 regularizer with `2 regularizer and kept the same
pruning strategy. The experiments are conducted on ResNet. The com-
parison results are shown in Table 3.2. Compared with `1 regularizer,
slightly worse results can be observed for `2 regularizer. For ResNet-
110 and ResNet-164, `2 regularizer leads to results comparable with `1

regularizer but at a larger parameter budget. When the regularizer is
changed to `2, the proximal operator becomes

z[k + 1] =
(

1− λµ

max {‖z[k + ∆]‖, λµ}

)
z[k + ∆]. (3.14)

By the formulation and experiments, `1 norm leads to faster conver-
gence. To have a reasonable convergence speed, the λ used for `2

regularizer is 20 times larger than that for `1 regularizer.

Layer Regularizer Top1 Error (%) FLOPs (%) Params (%)
20 `1 8.46 51.8 56.13

`2 8.66 51.59 54.19

110 `1 5.73 51.62 54.13

`2 5.77 51.37 72.37

164 `1 5.22 51.67 50.97

`2 5.18 50.87 60.66

Table 3.2: Comparison between `1 norm and `2 norm regularization.
The experiments are done on ResNet.

3.5.1 Image classification

For image classification, experiments are done on two commonly used
datasets including CIFAR10 [70] and Tiny-Imagenet [28]. CIFAR10 [70]
contains 10 different classes. The training and testing subsets contain
50,000 and 10,000 images with resolution 32× 32, respectively. As done
by prior works [53, 62], we normalize all images using channel-wise
mean and standard deviation of the the training set. Standard data
augmentation is also applied. The networks are trained for 300 epochs
with SGD optimizer and an initial learning rate of 0.1. The learning rate
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Network
Top-1 Err. (%)

Compression
Method

Top-1
Err. (%)

FLOPs
Ratio (%)

Param.
Ratio (%)

ResNet-20

7.46

[159] 9.10 52.60 62.78

DHP-50 (Ours) 8.46 51.80 56.13

FPGM [54] 9.38 46.00 –

ResNet-56

7.05

Variational [175] 7.74 79.70 79.51

Pruned-B [81] 6.94 72.40 86.30

GAL-0.6 [97] 6.62 63.40 88.20

NISP [163] 6.99 56.39 57.40

DHP-50 (Ours) 6.42 50.96 58.42

CaP [110] 6.78 50.20 –
ENC [67] 7.00 50.00 –
AMC [55] 8.10 50.00 –
KSE [95] 6.77 48.00 45.27

FPGM [54] 6.74 47.70 –
GAL-0.8 [97] 8.42 39.80 34.10

DHP-38 (Ours) 7.06 39.07 41.10

ResNet-110

5.31

DHP-62 (Ours) 5.37 63.66 63.2
Variational [175] 7.04 63.56 58.73

Pruned-B [81] 6.70 61.40 67.60

GAL-0.5 [97] 7.26 51.50 55.20

DHP-20 (Ours) 6.61 21.63 22.40

ResNet-164

4.97

Hinge [89] 5.40 53.61 70.34

SSS [64] 5.78 53.53 84.75

DHP-50 (Ours) 5.22 51.67 50.97

Variational [175] 6.84 50.92 43.30

DHP-20 (Ours) 6.30 21.78 20.46

DenseNet-12-40

5.26

Variational [175] 6.84 55.22 40.33

DHP-38 (Ours) 6.06 39.80 63.76

DHP-28 (Ours) 6.51 29.52 26.01

GAL-0.1 [97] 6.77 28.60 25.00

Table 3.3: Results for CIFAR10 classification. The FLOPs ratio and
parameter ratio of the pruned networks are reported. DHP
outperforms the compared methods under comparable model
complexity.



54 differentiable meta pruning

Network
Top-1 Err. (%)

Compression
Method

Top-1
Err. (%)

FLOPs
Ratio (%)

Param.
Ratio (%)

MobileNetV1

52.71

DHP-24-2 (Ours) 50.75 101.08 43.58

MobileNetV1-0.75 54.22 57.42 57.64

MetaPruning [101] 54.48 56.77 88.14

DHP-50 (Ours) 51.63 51.91 36.95

MobileNetV2

44.75

DHP-24-2 (Ours) 43.82 99.09 72.72

DHP-10 (Ours) 52.43 11.92 6.50

MetaPruning [101] 56.72 11.00 90.27

MobileNetV2-0.3 53.99 10.09 11.64

Table 3.4: Results for Tiny-ImageNet classification. DHP-24-2 shoots
lower error rates than the original model.

is decayed by 10 after 50% and 75% of the epochs. The momentum of
SGD is 0.9. Weight decay factor is set to 0.0001. The batch size is 64.

Tiny-Imagenet has 200 classes. Each class has 500 training images
and 50 validation images. The resolution of the images is 64× 64. The
images are normalized with channel-wise mean and standard deviation.
Horizontal flip is used to augment the dataset. The networks are trained
for 220 epochs with SGD. The initial learning rate is 0.1. The learning
rate is decayed by a factor of 10 at Epoch 200, Epoch 205, Epoch 210,
and Epoch 215. The momentum of SGD is 0.9. Weight decay factor is
set to 0.0001. The batch size is 64.

The compression results on image classification networks are shown
in Table 3.3. ‘DHP-**’ denotes the proposed method with the target
FLOPs ratio during pruning stage. As in Fig. 3.1, the operating point
DHP-24-2 is derived by compressing the widened mobile networks with
α = 2 and the target FLOPs ratio 24%. For ResNet-56, the proposed
method is compared with 9 different network compression methods
and achieves the best performance, i.e. 6.42% Top-1 error rate on the
most intensively investigated 50% compression level. The compression
of DenseNet-12-40 is reasonable compared with the other methods.
The accuracy of the operating points DHP-62 of ResNet-110 and DHP-
50 of ResNet-164 is quite close to that of the baseline. More results
on ResNet-110 and ResNet-164 are shown in the Supplementary. A
comparison between `1 and `2 regularization in Eqn. (3.6) is done. The
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results in the Supplementary shows that `1 regularization is better than
`2 regularization.

On Tiny-ImageNet, DHP achieves lower Top-1 error rates than MetaPrun-
ing [101] under the same FLOPs constraint. DHP results in models that
are more accurate than the uniformly scaled networks. The error rate of
DHP-10 is 1.56% lower than that of MobileNetV2-0.3 with slightly fewer
FLOPs and 5.14% fewer parameters. On MobileNetV1, the accuracy
gain of DHP-50 over MobileNetV1-0.75 goes to 2.59% with over 5%
fewer FLOPs and 10% fewer parameters. Based on this, we hypothe-
sized that it is possible to derive a model which is more accurate than
the original version by pruning the widened mobile networks. And
this is confirmed by comparing the accuracy of the operating points
DHP-24-2 with the baseline accuracy.

More results on ResNet-110 and ResNet-164 are shown in Fig. 3.4.
When the compression ratio is not too severe (above 50%), the accuracy
does not drop too much. The extreme compression prunes about 90%
FLOPs and parameters of the original network. For ResNet-164, the
extreme compression only keeps 8.04% parameters. Thus, the drop in
the accuracy is reasonable.
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Figure 3.4: Top-1 error vs. FLOP and parameter compression ratio on
ResNet-164 and ResNet-110.

3.5.2 Super-resolution

For image super-resolution, the networks are trained on DIV2K [2]
dataset. It contains 800 training images, 100 validation images, and
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100 test images. Image patches are extracted from the training images.
For EDSR, the patch size of the low-resolution input patch is 48× 48
while for SRResNet the patch size is 24 × 24. The batch size is 16.
The networks are optimized with Adam optimizer. The default hyper-
parameter is used for Adam optimizer. The weight decay factor is
0.0001. The networks are trained for 300 epochs. The learning rate
starts from 0.0001 and decays by 10 after 200 epochs. The networks are
tested on Set5 [9], Set14 [166], B100 [108], Urban100 [63], and DIV2K
validation set.

In order to speed up the training of EDSR, a simplified version of
EDSR is adopted. The original EDSR contains 32 residual blocks and
each convolutional layer in the residual blocks has 256 channels. The
simplified version has 8 residual blocks and each has two convolutional
layers with 128 channels.

The results on image super-resolution networks are shown in Ta-
ble 3.5. DHP is compared with factorized convolution (Factor) [147],
learning filter basis method (Basis) [90], and K-means clustering method
(Clustering) [137]. ‘SIC*’ denotes the number of SIC layers in Fac-
tor [147]. The practical FLOPs instead of the theoretical FLOPs is
reported for Clustering [137]. To fairly compare the methods and mea-
sure the practical compression effectiveness, five metrics are involved
including Peak Signal-to-Noise Ratio (PSNR), FLOPs, number of param-
eters, runtime and GPU memory consumption. Several conclusion can
be drawn. I. Previous methods mainly focus on the reduction of FLOPs
and number of parameter without paying special attention to the actual
acceleration. Although Clustering can reduce substantial parameters
while maintaining quite good PSNR accuracy, the actual computing
resource requirement (GPU memory and runtime) is remained. II. Con-
volution factorization and decomposition methods result in additional
CUDA kernel calls, which is not efficient for the actual acceleration. III.
For the proposed method, the two model complexity metrics, i.e. FLOPs
and parameters change consistently across different operating points,
which leads to consistent reduction of computation resources. IV. DHP
results in both inference-efficient (DHP-20) and accuracy-preserving
(DHP-60) models. The visual results are shown in Fig. 3.5. As can been
seen, the visual quality of the images of DHP is almost indistinguishable
from that of the baseline.
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PSNR/FLOPs/Runtime 32.85/28.59/14.10 32.50/28.59/19.75 32.65/19.82/14.71 32.24/19.28/25.49 32.64/17.61/5.40

(a) LR (b) EDSR (d) Cluster (c) Basis (f) Factor (e) DHP

Figure 3.5: Single image super-resolution visual results. PSNR and
FLOPs measured on the image. Runtime averaged on Set5.

3.5.3 Denoising

For image denoising, the networks were trained on the gray version
of DIV2K dataset and tested on BSD68 and DIV2K validation set. As
done for image super-resolution, image patches are extracted from the
training images. For DnCNN, the patch size of the input image is
64× 64 and the batch size is 64. For UNet, the patch size is 128× 128
and the batch size 16. Gaussian noise is added to degrade the input
patches on the fly with noise level σ = 70. Adam optimizer is used to
train the network. The weight decay factor is 0.0001. The networks are
trained for 60 epochs and each epoch contains 10,000 iterations. So in
total, the training continues for 600k iterations. The learning rate starts
with 0.0001 and decays by 10 at Epoch 40.

The results for image denoising networks are shown in Table 3.6.
The same metrics as super-resolution are reported for denoising. An
additional method, i.e. filter group approximation (Group) [117] is in-
cluded. In addition to the same conclusion in Subsec. 3.5.2, another
two conclusions are drawn here. I. Group [117] fails to reduce the
actual computation resources although with quite good accuracy and
satisfactory reduction of FLOPs and number of parameters. This might
due to the additional 1× 1 convolution and possibly the inefficient im-
plementation of group convolution in current deep learning toolboxes.
II. For DnCNN, one interesting phenomenon is that Factor [147] is more
accurate than the baseline but has larger appetite for other resources.
This is due to two facts. Firstly, Factor [147] has skip connections within
the SIC layer. The higher accuracy of Factor [147] just validates the
effectiveness of skip connections. Secondly, the SIC layer of Factor [147]
introduces more convolutional layers. So Factor-SIC3 has five times
more convolutioinal layers than the baseline, which definitely slows
down the execution. The visual results are shown in Fig. 3.6.
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Method
PSNR [dB] FLOPs

[G]
Params
[M]

Runtime
[ms]

Mem
[GB]BSD68 DIV2K

DnCNN [169]
Baseline 24.93 26.73 9.13 0.56 23.38 0.1534

Clustering [137] 24.90 26.67 9.13 0.12 21.97 0.2973

DHP-60 (Ours) 24.91 26.69 5.65 0.34 18.90 0.1443

DHP-40 (Ours) 24.89 26.65 3.83 0.23 14.62 0.1194

Factor-SIC3 [147] 24.97 26.83 3.54 0.22 125.46 0.5910

Group [117] 24.88 26.64 3.34 0.20 25.69 0.1807

Factor-SIC2 [147] 24.93 26.76 2.38 0.15 84.17 0.4149

DHP-20 (Ours) 24.84 26.58 2.01 0.12 10.72 0.0869

UNet [131]
Baseline 25.17 27.17 3.41 7.76 8.73 0.1684

Clustering [137] 25.01 26.90 3.41 1.72 10.01 0.6704

DHP-60 (Ours) 25.14 27.11 2.11 4.76 6.86 0.4992

Factor-SIC3 [147] 25.04 26.94 1.56 3.42 39.84 0.1889

Group [117] 25.13 27.08 1.49 2.06 11.20 0.1481

DHP-40 (Ours) 25.12 27.08 1.43 3.24 4.50 0.4992

Factor-SIC2 [147] 25.01 26.90 1.22 2.51 30.16 0.1855

DHP-20 (Ours) 25.04 26.97 0.75 1.61 3.93 0.4992

Table 3.6: Results on image denoising networks. The noise level is
70. Runtime and maximum GPU memory are reported for
BSD68. FLOPs is reported for a 128 × 128 image. DHP
achieves significant reduction of runtime.

PSNR/FLOPs/Runtime 25.60/1.08/7.27 25.30/1.08/9.66 25.37/0.49/40.36 25.51/0.47/9.00 25.57/0.45/6.09

(a) Noisy (b) UNet (f) Cluster (d) Factor (e) Group (c) DHP

Figure 3.6: Image denoising visual results. PSNR and FLOPs mea-
sured on the image. Runtime averaged on B100.

3.6 conclusion and future work

In this chapter, we proposed a differentiable automatic meta pruning
method via hypernetwork for network compression. The differentiabil-
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ity comes with the specially designed hypernetwork and the proximal
gradient used to search the potential candidate network configurations.
The automation of pruning lies in the uniformly applied `1 sparsity on
the latent vectors and the proximal gradient that solves the problem.
By pruning mobile network with width multiplier α = 2, we obtained
models with higher accuracy but lower computation complexity than
that with α = 1. We hypothesize this is due to the per-layer distinguish-
ing configuration resulting from the automatic pruning. Future work
might be investigating whether this phenomenon reoccurs for the other
networks.



4
G R O U P S PA R S I T Y

4.1 introduction

In the previous two chapters, we investigated filter decomposition
and filter pruning for network compression individually. For filter
decomposition, we propose a method that unifies the previous methods
in Chapter 2. For filter pruning, a differentiable pruning method is
proposed in Chapter 3. In this chapter, we propose a unified analysis
of the two techniques.

Despite their success, both the pruning-based and decomposition-
based approaches have their respective limitations. Filter pruning can
only take effect in pruning output channels of a tensor and equivalently
cancelling out inactive filters. This is not feasible under some circum-
stances. The skip connection in a block is such a case where the output
feature map of the block is added to the input. Thus, pruning the
output could amount to cancelling a possible important input feature
map. This is the reason why many pruning methods fail to deal with
the second convolution of the ResNet [53] basic block. As for filter
decomposition, it always introduces another 1× 1 convolutional layer,
which means additional overhead of calling CUDA kernels.

Previously, filter pruning and decomposition were developed sep-
arately. In this chapter, we unveil the fact that filter pruning and
decomposition are highly related from the viewpoint of compact tensor
approximation. Specifically, both filter pruning and filter decomposi-
tion seek a compact approximation of the parameter tensors despite
their different operation forms to cope with the application scenarios.
Consider a vectorized image patch x ∈ Rm×1 and a group of n filters
W = {w1, . . . , wn} ∈ Rm×n. The pruning methods remove output
channels and approximate the original output xTW as xTC, where
C ∈ Rm×k only has k output channels. Filter decomposition methods
approximate W as two filters A ∈ Rm×k and B ∈ Rk×n and AB is the
rank k approximation of W. Thus, both the pruning and decomposition
based methods seek a compact approximation to the original network
parameters, but adopt different strategies for the approximation.

61
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Figure 4.1: The hinge between filter decomposition and filter prun-
ing. A sparsity-inducing matrix A is attached to a normal
convolution. The matrix acts as the hinge between filter
pruning and decomposition. By enforcing group sparsity to
the columns and rows of the matrix, equivalent pruning and
decomposition operations can be obtained. For pruning, the
product of W and the column-reduced matrix Ac, i.e. Wc

acts as the new convolutional filter. To save computation
after filter decomposition the reduced matrices Wr and Ar

are used as two convolutional filters.

The above observation shows that filter pruning and decomposition
constitute complementary components of each other. This fact encour-
ages us to design a unified framework that is able to incorporate the
pruning-based and decomposition-based approaches simultaneously.
This simple yet effective measure can endow the devised algorithm
with the ability of flexibly switching between the two operation modes,
i.e. filter pruning and decomposition, depending on the layer-wise con-
figurations. This makes it possible to leverage the benefits of both
methods.

The hinge point between pruning and decomposition is group spar-
sity, see Fig. 4.1. Consider a 4D convolutional filter, reshaped into a 2D
matrix W ∈ Rfeatures×outputs. Group sparsity is added by introducing a
sparsity-inducing matrix A. By applying group sparsity constraints on
the columns of A, the output channel of the sparsity-inducing matrix
A and equivalently of the matrix product W× A can be reduced by
solving an optimization problem. This is equivalent to filter pruning.
On the other hand, if the group sparsity constraints are applied on
the rows of A, then the inner channels of the matrix product W×A,
namely, the output channel of W and the input channel of A, can be
reduced. To save the computation, the single heavyweight convolution
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W is converted to a lightweight and a 1× 1 convolution with respect
to the already reduced matrices Wr and Ar. This breaks down to filter
decomposition.

Thus, the contribution of this chapter is four-fold.

I Starting from the perspective of compact tensor approximation,
the connection between filter pruning and decomposition is an-
alyzed. Although this perspective is the core of filter decompo-
sition, it is still novel for network pruning. Actually, both of the
methods approximate the weight tensor with compact representa-
tion that keeps the accuracy of the network.

II Based on the analysis, we propose to use sparsity-inducing ma-
trices to hinge filter pruning and decomposition and introduce a
unified formulation. This square matrix is inspired by filter de-
composition and corresponds to a 1× 1 convolution. By changing
the way how the sparsity regularizer is applied to the matrix, our
algorithm can achieve equivalent effect of either filter pruning
or decomposition or both. To the best of our knowledge, this
is the first work that analyzes the two methods under the same
umbrella.

III The third contribution is the development of binary search, gradi-
ent based learning rate adjustment, layer balancing, and anneal-
ing methods. All are important for the success of the proposed
algorithm. These details are obtained by observing the influ-
ence of the proximal gradient method on the filter during the
optimization.

IV The proposed method can be applied to various CNNs. We apply
this method to VGG [136], ResNet [53], ResNeXt [152], WRN [165],
and DenseNet [62]. The proposed network compression method
achieves state-of-the-art performance on these networks.

4.2 related work

In this section, we firstly review the closely related work including
pruning-based and decomposition-based compression methods.
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4.2.1 Network Pruning with Group Sparsity

Structural pruning aims at zeroing out structured groups of the con-
volutional filters [56, 54]. Specifically, group sparsity regularization
has been investigated in recent works for the structural pruning of
network parameters [178, 150, 4]. Wen et al. [150] and Alvarez et al. [4]
proposed to impose group sparsity regularization on network parame-
ters to reduce the number of feature map channels in each layer. The
success of this method triggered the studies of group sparsity based
network pruning. Subsequent works improved group sparsity based
approaches in different ways. One branch of works combined the group
sparsity regularizer with other regularizers for network pruning. A
low-rank regularizer [3] as well as an exclusive sparsity regularizer
[161] were adopted for improving the pruning performance. Another
branch of research investigated a better group-sparsity regularizer for
parameter pruning including group ordered weighted `1 regularizer
[167], out-in-channel sparsity regularization [82] and guided attention
for sparsity learning [143]. In addition, some works also attempted
to achieve group-sparse parameters in an indirect manner. In [102]
and [64], scaling factors were introduced to scale the outputs of spe-
cific structures or feature map channels to structurally prune network
parameters.

4.2.2 Filter Decomposition and Group Sparsity

Another category of works compresses network parameters through
tensor decomposition [29, 74, 65, 173, 90]. A brief review of the filter
decomposition methods is given in Subsec. 2.2.3. Here we point out
that filter decomposition methods rely on the low-rankness of the
convolutional filters. Specifically, in the simplest form, the original filter
can be decomposed into basis filters and a linear combination matrix
by singular value decomposition. Then based on the low-rankness
assumption, filters with smaller singular values are removed. When the
singular values are multiplied with the linear combination matrix, this
can be regarded as applying group sparsity on the matrix.
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Figure 4.2: The flowchart of the proposed algorithm.

4.3 the proposed method

This section explains the proposed method (Fig. 4.2). Specifically, it
describes how group sparsity can hinge filter pruning and decompo-
sition. The pair {x, y} denotes the input and target of the network.
Without loss of clarity, we also use x to denote the input feature map
of a layer. The output feature map of a layer is denoted by z. The
filters of a convolutional layer are denoted by W while the introduced
group sparsity matrix is denoted by A. The rows and columns of A are
denoted by Ai, and Aj, respectively. The general structured groups of
A are denoted by Ag.

4.3.1 Group sparsity

The convolution between the input feature map x and the filters can be
converted to a matrix multiplication, i.e. ,

Z = X×W, (4.1)

where X ∈ RN×cwh, W ∈ Rcwh×n, and Z ∈ RN×n are the reshaped input
feature map, output feature map, and convolutional filter, c, n, w× h,
and N denotes the input channel, number of filters, filter size, and
number of reshaped features, respectively. For the sake of brevity, the
bias term is omitted here. The weight parameters W are usually trained
with some regularization such as weight decay to avoid overfitting the
network. To get structured pruning of the filter, structured sparsity
regularization is used to constrain the filter, i.e.

min
W
L(y, f (x; W)) + µD(W) + λR(W), (4.2)
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(a) Group sparsity enforced on column.

(b) Group sparsity enforced on row.

Figure 4.3: Group-sparsity regularization enforcement. (a) The
columns of the sparsity-inducing matrix are regularized.
This results in nullified filters and the corresponding output
feature maps are removed. (b) The rows are regularized and
some are zeroed out. The filters of the previous layer and
also the feature maps are removed.

where D(·) and R(·) are the weight decay and sparsity regularization,
µ and λ are the regularization factors.

Different from other group sparsity methods that directly regular-
ize the matrix W [161, 82], we enforce group sparsity constraints by
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incorporating a sparsity-inducing matrix A ∈ Rn×n, which can be con-
verted to the filter of a 1× 1 convolutional layer after the original layer.
Then the original convolution in Eqn. (4.1) becomes Z = X× (W×A).
To obtain a structured sparse matrix, group sparsity regularization is
enforced on A. Thus, the loss function becomes

min
W,A
L(y, f (x; W, A)) + µD(W) + λR(A). (4.3)

Solving the problem in Eqn. (4.3) results in structured group sparsity
in matrix A. By considering matrix W and A together, the actual effect
is that the original convolutional filter is compressed.

In comparison with the filter selection method [102, 64], the proposed
method not only selects the filters in a layer, but also makes linear
combinations of the filters to minimize the error between the original
and the compact filter. On the other hand, different from other group
sparsity constraints [161, 82], there is no need to change the original
filters W of the network too much during optimization of the sparsity
problem. In our experiments, we set a much smaller learning rate for
the pretrained weight matrix W.

4.3.2 The hinge

The group sparsity term in Eqn. (4.3) controls how the network is
compressed. This term has the form

R(A) = Φ(‖Ag‖2), (4.4)

where Ag denotes the different groups of A, ‖Ag‖2 is the `2 norm of
the group, and Φ(·) is a function of the group `2 norms.

If group sparsity regularization is added to the columns of A as in
Fig. 4.3a, i.e. , R(A) = Φ(‖Aj‖2), a column pruned version Ac is ob-
tained and the output channels of the corresponding 1× 1 convolution
are pruned. In this case, we can multiply W and Ac and use the result
as the filter of the convolutional layer. This is equivalent to pruning the
output channels of the convolutional layer with the filter W.

On the other hand, group sparsity can be also applied to the rows
of A, i.e. R(A) = Φ(‖Ai‖2). In this case, a row-sparse matrix Ar is
derived and the input channels of the 1× 1 convolution can be pruned
(See Fig. 4.3b). Accordingly, the corresponding output channels of
the former convolution with filter W can be also pruned. However,
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Data: training dataset
Result: the compressed network

1 initialization: the current compression ratio γc = 1; the target
compression ratio γ∗, the nullifying threshold of the group `2

norm T ;
2 while γc − γ∗ <= α do
3 start a a new epoch;
4 for batch ∈ training dataset do
5 Wt+1 = Wt − ηs∇G(Wt);
6 At+∆ = At − η∇H(At);
7 At+1 = proxληR(At+∆);
8 end
9 compress the network with the threshold T ;
10 compute the compression ratio γc

11 end
Algorithm 1: The optimization algorithm used to solve the problem
defined in Eqn. (4.3).

since the number of output channel of the later convolution is not
changed, multiplying out the two compression matrices does not save
any computation. So a better choice is to leave them as two separate
convolutional layers. This tensor manipulation method is equivalent to
filter decomposition where a single convolution is decomposed into a
lightweight one and a linear combination. In conclusion, by enforcing
group sparsity to the columns and rows of the introduced matrix A,
we can derive two tensor manipulation methods that are equivalent to
the operation of filter pruning and decomposition, respectively. This
provides a degree of freedom to choose the tensor manipulation method
depending on the specifics of the underlying network.

4.3.3 Proximal gradient solver

To solve the problem defined by Eqn. (4.3), the parameter W can be
updated with SGD but with a small learning rate, i.e. Wt+1 = Wt −
ηs∇G(Wt), where G(Wt) = L(· , f (· ; Wt, ·)) + µD(Wt). This is because
it is undesirable to modify the pretrained parameters too much during
the optimization phase. The focus should be on the sparsity matrix A.
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Result: the nullifying threshold T ∗ = g−1(γ∗)

1 initialization: the target compression ratio γ∗, the initial step s,
the stop criterion C, and T = T0;

2 while |γn − γ∗| > C do
3 compress the network with the threshold T ;
4 calculate the current compression ratio γn;
5 if (γn−1 >= γ∗) == (γn < γ∗) then s← s/2;
6 if γn > γt then
7 T ← T + s;
8 else
9 T ← T − s;

10 end
11 end

Algorithm 2: Binary search of the threshold T .

The proximal gradient algorithm [114] is used to optimize the matrix
A in Eqn. (4.3). It consists of two steps, i.e. gradient descent and
proximal operator. The parameters in A are first updated by SGD with
the gradient of the loss function H(A) = L(y, f (x; W, A)), namely,

At+∆ = At − η∇H(At), (4.5)

where η is the learning rate and η >> ηs. Then the proximal operator
chooses a neighborhood point of At+∆ that minimizes the group sparsity
regularization, i.e.

At+1 = proxληR(At+∆)

= argmin
A

{
R(At+∆) +

1
2λη
‖A−At+∆‖2

2

}
. (4.6)

The sparsity regularizer Φ(·) can have different forms, e.g. , `1

norm [114], `1/2 norm [155], `1−2 norm [158], or logsum [42]. All
of them try to approximate the `0 norm. In this chapter, we mainly
use {`p : p = 1, 1/2} regularizers while we also include the `1−2 and
logsum regularizers in the ablation studies. The proximal operators of
the four regularizers have a closed-form solution. Briefly, the solution is
the soft-thresholding operator [11] for p = 1 and the half-thresholding
operator for p = 1/2 [155]. The solutions are given in the next section.
The gradient step and proximal step are interleaved in the optimization
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phase of the regularized loss until some predefined stopping criterion
is achieved. After each epoch, groups with `2 norms smaller than a
predefined threshold T are nullified. And the compression ratio in
terms of FLOPs is calculated. When the difference between the current
and the target compression ratio γc and γ∗ is lower than the stopping
criterion α, the compression phase stops. The detailed compression
algorithm that utilizes the proximal gradient is shown in Algorithm 1.

4.3.4 Binary search of the nullifying threshold

After the compression phase stops, the resulting compression ratio is
not exactly the same as the target compression ratio. To fit the target
compression ratio, we use a binary search algorithm to determine
the nullifying threshold T . The compression ratio γ is actually a
monotonous function of the threshold T , i.e. γ = g(T ). However, the
explicit expression of the function g(·) is not known. Given a target
compression threshold γ∗, we want to derive the threshold needed to
nullify the sparse groups, i.e. T ∗ = g−1(γ∗), where g−1(·) is the inverse
function of g(·). The binary search approach shown in Algorithm 2

starts with an initial threshold T0 and a step s. It adjusts the threshold
T according to the values of the current and target compression ratio.
The step s is halved if the target compression ratio sits between the
previous one γn−1 and the current one γn. The searching procedure
stops as soon as the final compression ratio γn is close enough to the
target, i.e. , |γn − γ∗| ≤ C.

4.3.5 Gradient based adjustment of learning rate

In the ResNet basic block, both of the two 3× 3 convolutional layers
are attached a sparsity-inducing matrix A1 and A2, namely, 1× 1 con-
volutional layers. We empirically find that the gradient of the first
sparsity-inducing matrix is larger than that of the second. Thus, it
is easier for the first matrix to jump to a point with larger average
group `2 norms. This results in unbalanced compression of the two
sparsity-inducing matrices since the same nullifying threshold is used
for all of the layers. Thus, much more channels of A2 are compressed
than channels of A1. This is an undesirable compression approach
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since both of the two layers are equally important. Hence, a balanced
compression between them is preferable.

To solve this problem, we adjust the learning rate of the first and
second sparsity-inducing matrices according to their gradients. Let
the ratio of the average group `2 norm between the gradients of the
matrices be

ρ = ∑
g

(
∇A1

)
g

/ ∑
g

(
∇A2)

g . (4.7)

Then the learning rate of the first convolution is divided by ρm. We
empirically set m = 1.35.

4.3.6 Group `2 norm based layer balancing

The proximal gradient method depends highly on the group sparsity
term. That is, if the initial `2 norm of a group is small, then it is
highly likely that this group will be nullified. The problem is that the
distribution of the group `2 norm across different layers can be very
diverse, which can result in unbalanced compression of the layers. In
this case, a narrow bottleneck could appear in the compressed network
that would hamper the performance. To solve this problem, we use the
mean of the group `2 norm of a layer to recalibrate the regularization
factor of the layer. That is,

λl = λ
1
G

G

∑
g=1
‖Ag‖2, (4.8)

where λl is the regularization factor of the l-th layer. In this way, the
layers with larger average group `2 norm obtain a larger penalty.

4.3.7 Regularization factor annealing

The compression procedure starts with a fixed regularization factor.
However, towards the end of the compression phase, the fixed regu-
larization factor may be so large that more than the desired groups
are nullified in one epoch. Thus, to solve the problem, we anneal the
regularization factor when the average group `2 norm shrinks below
some threshold. The annealing also impacts the proximal step but has
less influence while the gradient step plays a more active role in finding
the local minimum.
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4.3.8 Distillation loss in the finetuning phase

In Eqn. (4.3), the prediction loss and the groups sparsity regularization
are used to solve the compression problem. After the compression
phase, the derived model is further finetuned. During this phase, a
distillation loss is exploited to force similar logit outputs of the original
network and the pruned one. The vanilla distillation loss is used, i.e.

L = (1− α)Lce(y, σ(zc))

+ 2αT2Lce

(
σ
(zc

T

)
, σ
(zo

T

))
,

(4.9)

where Lce(·) denotes the cross-entropy loss, σ(·) is the softmax function,
zc and zo are the logit outputs of the compressed and the original
network. For the sake of simplicity, the network parameters are omitted.
We use a fixed balancing factor α = 0.4 and temperature T = 4.

4.4 closed-form solutions to the proximal operators

In this section, the closed-form solutions to the proximal operators in
Eqn. (4.6) is presented. The proximal operator of a given function f (·)
is defined by

proxλ f = argmin
v

{
f (v)− 1

λ
‖x− v‖2

2

}
(4.10)

This operator has closed-form solution when the function f (·) has the
form of `1, `1/2, `1−2, and logsum regularization. For `1, the solution
is the soft-thresholding function and for `1/2 it is the so-called half-
thresholding function. The soft-thresholding function is defined as

Sλ(x) = sgn(x)[|x| − λ]+, (4.11)

where sgn(·) is the sign function and [·]+ calculates the maximum of
the argument and 0. The hard-thresholding function is given by

Hλ(x) =

{
2
3 x(1 + cos( 2π

3 −
2
3 φλ(x))), |x| >

3√54
4 (λ)

2
3 ,

0, otherwise,
(4.12)

where φλ(x) = arccos(λ
8 (
|x|
3 )−

3
2 ).
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The `2,1 group sparsity regularizer is defined as

R(A) = Φ(‖Ag‖2) = ∑
g
‖Ag‖p

2 , (4.13)

where Φ(·) is the function of the group `2 norms ‖Ag‖2 and has the
form of `1 norm here. The proximal operator of the sparsity-inducing
matrix A defined in the main chapter is

At+1 = proxληR(At+∆) = argmin
A

{
R(At+∆) +

1
2λη
‖A−At+∆‖2

F

}
,

(4.14)
where the function R(·) replaces f (·) in Eqn. (4.10). The closed-form
solution of the proximal operator in Eqn. (4.14) can be derived from the
solutions to Eqn. (4.10) according to the following theorem [8].

Theorem 4.1. Let f : E → R be a function given by f (x) = g(‖x‖),
where g : R → (−∞, ∞] is a proper closed and convex function satisfying
dom(g) ⊆ [0, ∞). Then,

proxλ f (x) =

{
proxλg(‖x‖2)

x
‖x‖2

, x 6= 0,

{u ∈ E : ‖u‖2 = proxλg(0)}, x = 0.
(4.15)

Thus, with a little bit variable substitution, when Φ(·) is `1 regularizer,
the solution to Eqn. (4.14) is given by

At+1 =

[
1− λη

‖Ag‖2

]
+

Ag,i, (4.16)

where Ag,i is the i-th element in the g-th group of the sparsity-inducing
matrix A, and for the sake of simplicity, the subscript t+∆ is omitted.

When the function Φ(·) has the form of `1/2, `1−2, and logsum,
it is non-convex. However, we still use the variable substitution in
Theorem 4.1 experimentally and the corresponding results in the main
chapter are also very competitive. For `1/2 regularizer, the solution is
given by

At+1 =

{
2
3

(
1 + cos

( 2π
3 −

2
3 φλη

(
‖Ag‖2

)))
Ag,i, ‖Ag‖2 >

3√54
4 (λη)

2
3 ,

0, otherwise,
(4.17)
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`1 At+1 =
[
1− λη

‖Ag‖2

]
+

Ag,i

`1/2
At+1 =

{
2
3
(
1 + cos

( 2π
3 −

2
3 φλη

(
‖Ag‖2

)))
Ag,i, ‖Ag‖2 > β,

0, otherwise,

β =
3√54
4 (λη)

2
3 , φλη(‖Ag‖2) = arccos( λη

8 (
‖Ag‖2

3 )−
3
2 )

`1−2
At+1 = (1 + λη

‖c‖2
)[1− λη

‖Ag‖2
]+Ag,i

cg = [‖Ag‖2 − λη]+

logsum
At+1 =


c1+
√

c2
2

Ag,i
‖Ag‖2

, c2 > 0,

0, c2 6 0,
λ > 0, 0 < ε <

√
λη, c1 = ‖Ag‖2 − ε, c2 = c2

1 − 4(λη − ε‖Ag‖2)

Table 4.1: The solution to the proximal operator for `1, `1−2, `1/2, and
logsum regularizers.

where φλη(‖Ag‖2) = arccos(λη
8 (
‖Ag‖2

3 )−
3
2 ). Similarly, the solution to the

logsum regularizer is given by

At+1 =

{ c1+
√

c2
2

Ag,i
‖Ag‖2

, c2 > 0,

0, c2 6 0,
(4.18)

where λ > 0, 0 < ε <
√

λη, c1 = ‖Ag‖2 − ε, and c2 = c2
1 − 4(λη −

ε‖Ag‖2). When the regularizer is `1−2 regularizer, then the solution is
given by

At+1 = (1 +
λη

‖c‖2
)[1− λη

‖Ag‖2
]+Ag,i (4.19)

where cg = [‖Ag‖2− λη]+. Note that the case where all of the group `2

norms Ag equal 0 is not considered [158] because it never happens dur-
ing the optimization of our algorithm. The solutions are summarized
in Table 4.1.

4.5 implementation considerations

4.5.1 Sparsity-inducing matrix in network blocks

In the analysis of Sec. 4.3, a 1× 1 convolutional layer with the sparsity-
inducing matrix is appended after the uncompressed layer. When it
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comes to different network blocks, we tweak it a little bit. As stated, both
of the 3× 3 convolutions in the ResNet [53] basic block are appended
with a 1× 1 convolution. For the first sparsity-inducing matrix, group
sparsity regularization can be enforced on either the columns or the
rows of the matrix. As for the second matrix, group sparsity is enforced
on its rows due to the existence of the skip connection.

The ResNet [53] and ResNeXt [152] bottleneck block has the structure
of 1× 1 → 3× 3 → 1× 1 convolutions. Here, the natural choice of
sparsity-inducing matrices are the leading and the ending convolutions.
For the ResNet bottleneck block, the two matrices select the input and
output channels of the middle 3× 3 convolution, respectively. Things
become a little bit different for the ResNeXt bottleneck since the middle
3× 3 convolution is a group convolution. So the aim becomes enforcing
sparsity on the already existing groups of the group convolution. In
order to do that, the parameters related to the groups in the two
sparsity-inducing matrices are concatenated. Then group sparsity is
enforced on the new matrix. After the compression phase, a whole
group can be nullified.

4.5.2 Initialization of W and A

For the ResNet and ResNeXt bottleneck block, 1× 1 convolutions are
already there. So the original network parameters are used directly.
However, it is necessary to initialize the newly added sparsity-inducing
matrix A. Two initialization methods are tried. The first one initial-
izes W and A with the pretrained parameters and identity matrix,
respectively. The second method first calculates the singular value
decomposition of W, i.e. W = USVT. Then the left eigenvector U and
the matrix SVT are used to initialize W and A. Note that the singular
values are annexed by the right eigenvector. Thus, the columns of W,
i.e. the filters of the convolutional layer lie on the surface of the unit
sphere in the high-dimensional space.

4.6 experimental results

In this section, the proposed method is validated on three image clas-
sification datasets including CIFAR10 and CIFAR100 [70]. The net-
work compression method is applied to ResNet [53], ResNeXt [152],
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Regularizer `1 `1−2 `1/2 logsum
Regularization factor λ 2e−4 2e−4 4e−4 9e−5

Table 4.2: The regularization factor for `1, `1−2, `1/2, and logsum.

VGG [136], and DenseNet [62] on CIFAR10 and CIFAR100, WRN [165]
on CIFAR100. For ResNet20 and ResNet56 on CIFAR dataset, the resid-
ual block is the basic ResBlock with two 3× 3 convolutional layers. For
ResNet164 on CIFAR, the residual block is a bottleneck block. The
investigated models of ResNeXt are ResNeXt20 and ResNeXt164 with
carlinality 32, and bottleneck width 1. WRN has 16 convolutional layers
with widening factor 10.

The training protocol of the original network is as follows. The
networks are trained for 300 epochs with SGD on CIFAR dataset. The
momentum is 0.9 and the weight decay factor is 10−4. Batch size is
64. The learning rate starts with 0.1 and decays by 10 at Epoch 150

and 225. The ResNet50 model is loaded from the pretrained PyTorch
model [115]. The models are trained with Nvidia Titan Xp GPUs. The
proposed network compression method is implemented by PyTorch.

We fix the hyper parameters of the proposed method by empirical
studies. The stop criterion α in Algorithm 1 is set to 0.1. The threshold
T is set to 0.005. Unless otherwise stated, `1 regularizer is used. The
regularization factors for different regularizers are listed in Table 4.2.
As already mentioned, during the compression step, we set different
learning rates for W and A. For CIFAR10 and CIFAR100 datasets, the
learning rate η of the sparsity-inducing matrix A during compression
optimization is set to 0.1. The ratio between the learning rate of W and
A is set to 0.01. That is, the learning rate ηs of W during compression
optimization is 0.001.

4.6.1 Results on CIFAR10

The ablation study on ResNet56 is shown in Table 4.3. Different combi-
nations of the hyper parameters T and α are investigated. There are
only slight changes in the results for different combinations. Anyway,
when T = 0.005 and α = 0.01, our method achieves the lowest error
rate. And we use this combination for the other experiments. As for the
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Regularizer Threshold T α Top-1 error (%)

`1 0.001 0.05 6.54

`1 0.005 0.1 6.53

`1 0.001 0.05 6.66

`1 0.005 0.01 6.37

logsum 0.005 0.01 6.53

`1/2 0.005 0.01 6.31

`1−2 0.005 0.01 6.56

Table 4.3: Ablation study. The proposed compression method is ap-
plied to ResNet56 and tested on CIFAR10. The compression
ratio is fixed to 50%. Different regularizers and hyper param-
eters T and α are examined.

Model Method Top-1 / BL (%) FLOPs (%) Params (%)

ResNet-
56

[175] 7.74/6.96 79.70 79.51

GAL-0.6 [97] 6.62/7.64 63.40 88.20

[81] 6.94/6.96 62.40 86.30

NISP [163] 6.99/6.96 56.39 57.40

CaP [110] 6.78 / 6.49 50.20 –
ENC [67] 7.00 / 6.90 50.00 –
AMC [55] 8.10 / 7.20 50.00 –
KSE [95] 6.77 / 6.97 48.00 45.27

FPGM [54] 6.74 / 6.41 47.70 –
Hinge (ours) 6.31 / 7.05 50.00 48.73

KSE [95] 8.00 / 6.97 24.00 –
Hinge (ours) 7.35 / 7.05 24.00 20.80

ResNeXt-
164

SSS [64] 5.42 / 6.41 44.38 64.38

Hinge (ours) 5.13 / 4.82 44.42 50.53

VGG16

[175] 6.82 / 6.75 60.90 26.66

GAL-0.1 [97] 6.58 / 6.04 54.80 17.80

Hinge (ours) 6.41 / 5.98 60.93 19.95

DenseNet-
12-40

GAL-0.01 [97] 5.39 / 5.19 64.70 64.40

[175] 6.84 / 5.89 55.22 40.33

Hinge (ours) 5.33 / 5.26 55.60 72.46

Table 4.4: Comparison of CIFAR10 compression results.
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Figure 4.4: Comparison between KSE [95] and Hinge under different
compression ratio on CIFAR10 for ResNet56.

different regularizers, `1 and `1/2 regularization are clearly better than
`1−2 and logsum. Due to the simplicity of the `1 proximal operator in
contrast to the `1/2, we use `1 instead of `1/2 in the other experiments.

The experimental results on CIFAR10 are shown in Table. 4.4. The
Top-1 error rate, the percentage of the remaining FLOPs and param-
eters of the compressed models are listed in the table. For ResNet56,
two operating points are reported. The operating point of 50% FLOP
compression is investigated by a bunch of state-of-the-art compression
methods. Our proposed method achieves the best performance un-
der this constraint. At the compression ratio of 24%, our approach is
clearly better than KSE [95]. For ResNet and ResNeXt with 20 and 164

layers, our method shoots a lower error rate than SSS. For VGG and
DenseNet, the proposed method reduces the Top-1 error rate by 0.41 %
and 1.51 % compared with [175]. In Fig. 4.4, we compare the FLOPs
and number of parameters of the compressed model by KSE and the
proposed method under different compression ratios. As shown in
the figure, our compression method outperforms KSE easily. Fig. 4.5a
through Fig. 4.5d compare the FLOPs and number of parameters of
ResNet20 and ResNext20 compressed by SSS and our method on CI-
FAR10. Our method establishes a lower bound for SSS. The layer-wise
compression ratio of the compressed network is shown in Fig. 4.6. The
overall FLOPs compression ratio is 50%. The proposed method results
in a sawtooth architecture. That is, for the convolutions with the same
feature dimension (i.e. Layer 1 to Layer 18, Layer 19 to Layer 36, and
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Layer 37 to Layer54), the middle layers generally have a severer degree
of compression.
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Figure 4.5: Comparison between SSS [64] and the proposed method.
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Figure 4.5: Comparison between SSS [64] and the proposed method
(continued).

4.6.2 Results on CIFAR100

Table 4.5 shows the compression results on CIFAR100. For the com-
pression of WRN, we analyze the influence of regularization factor
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Figure 4.6: Layer-wise compression ratio of ResNet56 on CIFAR10.

Model Method Top-1 / BL (%) FLOPs (%) Params (%)

WRN

CGES [161] 21.97 / 21.62 75.56 –
Hinge-NA 23.61 / 21.58 75.59 84.31

Hinge (ours) 21.79 / 21.58 75.61 83.29

CGES [161] 22.75 / 21.62 57.31 –
Hinge-NA 23.13 / 21.58 57.41 68.72

Hinge (ours) 22.06 / 21.58 57.39 67.80

ResNet20

SSS [64] 34.42 / 30.91 32.98 54.42

Hinge (ours) 33.66 / 31.17 32.94 33.64

ResNet164

SSS [64] 24.42 / 23.31 55.33 86.75

Hinge (ours) 23.12 / 23.22 55.32 76.57

ResNeXt20

SSS [64] 30.60 / 28.00 53.51 76.34

Hinge (ours) 28.74 / 28.05 53.59 65.24

ResNeXt164

SSS [64] 26.71 / 23.18 47.69 72.47

Hinge (ours) 22.56 / 23.13 47.75 58.49

Table 4.5: Comparison of CIFAR100 compression results. For a fair
comparison, the model size from different methods is kept to
the same level. Hinge-NA stands for our hinge method with-
out regularization factor annealing during the compression
phase.

annealing during the compression phase. It is clear that with the
annealing mechanism, the proposed method achieves much better per-
formance. This is because towards the end of the compression phase,
the proximal gradient solver has found quite a good neighbor of the
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local minimum. In this case, the regularization factor should diminish
in order for a better exploration around the local minimum. Compared
with the previous group sparsity method CGES [161], our hinge method
with the annealing mechanism results in better performance.

Fig. 4.5i through Fig. 4.5l compare the compression performance
of SSS and our method on the 164-layer ResNet and ResNext. Even
without the distillation loss, our method is already better than SSS.
When the distillation loss is utilized, the proposed method brings the
Top-1 error rate to an even lower level. The corresponding results for
the 20-layer networks are shown in Fig. 4.5e through 4.5g.

4.7 conclusion

In this chapter, we propose to hinge filter pruning and decomposition
via group sparsity. By enforcing group sparsity regularization on the
different structured groups, i.e. , columns and rows of the sparsity-
inducing matrix, the manipulation of the tensor breaks down to filter
pruning and decomposition, respectively. The unified formulation
enables the devised algorithm to flexibly switch between the two modes
of network compression, depending on the specific circumstances in
the network. Proximal gradient method with gradient based learning
rate adjustment, layer balancing, and regularization factor annealing
are used to solve the optimization problem. Distillation loss is used in
the finetuning phase. The experimental results validate the proposed
method.



Part II

N E U R A L A R C H I T E C T U R E O P T I M I Z AT I O N





5
T H E H E T E R O G E N E I T Y H Y P O T H E S I S

5.1 introduction

Different from the previous chapters on network compression, the focus
of this chapter is fine-grained neural architecture optimization. Recently,
neural network design has also evolved from manual design [136, 53,
62] to NAS [100, 140] and semi-automation [157, 58, 122]. State-of-the-art
network designs focus on discovering the overall network architecture
with regularly repeated convolutional layers. This has been the golden
standard of current CNN designs. For example, Ma et al. mentioned
that a network should have equal channel width [106]. But their analysis
is limited to minimizing the memory access cost given the FLOPs for a
single pointwise convolution.

The motivation of this chapter kind of contradicts the previous design
heuristics. It investigates a design space that is usually overlooked
and thus not fully explored, namely adjusting the layer-wise channel
configurations. The channel configuration of a network is defined as
the vector that summarizes the output channels of the convolutional
layers. We try to answer three questions: 1) whether there exists a
LW-DNA that can outperform the original one; 2) if so, how to identify
it efficiently; and 3) why it can beat the regular configuration.

Question 1: The existence of LW-DNA. To answer the first question,
we formally articulate the following hypothesis. The Heterogeneity
Hypothesis: For a CNN, when trained with exactly the same training protocol
(e.g. number of epochs, batch size, learning rate schedule), there exists a layer-
wise differentiated network architecture (LW-DNA) that can outperform the
original network with regular layer-wise channel configurations but with a
lower model complexity in term of FLOPs and parameters.

To be specific, we aim at adjusting the numbers of channels of the
convolutional layers in predefined CNNs. The other layer configura-
tions such as kernel size and stride are not changed. Formally, consider
an L-layer CNN f (X; Θ, c), where c = (c1, c2, · · · , cL) is the channel con-
figuration of all of the convolutional layers, Θ denotes the parameters
in the network, and X is the input of the network. The heterogeneity
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Figure 5.1: Pipeline for identifying LW-DNA models. Note that the
single-shot shrinkage method only needs to run one random
mini-batch. Then the network is shrunk after the single pass.
Thus, almost no additional computational cost is introduced.
This allows for fair comparison between the baseline model
and the LW-DNA model.

hypothesis implies that there should exist a new channel configuration
c′ = (c′1, c′2, · · · , c′L) such that the new architecture f ′(X; Θ′, c′) performs
no worse than the original one. After the adjustment, the channel con-
figurations c′l could be either larger or smaller than the original cl . We
try to answer this question by empirical experiments.

Question 2: How to identify an LW-DNA efficiently? Note that the
focus of this chapter is solely the network architectures. The influence
of factors other than network architecture such as the training protocol
are excluded. This choice allows for controlled experiments and a
fair comparison between the possibly existing LW-DNA models and the
baseline models. But we are in turn faced with the following problem.
Problem Statement: If the heterogeneity hypothesis is valid, how can we
efficiently and reliably find an LW-DNA model for a CNN without additional
computational cost and training time?

To solve this problem, we are inspired by recent developments in
network compression [79, 78, 91]. The pipeline of identifying LW-DNA

models is shown in Fig. 5.1. In short, the LW-DNA models are identified
by the single-shot shrinking of a widened and reparameterized version
of the baseline network. The details are given in Sec. 5.4
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Question 3: How to explain the benefits of LW-DNA? As a matter
of examples, we identify LW-DNA versions of various state-of-the-art
networks for three vision tasks, incl. image classification [53, 62, 59,
133, 58, 140, 141, 122], image restoration [76, 96, 169, 131], and visual
tracking [10]. Interestingly, the identified LW-DNA models consistently
outperform the baselines even with lower model complexities in terms
of FLOPs and number of parameters. We try to explain this phe-
nomenon from several perspectives.

1. CNNs are redundant. So it is possible to find a layer-wise specific
channel configuration comparable with the baseline under lower
model complexity.

2. As shown in Fig. 5.4, some layers of the LW-DNA models have
more channels than the baseline. Indeed, the lower layers tend to
be strengthened with more channels. It might be those layers that
play the essential role in improving the network accuracy.

3. The accuracy gain of the LW-DNA models might be related to
overfitting by the baseline models. We derive this conjecture from
several observations. I. By comparing the training and testing
curves of an LW-DNA model and its baseline in Fig. 5.3d, we
find that towards the end of the training, the identified LW-DNA
model shows a higher training error but a lower testing error, i.e.
improved generalization. This phenomenon is consistent across
different datasets. This also matches the observations from the
pioneering unstructured pruning, like a brain surgeon trying to
boost network generalization after brain damage [75, 51]. II. The
accuracy gain of an LW-DNA model is larger for smaller datasets
(i.e. Tiny-ImageNet) that are easier to get overfitted to, compared
with larger datasets (i.e. ImageNet). III. On the same dataset (i.e.
ImageNet), it is easier to identify an LW-DNA model version
for larger networks (i.e. ResNet50) than for smaller networks (i.e.
MobileNetV3).

The contributions of this chapter can be summarized as follows. First,
it demonstrates the possibility of identifying a superior version of a
network by only adjusting the channel configuration of the network.
This could be used as a post-searching mechanism complementary
to semi- or fully automated neural architecture search. Secondly, a
method that can identify LW-DNA models almost without additional
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computational cost and training time is proposed. This method only
needs the computation of one random batch. Thirdly, the possible
reason for the improved performance of an LW-DNA is explained by
observing the experimental results.

5.2 related work

In this section, we review the works about the lottery ticket hypothesis.
Other related works about NAS, hypernetworks, and network pruning
could be found in Subsec. 3.2.2, Subsec. 3.2.3, and SubSec. 2.2.1. In
this chapter, we try to adjust the channel configuration of the network,
which can be regarded as a method complementary to NAS.

5.2.1 The lottery ticket hypothesis

The heterogeneity hypothesis is reminiscent of the Lottery Ticket Hy-
pothesis (LTH) [34], which addresses the existence of sparse subnetworks
that can match the test accuracy of randomly-initialized dense networks.
The winning ticket is identified by greedily pruning single elements of
weight parameters with smallest magnitude. Following works try to
extend [123], theoretically prove [107], understand [179], and improve
the training process [130] of Lottery Ticket Hypothesis (LTH). The un-
structured pruning breaks the dynamical isometry in the network [78].
The core problem is the trainability of the sparse subnetworks and the
gradient flow in the subnetworks [78]. In contrast, the heterogeneity hy-
pothesis focuses on adjusting the channel configuration of the network.
Since the weight elements of an entire channel are pruned together,
there is no irregular kernel in the pruned network. Gradient flow is no
longer a problem in this scenario.

5.3 preliminaries

5.3.1 Hints from network compression

Recent network compression methods shed light on the existence of
advantageous layer-wise specific networks [101, 91, 30]. Those methods
can result in shrunk networks with layer-wise specific channel con-
figurations. Some works [101] report accuracy gains of the pruned
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Figure 5.2: Illustration of the configuration space. The proposed
method identifies layer-specific channel configurations
within the enlarged and constrained subspace C(ρc, βc).
Compared with searching within the constrained neighbor-
hood S(c) of c, the enlarged configuration space makes it
possible to develop a straightforward shrinkage criterion.

network over the width-scaled versions of ResNet and MobileNets [53,
59, 133]. Yet, since the advantageous networks are identified in a net-
work compression sense, thus with an accuracy drop compared with
the uncompressed network, it still remains unknown whether there
exists a layer-wise specific network that can compete with the original
one. A recent work [91] reports an accuracy gain over uncompressed
MobileNets on Tiny-ImageNet. Yet, further investigations on larger
datasets are not conducted. Moreover, the compact networks are usu-
ally derived with training protocols different from those used for the
baseline network, e.g. additional searching stage, larger batch size, or
prolonged fine-tuning stage. It remains unknown how the layer-wise
specific channel configurations benefit the network.

5.3.2 Notations and definitions

Notation. In this chapter, bold lowercase letters such as c, x, and z are
used to denote vectors while bold capital letters such as O, Z, W are
used to denote matrices and higher dimensional tensors. The vectors,
matrices, and higher dimensional tensors are indexed by subscripts.
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Greek letters such as α, β denote constant scalars. The configuration
vector and configuration space are formally defined as follows.

Definition 1 (Channel configuration vector). Consider an L-layer
CNN. The channel configuration vector of the network is defined as an
L-dimensional vector that summarizes the number of output channels
of the network, i.e.

c = (c1, c2, · · · , cL), (5.1)

where cl denotes the number of output channels in the l-th layer.
Definition 2 (Configuration space). The configuration space E is

a subspace of Euclidean space that contains the allowable channel
configuration vectors. (See Fig. 5.2 for one example of the configuration
space.)

The dimension of the configuration vectors depends on the number
of convolutional layers in the network. Take VGG11 for example. The
configuration vector is an 8-dimensional vector, i.e. ,

cvgg = (64, 128, 256, 256, 512, 512, 512, 512) . (5.2)

As in this example, the configuration vector is regular and its elements
are dependent on each other in the sense that most of them are re-
peated. For image classification networks, the golden standard is to
repeat building blocks with the same configuration up to the point
where the spatial dimension of the feature map gets reduced. Some
efficient designs for mobile devices introduce a width multiplier α to
adapt to constrained resource requirements, which results in a scaled
configuration vector, i.e. ,

b = (αc1, αc2, · · · , αcL), α < 1 . (5.3)

5.3.3 Problem formulation and recast

Since the configuration vector is manually fixed, it is not guaranteed to
be optimal. In this chapter, we explore the corresponding configuration
design space. The aim is to demonstrate that there is an irregular
configuration vector c′ that can compete with the original, while offering
reduced model complexity. To achieve that, we propose an algorithm
which can adjust (increase or decrease) the elements of the configuration
vector c while controlling the model complexity. As shown in Fig. 5.2,
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such an adjustment procedure best searches in the neighborhood of the
vector, i.e.

N(c) ⊂ E . (5.4)

After the adjustment, an element of the configuration vector c can
be either increased or decreased, which corresponds to growing or
shrinking the l-th layer of the network. Shrinkage criteria can be defined
on the existing network and network shrinkage algorithm could applied.
The limitation of a shrinkage algorithm on the original network is that
it can only explore a subspace of the neighborhood, i.e.

S(c) = {x ∈N(c)|xl ≤ cl} ⊂N(c) . (5.5)

But we do not want to be restricted to shrinkage only. Instead, it is
desirable to do both network shrinkage and growth at the same time
for the configuration vector adjustment.

We circumvent this problem by recasting it as a shrinkage problem in
a larger configuration space which is obtained by widening the width
of the network with a width multiplier β > 1. The new searching space
H is a hyperrectangle delimited by the zero vector 0 and the up-scaled
configuration vector βc in the high-dimensional space, i.e.

H(0, βc) = {x ∈ E|0 ≤ xl ≤ βcl} ⊂ E . (5.6)

The searching algorithm then starts from the up-scaled vector βc and re-
duces the value of its l-th element greedily according to the significance
of the channels in the corresponding convolutional layer.

5.4 methodology

After introducing the preliminaries and the designing considerations
in the last section, the algorithm used to identify LW-DNA models is
explained in this section. The pipeline is already shown in Fig. 5.1.
The identifying procedure proceeds as follows. 1) Reparameterize the
widened baseline network with hypernetworks. The outputs of the
hypernetworks act as the weight parameters of the baseline network.
The inputs of the hypernetwork serve as the handle to shrink the
network. 2) Compute the gradients of the hypernetwork input, i.e. the
latent vectors, with one random batch. 3) Sparsify the latent vectors
greedily according to the magnitude of their gradients. 4) Compute
the weight parameters with the sparsified latent vectors. 5) Train the
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resultant network from scratch with the same training protocol as the
baseline network. And in the following, we explain some of the key
steps in detail.

5.4.1 Reparameterizing with hypernetworks

The network shrinkage method is explained in this section. Instead
of directly shrinking the baseline network, we first widen it and repa-
rameterize it with hypernetworks [101, 91]. The reparameterization is
adopted based on the following considerations. The hypernetworks
bring the shrinkage problem into a latent space. Removing a channel
is equivalent to deleting a single element of the latent vector, which
converts the problem of dealing with elements in the whole channel
to an easier one of dealing with a single element in the latent vec-
tor. In addition, it provides a straightforward extension of single-shot
shrinkage [79] to channel pruning (See Subsec 5.4.2). And single-shot
shrinkage is the core of avoiding additional computational cost when
identifying LW-DNA models. The latent vector sharing mechanism in
the hypernetworks also makes it possible to deal with various state-of-
the-art networks.

Consider the L-layer CNN that is brought to the larger configuration
space H(0, βc) as in Eqn. (5.6). The weight parameter of the l-th
convolutional layer of the CNN has the dimension of βcl× βcl−1×w× h,
where βcl , βcl−1, and w× h denotes the output channel, input channel,
and kernel size of the layer. For the simplicity of notation, let n = βcl
and c = βcl−1. We use the hypernetwork proposed in Subsec. 3.3.1 to
reparameterize the convolutional layers of the widened network.

5.4.2 Single-shot shrinkage

After reparameterizing the network with hypernetworks, the parame-
ters in the network are first randomly initialized [16]. Then the single-
shot shrinkage method is used to adjust the width of the network.

Consider a single mini-batch {Xi, Yi} from the dataset. The output
of the network is computed as

Ŷi = f (Xi; Θ, z) , (5.7)
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where z denotes the latent vectors and Θ is the parameter set that
contains W1 and W2. The loss is computed as

L = L (Yi, f (Xi; Θ, z)) . (5.8)

Then the gradients of the loss function with respect to the latent vectors
are computed as

∇L =
∂L (Yi, f (Xi; Θ, z))

∂z
. (5.9)

The magnitude of the gradients is used as the criterion to sparsify the
latent vectors. The elements whose gradient magnitude is smaller than a
threshold are removed. The threshold is determined by a binary search
algorithm, which allows the resultant network to reach a predefined
FLOP target. The resultant network is the final LW-DNA model and
is trained from scratch with the same training protocol as the baseline
model.

The single-shot shrinkage method is inspired by single-shot pruning
of weight elements [79]. But the original method is single element ori-
ented. It removes single weight parameters in the network and results
in unstructured kernels. It remains to be explored how to transform the
single-shot method to network shrinkage. The hypernetworks provide
such a connection. By resorting to hypernetworks, the shrinkage is con-
ducted on the latent space whose elements correspond to channels in
the network and serve as the agent for shrinkage. Deleting an element
of the latent vector is equivalent to remove a channel in the network.
Thus, sparsifying the latent vectors according to their gradients is a
natural transferring of the single-shot method in [79].

5.4.3 Knowledge distillation

For image classification, besides the cross-entropy loss function, a
distillation term is also used, i.e.

L = (1− α)Lce(y, σ(zs)) + 2αT2Lce (σ (zs/T) , σ (zt/T)) , (5.10)

where Lce(·) is the cross-entropy loss function, σ(·) is the softmax
function, y is the class label, zs and zt are the logit outputs of LW-
DNA model and the teacher [57]. We use fixed parameters α = 0.4
and T = 4. The teacher is the pretrained widened version of the
baseline network. Knowledge distillation is not used for experiments
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on ImageNet because the execution of the teacher network in this case
also consumes considerable time and GPU resources.

5.4.4 Constraining model complexity

Model complexity is measured in terms of FLOP and parameter count.
The target is to find a model that has both fewer FLOPs and parameters
while achieving improved accuracy. Yet, the two metrics are not always
consistent with each other. For example, when the FLOPs target is
set, a parameter over-pruned model might be observed in some of
the experiments, which could lead to inferior performance. Thus, a
new hyper-parameter ρ is introduced which controls the minimum
percentage of remaining channels in convolutional layers. In this way,
the search space C(ρc, βc) is a confined subspace of the original search
space H(0, βc), i.e.

C(ρc, βc) = {x ∈ E|ρcl ≤ xl ≤ βcl} ⊂H(0, βc) . (5.11)

A similar hyper-parameter τ is introduced for the final linear layers
of image classification networks. The hyper-parameters ρ and τ are
termed convolutional percentage and linear percentage in this thesis,
respectively. During the pruning, the FLOP budget is fixed. By tuning
the hyper-parameters ρ and τ, the algorithm is able to find networks
with the same FLOPs but varying parameter budgets.

5.5 experimental results

The experimental results are shown in this section. We try to identify
LW-DNA for various state-of-the-art networks including ResNet [53],
RegNet [122], MobileNets [59, 133, 58], EfficientNet [141], MnasNet [140],
DenseNet [62], SRResNet [76], EDSR [96], DnCNN [169], and U-Net [131].
The identified LW-DNA model and the baseline network are trained
with exactly the same training protocol. The details of the training
protocol for different tasks are given in the supplementary. Knowl-
edge distillation [57] is used for image classification on CIFAR [70] and
Tiny-ImageNet[28] (Baseline KD, DHP KD [91], and LW-DNA model).
The balancing hyperparameter and temperature are set to 0.4 and 4,
respectively. The teacher is the pretrained widened version of the base-
line network. Knowledge distillation is not used for experiments on
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ρ τ Top-1 FLOPs [G] Params [M]
0.1 0.4 47.02 0.046 0.948

0.1 0.45 46.66 0.046 0.986

0.2 0.4 46.94 0.0459 1.210

0.2 0.45 46.44 0.046 1.265

Table 5.1: Ablation study of the hyper-parameters ρ and τ on Mo-
bileNetV1.

ImageNet because the execution of the teacher network in this case also
consumes considerable time and GPU resources.

5.5.1 Image Classification

Ablation study on Tiny-ImageNet. The hyper-parameters ρ and τ are
essential to control the model complexity and performance of the opti-
mized architectures. Thus, an ablation study of the hyper-parameters
ρ and τ is shown in Table 5.1. The experiments are conducted for
MobileNetV1 on Tiny-ImageNet. The FLOPs budget is fixed for the
experiments. Two conclusions can be drawn from the result. I. By
increasing the hyper-parameters ρ and τ, the model complexity is also
increased. And the accuracy of the network is also improved. II. All
of the results in Table 5.1 are better than Baseline KD in Table 5.2,
which shows the robustness of ρ and τ. Based on the experience on
Tiny-ImageNet, we set ρ = 0.4 and τ = 0.45 for ImageNet experi-
ments. Quite surprising, this combination works well across the three
investigated networks (ResNet50, RegNet, and MobileNetV3).

Result. The results of image classification networks are compared
in Table 5.2 for ImageNet and Tiny-ImageNet and Table 5.3 for CIFAR,
respectively. We have several key observations. I. The identified LW-
DNA models outperform the original network (denoted as Baseline or
Baseline KD when knowledge distillation is used) with lower model
complexity in terms of both FLOPs and number of parameters. This is a
direct support for the Heterogeneity Hypothesis. II. The accuracy of the
baseline network can be improved by knowledge distillation. Yet, the
improved baseline still performs worse than LW-DNA. This shows the
robustness of LW-DNA, i.e. not affected by a specific training technique.
III. The improvement of LW-DNA scales up to large-scale datasets,
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Network Method
Top-1

Error (%)
FLOPs [G] /

Ratio (%)
Params [M] /

Ratio (%)

ImageNet [28]

ResNet50 [53]

Baseline 23.28 4.1177 / 100.0 25.557 / 100.0
MutualNet [156] 21.40 4.1177 / 100.0 25.557 / 100.0

LW-DNA 23.00 3.7307 / 90.60 23.741 / 92.90

MetaPruning [101] 23.80 3.0000 / 72.86 –
AutoSlim [162] 24.00 3.0000 / 72.86 23.100 / 90.39

RegNet [122]
X-4.0GF

Baseline 23.05 4.0005 / 100.0 22.118 / 100.0
LW-DNA 22.74 3.8199 / 95.49 15.285 / 69.10

MobileNetV3

small [58]
Baseline 34.91 0.0612 / 100.0 3.108 / 100.0

LW-DNA 34.84 0.0605 / 98.86 3.049 / 98.11

Tiny-ImageNet

MobileNetV1

[59]

Baseline 51.87 0.0478 / 100.0 3.412 / 100.0
Baseline KD 48.00 0.0478 / 100.0 3.412 / 100.0

DHP KD 46.70 0.0474 / 99.16 2.267 / 66.43

LW-DNA 46.44 0.0460 / 96.23 1.265 / 37.08

MobileNetV2

[133]

Baseline 44.38 0.0930 / 100.0 2.480 / 100.0
Baseline KD 41.25 0.0930 / 100.0 2.480 / 100.0

DHP KD 41.06 0.0896 / 96.34 2.662 / 107.34

LW-DNA 40.74 0.0872 / 93.76 2.230 / 89.90

MobileNetV3

large [58]

Baseline 45.53 0.0860 / 100.0 4.121 / 100.0
Baseline KD 38.21 0.0860 / 100.0 4.121 / 100.0

DHP KD 38.14 0.0856 / 99.53 3.561 / 86.42

LW-DNA 37.45 0.0797 / 92.67 3.561 / 86.43

MobileNetV3

small [58]

Baseline 47.55 0.0207 / 100.0 2.083 / 100.0
Baseline KD 41.52 0.0207 / 100.0 2.083 / 100.0

DHP KD 41.46 0.0192 / 92.75 1.078 / 51.76

LW-DNA 41.35 0.0178 / 85.99 1.799 / 86.36

MnasNet [140]

Baseline 51.79 0.0271 / 100.0 3.359 / 100.0
Baseline KD 48.17 0.0271 / 100.0 3.359 / 100.0

DHP KD 48.10 0.0264 / 97.42 2.512 / 74.79

LW-DNA 46.85 0.0250 / 92.25 1.258 / 37.45

Table 5.2: Image classification results on ImageNet and Tiny-
ImageNet. Baseline and Baseline KD denote the original
network trained without and with knowledge distillation re-
spectively. DHP-KD is the DHP version trained with knowl-
edge distillation. For ImageNet classification, knowledge
distillation is not used to train the network while for Tiny-
ImageNet classification, knowledge distillation is used.
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Network Method
Top-1

Error (%)
FLOPs [G] /

Ratio (%)
Params [M] /

Ratio (%)

CIFAR100

RegNet [122]
Y-200MF

Baseline 21.94 0.2259 / 100.0 2.831 / 100.0
Baseline KD 19.87 0.2259 / 100.0 2.831 / 100.0

LW-DNA 19.87 0.2095 / 92.74 1.524 / 53.85

RegNet [122]
Y-400MF

Baseline 21.65 0.4585 / 100.0 3.947 / 100.0
Baseline KD 18.71 0.4585 / 100.0 3.947 / 100.0

LW-DNA 18.65 0.4468 / 97.45 2.466 / 62.48

RegNet [122]
X-200MF

Baseline 23.62 0.2255 / 100.0 2.353 / 100.0
Baseline KD 21.38 0.2255 / 100.0 2.353 / 100.0

LW-DNA 21.19 0.2075 / 92.02 1.239 / 52.68

RegNet [122]
X-400MF

Baseline 21.75 0.4698 / 100.0 4.810 / 100.0
Baseline KD 19.06 0.4698 / 100.0 4.810 / 100.0

LW-DNA 18.81 0.4610 / 98.13 4.404 / 91.56

EfficientNet [141]
Baseline 20.74 0.4161 / 100.0 4.136 / 100.0

Baseline KD 19.73 0.4161 / 100.0 4.136 / 100.0
LW-DNA 19.54 0.3850 / 92.53 2.121 / 51.28

DenseNet40 [62]
Baseline 26.00 0.2901 / 100.0 1.100 / 100.0

Baseline KD 22.84 0.2901 / 100.0 1.100 / 100.0
LW-DNA 22.46 0.2638 / 90.93 1.016 / 92.35

CIFAR10

DenseNet40 [62]
Baseline 5.50 0.2901 / 100.0 1.059 / 100.0

Baseline KD 4.88 0.2901 / 100.0 1.059 / 100.0
LW-DNA 4.87 0.2632 / 90.73 0.963 / 90.87

ResNet56 [53]
Baseline 5.74 0.1274 / 100.0 0.856 / 100.0

Baseline KD 5.73 0.1274 / 100.0 0.856 / 100.0
LW-DNA 5.49 0.1262 / 99.06 0.536 / 62.62

Table 5.3: Image classification results on CIFAR. Baseline and Base-
line KD denote the original network trained without and
with knowledge distillation, respectively. DHP-KD is the
DHP version trained with knowledge distillation. Knowledge
distillation is used to train LW-DNA models.

i.e. ImageNet. For the ImageNet experiment, we set ρ = 0.4 and
τ = 0.45 by the ablation study on Tiny-ImageNet. This hyper-parameter
combination works well across the three investigated networks. The
success on ImageNet and the robustness of the hyper-parameters imply
the wide existence of LW-DNA models and the ease of finding them.
IV. MutualNet is a training scheme when applied to a specific network,
which could be combined with our work.
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Figure 5.3: Training and testing log of LW-DNA and baseline net-
works.
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Figure 5.3: Training and testing log of LW-DNA and baseline net-
works (continued).
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Proximal gradient descent vs. single-shot shrinkage. Besides single-
shot shrinkage, there are also other candidate methods to prune net-
works, e.g. PGD. The choice of single-shot shrinkage is based on the
following considerations. First, it is extremely computation-efficient.
Only one random batch is used to identify the LW-DNA models. This
meets the design requirements of introducing no computational cost.
This consistence makes it possible to identify the importance of the
architecture of LW-DNA models while controlling the other factors.
Secondly, by analyzing the closed-form solution to the proximal opera-
tor with `1 regularization, i.e. the soft-thresholding operator, we find
that PGD tends to diminish the elements of the latent vectors with the
approximately consistent speed. As a results, the final magnitude of
the elements has some kind of relationship with the initial magnitude.
Therefore, if the initialization of an element is large, it is likely that
the final magnitude is still relatively large. The distribution of the
latent vector in Layer 6 of MobileNetV2 during the PGD optimization
is shown in Fig. 5.5. The final distribution is related to the initialization.
Thus, it becomes reasonable to shrink the latent vectors at initialization.

The benefits of LW-DNA models are analyzed by several observations
of the experimental results. I. The percentage of remaining channels is
shown in Fig. 5.4. Some layers of the LW-DNA networks are strength-
ened. This might contribute to the improved performance of LW-DNA.
II. As shown in Fig. 5.3d, towards the end of the training, the LW-DNA
models shoot a lower test error with increased training error. The
improved generalization on the test set comes with reduced model
complexity and lower training accuracy. This phenomenon is consistent
with the pioneering unstructured pruning methods [75, 51] that try to
balance model complexity and overfitting. The same phenomenon on
both unstructured pruning and structured pruning points to a common
underlying factor. III. The accuracy gain of LW-DNA on Tiny-ImageNet
is larger than ImageNet. As known, smaller datasets are easier to be
overfitted to. IV. On ImageNet, it is easier to identify LW-DNA models
for ResNet50 and RegNet than MobileNetV3. Since the larger models
ResNet50 and RegNet contain more redundancy, it is easier for them
to overfit the dataset. Based on the above observations, we conjecture
that the improvement of LW-DNA model might be related to model
overfitting.
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Figure 5.4: Percentage of remaining output channels of LW-DNA
models over the baseline network.
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(a) Layer 6, Epoch 1.

(b) Layer 6, Epoch 10.

(c) Layer 6, Epoch 17.

Figure 5.5: The distribution of the latent vectors in MobileNetV2 dur-
ing the PGD optimization of DHP.
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Metric DiMP-Baseline DiMP-LW-DNA

TrackingNet [112]

Precision 68.06 68.27

Norm. Prec. (%) 79.70 79.64

Success (AUC) (%) 73.77 73.83

LaSOT [33]

Precision 54.97 57.30

Norm. Prec. (%) 63.70 65.82

Success (AUC) (%) 55.87 57.43

Table 5.4: Tracking test results. DiMP-LW-DNA and DiMP-Baseline
use the identified LW-DNA and baseline version of ResNet50,
respectively.
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Figure 5.6: Success plot on the LaSOT dataset for visual tracking.

5.5.2 Visual Tracking

To validate the generalization ability of the identified LW-DNA, we
apply the LW-DNA and baseline version of ResNet50 to visual tracking.
State-of-the-art tracking workflow DiMP [10] is used as the test bed. For
a fair comparison, the LW-DNA and the baseline are trained with the
same protocol. They are first pretrained on ImageNet then finetuned
following the DiMP workflow. In Table 5.4, the networks are compared
on two datasets, i.e. TrackingNet [112] and LaSOT [33]. On the smaller
dataset TrackingNet, LW-DNA version slightly beats the baseline while
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Metric
SRResNet [76] EDSR [96]

Baseline LW-DNA Baseline LW-DNA

PSNR (dB)

Set5 [9] 32.02 32.07 32.10 32.13

Set14 [166] 28.50 28.51 28.55 28.61

B100 [108] 27.52 27.52 27.55 27.59

Urban100 [63] 25.88 25.88 26.02 26.09

DIV2K [2] 28.84 28.85 28.93 28.99

FLOPs [G] 32.81 28.79 90.37 55.44

Ratio (%) 100.0 87.75 100.0 61.34

Params [M] 1.53 1.36 3.70 2.84

Ratio (%) 100.0 88.43 100.0 76.94

Table 5.5: Results on single image super-resolution networks. The
upscaling factor is ×4.

on the larger dataset LaSOT, LW-DNA outperforms the baseline ele-
gantly. The success plot on LaSOT is shown in Fig. 5.6. As shown there,
DiMP-LW-DNA is consistently better than DiMP-Baseline and other
state-of-the-art tracking methods across the range of overlap threshold.
In conclusion, the results show that the benefits of LW-DNA can be
transferred to other vision tasks.

5.5.3 Image Restoration

Table 5.5 shows the results on super-resolution networks. For EDSR, the
LW-DNA models perform better than the baseline but with significant
reduction of model complexity. On the large test dataset Urban100

and DIV2K, the LW-DNA model of EDSR leads to nearly 0.1dB PSNR
gain over the baseline. For SRResNet, LW-DNA achieves slightly re-
duction of model complexity without drop of PSNR. More results on
image denoising are shown in the supplementary. In conclusion, the
results validate the existence of LW-DNA models for low-level vision
networks.

5.6 conclusion

In this chapter, we state the heterogeneity hypothesis which in essence
is the existence of advantageous LW-DNA models for a predefined
network architecture. We try to validate the hypothesis by empirical
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studies. In order to single out the importance of the network archi-
tecture, the training protocol is kept the same for the baseline and
the LW-DNA models. This is achieved by converting the problem of
identifying LW-DNA to a network shrinkage problem and designing
an efficient shrinkage algorithm. The experiments on various network
architectures and vision tasks demonstrate the benefits of the identified
LW-DNA models. By examining the results, we conjecture that the
advantage of the LW-DNA model might be related to model overfitting.
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6
T O WA R D S E F F I C I E N T G C N

6.1 introduction

Different from the previous chapters where CNNs are investigated,
the focus in this chapter is GCNs. Specifically, we try to optimize the
computational procedure in GCNs for learning on point clouds. Re-
cently, GCNs [27, 14, 36, 164, 135, 174, 146] have achieved state-of-the-art
performances in 3D representation learning on point clouds for classifi-
cation [120, 121], part segmentation [15], semantic segmentation [148,
61], and surface reconstruction [49]. A typical GCN is composed of a
stack of Multilayer Perceptrons (MLPs) that progressively learn a hier-
archy of deep features. For a better modelling of the locality on point
clouds, neighborhood information gathering modules are placed before
MLPs. A certain point gathers information from its neighbors and prop-
agates its information to them. The neighbors can be predefined (i.e. ,
borrowed from an initial mesh in Point2Mesh [49]) or more commonly
established by K-Nearest Neighbor (KNN) search on point clouds (static
GCN [121, 83]) or on the feature representation (dynamic GCN [148,
171]).

Yet, this design faces several technical challenges. Firstly, the com-
putational cost grows quadratically with the number of points [126,
125]. The problem is exacerbated when KNN search is conducted in a
high-dimensional feature space. Secondly, the graph feature gathering
operation expands the dimension of the resultant features. Consider a
point cloud with N points and d coordinates. The dimension of the ten-
sor grows from N × d to N × K× d after the K graph feature gathering
operation, where K is the number of neighbors. Then the same oper-
ation is applied to the expanded tensor with repeated entries, which
leads to redundant computations. Thirdly, due to the computational
complexity and the expanded features, the GPU memory required for
GCN computations explodes when the number of processed points
increases. The inference speed also slows down drastically.

As shown in Fig. 6.1, each time the number of processed points
doubles, the computational complexity, inference time, and consumed

109
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Figure 6.1: Acceleration performance of a representative GCN. The
performance of DGCNN and the accelated network is shown.
(a) The overall accuracy for point cloud classification. Mean
and Variance reported for 5 runs. The (b) runtime, (c) GPU
memory consumption, and (d) FLOPs of the original GCN
explodes with an increasing number of points. By contrast,
the optimized network can achieve a significant reduction
of computational resources without a drop in accuracy.

GPU memory of the examined GCN almost quadruple. Thus, the aim
of this chapter is to analyze the basic operations in GCNs and seek
opportunities to build efficient GCNs for learning on point clouds.
Compared with the representative GCN in Fig. 6.1, the computationally
optimized GCN in this chapter reduces the computational burden and
accelerates the inference. This significant improvement relies on the
following two findings.
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Finding 1. The local geometric structure information of 3D representations
propagates smoothly across the aforementioned multilayer GCN that relies on
KNN search for graph feature gathering.

This finding is supported by the mathematical analysis of the dis-
tances between two points before and after one layer of an MLP. In
Sec. 6.4.2, we show that the distance between two points after one
layer of MLP is upper bounded by the neighborhood distance and
lower bounded by the neighborhood centroid distance between the
corresponding points before the MLP. This means that across a GCN
the distance between two points in the feature space does not abruptly
change. Thus, it is not necessary to conduct KNN search every time
a neighbor retrieval is needed in MLPs. Instead, a couple of MLPs
(referred to as shareholder MLP) can share the results of the same KNN
search. Moreover, to ensure a progressively enlarged receptive field
across the shareholder MLPs, a larger pool of neighbors can be kept
from the first KNN search. Each time neighbor retrieval is needed, the
neighbors are sampled from the pool. The shareholder MLPs in the
shallower layers can only sample from the near neighbors while the
deep shareholders have the chance to sample from far-away neighbors.

Finding 2. Shuffling the order of the graph feature gathering operation and
the MLP used for feature extraction leads to equivalent or similar composite
operations for GCNs.

This finding is also supported by a general analysis in Sec. 6.4.3. As
said, in existing GCNs, the graph feature gathering operation happens
before the MLP and expand the dimension of the features. By moving
the feature extracting MLP before the graph feature gathering operation,
the MLP is conducted merely on the non-expanded feature tensors.
And this leads to a significant reduction in computations.

The two findings directly lead to the proposed change in computa-
tional procedure as shown in Fig. 6.2, which reduces the computational
complexity and accelerates the inference of the GCNs. Here, the pro-
posed techniques are applied to four representative GCNs [148, 83,
49, 171]. It is shown that they can improve the efficiency of existing
GCNs significantly, indeed. For example, for ModelNet40 point cloud
classification with 2048 points, compared with the original DGCNN,
the accelerated version is about ×3 times faster, reduces GPU memory
by 57.1% and computation by 86.7% without loss of accuracy. More
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(a) Conventional GCN (b) Optimized GCN

Figure 6.2: Optimization of the computation procedure in a conven-
tional GCN. Instead of calling KNN search for each graph
convolution, we enforce several graph convolutions to share
the same KNN search with progressively enlarged receptive
fields. The shuffling of graph feature gathering and MLP
avoids the expansion of features, which leads to accelerated
computation in the MLP.

results are shown in Sec. 6.5. Thus, the contributions of this chapter
can be summarized as follows.

1. Starting with the analysis of basic operations in representative
GCNs, two theorems enabling their acceleration are proved.

2. Based on the proved theorems, two strategies for shuffling opera-
tions are proposed to specifically improve the time and memory
efficiency of existing GCNs.

3. Extensive experiments on four GCNs for four point cloud learning
tasks are carried out, to validate the efficiency of the proposed
method. It is demonstrated that both the inference time and
memory consumption decreased significantly.
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6.2 related work

The last years have seen a trend of applying deep neural networks
to 3D representations. In this process, computation-efficient network
design plays an important role. We briefly summarize closely related
contributions.

6.2.1 Deep Learning for 3D Point Clouds.

With the easier access to large scale 3D scanned data, convolutional
neural networks have been extended from learning 2D features to
learning from graph data [160, 35, 77, 46, 18] and 3D point clouds [120,
121, 176, 43]. Existing methods can be roughly categorized into voxel-
based, point-based, and voxel-point-mixture methods [134]. Voxel-
based methods [109, 118] leverage the architecture of 3D CNNs and
apply it to rasterised 3D space. While point-based methods [128, 177, 66,
177] target at an explicit representation and directly operate on graphs.
PointNet [120] pioneered the point-based methods by designing a
network architecture based on MLP that directly consumes point clouds
while respecting the permutation invariance of input data. However,
the design of PointNet neglects local structures. Targeting at improving
this drawback, PointNet++ [121] introduces a hierachical architecture
that recursively calls PointNet on a nested partitioning of input point
set. Another way to achieve improvements is via a DGCNN [148],
which takes topological information into consideration by defining
edge convolution operations.

6.2.2 Efficient Network Design for 3D data

Improving computational efficiency enables running well performing
neural networks on mobile devices, as well as processing more and
more complicated 3D/4D scenes on powerful computers. Targeting
at processing 3D/4D scenes with higher performance on the same
computational resource, Vote3D [145] and FPNN [84] propose to im-
prove efficiency by dealing with the sparsity problem. Minkowski
Engine [21] proposes sparse convolution which uses a hash table for
indexing during the convolution process. These methods are designed
for improving the efficiency of voxel-based methods. Other efficient
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designs for point-based neural networks delve into the basic operations
including convolution, pooling, and unpooling [61, 77, 35, 160, 153].
The point sampling based methods like Grid-GCN [153] and RandLA-
Net [61] can speed up the network inference, while this direction is
parallel to our method.

6.3 notations and preliminaries

To formally formulate the problem, a couple of concepts are defined
in this section. In the following Definition 1 and Definition 2, the
neighbors of two points xi and xj are sorted according to the distance
relative to these points, respectively.

Definition 1 (Neighborhood Distance) Consider two points in a point
set xi, xj ∈ S . Each of them is equipped with a neighborhood of points derived
from KNN search, i.e. , Ni, Nj. The neighborhood distance between the two
points is the sum of distances between their neighbors,

DN (xi, xj) =
K

∑
k=1
‖xk

i − xk
j ‖2

2. (6.1)

Definition 2 (Neighborhood Centroid Distance) The neighborhood
centroid distance of two points xi and xj is defined by the distance between the
centroids of their K-nearest neighbors, i.e. ,

DNC = ‖
1
K

K

∑
k=1

xk
i −

1
K

K

∑
k=1

xk
j ‖2

2, (6.2)

where 1
K ∑K

k=1 xk
i denotes the centroid of the neighbors.

The Neighborhood Distance indicates the distance between two
points. That is, two points with smaller Neighborhood Distance are
highly likely to be closer to each other compared to those with larger
Neighborhood Distance. Similarly, the Neighborhood Centroid Dis-
tance is also a metric that reflects the closeness of two points.

Definition 3 (Graph and Subgraph) A graph is defined by a pair G =

(V , E), where V is the set of vertices and E is the set of edges that defines the
connectivity between vertices. A subgraph of a graph G is defined by the pair
Gi = (Vi, Ei), where Vi ⊆ V , and Ei ⊆ E . A graph G can be defined on
point clouds and meshes. A subgraph Gi captures the local connectivity
on the 3D representation and is constructed slightly differently for point
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clouds and meshes. For a point cloud, the vertices of the subgraph
include a point and its K-nearest neighbors and the edge connects the
center point and the neighbors. For a mesh, the edge set Ei contains an
edge and its 4 1-ring neighbors [49], and the vertex set Vi contains the
4 associated vertices.

Definition 4 (Graph Convolution) Graph convolution is a family of opera-
tions that extract higher-level features from the lower-level ones by propagating
information between vertices V or edges E of the defined graph G. Graph
convolution can be defined in terms of the subgraphs, i.e. ,

x′i = g(Gi; Θ) = ∑
ek

i ∈Ei

h(xk
i ; Θk), (6.3)

where xk
i ∈ Rd is a vector that encodes the feature on the edge ek

i ∈ Ei,
x′i ∈ RM is the output feature, Θ = {Θk ∈ Rd×M|k = 1, 2, · · · , K} is the
ensemble of the trainable parameters and is the same for all of the subgraphs
Gi.

The function h(·) transforms a d-dimensional input feature into a
M-dimensional vector. It denotes an MLP, which in turn can be imple-
mented as convolution operation. In this specific case, the aggregation
function is a summation denoted by ∑. Generally, the aggregation
function is a symmetric function (e.g. , ∑ or max) that does not depend
on the order of the edges. A stack of graph convolutions and other
operations such as pooling constitute a GCN.

Notation. In this chapter, N represents the number of points, d
represents the dimensionality of the latent space features, K repre-
sents the number of neighbors for each point, and M represents the
dimensionality of the intermediate output features.

6.4 methodology

In this section, the basic operations in GCNs, i.e. , KNN search and
MLP in graph convolution, are analyzed. Two theorems about the
properties of the two operations are proposed. Building on those,
a simplified computational procedure for KNN search and MLP is
introduced, which improves the computational efficiency of existing
GCNs.
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6.4.1 Computational complexity analysis in GCN

In state-of-the-art GCNs, KNN search is usually conducted to define
the neighborhood, followed by an MLP. The computational complexity
of the two operations are analyzed and the simplification methods are
presented.

Proposition 1 The ratio of the computational complexities of KNN search
and MLP in a graph convolution is γ = N

KM .
Assume that the point cloud is represented by a N × d matrix X.

To compute the K-nearest neighbors of all the points, a pairwise com-
parison between the points is conducted, i.e. , D = XXT. Then for
each point, the indices of the K-nearest neighbors are kept and used to
extract the graph feature, which results in a 3D tensor with a dimen-
sion of N × K × d. Then an MLP implemented as convolution with
kernel size 1× 1 and output channel M is conducted on the graph
feature. The pairwise comparison and the 1× 1 convolution are the
computation-intensive parts.

The computational complexity, namely the number of multiplications
in the pairwise comparisons is Cnn = dN2. And the computational
complexity of the 1× 1 convolution is Cconv = dMKN. Thus, the ratio
between the two complexity terms is

γ =
Cnn

Cconv
=

dN2

dMKN
=

N
KM

(6.4)

Compared with the number of nearest neighbors K and the output
channel dimensionality M, the number of points in a point cloud could
vary drastically. When N is small, the pairwise computation load is
relatively small and even negligible. But when the point cloud grows
huge, the computational load of this pairwise comparison could become
dominant. This analysis shows the necessity of simplifying KNN search
in GCNs.

6.4.2 Propagation of point adjacency

In the following, we investigate how local geometric structure informa-
tion propagates within the GCN, by analyzing the adjacency property
of points before and after graph convolution. This new perspective
motivates us to rethink the necessity of frequent KNN callings in GCNs,
as already hinted at earlier. It results in a simplification and acceleration
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of the adjacency assessment in GCNs. We consider a special case of the
graph convolution in Eqn. (6.3) in the following form

x′i = [x′i1, · · · , x′im, · · · , x′iM], (6.5)

x′im =
K

∑
k=1

< θm, xk
i >, (6.6)

where x′im denotes the m-th element of the vector x′i, Θ = {θ1,θ2, · · · ,θM}
contains the trainable parameters of the MLP with M output channels.
For the operation defined above, the following theorem is derived.

Theorem 1 Given that parameters θm in the network follow an independent
Gaussian distribution with 0 mean and σ2 variance, the distance of two points
in the input space is upper bounded by the neighborhood distance of the
corresponding points in the output space up to a scaling factor, and lower
bounded by the neighborhood centroid distance of the same points up to a
scaling factor, i.e. ,

σ2K2‖ 1
K

K

∑
k=1

xk
i −

1
K

K

∑
k=1

xk
j ‖2

2

≤ E[‖x′i − x′j‖2
2] ≤ σ2dKM

K

∑
k=1
‖xk

i − xk
j ‖2

2.

(6.7)

The condition in the theorem is reasonable since the parameters
in neural networks are not only often initialized with independent
Gaussian distributions. Actually, as shown in Fig. 6.3, also after training,
the parameters tend to follow Gaussian-like empirical distributions.

Proof. Upper bound. For the simplicity of analysis, inner product
and summation are selected as the edge function and the aggregation
operation in Theorem 1. Thus, the theorem is derived under the
assumption that the graph convolution has the following form

x′i = [x′i1, · · · , x′im, · · · , x′iM], (6.8)

x′im =
K

∑
k=1

< θm, xk
i >, (6.9)

where Θ = {θ1,θ2, · · · ,θM} is the trainable parameters of the MLP
with M output channels.
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Figure 6.3: Empirical weight distribution of a layer in a fully trained
dynamic GCN for point cloud classification. The distribu-
tion is Gaussian-like.

Then the squared distance between two points x′i and x′j after the
graph convolution is

‖x′i − x′j‖2
2 =

M

∑
m=1

(x′im − x′jm)
2 (6.10)

=
M

∑
m=1

(
K

∑
k=1

< θm, xk
i >−

K

∑
k=1

< θm, xk
j >)2 (6.11)

=
M

∑
m=1

(
K

∑
k=1

< θm, xk
i − xk

j >)2 (6.12)

≤
M

∑
m=1

K
K

∑
k=1

< θm, xk
i − xk

j ) >
2

(6.13)

≤ K
M

∑
m=1

K

∑
k=1
‖θm‖2

2‖xk
i − xk

j ‖2
2. (6.14)

The inequality in Eqn. (6.13) follows that the arithmetic mean is not
larger than the quadratic mean while the inequality in Eqn. (6.14)
follows Cauchy–Schwarz inequality. Assume that the parameters θm in
the network are random variables that follows Gaussian distribution
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with 0 mean and σ2 variance. Then the distance ‖x′i − x′k‖2
2 is also a

random variable and the expectation is expressed as,

E[‖x′i − x′j‖2
2] ≤ E[K

M

∑
m=1

K

∑
k=1
‖θm‖2

2‖xk
i − xk

j ‖2
2] (6.15)

= K
M

∑
m=1

K

∑
k=1

E[‖θm‖2
2]‖xk

i − xk
j ‖2

2 (6.16)

= σ2dKM
K

∑
k=1
‖xk

i − xk
j ‖2

2, (6.17)

where the term ∑k ‖xk
i − xk

j ‖2
2 is just the neighborhood distance between

xi and xj.

Proof. Lower bound. In Eqn. (6.12), let

am =
K

∑
k=1

< θm, xk
i − xk

j >. (6.18)

Thus, Eqn. (6.12) become

M

∑
m=1

(
K

∑
k=1

< θm, xk
i − xk

j >)2 =
M

∑
m=1

a2
m. (6.19)

Using Cauchy-Schwarz inequality

M

∑
m=1

ambm ≤

√√√√ M

∑
m=1

a2
m

√√√√ M

∑
m=1

b2
m (6.20)

and letting b2
m = 1/M, then the inequality in Eqn (6.20) becomes(

1√
M

M

∑
m=1

am

)2

≤
M

∑
m=1

a2
m. (6.21)

Thus, the lower bound of Eqn (6.12) becomes

‖x′i − x′j‖2
2 =

M

∑
m=1

(
K

∑
k=1

< θm, xk
i − xk

j >)2 (6.22)

≥ 1
M

(
M

∑
m=1

K

∑
k=1

< θm, xk
i − xk

j >

)2

(6.23)

=
1
M

<
M

∑
m=1

θm,
K

∑
k=1

xk
i − xk

j >
2 . (6.24)
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Let φ = ∑M
m=1 θm and z = ∑K

k=1 xk
i − xk

j . Then

‖x′i − x′j‖2
2 ≥

1
M

< φ, z >2 (6.25)

=
1
M

(
d

∑
l=1
φl , zl)

2 (6.26)

=
1
M

d

∑
l=1

d

∑
n=1

φlφnzlzn. (6.27)

Then taking the expectation on both sides, the inequality becomes

E[‖x′i − x′j‖2
2] ≥ E[

1
M

d

∑
l=1

d

∑
n=1

φlφnzlzn] (6.28)

=
1
M

d

∑
l=1

d

∑
n=1

E[φlφn]zlzn. (6.29)

Note that the elements of θm follow independent Gaussian distribution
with 0 mean and σ2 variance and φ = ∑M

m=1 θm. Thus, the elements
of φ follows independent Gaussian distribution with 0 mean and Mσ2

variance. Thus,

E[φlφn] =

{
0 l 6= n

Mσ2 l = n
. (6.30)

Thus, the lower bound becomes

E[‖x′i − x′j‖2
2] ≥

1
M

d

∑
l=1

Mσ2z2
l (6.31)

= σ2‖z‖2
2 (6.32)

= σ2‖
K

∑
k=1

xk
i − xk

j ‖2
2 (6.33)

= σ2K2‖ 1
K

K

∑
k=1

xk
i −

1
K

K

∑
k=1

xk
j ‖2

2. (6.34)

Thus, the distance between two points after graph convolution is lower
bounded by the neighborhood centroid distance of the corresponding
points before graph convolution up to a scaling factor.
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Figure 6.4: Neighbor sampling for MLPs sharing the same KNN
search.

Since both the neighborhood distance and the neighborhood centroid
distance are an indicator of the closeness of two points, Theorem 1

indicates that the adjacency property of points propagates smoothly
across the stack of multilayer graph convolutions. This conclusion
motivates us to rethink the frequently occurring adjacency assessment of
points via KNN in a multilayer GCN. One straightforward bypass is to
reduce the number of KNN searches and let several graph convolution
modules share the results from one KNN search as shown. Yet, this
simple scheme could probably reduce the receptive field for the stack
of several graph convolutions.

Thus, we propose to progressively enlarge the receptive field of the
graph convolutions that share the same KNN search as shown in Fig 6.4.
As shown in Fig. 6.2b, for a stack of n graph convolutions, only one
full-fledged KNN search is conducted, which leads to an enlarged pool
of L = K + (n− 1)P neighbors more than originally needed. Then for
the first convolution, the first K-nearest neighbors from the pool are
still selected. For the l-th convolutions, the neighbors of a point are
identified by randomly sampling the first K + (l − 1)P elements of the
pool. That is, for each additional graph convolution, the sampling pool
is enlarged by a step P. Since the bound in Theorem 1 is not strict, the
adjacency between point could still change across the deep layers. This
allows the GCN to still be able to capture long-range dependencies
between points after the computational simplification (See Fig. 6.7). The
above operations reduce multiple KNN searches to one. Across the
whole network, KNN search is conducted every several layers. This
simplification can accelerate the inference of the network.
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6.4.3 Graph convolution with graph feature gathering

The graph convolution in Eqn. (6.3) is applied to the subgraph defined
by local point proximity. Subgraph features are gathered from the
neighbors of a point and brought to the center of the local coordinate
system. Then an MLP is applied to the centered features. In summary,
the convolution in Eqn. (6.3) is of the following form

g(Gi; Θ) = ∑
k

f (xk − xi, Θk). (6.35)

This form of operation is used in a couple of dynamic [148, 171] and
non-dynamic [121, 83, 49] GCNs. To conduct the operation, features are
first gathered from the neighborhood, i.e. , xk − xi, which forms a tensor
with dimension N×K× d. Then the gathered feature is convolved with
the MLP. The computational complexity of the convolution operation is
dKMN. To save computations, we propose to shuffle the order of graph
feature gathering and MLP. That is, the computation is conducted as
∑k f (xk)− f (xi). In this way, the MLP is first applied to the individual
points, after which feature gathering is applied.

To explain the rationale of this shuffling operation, we consider a
case widely used in GCNs [148], i.e.

g(Gi) = max
k
{(< [θm,φm], [xk − xi, xi] >)}, (6.36)

where max is used as the aggregation function and the operator [·]
concatenates two vectors. It is claimed that the term xk − xi captures
the local information while xi keeps the global information. The fol-
lowing theorem states that an equivalent but computationally efficient
procedure exists for the special case in Eqn. (6.36).

Theorem 2 For the graph convolution defined by Eqn. (6.36), shuffling
the order of neighbor feature gathering and the MLP leads to an equivalent
operation for the GCN.

Proof. Eqn. (6.36) could be written as

x′im = max
k
{(< θm, xk > + < ψm, xi >)}, (6.37)

where ψm = φm − θm. In Eqn. (6.37), the operations are rearranged
such that the convolutions w.r.t. the points and their neighbors are
perfectly separated. Considering that a point could act as a neighbor of
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the other point multiple times and the same parameters θm are used for
convolution, the convolution operation in Eqn. (6.37) has an equivalent
procedure: 1) applying two different MLPs to the original points, 2)
gathering the neighbor features, and 3) summing up the features. The
computational complexity is reduced to 2dMN, which is only 1/K of
the original.

Thus, inspired by the equivalent operation for Eqn. (6.37) obtained by
shuffling the order of graph feature gathering and MLP, we propose to
use the same shuffling procedure for the general case in Eqn. (6.36). The
effectiveness of the shuffling operation is validated in the experiments.

6.5 experiments

Dataset. This section validates the effectiveness of the proposed GCN
acceleration method on the four popular network architectures DGCNN [148],
PointCNN [83], Point2Mesh [49], and LDGCNN [171]. Experiments on
four important tasks are included, i.e. , point cloud classification, part
segmentation, semantic segmentation, and surface reconstruction.

For classification task, the performance is evaluated on the public
benchmark the ModelNet40 dataset [151]. ModelNet40 consists of
12,311 meshed CAD models of 40 categories. We follow the experi-
mental setting of PointNet [120, 121] and DGCNN [148]. Inference
runtime is measured on a single Titan Xp GPU and the batch size is
reduced to 16 for running with 2048 points. For part segmentation
task, the ShapeNetPart [15] dataset is used. In ShapeNetPart, there
are 16 object categories and 16,881 3D shapes, annotated with 50 parts.
2048 points are sampled from each shape. For semantic segmentation
task, Stanford Large-Scale 3D Indoor Spaces Dataset (S3DIS) [5] is used.
S3DIS consists of indoor scenes of 272 rooms in six indoor areas, anno-
tated with 13 semantic categories. The experiments follow the standard
training, validation, and test split of DGCNN. Part segmentation ex-
periments are run on two Titan Xp GPUs and the batch size is 32. For
surface reconstruction, we use the dataset released by [49] and some
public 3D models. The visualization of meshes is done on the platform
Open3D [180].

Experiment Setup. All of the experiments are rerun for the original
and the accelerated networks. The same training protocol is used for
fair comparison. For point cloud classification, semantic segmentation,
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and part segmentation, the accuracy results are averaged over 5 runs,
thus increasing the reliability of the reported numbers. The aim of
our experiment is to compare the accuracy, test time, maximum GPU
memory of the proposed method with original networks. The training
of our accelerated models are all done on a single TITAN XP GPU
whereas the original networks require more than one GPU for some
of the experiments. Due to the different hardware environments, the
runtime might be different from the original papers.

Hyperparameter Setup. Several hyperparameters are involved. We
follow the default settings to determine the number of neighbors K in
KNN. For classification with 1024 and 2048 points, K is 20 and 40, resp.
For part segmentation and semantic segmentation, K is set to 40 and 20,
resp. The enlargement step P is chosen empirically for different tasks.
We try P = 1/4K, 1/2K, 3/4K, K.

Model Method
Classification Part segmentation

Conv / KNN/ Total Conv / KNN / Total

PointCNN
Baseline 2.4G / 0.118G / 2.5G 8.5G / 1.175G / 9.7G
Accel. 1.8G / 0.104G / 1.9G 7.0G / 0.588G / 7.6G

DGCNN
Baseline 77.3G / 8.7G / 86.0G 140.8G / 18.0G / 158.8G
Accel. 20.3G / 0.1G / 20.4G 53.6G / 17.6G / 71.2G

LDGCNN
Baseline 60.9G / 13.3G / 74.2G 149.7G / 53.2G / 202.9G
Accel. 13.4G / 0.10G / 13.5G 52.3G / 0.4G / 52.7G

Table 6.2: Breakdown analysis of FLOPs of different networks.

6.5.1 Point Cloud Classification.

Acceleration results. The comparison between the original networks [148,
83, 171] and the accelerated versions for point cloud classification is
shown in Table 6.1. With 1024 points available, compared with DGCNN,
the accelerated network is about twice faster, reduces the GPU memory
and computation by 49% and 76.6% with similar accuracy. On the
heavier network LDGCNN [171], the accelerated version is about ×4
times faster. Even for the compact PointCNN, the proposed method
could reduce the runtime by 17.6%. When 2048 points are available, the
accelerated version is about ×3 faster, reduces GPU memory by 57.1%
and computation by 86.7% without loss of accuracy. DGCNN needs
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three Titan Xp GPUs for the test with 2048 points, while our method
only needs one GPU.

Breakdown analysis. In addition to the overall acceleration perfor-
mance, the detailed breakdown analysis is given as follows. I. Besides
our full method, performances with only KNN simplification (Accel.
S1) or operation shuffling in Sec. 6.4.3 (Accel. S2) are also ablated. As
shown in the table, both of the strategies could improve the efficiency
of the network. II. The effects of the proposed two methods depend
on the redundancy of the baseline networks. For example, PointCNN
exploits point subsampling to make the computation highly efficient
while DGCNN and LDGCNN keep a high density of points across
the network. Applying the same method to a more redundant net-
work could bring more benefits. III. The reduction of inference time
comes from the reduction of computation. The breakdown analysis
of the computation reduction of the two proposed methods is given
in Table 6.2. The effect of the two proposed methods on computation
reduction depends on the networks and tasks. For LDGCNN, both
KNN simplication and operation shuffling contribute a lot to the re-
duction of computation. For PointCNN on classification and DGCNN
on part segmentation, operation shuffling leads to more computation
reduction compared with KNN simplification. IV. The reduction of
GPU memory mainly comes from shuffling of operations because it
avoids the expansion of point feature.

(a) (b) (c) (d)

Figure 6.5: Qualitative result on Modelnet40. (a), (b) Input space and
last-layer feature space rendered as colormap between the
red point and the rest points at Epoch 0. The green points
are KNN of the red point. (c), (d) follow the same layout
with (a), (b) at Epoch 250.

Visualization. In order to validate that the neighborhood geometric
features are preserved after all the operations and acceleration strategies,
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(a) (b) (c) (d) (e) (f)

Figure 6.6: Renderings of input space and feature space as colormap
between the red point and the rest of the points on Mod-
elNet40 dataset. The green points represent KNN of the
red point. (a) represents the input space. (b) represents the
feature space extracted from the second layer of the network.
(c) represents the feature space extracted from the last layer
of the network. (d), (e),and (f) follows the same layout with
(a), (b), and (c), respectively.

experiments are designed by extracting and visualizing the feature
map of the accelerated networks as a distance color map rendered
on the 3D point cloud. The visualized feature maps are shown from
two perspective including feature map evolution during training and
feature map enriching across the network. I. The evolution of feature
space w.r.t. the number of epochs is shown in Fig. 6.5. By comparing
Fig. 6.5b and Fig. 6.5d, we can see that there is a clear contraction of
near neighbors during the training. At Epoch 250 when the loss of
the classification neural network converges, the yellowish neighbor
features also converge into a very small region which is smaller than
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the KNN represented by the green points. Thus, the local structures
of the point clouds are well preserved by the network during training
despite the simplification of the operations. II. Fig. 6.6 shows more
results of feature space for point cloud classification on ModelNet40.
As the network goes deeper, the yellow points gradually contract to
a small region near the red point. This proves the effectiveness of the
local feature extraction is kept by the accelerated network.

Method mIoU Runtime [ms]
GPU

mem. [GB] FLOPs [G] #GPU

PointCNN [83]
Baseline 83.34 123.0 / 100.% 3.3 / 100.% 9.7 / 100.% 1

Accel. 83.21 111.9 / 91.0% 2.7 / 82.7% 7.6 / 78.8% 1

DGCNN [148]
Baseline 84.95 116.1 / 100.% 17.2 / 100.% 158.8 / 100.% 2

Accel. 84.78 81.8 / 70.5% 4.1 / 23.8% 71.2 / 44.8% 1

LDGCNN [171]
Baseline 84.13 365.3 / 100.% 9.7/ 100.% 202.9 / 100.% 2

Accel. 84.02 46.2 / 12.6 % 1.9 / 19.5% 52.7 / 26.0% 1

Table 6.3: Quantitative comparison for part segmentation of point
clouds on ShapeNetPart. Experiments are rerun. Accuracy
is averaged over 5 runs.

Method mIoU Runtime GPU mem. #GPU

Baseline 57.5 172.7 / 100.% 14.6 / 100.% 2

Accel. 57.0 87.0 / 50.4% 6.0 / 40.8% 1

Table 6.4: Comparison for semantic segmentation of point clouds on
S3DIS. Accuracy reported over 5 runs. The unit of the metrics
is the same as that in Table 6.1.

6.5.2 Point Cloud Segmentation.

The experimental results for point cloud part segmentation are shown
in Table 6.3. The mean IoU metric is used to quantitatively evaluate
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the segmentation performance. As shown in Table 6.3, compared
with DGCNN, our method greatly reduces the runtime, GPU memory
consumption, and computation by 29.5%, 76.2%, and 56.2%, resp. The
networks in [83] and [171] are accelerated by 9% and 77.4%, resp. In
Fig. 6.7, the distance of points in the input space and the feature space
is shown. As the network gets deeper, the accelerated network could
still learn the long-range dependencies between points. As for the
semantic segmentation task, Table 6.4 shows that our method reduces
the runtime and memory consumption by 49.6% and 59.2% compared
with DGCNN.

Method
F-score

Runtime [s] #Param. [k]
Bunny Bird

Baseline 69.7 53.3 0.41 / 100.% 735.8 / 100.%
Accel. 73.0 51.6 0.29 / 70.7% 153.7 / 20.9%

Table 6.5: Quantitative comparison for surface reconstruction.

6.5.3 Surface Reconstruction.

In order to validate the efficiency of our method applied to prior
networks, we compare it with Point2Mesh [49] for the surface recon-
struction. Similar to Point2Mesh, we use the F-score as the metric to
evaluate the quality of the reconstructed meshes. The result is shown in
Table 6.5. It can be observed that our method has similar reconstruction
quality as Point2Mesh, while speeding up inference by 29%. Note
that the number of parameters is reduced by 79.1%. The qualitative
results for different shapes are shown in Fig. 6.8. It is obvious that our
accelerated method recovers the 3D meshes with a similar quality as
Point2Mesh.

6.5.4 Applicability.

The two methods proposed in this chapter have different application
scenarios. I. In the first method, we handle the simplification of neigh-
bor querying. We focus on GCNs with KNN because they generally
performs better and KNN is the most expensive method among the
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(a) (b) (c) (d) (e) (f)

Figure 6.7: Visualization of the point distance across the accelerated
network for part segmentation task. The distance of points
to the red point in the figures is computed. Lighter color
means closer distance. (a) The input shape. (b) Distance
between points in the raw data. (c)-(e) Distance between
points in the feature space from Layer 1, Layer 2, Layer 3 of
the accelerated network. (f) Segmentation result. The accel-
erated network could still capture long-range dependency
between points.



6.5 experiments 131

(a) (b) (c) (d) (e)

Figure 6.8: Surface reconstruction results. (a) Input point cloud. (b, c)
Surface and normal map reconstructed by Point2Mesh. (d,
e) Surface and normal map reconstructed by our method.

available methods. In the analysis of Theorem 1, the core assumption is
the ordered neighbors. It does not matter whether the neighbors come
from KNN search or other alternatives such as ball querying. Thus,
the same theoretical analysis and conclusion hold for those methods.
II. The second method is not limited to a specific GCN. Instead, it
is applicable to any GCN with the computation pattern that feature
gathering occurs before MLP (e.g. Point2Mesh). Actually, the second
method is adopted for all the four investigated networks. In Table 6.2,
the reduction of the FLOPs of convolution reflects how the shuffling
trick works for different networks. III. Some classical GCNs do not use
KNN. Yet, they still need to propagate message between neighbors. In
this case (GCN2Conv, RGCNConv, Point2Mesh), the adjacency is usu-
ally defined on the input data. In some cases (MeshConv, Point2Mesh),
feature gathering occurs before MLP and our shuffling method could
be used.
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6.6 conclusion

In this work we have presented two strategies for improving the time
and memory efficiency of dynamic GCNs. The two strategies are based
on the analysis of basic operations in GCNs. The modified networks
retain their accuracy while significantly shrinking the test time and GPU
memory consumption. Experimental results show that our method has
a significant performance on multiple important tasks. In the future,
we plan to explore how to add flexibility and efficiency to the design of
neural network for 3D tasks.
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7
C O N C L U S I O N A N D O U T L O O K

7.1 contribution

In this thesis, we tried to improve the computational procedure of DNNs

from three perspectives including neural network compression, neural
architecture optimization, and computational procedure optimization.

In this first part of the thesis, two network compression approaches
including filter decomposition and filter pruning are investigated and
three new network compression methods are proposed. First, a filter
basis learning method is proposed to reduce the number of parameters
of CNNs in Chapter 2. The contribution of this method is that it can
balance the distribution of parameters between the basis filters and the
combination coefficients. Second, a differentiable pruning method is
proposed for automatic network pruning in Chapter 3. The major con-
tribution of this method is the designed new family of hypernetworks
used to reparameterize the network and the differentiablity of the prun-
ing method. Third, group sparsity is used for network compression in
Chapter 4. The contribution of this chapter is the unified analysis of
filter decomposition and filter pruning is provided from the perspective
compact tensor approximation.

The proposed three methods have different effects on network com-
pression. The filter basis learning method is mainly designed to reduce
the number of parameters in the network. The differentiable network
pruning method can reduce a significant amount of computation in the
network and speed up the inference of the compressed network. And
the third method provides an opportunity to flexibly select from filter
decomposition and filter pruning for network compression

Then in the second part of the thesis, we focus on neural architecture
optimization. Specifically, a cost-free fine-grained architecture optimiza-
tion method is developed in Chapter 5. The architecture of a given
network is optimized by searching in a larger network configuration
space. The single-shot shrinkage method is used as the agent to iden-
tify a better network architecture. Different from NAS, the architecture
optimization procedure of the proposed method is highly efficient.
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In the third part of the thesis, an acceleration method is designed
to improve the computational efficiency of GCNs for learning on point
clouds. Two techniques are proposed to achieve that goal. First, by
mathematically analyzing the propagation of local geometric struc-
ture information, it is found adjacency property of points propagates
smoothly across the network. Thus, this motivates the simplification
of KNN search in GCNs. Second, it is found that shuffling the order
of graph feature gathering and an MLP leads to equivalent or similar
composite operations. The shuffling of operation also avoids the re-
dundant computation on repeated features. In short, by utilizing KNN
simplification and operation shuffling, the computational efficiency of
GCNs could be greatly improved.

7.2 challenges

Despite the great advances in efficient computation, there are still a lot
of challenges in this field.

Network Compression. For network compression especially net-
work pruning, there are already many published works. Yet, due
to the different optimization method, the fine-tuning method after
compression, the evaluation metrics, the applied networks, tasks, and
datasets, it is hard to have a fair comparison between different methods.
Thus, there is a strong need for a benchmark standard that helps to
form fair comparisons between different methods. Second, for current
network compression methods, the compressed network are usually
fine-tuned for quite a long time. In this case, the final parameters in
the compressed network is less related to the parameters in the original
network. And this raises the question whether the pretrained network
parameters are important. Actually, there are already a couple of works
which states that the network architecture is more important than the
pretrained parameters. Thus, the network compression problem be-
comes the problem of finding the optimal fine-grained architecture.
Thus, more efforts should be directed to improving the search efficiency
of network compression algorithms.

Architecture Optimization. The general pipeline of neural architec-
ture optimization includes building a supernet, searching sub-networks
in the supernet, and retraining the found architecture. The major prob-
lem of neural architecture optimization is the huge computation in the
search phase. Although some methods such as weight sharing are pro-
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posed, the computation cost is still unaffordable in the case of limited
computational resources. In addition, after the performance boost in the
early phase of the development, NAS seems to meet a saturation point.
Recently, transformer architectures have been successfully applied to a
lot of computer vision tasks. In this new era, whether NAS could still
boost the performance of transformers needs to be answered.

Computational procedure optimization. The methods used to opti-
mize the computational procedure highly depends on the basic oper-
ation and architecture in the network. Besides CNNs and GCNs, trans-
formers have also thrived during the past two years. And transformers
are well-known for the large-scale computation. Past efforts are directed
to improving efficiency of the self-attention in transformers. Yet, it is
also interesting how the other techniques such as network compression
and architecture optimization could be applied to transformers.
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”Hyperbolic graph convolutional neural networks.“ In: Advances
in neural information processing systems. 2019, pp. 4868–4879 (cit.
on p. 109).

[15] Angel X Chang, Thomas Funkhouser, Leonidas Guibas, Pat
Hanrahan, Qixing Huang, Zimo Li, Silvio Savarese, Manolis
Savva, Shuran Song, Hao Su, et al. ”ShapeNet: An information-
rich 3d model repository.“ In: arXiv preprint arXiv:1512.03012
(2015) (cit. on pp. 109, 123).

[16] Oscar Chang, Lampros Flokas, and Hod Lipson. ”Principled
Weight Initialization for Hypernetworks.“ In: Proceedings of In-
ternational Conference on Learning Representations. 2020 (cit. on
pp. 50, 92).

[17] Changan Chen, Frederick Tung, Naveen Vedula, and Greg Mori.

”Constraint-aware deep neural network compression.“ In: Pro-
ceeding of the European Conference on Computer Vision. 2018, pp. 400–
415 (cit. on p. 37).



bibliography 141

[18] He Chen, Pengfei Guo, Pengfei Li, Gim Hee Lee, and Gregory
Chirikjian. ”Multi-person 3D pose estimation in crowded scenes
based on multi-view geometry.“ In: Proceedings of the European
Conference on Computer Vision. Springer. 2020, pp. 541–557 (cit. on
p. 113).

[19] Wenlin Chen, James Wilson, Stephen Tyree, Kilian Weinberger,
and Yixin Chen. ”Compressing neural networks with the hashing
trick.“ In: Proceedings of the International Conference on Machine
Learning. 2015, pp. 2285–2294 (cit. on p. 16).

[20] Xin Chen, Lingxi Xie, Jun Wu, and Qi Tian. ”Progressive differ-
entiable architecture search: Bridging the depth gap between
search and evaluation.“ In: Proceedings of the IEEE/CVF Interna-
tional Conference on Computer Vision. 2019, pp. 1294–1303 (cit. on
pp. 5, 41).

[21] Christopher Choy, JunYoung Gwak, and Silvio Savarese. ”4D
spatio-temporal convnets: Minkowski convolutional neural net-
works.“ In: Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition. 2019, pp. 3075–3084 (cit. on p. 113).

[22] James W Cooley and John W Tukey. ”An algorithm for the
machine calculation of complex Fourier series.“ In: Mathematics
of computation 19.90 (1965), pp. 297–301 (cit. on p. 3).

[23] Matthieu Courbariaux, Yoshua Bengio, and Jean-Pierre David.

”Binaryconnect: Training deep neural networks with binary
weights during propagations.“ In: Advances in Neural Information
Processing Systems. 2015, pp. 3123–3131 (cit. on p. 17).

[24] Matthieu Courbariaux, Itay Hubara, Daniel Soudry, Ran El-
Yaniv, and Yoshua Bengio. ”Binarized neural networks: Training
deep neural networks with weights and activations constrained
to +1 or-1.“ In: arXiv preprint arXiv:1602.02830 (2016) (cit. on
pp. 5, 17).

[25] Elliot J Crowley, Gavin Gray, and Amos J Storkey. ”Moonshine:
Distilling with cheap convolutions.“ In: Advances in Neural Infor-
mation Processing Systems. 2018, pp. 2888–2898 (cit. on p. 18).

[26] Navneet Dalal and Bill Triggs. ”Histograms of oriented gradi-
ents for human detection.“ In: Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition. Vol. 1. IEEE. 2005,
pp. 886–893 (cit. on p. 3).



142 bibliography
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