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Abstract

Sustainability is a term that is becoming increasingly prevalent, as several recent
catastrophic events are often attributed to the impact that modern lifestyle has on
the environment. Moreover, the term extends also to sustainability of operational
democratic societies, where availability and accessibility to several critical infras-
tructures is ensured for individuals. Yet, achieving sustainability can be challenging.
Recent reports from the United Nations conclude that improving decision-making
processes on several levels, from institutional level policy making to individual level
everyday decisions, supports sustainable development. Typically, deciding on more
“sustainable” solutions often leads to complex multi-objective optimization problems,
which are not trivial to solve. Modern artificial intelligence (AI) provides several
methods to handle complex problems, particularly within the fields of machine
learning and optimization. Nevertheless, AI has also given rise to new challenges,
especially related to privacy, autonomy, and personal values and morals. Thus, the
need for value-sensitive AI systems arises, where values and preferences are included
directly in the system design.

The current thesis pursues the paradigm of efficient value-sensitive AI, mainly
focusing on sustainable decision-making problems, by providing experimental, empir-
ical, and methodological arguments. Three main design approaches are considered:
centralized, decentralized, and a hybrid combination of both. First, an AI system
applies centralized controls to simulations of critical infrastructure components, such
as power grids. The results show the ability of said AI controls to stabilize and
sustain the operation of critical infrastructures. Yet, centralized approaches may
restrict and suppress personal freedoms and autonomy, especially when applied on
individuals. Thus, a decentralized approach is evaluated next in the domain of sus-
tainable product recommendations. The proposed AI system receives explicit input
from individuals regarding their morals and values, and then calculates personalized
ratings for sustainable products. Interactions between the decentralized system
and individuals are evaluated in a field-study on two grocery stores. Statistically
significant results confirm the system’s ability to support individuals towards more
sustainable purchases.

Finally, hybrid combinations of centralized and decentralized approaches are
evaluated. A novel privacy-preserving framework is proposed to calculate accurate
aggregations of individual data without exposing the actual individual data to cen-
tralized systems. Additionally, a novel hybrid AI system is introduced and combined
with the privacy-preserving framework to generate sustainable basket recommenda-
tions based on personal values and environmental objectives. Quantitative results
on a synthetic dataset show a considerable reduction of environmental impact, even
when users adopt only a fraction of the recommendations.

2



Zusammenfassung

Nachhaltigkeit ist ein Begriff, der zunehmend an Bedeutung gewinnt. Dies aufgrund immer
häufiger vorkommenden, katastrophalen Umweltereignissen, welche auf die Auswirkungen
des modernen Lebensstils zurückzuführen sind. Darüber hinaus erstreckt sich der Begriff
auch auf die Nachhaltigkeit funktionierender demokratischer Gesellschaften, in denen die
Verfügbarkeit und Zugänglichkeit verschiedener kritischer Infrastrukturen für jeden Einzel-
nen gewährleistet ist. Jedoch ist das Erreichen von Nachhaltigkeit eine Herausforderung.
Aktuellste Berichte der Vereinten Nationen kommen zum Schluss, dass eine Verbesserung
der Entscheidungsprozesse auf verschiedenen Ebenen, von der institutionellen Ebene der
Politik bis hin zu den alltäglichen Entscheidungen eines jeden Einzelnen, eine nachhaltige
Entwicklung unterstützen könnte. Typischerweise führen "nachhaltigere" Lösungen jedoch
oft zu komplexen, multi-dimensionalen Optimierungsproblemen, die nicht mit einfachen
Mitteln zu lösen sind. Moderne künstliche Intelligenz (KI) bietet verschiedene Methoden
zur Lösung komplexer Probleme, insbesondere in den Bereichen maschinelles Lernen und
Optimierung. Dennoch hat KI auch einige Herausforderungen mit sich gebracht, insbeson-
dere in Bezug auf den Schutz der Privatsphäre, der Gewährleistung von Autonomie und
der Achtung persönlicher Werte und Moralvorstellungen. Deshalb steigt der Bedarf nach
wertsensitiven KI-Systemen, bei denen Werte und Präferenzen direkt in das Systemdesign
miteinbezogen werden.

Die vorliegende Dissertation verfolgt dieses Paradigma einer effizienten und wertsensi-
tiven KI. Mit Fokus auf Entscheidungsfindungsproblemen im Bereich der Nachhaltigkeit,
werden experimentelle, empirische und methodologische Argumente, Resultate und Lö-
sungen aufgezeigt. Es werden drei Designansätze betrachtet: Zentralisiert, dezentralisiert
und eine hybride Kombination aus beiden Ansätzen. Zunächst wendet ein zentralisiertes
KI-System Kontrollen in Simulationen kritischer Infrastrukturkomponenten an, wie z.B.
Stromnetzen. Die Ergebnisse zeigen, dass diese KI-Kontrollen in der Lage sind, den Betrieb
kritischer Infrastrukturen zu stabilisieren und aufrechtzuerhalten. Zentralisierte Ansätze
können jedoch persönliche Freiheiten und Autonomie einschränken und gar unterdrücken,
insbesondere wenn sie auf Einzelpersonen angewendet werden. Daher wird als nächstes
ein dezentralisierter Ansatz im Bereich der nachhaltigen Produktempfehlungen evaluiert.
Das vorgeschlagene dezentralisierte KI-System erhält von Einzelpersonen Informationen
zu ihren Moralvorstellungen und Werten und berechnet darauf basierend personalisierte
Empfehlungen nachhaltiger Produkte. Die Interaktionen zwischen dem dezentralisierten
System und Einzelpersonen werden in einer Feldstudie in zwei Lebensmittelgeschäften
untersucht. Statistisch signifikante Ergebnisse bestätigen die Fähigkeit des dezentralisierten
KI-Systems Individuen zu nachhaltigeren Einkäufen zu bewegen.

Schliesslich werden hybride Kombinationen von zentralisierten und dezentralisierten
Ansätzen evaluiert. Ein neuartiges Framework zur Wahrung der Privatsphäre wird vorge-
schlagen, um genaue Aggregationen individueller Daten zu berechnen ohne die tatsächlichen
individualbasierten Daten an zentralisierte Systeme weiterzugeben. Darüber hinaus wird ein
neuartiges hybrides KI-System eingeführt und mit dem datenschutzfreundlichen Framework
kombiniert, um nachhaltige Warenkorbempfehlungen auf der Grundlage persönlicher Werte
und ökologischer Ziele zu generieren. Quantitative Ergebnisse aus einem synthetischen
Datensatz zeigen eine beträchtliche Verringerung der Umweltbelastung, selbst wenn die
User nur einen Bruchteil der Empfehlungen annehmen.
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Chapter

1

Introduction

Every day we are urged to take decisions to reach our personal or collective goals.
Often, a person, a community, or even an entire society evaluates past decisions
in retrospect to examine counterfactual scenarios. Would a different outcome have
helped to reach a goal with lower costs or less undesirable side effects? Would another
goal allow for better decision-making and the ability to pursue more important goals
today? Do the goals and our decisions lead to a brighter future or a catastrophe?
Such questions are often difficult to answer, even in hindsight. However, the attempt
to answer challenging questions drives human progress in science and technology.

Personal goals and decisions can conflict with the goals of other individuals
and the collective [1, 2]. When such conflicts appear, individuals often prioritize
their personal goals. Then, the so-called tragedy of the commons [1] may arise.
Often, in tragedies of the commons, the long-term negative consequences of failing
to reach collective goals outweigh the initial satisfaction of achieving personal
goals. Examples of such tragedies include the over-consumption of water in arid
lands, the unwise harvesting of trees to meet the demand of lumber and paper
markets, noise and pollution caused by the usage of cars, the adoption of unhealthy
diets, or the purchase of non-fair trade products due to lower prices [3]. Eventually,
ignoring collective goals leads to extensive consumption and pollution. Environmental
catastrophes, social inequalities, and adoption of unhealthy lifestyles are common
outcomes of such tragedies [3, 2, 1]. For example, individuals consume high amounts
of energy in their everyday lives to achieve more comfortable lifestyles. Energy
consumption increases the usage of fossil fuels for its production [4]. The usage of
fossil fuels is the primary cause of climate change that can lead to observed extreme
weather phenomena, such as cyclones [5] and heatwaves [6]. As extreme weather
phenomena become more common, environmental catastrophes also occur more
frequently. In fact, we already observe an increasing frequency of catastrophic events,
such as wildfires [7, 8], floods [9, 10], and desertification [11, 12]. Climate change
and severe weather phenomena can create considerable social challenges, such as
large population displacements [13]. The continuous common occurrence of such
phenomena may endanger sustainable existence of operating democratic human
societies. If individuals were provided and communicated better alternative ways
to manage their energy consumption, perhaps such catastrophes could be avoided.
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1. Introduction

Therefore, the ability to understand future effects of our decisions and goals is
paramount for the long-term sustainable development of human societies.

1.1 Sustainable Decision-Making

Sustainability is considered the ability to meet current individual and collective
goals and needs without compromising collective future goals and needs [14], e.g. by
avoiding the aforementioned catastrophes. The outcomes of collective and individ-
uals’ behavior may accumulate and lead to future risks and existential challenges,
such as irreversible environmental damage, health crises [15], loss of freedom and
autonomy, and social unrest [16, 17]. A main driving factor of several existential
challenges are the decisions that lead to unsustainable resource consumption and
allocation. From a policy making and organization perspective, miss-management of
critical infrastructures may lead to highly costly black-outs and severe socio-techno-
economical challenges [18]. From an individual perspective, consumer needs and
preferences are satisfied by the production and distribution of a great variety of
market products, e.g. food products [11], which require vast quantities of energy
and raw materials. Food supply chains have a considerable ecological footprint and
can lead to future shortages of water, raw materials, desertification, and even forced
mass migration [19, 11]. Addressing challenges arising from resource consumption is
important to achieving sustainable development while respecting individual needs.

Many institutes and researchers [20, 21, 22] study the mechanisms between present
and future goals and needs. One of these studies focuses on the United Nations
(UN) Sustainable Development Goals (SDGs) [20]. The UN SDGs reports propose,
analyze, and identify everyday tasks that can support sustainable development by
assisting organizational and individual decision-making. According to the UN, the
SDGs comprise 134 targets [23] for sustainable development. Figure 1.1 illustrates
an overview of the SDGs. Nevertheless, synergies and trade-offs between SDGs and
personal needs cause challenging dilemmas regarding the goal prioritization [25],
which make sustainable decision-making challenges non-trivial. Existing effort
towards sustainable development appears to be contradicting with the way people
decide to consume resources [11]. In particular, decisions on sustainable resource
allocation that satisfy both present and future individual and collective goals often
lead to complex decision problems [26, 27, 28]. For example, deciding upon the
optimal carbon dioxide tax and constraints on human interventions in ecosystems.
Successful sustainable decisions are often the result of solving high-dimensional
optimization problems concerning dynamical systems, which typically include models
of weather, economy, and society [29]. Such optimization problems have constraints
and objective functions related to complex system dynamics and personal and
collective needs [26, 30]. For example, a common optimization approach in (socio-
)economics is the maximization of utility and welfare functions over a long period of
time [31].

In this thesis, decision-making is considered as the identification of an optimal
set of actions or courses of actions in order to tackle complex multi-dimensional
sustainability problems [32]. Individual decision-making and organizational policy-
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Figure 1.1: The Sustainable Development Goals proposed by the UN [24].

making can be supported by identifying and suggesting such optimal actions. It is
important to point out the relevance of AI optimization methods to decision-making
both in the fields of management science [33] and social sciences [34], where experts
often use such methods to consider a rational course of actions. Choosing among
optimal decisions derived from analytical or heuristic models can also be considered
as rational [35, 34, 36] or analytical decision-making [33]. Non-rational and intuitive
decision-making, where the individuals often choose non-machine proposed solutions,
are also compatible with the proposed frameworks. In the current thesis, the decision-
maker can compare AI generated solutions with intuitive solutions and then decide
the appropriate course of actions.

1.2 The Role of Modern Artificial Intelligence

Artificial intelligence (AI) can tackle the difficult optimization problems related to
sustainable decision-making [23] by offering many useful tools, such as predicting
sustainability indicators with NNs [37] (NNs) or optimizing actions that limit
environmental impact with genetic algorithms [38]. From a technical perspective,
decision optimization and predictive analytics support decision-making across various
fields, such as economics, game theory, and engineering, especially for decision
problems that involve many input variables [32]. Optimal control and reinforcement
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learning are also often considered as potential modelling tools for deciding subsequent
actions that involve long term outcomes [39]. Applications of AI methods can
assist sustainable decision-making both at individual [40] and collective1 [37, 38]
level. Nevertheless, methods that combine individual and collective requirements
to achieve sustainable decisions in all levels, are sparse in literature. From AI
related optimization methods, optimal control has been considered as a solution
to sustainable decision-making, e.g. theoretical analysis of potential strategies for
minimization of carbon dioxide emissions [41] and extensions in Integrated Assessment
Models (IAM) [42]. International organizations and governments use optimal control
outputs in simulations for policy making regarding sustainable development, such
as the “Dynamic Integrated Climate Economic” (DICE) model [29]. Applications
of optimal control for sustainable societies are also common in socio-economics,
especially in the research field of utility-welfare systems [31].

Another key application of AI is representation learning [43] and knowledge
organization [44]. These methods can organize and provide knowledge to create in-
formative representation and ontologies [44], which can process, combine, summarize,
and represent a high volume of unstructured data from various disciplines [23]. Mod-
ern knowledge databases combine machine learning methods in tandem with human
expert knowledge. Knowledge bases include automated procedures to transform
data into easily accessible and understandable information [45]. Automating parts
of the data processing and knowledge generation with machine learning can lower
operational and maintenance costs that occur in pure white-box expert or knowledge
base systems [46]. Machine learning systems provide high performance models that
are easier to maintain due to lower human capital costs in data acquisitions and
processing [47]. Recent advances in natural language [48] and image processing [49]
further enhance knowledge bases by processing complex unstructured data from
images and text.

Smart and explainable representations can be used both for personalization,
but also for clarifying individual doubts regarding SDGs. Diverse teams of experts
collaborate in order to process this data into useful knowledge that is later used
by expert systems for recommendations [50]. Success in achieving SDGs requires
collaboration among individuals, who are mainly non-experts. Therefore, it is
essential to provide knowledge around SDGs in an accessible and understandable
manner to individuals [11]. Once public access is possible, we need to evaluate and
understand the effect of such knowledge on individuals [51]. For example, individuals
might be more willing to adjust their personal goals and accept stricter constraints
in their consumption once they realize the effects of failing to achieve sustainability
goals [52]. Thus, organizing and processing data into accessible knowledge [53] is
a paramount task to understand the dynamics between individuals and achieving
sustainability goals.

Finally, recommender systems and learning assistants use knowledge representa-
tion to calculate optimal personalized sustainable recommendations for individuals [54,
55, 56]. Recommendations can support individuals in complex decision problems
and also improve their understanding of the effects of such decisions on achieving

1e.g. organizational or institutional decisions.
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sustainability goals [57]. Policy making and sustainable societal implementations
can also benefit from recommendations, which may provide experts with important
knowledge regarding policy feasibility, acceptance, and potential outcomes [58]. Con-
cluding, the design and implementation of recommender systems can benefit us in
making more sustainable decisions.

1.3 Value-Sensitive Design to Improve Artificial
Intelligence

AI provides high performance tools to support sustainable decision-making, such
as recommender systems. But most of these systems often focus on customer
retention, market share increase, and profit maximization [59, 60, 61]. Furthermore,
those systems are costly, centralized, and non-transparent, meaning that they are
inaccessible to the majority of the public causing inequalities amongst users [51].
Another potential caveat is that AI systems are usually closed and proprietary.
Proprietors limit access and user intervention to the system components, thus, true
personalization may not be possible. Many machine learning applications rely on
supervised learning techniques that require large amounts of data to generalize
efficiently [62]. An individual might not have access to the required amount of data,
and techniques like data augmentation [63, 64] may not always help. Even when
individual data is enough for training AI models, challenges regarding privacy and
security arise [16, 17, 65, 66, 51].

SDGs propose several frameworks for lifestyle changes [11], yet there is still little
adaption of more sustainable lifestyles by individuals [67]. Communication and clar-
ification can help to make SDGs more understandable to individuals. Furthermore,
combining existing personal goals and SDGs to determine new personal goals may
substantially support adaption of sustainable lifestyles. Recommending non-invasive
changes that are compatible with each individual’s unique lifestyle is essential for
achieving optimal personalized sustainable decisions.

Value-sensitive design combines individual values, e.g. privacy or taste preference,
along with collective values arising from the SDGs in order to design and implement AI
systems that support sustainable decision-making [68, 69]. The key concept of value-
sensitive design is the extraction of the individual stand on the aforementioned values.
Intuitive user interfaces, knowledge extraction, and representation technologies can
extract and store data relevant to determine sustainability problem constraints
and objectives from user-provided data [19]. Self-determination is given when the
users explicitly provide information on their personal values and receive feedback
about how following them affects individual and collective sustainability goals [19,
70]. While this process is repeated through time, a learning effect develops where
individuals are free to explore and determine how their values, goals, and decisions
can improve and contribute to achieving collective sustainability.

Recommender systems can support individuals in adopting a more sustainable
lifestyle via their purchase preferences [22, 19]. Nevertheless, modern personalization
methods, e.g. recommender systems, often rely on big data methods. Individuals
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might not be able to influence the suggestions of such recommender systems explicitly,
thus becoming prone to nudging, which causes loss of user autonomy [71]. Hence
the usage of current big data Information and Communications Technology (ICT)
systems, especially of systems that provide information and recommendations re-
garding purchases, may promote behavioral control instead of supporting individuals
in achieving sustainability goals [72, 16]. Thus, the need for self-determined personal-
ization arises, such that an individual becomes empowered to understand and choose
the means and information sources to guide their own consumer behavior in everyday
decisions. Complementary, individuals need to be aware of the sustainability goals
in order to use effectively the proposed AI and make decisions that adhere to the
SDGs.

1.4 Positioning in Literature

The main focus of this thesis is to develop and enhance AI systems in supporting
decisions that achieve both personal and collective goals related to environmental
and societal sustainability by introducing a value-sensitive design layer [73]. As
Figure 1.2 illustrates, this thesis lies in the intersection of three research fields,
namely: AI, value-sensitive design and sustainable decision-making. In contrast
to most existing related work, the current thesis integrates theory, experimental
design, simulation, and data analysis to identify and utilize features and criteria
that can support sustainable decision-making. Recent research articles [23, 11,
51] focus mostly on theoretical aspects and guidelines on potential applications of
responsible AI to sustainability related goals. The current thesis follows the aforemen-
tioned guidelines and implements such system design, while evaluating the proposed
AI systems in terms of individual acceptance, model performance, and efficiency.

Artificial
Intelligence

Va
lu
e-S

en
sit
ive

De
sig
n

Sustainable

Decision-Making

Thesis Scope

Figure 1.2: The current thesis focuses in the
intersection of 3 major research fields, namely
AI, value-sensitive design, and sustainable de-
cision-making.

From a theoretical perspective [23, 74],
AI can tackle intractable analytical prob-
lems and challenges arising when pur-
suing the SDGs. Recapping the related
work [23], the key driving factors caus-
ing AI to become an inhibitor revolve
around (i) having unequal access to
AI,(ii) privacy intrusion, which can lead
to loss of freedom and autonomy, and
(iii) energy consumption by the use of
computing infrastructure. The current
thesis offers a comprehensive experimen-
tal design that evaluates the outcomes
of designing and using value-sensitive
AI solutions based on the three afore-
mentioned factors. Such outcomes align
the current thesis towards value-sensi-
tive design [73] and namely responsible AI [51], which is the intersection between
value-sensitive design and AI in Figure 1.2. Furthermore, this thesis provides experi-
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mental and applied analysis to fill in the gap between theory and application. More
specifically, contributions of this thesis evaluate three different AI design approaches,
where a system consists of individual elements and actors that may require AI input
to make more sustainable decisions:

• Centralized, where the AI decision support system is a single entity, which has
access to all the system data/observations and supports decision-making of
elements and actors that require AI input.

• Decentralized, where an independent decision-making support AI is paired
with each element or actor that requires AI input. The paired AIs support
decision-making of each element, without communicating with a centralized
system.

• Hybrid, where centralized and decentralized AI decision-making support sys-
tems co-exist and communicate with each other to determine proposed decisions.

The centralized and decentralized decision-making terms extend and combine defini-
tions used in existing literature from both organizational theory [75] and algorithmic
decision-making [76]. Centralized design approaches are more preferable on an
institutional level, e.g. sustainable policy making and emission regulations, where de-
cisions are applied in a large scale and are often long term. Decentralized approaches
are preferable on an individual level, where individual freedom, preferences, and
acceptance need to be respected in order to achieve the goals, such as making food
consumption more sustainable. Ultimately, hybrid approaches can be developed by
extending and combining the decentralized and centralized systems developed in this
thesis. Hybrid approaches allow for integration of centrally generated information,
without necessarily limiting individual freedoms in the decision process.

The combination of AI and value-sensitive design also requires substantial theoret-
ical, experimental, and applied research regarding data-driven design. The analytical
modeling of techno-socio-economic systems often uses and combines various ex-
perimental and theoretical approaches [70, 77, 26, 30]. Typical examples of such
modeling include the derivation of optimal controls for economic and supply demand
systems [78, 41] and technical infrastructure [77], which often introduce analytical
and computational simplifications in order to reduce complexity and derive tractable
analytical solutions. The current thesis aims to reduce potential simplification issues
by tackling less simplified versions of complex sustainability problems. Control and
optimization algorithms are proposed in this thesis that achieve state-of-the-art per-
formance in both existing and novel control and (multi-objective) optimization tasks.
The performance, analysis, and evaluation of those algorithms actively contributes
to control, machine learning, and optimization literature.

In particular, several contributions of the current thesis are relevant to recom-
mender system literature. A recommender system complexity may further increase as
value-sensitive design integrates individual constraints and objectives to sustainable
decision problems. This challenge is one of the key considerations during the devel-
opment of the recommender algorithms presented in this thesis. Users exercising
self-determination want recommender systems to be fast and responsive [79] to test
recommended and personal decisions under different combinations of personal goals
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and constraints. When an AI system requires large amounts of time to provide
recommended decisions, an individual will try fewer combinations and ultimately
receive less information to make an educated decision. Furthermore, it is essential
to calculate highly optimal recommendations both in terms of collective and per-
sonal criteria. Individuals may reject poorly personalized recommendations [80] or
adopt personalized recommendations with high environmental costs. If individuals
adopt poorly personalized recommendations that cause dissatisfaction, individual
trust in the AI system [81, 82] and system effectiveness in the long-term will also
decrease. Moreover, modern recommender systems operate mostly independently,
where individual choices are independent of the choices of others [40, 50] in terms
of sustainability. In contrast, resulting recommender systems of the current thesis
pursue collective goals that can be decided both collectively by aggregating individual
goals in a privacy-preserving manner and by consulting theory and experts.

In the research articles corresponding to the chapters of this thesis my co-authors
and I: (i) identify individual and collective goals regarding the SDGs, specifically with
sustainable consumption (Chapter 3), (ii) design and implement AI frameworks that
can support complex decision-making tasks such as control of critical infrastructures
or improving sustainable consumption (Chapters 2, 4 and 6), (iii) showcase and
quantitatively evaluate models and potential applications that improve decision-
making and sustainable development (Chapters 3 and 4), and finally (iv) design
and implement privacy-preserving aggregation mechanisms that allow for privacy-
preserving and value-sensitive calculation of metrics related to collective goals from
individual values (Chapter 5).

1.5 Thesis Overview

In this cumulative thesis, all three potential AI designs are evaluated to determine
their effectiveness on relevant tasks. From application perspective, two main types
of AI systems are considered, namely systems that: (i) calculate controls, which
preserve and maintain critical infrastructures in a centralized manner, such as
power grids (mainly SDG 7 “Affordable and Clean Energy”2) and hospitals (mainly
SDG 3 “Good Health and Well Being” 3) during crises, and (ii) enable and empower
individuals to make more sustainable decisions during their everyday lives by adopting
more sustainable consumption patterns (mainly SDG 12 “Responsible Production
and Consumption”). The main working pipeline in this thesis collects data from
simulations, individuals, and organizations, combines the data to form a knowledge
base and/or implements a relevant computational model. Novel AI techniques,
mainly optimization and machine learning, are applied on such models to provide
individuals and system shareholders with information that supports sustainable
decisions. This thesis comprises two parts. Part I focuses on system design and
applications on sustainable decision-making. Part II provides a more technical
perspective on the techniques developed for privacy optimization and NN control
used in the first part.

2see Figure 1.1
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Sustainable Decision-Making

Centralized Hybrid Decentralized

Domain:
Adaptive Control of 
Critical Infrastructures

Methods:
 (Ch. 2, 6) Neural Network 
 Control

Methods:
 (Ch. 4) Gradient Guided 
 Genetic Algorithms

 (Ch. 5) Privacy-Preserving 
 Aggregations

Domain:
Collective Recommendations
for Sustainable Baskets

Domain:
Self-Determined Ratings for
Sustainable Products

Methods:
 (Ch. 3) Knowledge Bases 
 and Expert Systems

Figure 1.3: High level overview of the thesis chapters. The overarching focus is sustain-
able decision-making and three main design approaches are evaluated on representative
sustainable decision-making problems. To attempt a more systematic approach to the
design of value-sensitive AI for support of sustainable decision-making, all AI design
paradigms (centralized, decentralized, and hybrid) are considered.

Figure 1.3 provides a high level overview of the design approaches considered
in this thesis. Chapter 2 evaluates a centralized AI algorithm, which calculates
systemic interventions (control signals) by training and evaluating NNs on analytical
simulations of systems that can model critical infrastructures. The centralized
control methods are further evaluated from a technical perspective in Chapter 6.
Next, a decentralized approach is evaluated in Chapter 3, where the proposed AI
system is designed and implemented to support sustainable decisions in daily food
consumption with respect to consumer needs and values. The proposed system relies
on expert systems and knowledge bases and is tested in a field-study in two European
retailer stores. Both of the above systems lack a privacy-preserving mechanism that
allows implementation and mixing of both decentralized and centralized approaches.
Therefore, Chapter 5 proposes a hybrid optimization framework to collect and
aggregate individual data in a self-determined privacy-preserving manner. Accurate
data aggregations can be used by organizations and stakeholders of systems similar
to Chapter 2 to provide insights when institutions decide policies and disseminate
information to individuals. Such information can be used by decentralized systems
to further enhance the support of sustainable decision-making. Finally, Chapter 4
proposes a multi-objective framework based on a combination of the computational
methods discussed in Chapters 2 and 3. Initially, the proposed framework is designed
in a decentralized manner and a hybrid design is developed by taking advantage of
the privacy-preserving mechanisms of Chapter 5. Representative domain applications
are evaluated and novel AI techniques are proposed by extending and combining
existing AI methods.
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Chapter 2 introduces a novel NN control method, which is called “Neural Ordinary
Differential Equation Control” (NODEC). NODEC is evaluated on control tasks on
higher-dimensional non-linear ordinary differential equations (ODEs). The evaluation
of NODEC is performed on Kuramoto oscillators, which are often used for modeling
controls in power grids [83, 77] and disease spreading dynamics [84] to determine
effective countermeasures to stop the spread by resource allocation. Non-linear
ODEs can model several real-world systems, such as disease dynamics, power grids,
biological systems, economic phenomena [85, 86, 87, 88]. A comparison of NODEC
with popular control baselines confirms its ability to tackle difficult control problems,
while requiring low control energy. Control energy is relevant to the total absolute
value of the control signal applied. High energy controls imply more invasive and
high-impact interventions in the controlled system. Furthermore, NODEC is shown
to work under limited access to system components, e.g. controllability of nodes
can be decided in a participatory manner, and thus, not all nodes are controllable.
Forced controls that apply to each and every individual element are unwanted in
dynamical systems that represent socio-technical or ecological systems [26], as they
might be considered authoritative and oppressing for individuals represented by
the nodes. The contents of Chapter 2 are accepted for publication as an article
titled “Neural Ordinary Differential Equation Control of Dynamics on Graphs” in
the American Physical Society Journal Physical Review Research.

Chapter 3 addresses sustainability related goals in a decentralized approach
for phenomena that affect individual freedom and autonomy,. Applications of
centralized control frameworks may not always be compatible with social norms,
individual preferences, and autonomy [51]. Ideally, AI should contribute to the
development of free and democratic societies, and not to the rise of technocratic
autocracies. Therefore, alternative approaches may need to be developed that take
into account individual and collective constraints. Thus, centralized controls may
not be acceptable by individuals, when the problem objectives and constraints
involve personal freedom. In contrast to Chapter 2, which focuses on analytical
models and centralized AI, Chapter 3 mainly focuses on decentralized AI systems.
Furthermore, in Chapter 3, experts and crowd-sourcing contribute to the construction
of a knowledge base of collective and individual goals and corresponding product
characteristics that help to achieve them. Next, a recommender system is developed,
which operates on the knowledge base calculating sustainability ratings for products.
The proposed recommender system combines individual input with expert rules to
provide recommendations for sustainable purchases in the form of smart ratings for
each product. Smart ratings consider four types of sustainability criteria: individual
health, environmental impact, social impact, and product quality. A field study in
two European retailers is used to provide statistical evidence of the effectiveness
of the proposed recommender system in a real-world scenario. Causal impact
analysis [89] on the outcomes of the study shows that SDG-oriented self-determined
recommender systems increase expenditures towards more sustainable products. The
chapter includes important insights for the design and implementation of AI systems
developed for a similar application in Chapter 4. The main outcomes of Chapter 3
were published [90] in the journal of Royal Society Open Access in an article titled:
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“How value-sensitive Design Can Empower Sustainable Consumption”. This paper
received the best paper award from the Global Food and Environment Institute of
the University of Leeds3.

Chapter 4 introduces a decision-making problem, in which a consumer is provided
with a set of recommended baskets that satisfy their personal preferences and also
minimize environmental impact. The design of the optimization problem in Chap-
ter 4 expands the recommender constraints and objectives discussed in Chapter 3 by
conducting a more quantitative study on a synthetic dataset, which uses existing
open data [91, 92, 11]. Existing baselines and a novel evolutionary algorithm, termed
gradient guided genetic algorithm (G3A), are proposed to tackle the problem initially
in a decentralized manner. The algorithms and design paradigms introduced in
Chapters 2 and 3 are combined in this chapter. A hybrid design of G3A is then
proposed by introducing collective constraints in the recommendation process. The
collective constraints are calculated in a centralized privacy-preserving manner as
discussed in Chapter 5. Simulation results using the synthetic dataset showcase the
ability of multi-objective optimization algorithms to provide personalized recommen-
dations that achieve considerable reduction of environmental impact of purchases. A
comparison of the hybrid and decentralized implementations of G3A indicates that
incorporating collective information in a hybrid approach can potentially further
reduce the environmental impact of the recommended baskets. Chapter 4 is a
sole authorship work and is currently being finalized for submission as an article
titled “Multi-Objective Optimization for Value-Sensitive and Sustainable Basket
Recommendations”.

Chapter 5 proposes a novel method for privacy-preserving aggregations, which can
determine aggregate values of individual data. Applications such as the smart ratings
of Chapter 3 allow for an effective decentralized design, but still lack the privacy-
preserving mechanisms to collect accurate data aggregations that can be used for
macroscopic studies of the systems and complementary centralized implementations.
Ideological preferences regarding sustainability and consumption data are personal
and their use and processing may be unwanted from individuals due to privacy
concerns. Collection of such data is also challenging under new legislative frameworks
such as the General Data Protection Regulation (GDPR) [93]. Chapter 5 offers a
new solution to the problem backed by both analytical arguments and experimental
evaluation. Sensor or individual data are masked by using a set of noise generating
mechanisms that follow the differential privacy paradigm [94]. The masked data are
difficult to be mapped to their original values, while the aggregate of the original
values is effectively approximated by aggregating the masked values. For illustration,
experiments are performed on consumer data of a power consumption dataset [95].
The addition of differentially private noise introduces new challenges for the accurate
calculation of collective goals. Hence, the trade-off between privacy and accuracy is
studied extensively in this chapter. The contents of this chapter are published in
the Elsevier journal [96] of Future Generations Computer Systems under the title:
“Optimization of Privacy-Utility Trade-offs under Informational Self-determination”.

3https://www.leeds.ac.uk/global-food-environment-institute/doc/awards,
accessed October 2021.

11

https://www.leeds.ac.uk/global-food-environment-institute/doc/awards


1. Introduction

Chapter 6 complements Chapter 2 by evaluating time-dependent controls with a
NODEC framework, termed AI Pontryagin. Chapter 6 contains analytical arguments
and experimental evaluation show that AI Pontryagin has implicit energy regulariza-
tion properties, achieving similar performance to optimal control baselines, which
theoretically achieve the lowest energy controls to steer the system to a desired target
state. AI Pontryagin is tested in both linear and non-linear systems and on different
graph-structures, further confirming that NODEC can achieve low energy controls
and near-optimal behavior. The contents of Chapter 6 are accepted for publication
as an article titled “AI Pontryagin or: How Artificial Neural Networks Learn to
Control Dynamical Systems” in the Springer Journal Nature Communications.

All chapters of the main thesis have a corresponding Appendix, sharing the same
title. Appendix Chapters are indexed with a capital latin letter, whereas main thesis
chapters are indexed with numbers. In each Appendix there is a nomenclature table,
which supports the reader by providing descriptions for most symbols appearing in
the corresponding thesis chapter. The Appendices include technical details, such
as parameters, training procedures etc. Data and code availability statements are
provided in the appendices. Code repositories may contain more extensive technical
descriptions and information about parameterization. Finally, a table containing
most abbreviations for all chapters can be found in the appendix Chapter F.
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Design of Value-Sensitive AI for
Sustainability
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Chapter

2

Centralized Control on Critical Infrastructures
with Neural Ordinary Differential Equation Con-
trol

From AI related optimization methods, optimal control has been considered as
a potential centralized solution to sustainable decision-making, e.g. theoretical
analysis of potential strategies for minimization of carbon dioxide emissions [41]
and potential extensions in Integrated Assessment Models (IAM) [42]. International
organizations and governments use optimal control outputs in simulations for policy
making regarding sustainable development, such as the “Dynamic Integrated Climate
Economic” (DICE) model [29]. Applications of optimal control for sustainable
societies are also common in socio-economics, especially in the research field of
utility-welfare systems [31]. The field of reinforcement learning (RL) also offers
applications for sustainability-related decision problems [97]. Environmental and
socio-economic optimization problems often involve several high-dimensional non-
linear dynamics with non-convex optimization objectives and constraints [27, 28].

Typically, control of critical infrastructures to prevent cascading failures is often
studied within the field of optimal control of power grids [83, 87, 77]. Other critical
infrastructures, such as health and supply systems can be modelled by complex
continuous time dynamics [84, 98]. Calculating optimal controls that provide
subsequent decisions can enhance the performance of such infrastructures and also
avoid potential failures of such systems. Preserving accessible and operational
infrastructures is relevant to many sustainability goals [24], and, thus, it is important
to consider optimal solutions that reduce the impact of infrastructure failures during
decision-making. In particular, applications of gradient based control frameworks,
such as the one discussed in this chapter, can be applied to a multitude of SDG
related problems that are described by ODE systems. For example, ensuring
healthy lives and promoting well-being for all at all ages by effective budget and
expenditure control in disease spreading [84] is aligned with SDG 3 “Good Health
and Well Being” [24]. Ensuring access to critical infrastructure by control is also
highly relevant to several UN SDGs that evaluate operation and accessibility of such
infrastructures, namely SDG 7 “Affordable and Clean Energy” which aims to optimize
access to affordable energy and improvement of power grid efficiency, and, thus,
prevention of blackouts [77]. Another potential benefit from application of control on
irrigation and water supply networks [99] could be relevant to SDG 6 “Clean Water
and Sanitation” that aims to ensure availability and sustainable management of
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water and sanitation for everyone [24]. Building resilient infrastructure, promoting
inclusive and sustainable industrialization, and fostering innovation [24] is the main
target of SDG 9 “Industry, Innovation and Infrastructure”, which can benefit from
control methods. Finally, optimal control [29] has been applied by Nordhaus (1993)
in fundamental research on the fields of managing CO2 emissions that supports SDG
13 “Climate Action”. Thus, the importance of optimization and control methods
for rational and analytical sustainable decision-making is important to consider for
sustainable infrastructures and organizational policy making [35, 34, 36, 33].

Non-convex optimization problems constrained by high-dimensional non-linear
dynamics can introduce serious challenges in the development of optimal control
techniques [31, 100]. When solving sustainability problems, computational and
analytical challenges can arise, e.g. high computation times and intractable problems.
To address those challenges, complex sustainability dynamics are often simplified
with techniques, e.g. linearization [101] and discrete time approximations [102, 103].
Computational and analytical simplifications may introduce considerable errors.
Current optimization solutions [104, 100, 105] are under constant improvement to
reduce errors. A typical example is the control of chaotic systems with recurrent
NNs [106] (RNNs). Nevertheless, existing baselines often solve problems with either
small time horizons, few dimensions, convex objective functions, linear constraints,
and few non-linear interactions. Recent advances in the fields of “differentiable
physics” and “physics informed” deep learning [107, 108] have allowed to scale deep
learning prediction and control models to high dimensional systems with longer time
horizons.

Dynamical processes on complex networks are common tools to model a wide
range of real-world phenomena including opinion dynamics [109, 110], epidemic
spreading [111, 112, 113], synchronization [114, 115], and financial distress propa-
gation [116]. Continuous-time dynamics on complex networks can be described by
different frameworks including Chapman–Kolmogorov [117], Fokker–Planck [118],
stochastic differential [119], and ordinary differential [120, 121, 122] equations. The
structure of many real-world systems is described by networks with certain common
properties including small-world effects [123], heavy-tail degree distributions [124,
125], community structure [126], and other features [127, 128]. The control of dy-
namical processes on networks [129, 130] is a challenging task with applications in
engineering, biology, and the social sciences [131, 132]. Optimal control signals can
be calculated by solving boundary-value Pontryagin’s maximum principle (PMP)
problems [133, 134, 135], or computing solutions of the Hamilton–Jacobi–Bellman
equation (HJB). Complementing the above approaches, we develop a Neural-ODE
control (NODEC) framework that controls fully observable graph dynamical systems
using neural ODEs [136]. Within this framework, FC signals are calculated by
minimizing a loss function describing differences between the current and target
states. We perform extensive numerical experiments on coupled high-dimensional
and non-linear dynamical systems to showcase the ability of NODEC to calculate
effective control signals.

Mathematically, systems are “controllable” if they can be steered from any initial
state xxx(t0) to any desired state xxx∗ in finite time T . For linear systems, an analytical

16



condition for controllability of linear time-invariant (LTI) systems was derived by
Kalman in the 1960s [137] and is known today as Kalman’s rank criterion. In
1969, Popov, Belevitch, and Hautus [138] introduced another controllability test for
LTI systems that relies on solutions of an eigenvalue problem of the state matrix.
In the 1970s, Lin introduced the framework of structural controllability [139] as
a generalization of prior definitions of controllability on graphs. More recently,
different large-scale social, technical, and biological networks were analyzed from a
network controllability perspective [129, 140] building on the framework introduced
by Lin [139]. Controlling a complex system becomes more challenging as the number
of nodes that can receive a control signal (driver nodes) decreases. Furthermore,
Reference (Ref.) [141] addresses the important issue of quantifying the (control)
energy that is needed to control LTI systems. Steering the dynamical system to the
target state becomes even harder when energy minimization is also accounted for.

To solve general non-linear optimal control problems with energy and driver
node constraints, two main approaches are used: (i) Pontryagin’s maximum principle
(PMP) [133, 134, 135] and (ii) Bellman’s (approximate) dynamic programming [142,
143, 144, 145, 146]. Pontryagin’s maximum principle [133, 134, 135] is based on
variational calculus. When applying PMP, the original infinite-dimensional control
problem is transformed to a boundary-value problem in a Hamiltonian framework.
The downside of this approach is that the resulting boundary-value problems are often
very difficult to solve. An alternative to variational methods is provided by Bellman’s
dynamic programming, which relies on the HJB equation. Given a quadratic loss on
the control input, the HJB equation can be transformed into a partial-differential
equation (PDE) [143]. Dynamic programming and PMP are connected through the
viscosity solutions of the aforementioned PDEs [142]. However, in most cases, the
HJB equation is hard to solve [144] and does not admit smooth solutions [147]. Most
RL based controls [145] rely on optimizing the HJB equation and can be viewed as
an approximation of the dynamic programming [146] approach.

In this chapter we follow an alternative approach, where we extend the neural
ordinary differential equation framework to solve FC problems. We describe and
evaluate the ability of neural ordinary differential equation control (NODEC) to
efficiently control non-linear continuous time dynamical systems by calculating FC
signals. In Section 2.1, we discuss related work. Section 2.2 summarizes mathematical
concepts that are relevant for controlling graph dynamical systems. In Section 2.3,
we provide an overview of the basic features of NODEC and formulate conditions
for its successful application to solve control problems. In Section 2.4, we showcase
the ability of NODEC to efficiently control different graph dynamical systems that
are described by coupled ODEs. In particular, we use NODEC to calculate FCs
that synchronize coupled oscillators and contain disease dynamics with a limited
number of driver nodes. Interestingly, NODEC achieves low energy controls without
sacrificing performance. Section 2.5 concludes the chapter.
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2. Centralized Control on Critical Infrastructures with Neural Ordinary Differential
Equation Control

2.1 Related Work

Previous works used NNs in control applications [148], in particular for parameter
estimation of model predictive control [106, 108]. Extensive applications of NNs are
also found in the field of Proportional-Integral-Derivative (PID) controllers [148],
where the gain factors are calculated via NNs. Shallow NNs have been trained to
interact with and control smaller-scale ODE systems [148], without using neural ODEs
or deep architectures. Recently, deep NNs have demonstrated high performance in
control tasks, and notably on related work on differentiable physics [107] that often
use PMP. Deep RL [149] models are also used to calculate control signals and rely
on approximations of the HJB equation. Other gradient-based non NN approaches
rely on the usage of adjoint methods [150]. Such model approaches are based on
the solutions of the PMP principle and calculus of variations solutions. One can
also design generic approaches to control network dynamics [151, 152]. Optimal
control with NODEC, where the the NN is only a function of time t is extensively
studied in Chapter 6. where it is compared with analytically derived methods. The
current work focuses on FC methods where the input of the NN is the state vector
xxx(t). We study non-linear dynamical systems, where minimum energy (optimal)
controls are not always known. In our work, we always choose state-of-the-art
control solutions when available, such as FC [153] and deep RL methods [154, 155],
so that we can compare NODEC performance with corresponding baselines. The
main contributions of this work are: (i) an adaptive efficient FC approximation
methodology with implicit energy regularization properties that relies on neural
ODEs, (ii) detailed numerical experiments involving high-dimensional non-linear
dynamical systems with minimum driver node constraints, and (iii) an extensively
tested codebase that can be easily applied to other nonlinear control applications.

2.2 Feedback Control of Graph Dynamical Systems

A graph G(V,E) is an ordered pair, where V and E ⊆ V ×V are the corresponding
sets of nodes and edges, respectively. We denote the number of nodes |V| = N
by N . Although, in network science [156], it is more common to refer to graphs
as networks, in this chapter we will use the term “graph” instead of “network” to
avoid confusion with NNs. Throughout this chapter, we study dynamical systems
on graphs described by the adjacency-matrix A, which has non-zero elements Ai,j if
and only if nodes i and j are connected. We describe controlled graph dynamical
systems by ODEs of the form

ẋxx(t) = fffA (t,xxx(t),uuu(xxx(t))) , (2.1)

where xxx(t) ∈ RN denotes the state vector and uuu(xxx(t)) ∈ RM (M ≤ N) an external
control signal applied to M ≤ N (driver) nodes. The adjacency matrix A in the
subscript of fff denotes the graph-coupled interactions in the ODE system. For the
remainder of the chapter, we omit the subscript as all systems under evaluation are
graph-coupled ODEs that have fixed adjacency matrices over time. We use Newton’s
dot notation for differentiation ẋxx(t). The function fff in Relation (2.1) accounts for
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2.2 Feedback Control of Graph Dynamical Systems

both (time-dependent) interactions between nodes and the influence of external
control signals on the evolution of xxx(t). We assume that the system state xxx is fully
observable. In control theory, the control signal uuu(xxx(t)) is often calculated via two
approaches: (i) by using time as input (i.e., uuu = uuu(t)) [141] or (ii) by using the
system’s state at time t as input (i.e., uuu = uuu(xxx(t))) [157]. The latter approach is
often used in state-feedback control [157], where the control signal is calculated as a
function of the difference between the state that the system reached at time t and the
control target state u(xxx(t)− xxx∗). In this chapter, we focus on state-feedback control
and denote control signals by uuu(xxx(t)). The applicability of the current framework on
time-dependent controls is evaluated in detail in Chapter 6.

For the majority of complex dynamical systems, Relation (2.1) cannot be solved
analytically. Instead, numerical solvers can be used to calculate approximate solutions
of Relation (2.1). As a starting point, one may use an explicit Euler method
where for a given state x(t) at time t, the state of the system at time t + ∆t is
xxx(t+∆t) = xxx(t) +∆tfff (t,xxx(t),uuu(xxx(t))). Apart from an Euler forward integration
scheme, there exist many more numerical methods [158] to solve Relation (2.1). We
use the expression ODESolve(xxx(t), t0, T,fff,uuu(xxx(t))) to indicate a generic ODE solver
that uses the right-hand side of Relation (2.1) as an input and computes the state
trajectory, or set of state vectors, XT

t0 = {xxx(t)}t0≤t≤T . In Section 2.4, we employ
Dormand–Prince and Runge–Kutta schemes as our ODESolve methods.

Driver Node Selection

Our aim is to showcase the ability of NODEC to produce efficient FCs for systems
where the number driver nodes approaches the minimum number necessary to achieve
control. Thus, we need to identify set of driver nodes that are able to fully control
the underlying dynamics. Usually, we are interested in finding the minimum set of
driver nodes, which is equivalent to the graph-theoretical problems of maximum
matching or minimum edge dominating sets [159, 160]. However, for general graphs,
finding the maximum matching set is NP-hard [161, 162]. In our NODEC framework,
we determine driver nodes according to two methods: (i) the maximum matching
method [129] for disease dynamics and (ii) from stability criteria in the case of
Kuramoto oscillators [77]. We denote the set of driver nodes and its cardinality by
B ⊆ V and M , respectively. Furthermore, we use B ∈ RN×M to denote the driver
matrix. The elements Bi,m are equal to 1 if node i is a driver node and if the control
signal um is applied to node i. Otherwise, the driver-matrix elements Bi,m are equal
to 0. The driver matrix B connects a control input um(xxx(t)) associated with a driver
node m to the corresponding graph node i for non-zero elements Bi,m. Although
NODEC can be used to evaluate shared and/or interacting control signals 1, in
this chapter we evaluate dynamical systems where each control signal um(xxx(t)) is
assigned to one and only one graph node i; thus only one matrix element Bi,m is
non-zero per row Bi. Literature is rich in studies on driver node placement on
graphs, there is considerably fewer work that addresses ways of efficiently finding

1In shared control, the same control signal um(xxx(t)) is applied to multiple nodes, while
in interacting control multiple control signals are applied to the same node i.

19



2. Centralized Control on Critical Infrastructures with Neural Ordinary Differential
Equation Control

control inputs for high-dimensional dynamical systems with a limited number of
driver nodes.

Control Energy Constraints

In complex systems, it may not always be possible to apply any control signal to
a driver node. Consider a disease that spreads between networked communities
(nodes) and a control signal that denotes the intensity of quarantine. Applying a
constant control signal with high values indicating blanket lockdown measures may
not be acceptable by society. In the given example, our goal would be to contain
disease spreading as much as possible, while applying appropriate control signals to
the driver nodes. A widely use metric for the intensity of the control signal [129] is
the control energy

E (uuu(xxx(t))) =

∫ T

t0

‖uuu(xxx(t))‖22 dt, (2.2)

where ‖·‖2 denotes the L2 norm. In our numerical experiments we approximate
Relation (2.2) by

E (T ) ≈
K∑
k=1

‖uuu (xxx(t0 + k∆t))‖22 ∆t. (2.3)

In Chapter 6, we show that NODEC approximates optimal (or minimum energy)
control signals without the necessity of explicitly accounting for an integrated energy
cost in the underlying loss function. Instead, NODEC implicitly minimizes the control
energy via the interplay of an induced gradient descent, neural-ODE solver dynamics,
and NN initialization. Avoiding the control energy term in a constrained optimization
also reduces computational cost of learning compared to solving boundary-value PMP
problems [133, 134, 135], or computing solutions of the Hamilton–Jacobi–Bellman
(HJB) equation [142, 143, 144, 145, 146]. In the current chapter, we provide evidence
that NODEC achieves lower energy and higher performance when compared to
different FC baselines for large complex systems.

2.3 Neural ODE Control

As in Section 2.2, we consider a dynamical system (2.1) with initial state xxx(t0),
reached state xxx(T ), and target state xxx∗. The goal of NODEC is to minimize
differences between xxx(T ) and xxx∗ using control inputs ûuu(xxx(t),www), where the vector
www represents the weights of an underlying NN. We quantify differences between
reached and target states with the control loss function J(XT

t0 ,xxx
∗) over the state

trajectory XT
t0 . The general NODEC procedure is thus based on finding weights www

that minimize a loss function J(XT
t0 ,xxx

∗) under the constraint (2.1), using a gradient
descent update over a certain number of epochs. That is,

min
w
J(XT

t0 ,xxx
∗;www)

s.t. ẋxx(t) = fff(t,xxx(t),uuu(xxx(t))),
(2.4)
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2.3 Neural ODE Control

where the control signal uuu(xxx(t)) = ûuu(xxx(t);www) is calculated as an NN output and

www ← www +∆www with ∆www = −η∇wwwJ(XT
t0 ,xxx

∗;www). (2.5)

Here, η > 0 denotes the learning rate. Our proposed method relies on the usage of
neural ODEs [136], which are a natural choice for the approximation of continuous-
time control signals. Using neural ODEs instead of discrete-time controls allows
us to approximate a continuous-time interaction and express the control function
ûuu(xxx(t);www) as a parameterized NN within an ODE solver (see Figure 2.1).

We show that NODEC can be used to control non-linear graph dynamical
systems with different loss functions. It is of particular relevance for continuous
time control problems with unknown and intractable optimal control functions.
The ability of NODEC to approximate various control functions is established
by universal approximation theorems for the approximation of continuous-time
control functions with NNs. Similar to RL, NODEC is able to learn control inputs
directly from the underlying dynamics in an interactive manner. Contrary to
other control approaches [141, 143, 133, 134, 135], we do not impose a control
energy constraint directly on our optimization loss function, improving the learning
efficiency considerably.2

In Algorithms 2.1 and 2.2, we show the two parts of a generic NODEC algorithm
that approximates control signals. The main elements of NODEC are: (i) input and
target states, (ii) graph coupled dynamics, (iii) NN architecture and initialization,
(iv) the parameters of the ODE solver (e.g., step-size), and (v) the gradient descent al-
gorithm and its hyper-parameters, such as the learning rate. Note that Algorithm 2.2
relies on the automatic differentiation methods [163, 164], where the gradients “flow”
through the underlying NN that is time-unfolded by ODE solvers [158].

Neural ODE and NODEC Learning Settings

Although NODEC utilizes neural ODEs [136], the learning tasks of both frameworks
differ significantly. Neural ODEs model dynamics of the hidden state hhh(t) of an NN
according to

ḣhh(t) = ggg(t,hhh(t);www), (2.6)

where ggg(hhh(t), t;www) and ḣhh(t) represent the NN and hidden-state evolution, respectively.
As in Eq. (2.4), the vector www denotes the neural-network weights. Previously, neural
ODEs were mainly applied in supervised learning tasks [165] and in normalizing
flows [136]. For NODEC, we use an NN as a parameterized function to approximate
the control term uuu(xxx(t)) in graph dynamical systems (2.1). Contrary to supervised
applications of neural ODEs [136], our proposed framework numerically solves control
problems in an interactive manner, similar to reinforcement learning.

2Imposing an energy constraint would require collecting and back-propagating the norm
of all control inputs at each time step during training. Using such a back-propagation
scheme would increase training times considerably because of the potentially large number
of control inputs in large-scale graph dynamical systems.
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Algorithm 2.1: A generic algorithm that describes the parameter
learning of NODEC.

Result: www
1 Init:: t0,xxx0,www, fff(·), ODESolve(·), J(·),xxx∗;
2 Params:: η, epochs;
3 epoch ← 0;
4 while epoch < epochs do

// Generate a trajectory based on NODEC.
5 XTt0 ← ODESolve(xxx0, t0, T,fff, ûuu(xxx(t);www));

// gradient descent update
6 www ← www − η∇wwwJ(XTt0 ,xxx

∗);
// or Quasi-Newton with Hessian:
// www ← www − ηH−1∇wwwJ(XTt0 ,xxx

∗)

7 end

Algorithm 2.2: A simple ODESolve implementation.

1 Function ODESolve(xxx(t0), t0, T , fff , ûuu(xxx(t);www)):
// Euler Method

2 t← t0;
// State trajectory:a set of state vectors.

3 Set X← {xxx(t0)};
4 while t ≤ T do

// Computational graph is
// preserved through time
// gradients flow through xxx

5 ûuu← ûuu(xxx(t);www);
6 xxx← xxx+ τfff(t,xxx, ûuu);
7 X← X ∪ {xxx}

// Step τ could be adaptive
8 t← t+ τ ;
9 end

10 return X;
11 end

Learnability of Control with Neural Networks

As reachability of a target state xxx∗ from an initial state xxx(t0) implies the existence
of a control function uuu(xxx(t)), we now focus on the ability to approximate (i.e., learn)
uuu(xxx(t)) for reachable target states with an NN.

Proposition 1. Given that (i) a target state xxx∗ is reachable with continuous time
dynamics (2.1) and (ii) the control function uuu(xxx(t)) that reaches the target state xxx∗

is continuous or Lebesque integrable in its domain, then a corresponding universal
approximation (UA) theorem applies for an NN that can approximate a control
function ûuu(xxx(t);www)→ uuu(xxx(t)) by learning parameters www.
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Figure 2.1: A schematic that summarizes the training process of NODEC. A NN learns
the control within the ODESolve method.

The above proposition holds when both an appropriate UA theorem [166, 167,
168, 169, 170] and reachability [171] requirements are satisfied by the underlying
dynamics and the NN controller. Related work indicates UA properties for neural
ODEs [172] that can be leveraged to calculate approximate solutions to the control
problem Relation (2.4). The ability of an NN to learn control signals has also been
covered in the literature outside of the domain of neural ODEs [173, 174, 106, 175].
In the current work, we choose to compare our proposed model to an analytical
FC baseline [77] and state-of-the-art RL [155] for non-linear dynamical systems
describing Kuramoto oscillators and disease spread.

Learning Loss and Control Goals

To apply NODEC to control tasks, we have to translate a control goal into an
adequate learning loss. The choice of the control goal depends on the underlying
dynamics, graph structure, and objectives of the control designer. A very common
goal in literature [176] is “microscopic” control where each node i has to reach a
predetermined state value within time T , i.e. xi(T ) = x∗i . Such a control goal
is often applied in industrial applications and may be used to steer electric and
mechanical systems towards desired target states [176]. This control goal is achieved
by minimizing a metric that quantifies the distance between the target and reached
states xxx(T ) and xxx∗. One possible choice of such a metric is the mean squared error
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(MSE) J(xxx(T ),xxx∗) = 1
N

∑N
i=1(xi(T )− xi∗)2. When the MSE is used, corresponding

optimal control problems may be expressed as convex optimization problems [177].
For more details on the application of NODEC to microscopic loss function, see
Chapter 6.

We focus on control goals that do not require a specific target state value for
each node, but instead require that constraints over aggregate values or statistical
properties of the system’s states are satisfied. For the control of certain complex
systems, it is useful to consider such “macroscopic” constraints [178, 131]. Often
such goals lack exact optimal control solutions, thus offering many opportunities for
novel control applications of NODEC.

A common macroscopic control goal is that nodes in the target state are required
to be synchronized, i.e. the nodes’ states are required to have the same value or
constant phase shifts. Such synchronization conditions are often considered in the
context of controlling oscillator systems [150, 179]. When synchronizing oscillators,
reaching the target state at time T may not satisfy the control goal completely,
as we may require the system to preserve the state properties that satisfy the
synchronization goal for a time period [t, T ]. In the current work we showcase that
NODEC is able to optimize such control problems.

We also consider more complex control goals, where the system evolution includes
coupled ODEs with more than one state variable. In the context of epidemic models,
the state xxxi of a node i is represented by a vector that consists of multiple state
variables. For susceptible-infected-recovered (SIR) models, three state variables,
Si(t), Ii(t), and Ri(t), are used to model the part of a population on node i at time
t that is susceptible, infected, and recovered, respectively. A relevant control goal
for controlling epidemics is the “flattening” of the curve, or reducing the maximum
infected population that occurs at time t∗ ∈ [t0, T ].

Reinforcement Learning

When solving control problems with a dynamic programming approach, the value
function is calculated via the HJB equation

VT (xxx(0), t = 0) = min
uuu(xxx(t))

∫ T

t0

J(xxx(t),uuu(xxx(t))dt+ JT (xxx(T )) (2.7)

where we have an objective cost J(·) and a terminal cost JT (·). As pointed out
earlier, the HJB equation is often hard to solve [144] and may not admit smooth
solutions [147]. A potential approach would be to use an approximate solution of
the value function, which is the main focus of the RL frameworks [145]. NODEC
does not solve or approximate the value function to derive the control signal and,
thus, deviates from the HJB related methodologies, such as deep RL.

Deep RL is often described as “model-free” and addresses the (i) value function
approximation problem and (ii) control problem [145]. A noisy “proxy” signal
of the value function, termed as reward function ρ(uuu(xxx(t)),xxx(t)) is often used to
approximate the value function. In practice the reward is often a designer choice, and
different reward functions may be evaluated to determine the one that can be used to
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approximate the value function efficiently. We note that RL approaches may suffer
from credit assignment challenges, where a reward signal is uninformative regarding
the specific actions (especially in terms of time) that help reach the goal [180]. In
contrast to RL, the proposed NODEC is not model-free and the underlying gradient
descent is directly calculated from the loss function. Therefore, we do not need to
consider value prediction and credit assignment. It is possible to design a model-free
NODEC by learning the underlying system dynamics with identifier networks [148]
simultaneously with control, which could be an interesting future extension of our
work. Note that a direct performance comparison between deep RL and NODEC
in terms of target loss and convergence time may be considered unfair especially
towards RL methods, unless extensive hyper-parameter optimization is performed
beforehand.

Although deep RL algorithms may suffer from credit assignment problems
and often require higher training samples, their advantage lies on the ability to
learn controls of systems that are not directly observable, measurable, or contain
noise [145]. When enough training samples are present, it is possible to apply RL
to real-world applications related to sustainable decision-making [97], especially
when no differentiable models of the underlying dynamics exist, and, thus NODEC
cannot be applied. Recent advances in the field of deep RL also show promising
results, which can reduce the required training sample sizes and can calculate
efficient controls to complex systems [181, 182, 183], especially related to the field
of engineering. Nevertheless, it is important to point out the similarity of RL, and
especially model-based RL with NODEC, in the essence that both learning methods
use NN, gradient based optimization, and can learn similar control tasks. Both
methods can be combined across their common technical aspects to enable more
complex learning schemes, such as transfer learning discussed in the disease spreading
results of Section 2.4 for RL and NODEC baselines that have the same architecture.

2.4 Experimental Evaluation

In this section, we evaluate the ability of NODEC to (i) reach target states efficiently
with a limited number of driver nodes, (ii) control different dynamics and losses,
and (iii) calculate low energy control signals. We first evaluate the performance of
NODEC for two non-linear systems with very different control tasks to showcase
its applicability and versatility in computationally challenging settings, for which
analytical solutions or approximate control schemes may not exist. We describe the
experimental setup by defining the dynamical systems, initial state, control goal, and
NN hyper-parameters used for training. The choice of NN hyper-parameters focuses
mainly on the network architecture, inputs, optimizers, and training procedures. For
the sake of brevity, we omit technical details in the main text and provide further
information in the Appendix and in our code [184, 185] and data repositories [186].
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Coupled Oscillator Dynamics

Here we study the ability of NODEC to control a network of coupled oscillators
via FC, similar to the one used in the study of synchronizing micro-grids [77].
Such systems are used to model power grids [187, 83, 77], especially under the
assumption that loss of synchronicity can lead to highly costly black-outs and severe
socio-techno-economical disruption [18]. One common control goal for oscillator
systems is to reach a fully synchronized target state and stabilize the system over
time. This introduces two main challenges: (i) a target state that satisfies this goal
needs to be reached and preserved and (ii) the trained model needs to be able to
achieve synchronization stability for initial states not seen in training. For continuous
time linear time invariant systems and systems that can be linearized, there exist
optimal FC methods [188]. Continuous-time oscillatory dynamics may not always be
linearizable [77] and exhibit chaotic behavior [189, 190], which cannot be observed in
(finite-dimensional) LTI systems. NODEC does not require linearization and could
potentially control systems that are costly or intractable to linearize.

In a graph of N coupled oscillators, a possible mathematical description of the
evolution of phase xi of oscillator i with natural frequency ωi is

ẋi = ωi +
∑
m

Bi,mum (xxx(t)) +K
∑
j

Ai,jh(xj − xi) (2.8)

where A is the interaction matrix, K the coupling constant, and h a 2π-periodic
function [77]. By setting h(x) = sin(x), we recover Kuramoto dynamics [191]

ẋi = ωi +
∑
m

Bi,mum (xxx(t)) +K
∑
j

Ai,j sin(xj − xi). (2.9)

In accordance with Ref. [77], we consider a target state, in which all oscillators are
tightly packed in a synchronized cluster where |xj − xi| ≈ 0 for all i, j. Linearization
of the uncontrolled version of Eq. (2.9) within the rotating reference frame yields
the target state

xxx� = K−1L†ωωω, (2.10)

where L† is the pseudo-inverse of the graph Laplacian L = D − A and ωωω =
[ω1, . . . , ωN ] is the vector of natural frequencies [77]. For the derivation of Rela-
tion (2.10), one uses that the mean natural frequency is zero. The quantity D is the
degree diagonal matrix, with each element of the diagonal Di,i = di being equal to
the degree di of the corresponding node i.

Learning Loss Function

We measure the degree of synchronization of Kuramoto oscillators in terms of the
order parameter [179]

r(t) =
1

N

√∑
i,j

cos [xi(t)− xj(t)] =
1

N

√∑
i,j

ei(xi−xj). (2.11)
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The control loss may also aggregate the order parameter over time, when the
control goals take stability into account. In such a case, one might consider the
mean order parameter over time

r(t) =
1

T

∫ T

0

r(t) dt, (2.12)

which approaches zero if the oscillators are incoherent. By discretizing T into Ξ
intervals, we can also discretize Relation (2.12) using

r(t) =
1

Ξ

Ξ∑
ξ=0

r(ξτ)τ, Ξτ = T. (2.13)

For the numerical calculations we omit τ . Equation (2.13) can be used as a loss
function

J(XT
τ ) = −r(t) = − 1

Ξ

Ξ∑
ξ=1

r(ξτ) (2.14)

to achieve stable synchronization of coupled oscillators. Loss functions that represent
periodically and randomly changing oscillator states can be also used as an input for
learning control inputs. Instead of using loss function (2.14) that is associated with
maximizing the degree of synchronization in the whole network, one may wish to
achieve different degrees of synchronization in different time windows, which can
be modeled by using time-dependent synchronization losses. Furthermore, forcing
parts of a network into different oscillatory states may be possible by minimizing
differences between observed and desired oscillator phases in certain subgraphs.

The loss function Relation (2.14) introduces two challenges with respect to the
classical MSE loss [177]: (i) it is a macroscopic loss as we do not require to reach a
specific state vector xxx∗ to minimize3 Relation (2.14) and (ii) the loss is calculated
over a time interval [τ, T ].4 In our numerical experiments we observed that using
such a loss affects numerical stability, especially for long time intervals, e.g. when
Ξ = 100 timesteps. Averaging over r(ξt) may smooth out temporal large variations
of r(t), especially for very high values of Ξ. When such drops occur in sampled
training trajectories, NODEC learns to achieve high synchronicity only temporarily.
NODEC learns controls that yield highly synchronized stable trajectories similar
to the FC baselines, when we extend Relation (2.14) by subtracting the minimum
order parameter value mint∈[τ,T ] r(t) over time:

J
(

XT
τ

)
= −

[
r(t) + min

t∈[τ,T ]
r(t)

]
. (2.15)

3 The target states that satisfy this control goal are not unique and not necessarily
known, but satisfy xxx∗ = arg maxxxx r(xxx). Since there is no specific dependence on a target
state vector, we omit the quantity xxx∗ in the loss function.

4 The initial time is omitted (ξ = {1, . . . , Ξ} in Relation (2.14)), since we assume that
no control is applied prior to reaching the initial state.
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Introducing the minimum order parameter term increases the stability of the learned
control as the loss creates higher gradients for controls that cause loss of synchro-
nization. We train NODEC on trajectories that may at maximum reach a total
time of T = 40, and we test and evaluate the performance of the trained NN on
random initial states for T = 150. As we report in Section 2.4, the described training
protocol is able to achieve good performance for these testing parameters.

Control Baselines

A FC baseline for Kuramoto dynamics is presented in Ref. [77]. First, the FC gain
vector bbb(FC) is defined for the control baseline. In accordance with Ref. [77], we use
a control gain vector bbb(FC) instead of a driver matrix. An element b(FC)

i of the gain
control vector is assigned to a graph node i and it needs to satisfy

b
(FC)
i ≥

∑
j 6=i

[
|KAi,j cos(x�i − x�j )− ε| − (KAi,j cos(x�j − x�i )− ε)

]
. (2.16)

If cos(x�i − x�j ) ≥ 0, the corresponding term in the summation vanishes. We take
the equality of the constraint in Relation (2.16) to calculate the control gain vector
elements b(FC)

i based on Ref. [77]. The error margin buffer ε is implemented
as suggested in related work [77] by setting ε ≥ 0 when selecting driver nodes in
Relation (2.16). For ε = 0, the driver node selection might be insufficient and it may
not be possible to drive the system to a desired target state [77]. Using an error
margin buffer increases the driver node selection tolerance and, thus, selects more
diver nodes, which can steer the system to a desired target state. The non-zero
values of the driver matrix can be chosen arbitrarily, as long as the constraint in
Relation (2.16) is satisfied. Non-zero values b(FC)

i 6= 0 determine the driver nodes.
The baseline control signal ui for a node i is calculated as

ui(xi(t)) = ζb
(FC)
i sin(xi

∗ − xi(t)). (2.17)

We note that here we follow the notation of Ref. [77] and use a control gain vector
bbb instead of a driver matrix. In driver matrix notation, we iterate over all nodes
and select a node i as the m-th driver node by setting the driver matrix element
Bi,m = b

(FC)
i if bFCi 6= 0. We set the target state in Relation (2.17) to xi∗ = 0.

We require that FC reaches comparable performance to NODEC in terms of
r(t); thus we multiply the vector bbb(FC) with a positive scalar value5 ζ = 10. Higher
absolute values of ζ|b(FC)

i | may create control signals that reach the target state in
less time at the expense of a higher control energy. As the driver matrix is calculated
based on an approximation of the graph Laplacian pseudo-inverse L† of a singular
system, optimal control guarantees for minimum energy may not always hold.

5We tested several other values before selecting the specific value. Smaller values would
lead to a lower degree of synchronization than that achieved by NODEC, but they would
require less energy. Higher values would either completely fail to synchronize the system or
require very high amounts of energy to achieve similar results.
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Figure 2.2: NN architecture for controlling Kuramoto oscillators and symbol legend.

Numerical Simulation Parameters

To evaluate the system synchronicity, we calculate the order parameter (see Rela-
tion (2.11)), which reaches the maximum value r(t) = 1 if all oscillators are fully
synchronized.

For our numerical experiments, we create an Erdős–Rényi graph G(N, p) with
N = 1024 nodes, expected mean degree d = 6, and link probability p = d/(N − 1).
We generate the driver matrix as in Section 2.4, and select the non-zero elements as
driver nodes. To reduce approximation errors due calculation of the Laplacian pseudo-
inverse matrix, we set a buffer margin of ε = 0.1 in Relation (2.16), when selecting
driver nodes. Control signal energy is evaluated with Relation (2.3). Moreover, we
set the coupling constant to K = 0.4 and sample the natural frequencies ωi from a
uniform distribution U(−

√
3,
√

3) [153]. This setting results in approximately 70%
of the nodes being assigned as driver nodes.

NODEC Hyperparameters

Only the current system state xxx(t) is provided as an input for the NN, similar to
the baseline described in Section 2.4. We use a fully connected architecture as
illustrated in Figure 2.2a. Finally, to calculate the binary driver matrix B for the NN
in Relation (2.9), we iterate all nodes of G, and for each node i we assign Bi,m = 1

and set it as the m-th driver node if b(FC)
i 6= 0 and Bi,m = 0 otherwise. The driver

index m increments by one each time a driver node is assigned. We use a binary
driver matrix instead of the gain matrix used in FC, as we require the network to
learn the control signals per driver node without prior knowledge of the exact control
gains.

The current control goal is to stabilize Kuramoto oscillators in a synchronized
state over a period of time. The loss of synchronization may occur at any point
during this period. To avoid loss of synchronization over a period of time, we train
NODEC (see Appendix Algorithm A.1) in a curriculum learning procedure [192],
where NODEC is initially trained on trajectories sampled for low values of T . The
value of T increases gradually as training proceeds. The learning process in the
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Figure 2.3: Comparison of NODEC and FC in terms of energy and synchronization
stability.

beginning of the curriculum, when T is very low, allows NODEC to learn controls
that steer the oscillators through the transient state between synchronicity and
no-synchronicity. As T increases the network also learns controls that preserve the
network in the synchronized state.

In FC, the target is often to synchronize the system for different initial states [193].
To train the system for more than one initial state, we use a mini-batch-training
procedure that samples 8 random initial states per epoch for training. We observed
that randomly sampling an initial state from a uniform distribution in [0, 2π] does
not improve training performance and fails to learn synchronization. It has been
reported in the literature [194] that normally-distributed layer inputs (with zero
mean and unit variance) can help NNs converge faster. Therefore, we decided to
sample initial states from a normal distribution with zero mean and unit variance.
Our results confirm that learning and convergence improve. Sampling initial states
enables us to use mini-batches to speed up and stabilize training as well. In the
Kuramoto example we use the Adam optimizer [195] for parameter optimization.
The complete training scheme is also illustrated in the Appendix Algorithm A.1.

Results

To test the control performance of NODEC, we first sample an unobserved initial
state close to the synchronized steady state in accordance with [77]. The initial
state values for single sample evaluation (see Figures 2.3a and 2.3b) are uniformly
sampled within −10% of the synchronized steady state values, i.e. xi ∈ [0.9x�i , x

�
i ],

in order to be close to the synchronized steady state as proposed in Ref. [77]. We
observe that the NN achieves a target state with larger order parameter values
(see Figure 2.3b) and requires lower energy (see Figure 2.3a) than the FC baseline.
We also observe that NODEC requires higher energy and slightly more time to
synchronize the system but less to preserve it, compared to the FC baseline (see
Figure 2.3b and Appendix Figure A.1).

To determine whether NODEC can achieve synchronization stability regardless
of the initial state choice (see Figure 2.3c) and its proximity to the synchronized
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steady state, we test the trained model on 100 initial states, with values uniformly
sampled in [0, 1]. In Figure 2.3c the vertical axis represents the relative total energy
difference between NODEC and FC for the same initialization:

(ENODEC(T )− EFC(T )) /EFC(T ). (2.18)

The horizontal axis represents the mean relative order parameter difference calculated
as

(rNODEC(T )− rFC(T )) /rFC(T ). (2.19)

NODEC achieves around 1% higher order parameter values and almost 86% less
total control energy for all samples. More sophisticated strategies of adapting the
constant term ζ in Relation (2.16) could be applied to adapt the driver matrix values
in FC. This is, however, out of scope of this thesis. Our results show that NODEC
can be adapted to achieve highly synchronized states in Kuramoto dynamics on an
Erdős–Rényi graph via FC.

Epidemic Spreading and Targeted Interventions

Designing targeted intervention and immunization strategies [113, 196] is important
to contain the spread of epidemics. To study the performance of NODEC in
such containment tasks, we will use the susceptible-infected-recovered-type (SIR-
type) model [84] that extends the classical SIR model by accounting for quarantine
interventions and other preventive or reactive measures for disease containment.
In our formulation of SIR-type dynamics, we also account for control inputs and
network structure. The “R” compartment in our model is used to describe (i)
recovered individuals that were infected and acquired immunity and (ii) removed
individuals (i.e., susceptible individuals under quarantine who do not interact with
anyone else). The complete state of the epidemic model is now described by a matrix
X(t) ∈ R4×N , where each row represents the state vector of the corresponding node6.
The proportion of susceptible, infected, recovered, and quarantined individuals
at node i is X1,i = Si, X2,i = Ii, X3,i = Ri, X4,i = Yi, respectively. The
corresponding generalized SIR-type dynamics of node i is described by a set of rate
equations:

Ṡi(t) = −βSi(t)
∑
j

Ai,jIj(t)−
∑
m

Bi,mum(xxx(t))Si(t) (2.20a)

İi(t) = βSi(t)
∑
j

Ai,jIj(t)− γIi(t)−
∑
m

Bi,mum(xxx(t))Ii(t) (2.20b)

Ṙi(t) = γIi(t) +
∑
m

Bi,mum(xxx(t))Si(t) (2.20c)

Ẏi(t) =
∑
m

Bi,mum(xxx(t))Ii(t) (2.20d)

6We note that here we use capital letters for the SIR-type variables, to follow the
common notation in related literature.
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subject to the conditions that (i) the total population is conserved and (ii) the
control budget is bounded from above by b:∑

i

[Si + Ii +Ri + Yi] = N, (2.21a)∑
m,i

Bi,mum(xxx(t)) ≤ b. (2.21b)

The driver nodes Bi,m = 1 can be selected via different methods, e.g. the nodes
or communities that are willing to apply proactive and reactive measures. In our
simulations, driver nodes are selected with the maximum matching method [159,
160]. Furthermore, we assume that the epidemic originates from a localized part
in the graph and we minimize the proposed epidemic loss in Relation (2.22) for
a different part of the graph G∗. The initial spread and target sub-graph are
illustrated Figure 2.4. The parameters β and γ are the infection and recovery rates,
and um(xxx(t)) describes the effect of containment interventions (e.g., quarantine,
mask-usage and distancing). When an NN controller (NODEC or RL) is used, we
set um(xxx(t)) = ûm(xxx(t)). These terms are used to model preventive and reactive
measures, respectively. For example, susceptible individuals may isolate themselves
and completely avoid infection (S → R) until the pandemic passes (preventive) or
infected individuals are quarantined and put to intensive care to avoid spreading
and recover (I → Y ) (reactive measure).

The described control problem is complicated by several factors. First, the
budget constraint [see Relation (2.21b)] does not allow assignment of high control
values across all nodes. Second, we need to distribute limited intervention resources
dynamically across structurally similar nodes. Unlike in networks with community
structure, where isolating single nodes can effectively control epidemic spreading,
the regularity of the square lattice does not admit such a control approach.

Another possible formulation of time-dependent control targets in epidemic
modeling is to weigh the number of new infections with a discount factor to prioritize
minimizing current infections over minimizing future infections. For network epidemic
models, degree-based approximations can be used in conjunction with optimal control
theory to derive interventions for such loss functions. For more information, see e.g.
Ref. [197].

Learning Loss Function

The control goal is to “flatten” the curve, i.e. to delay and minimize the mean
infected fraction over nodes in the subgraph G∗, which has no overlap with the part
of the graph containing the initial spreading seed. Based on these control goals, we
formulate the following loss function:

J(XT
t0 ,X

∗) = [ max
t0≤t≤T

ĪG∗(t)]
2, (2.22)

where ĪG∗ denotes the mean fraction of infected individuals in G∗. This control
goal is macroscopic, as we do not know the exact feasible state X∗ for which
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I∗(t∗) = arg minI(t) J(I(t)) that minimizes such a loss. Furthermore, the exact
time t∗ at which the minimum loss is achieved is not known, and therefore we
need to evaluate samples from the state trajectory XT

t0 to determine t∗. Similar to
Relation (2.15), the current control goal requires loss calculations over a time interval.
Moreover, this loss is not calculated over the whole state matrix X but only on the
infected state IG∗ of the target subgraph. Intuitively, one would trivially achieve the
proposed goal if there are no further constraints. If nodes that connect the subgraph
G∗ to the rest of the graph cannot be controlled efficiently, then achieving the control
goal becomes non-trivial. Tackling the outlined epidemic control problem allows us
to evaluate NODEC on a complex control task (see Section 2.4) with applications in
disease control.

Control Baselines

A baseline that takes structural node properties (e.g., node degree or centrality)
into the account, may be a good baseline for graphs with structural-heterogeneity,
but not for regular structures like lattices. Clearly, a weak baseline is random
control (RND), where we assign random control inputs to driver nodes with um(t) =
bcm/

∑M
m′=0 cm′ , cm ∼ U(0, 1). However, a targeted constant control baseline (TCC),

which in the presence of an “oracle” assigns constant control inputs um(t) = b/M
to every driver node in G∗, is a strong baseline for constant control. As TCC is a
static control, it already protects the driver nodes from t = 0 on, so TCC-controlled
nodes will be infected very slowly. Assigning all budget to all driver nodes of interest
also minimizes wasted “containment” budget. Still, distributing more budget to a
smaller number of nodes increases the L2 norm of the control, making controls very
expensive when considering quadratic energy costs. To have a control with less
energy, it is important to distribute the budget to more nodes, therefore enabling
more global containment and less constant containment on the target sub-graph.

Figure 2.4: Intial in-
fection and target sub-
graph, illustrated on
the lattice graph.

We also study the performance of neural dynamic control
baselines, such as continuous-action RL, with fully-connected
NNs or our variant (see Figure 2.5) as policy architectures
(see Sections A.2 and 2.4). Only one of the three evaluated
training routines of RL provided high-performance results.
We tested: SAC [154], TD3 [155], and A2C [198], but we
report only the results of TD3 which were more competitive
with respect to NODEC. To allow RL to tackle the SIR-type
control problem, we first implement SIR-type dynamics as an
RL environment. The input of RL is the tensor of all SIR-type
states at time t. We consider an observation space, which
includes continuous values in [0, 1] and has dimension 4×N .
RL actions am(t) ∈ R are continuous values for each driver
node and correspond to control signals. Once the actions
are passed to the environment, a pre-processing operation
takes place to convert the RL action into valid control signals

(see decision network of Figure 2.5). RL is allowed to provide change the control
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Figure 2.5: NODEC architecture for controlling SIR-type dynamics.

signals to (interact with) the environment in a fixed discrete time interaction interval
∆t = 10−2 during training. Lower interaction intervals were also considered, but
required longer training and did not seem to improve performance. For RL, we need
to express the control goal as a reward function which is used for the approximation
of action value function within the RL framework. We tested several reward designs
and we describe this process in the Appendix Section A.2, but we simulate best
performance with the following reward function:

ρ(t) =

 0, if ĪG∗(t) ≤ maxτ<t(ĪG∗(τ))

−Ī2G∗(t) + (maxτ<t ĪG∗(τ))2, otherwise
. (2.23)

Numerical Simulation

To determine the target time T , we observe the SIR-type dynamics (β = 6 and
γ = 1.8) on a 32× 32 lattice without control and set its value to the time at which
the mean infection over all nodes is approximately zero. Initially, the epidemic
starts from a deterministic selection of nodes in the upper-right quadrant. For all
control strategies, the budget (maximal number of control interventions) is b = 600.
Given that RL takes considerably longer to converge and that we were required to
perform a much more extensive hyper parameter search, we showcase our experiments
only on the lattice graph and a single initial state. Our control goal is to contain
epidemic outbreaks (i.e., “flattening” the infection curve) in the sub-graph G∗, which
is located in the bottom-left quadrant (see Figure 2.7). All baselines are compared
with timestep ∆t = 10−3.
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NODEC Hyperparameters

From a technical perspective, the SIR-type dynamics introduce extra state vari-
ables. Therefore, fully-connected layers will require one to estimate considerably
more parameters. We observe that neither NODEC nor RL converged to a high-
performance solution when using fully-connected layers, and we thus omit these
results. Furthermore, the control task requires the network to optimize a loss that is
not calculated over whole graph, but rather on a specific sub-graph. NODEC has
no direct information on which nodes are part of sub-graph G∗. The information
is provided via the minimization of the learning loss-function in Relation (2.22).
Back-propagation happens at time t∗ = arg maxt≤T J(IG∗(t)). This time is approxi-
mated by preserving a sample of states when using the ODESolve, and picking the
maximum observed peak infection from that sample.

As the existing neural architectures discussed in Section 2.4 did not perform
well, we switch to an architecture that includes the graph structure. To leverage
the information of the graph structure and generate efficient control signals that
“flatten” the curve, we decide to design a more specialized NN architecture that
includes the information of the graph-structure within its layers. For that reason we
use a Graph NN (GNN) architecture (see Figure 2.5 and Section A.2). The same
GNN architecture is implemented in the RL baselines as the policy network. GNNs
calculate hidden features by aggregating node features and the graph structure as
inductive biases [199, 200]. Following Relation (2.20), we observe that disease spread
happens between direct neighbors in the graph, and, thus, such inductive biases
can potentially benefit from taking the graph structure into account. Furthermore,
the resulting models can converge faster and require less computational effort to
reach better learning performance, as the inclusion of the graph structure in the
NN can reduce considerably the number of learned parameters [199], especially for
large graphs. For example, a single layer fully connected network that takes as input
one state variable per node would require N ×M parameters to be learned for N
nodes and M driver nodes, without accounting for bias parameters. Using a graph
convolutional NN and a pooling layer or an aggregation layer as an output layer
to reduce the output of the convolutional layer to a vector of M control values,
requires as many parameters as the desired kernel size and hidden channel size of the
convolutional layer. The graph convolutional layer is expected to have a considerably
smaller number of parameters compared to a fully connected architecture for a large
graph.

For our experiments, we use a learning rate η = 0.07 and the Adam optimizer.
The same GNN architecture is implemented in the RL baselines as the policy
network. GNN encountered fewer numerical instabilities during training and allowed
for efficient learning without curriculum procedures. We use a training procedure
for SIR-type control as shown in Appendix Algorithm A.2 that preserves the best
performing model in terms of loss.

The hidden state matrix Z is calculated from the GNN and then provided as an
input to the decision NN (see Figure 2.5 right side). The decision network contains
operations that enforce the budget and driver constraints by applying a softmax
activation function and calculating control signal outputs for the driver nodes. The
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Figure 2.6: SIR-type control evaluation. NODEC versus baselines: reinforcement
learning (RL), targeted constant control (TCC), random constant control (RND), and
free dynamics with no control (F).

decision network contains no learned parameters and is included inside the NODEC
architecture and RL environment. Transfer learning [201] between NODEC and RL
can be achieved by pre-training the GNN network with NODEC and then using it as
an RL policy. RL achieves the same performance as NODEC when transfer learning
is tested. Further fine tuning of the pre-trained policy with RL does not improve
performance of NODEC in this setting, but transfer learning indicates a possible
future extension of combining model-based training with real-world model-free fine
tuning.

Results

Our main results are summarized in Figure 2.6 and Table 2.1 and indicate similar
superior performance of TCC and NODEC compared to the other control strategies,
but with lower energy costs for NODEC. In Figure 2.6, we observe that NODEC
is providing strong protection with total energy costs that are not as high as TCC
(see Table 2.1). If we assume that the proposed system will reach maximum hospital
capacity at 20% of the infected fraction in the target sub-graph, we observe that TCC,
RL, and NODEC are sustainable control strategies. In Figure 2.6a and Table 2.1,
NODEC underperforms TCC with approximately 1% higher maximum infection
fraction, but requires almost 41% less control energy. The effectiveness of the control
can be attributed to the adaptive nature of NODEC. The other adaptive baseline,
RL requires around 54% less energy than TCC but allows for 2.1% higher peak
infection compared to NODEC. The effectiveness of targeted adaptive controls in
time can be used to model and examine the effectiveness of proposed real-world
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long-term pandemic control strategies, such as rolling lockdowns [202] and/or vaccine
allocation [203, 197].

NODEC achieves better performance at the cost of higher energy compared to
RL. We note that RL approaches may suffer from credit assignment challenges, where
a reward signal is uninformative regarding the specific actions (especially in terms of
time) that help reach the goal [180]. However, even after testing different reward
designs and parameters settings, no RL framework managed to perform better than
our baselines. It may be possible that extensive reward engineering, and other model
upgrades may lead to a better performance. In contrast to RL, the proposed NODEC
is not model-free and the underlying gradient descent is directly calculated from
the loss function. Therefore, we do not need to consider value prediction and credit
assignment. It is possible to design a model-free NODEC by learning the underlying
system dynamics simultaneously with control similar to Ref. [107], which could be
an interesting future extension of our work.

Table 2.1: Total energy E(T ) and peak infection maxt(Ī(t)) achieved by different
epidemic spreading control methods.

Control Peak Infection Total Energy

TCC 0.068 14062.6
NODEC 0.078 8356.6
RL 0.099 6358.0
RND 0.210 4688.9
F 0.532 0.0

The spread of the epidemic, target subgraph, and controls of the main baselines
are illustrated in Figure 2.7. RL and NODEC calculate control signals that change
over time and slowly fade out as t→ T . We also observe that controls persist in some
driver nodes even then the infection wave is over (see also Appendix Figure A.3).
This behavior is also observed in other baselines that satisfy the equality of the
constraint Relation (2.21b) (RND and TCC). The budget constraint Relation (2.21b)
allows control signals to sum up to the budget value b. The implemented NN
architecture calculates controls by multiplying the budget with a softmax activation
function output over a hidden state output from the learned GNN architecture (see
Figure 2.5 right side). The output of the softmax activation function is non-zero by
definition7 and thus the NN always calculates non-zero control signals. Once the
infection wave has traversed the graph, both RL and NODEC controllers spread the
control over several nodes, thus decreasing required control energy8. This outcome

7In practice control signals may approach 0 due to floating point errors.
8Looking at the control energy Relation (2.2), we observe that low absolute value control

signals assigned over many driver nodes may produce lower energy values compared to very
high absolute value control signals applied to fewer driver nodes.
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is an artifact of the softmax activation function, but it may also indicate the implicit
energy regularization properties of NODEC. On the contrary, the higher energy costs
of TCC keep increasing, as high control signals remain in place after the infection
wave has passed.
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Figure 2.7: Control trajectories for SIR-type dynamics. Colorscale plots represent 99.5%
of the presented values for dynamics with NODEC controls.

2.5 Discussion and Conclusion

Neural ODE control approximates dynamical systems based on observations of the
system-state evolution and determines control inputs according to pre-defined target
states. Contrary to Ref. [136] that parameterizes the derivative of hidden states using
NNs, our neural-ODE systems describe controlled dynamical systems on graphs.
In general, NNs are able to approximate any control input as long as they satisfy
corresponding universal approximation theorems. Such control methods can assist
subsequent decision-making [39] by approximating optimal solutions to sustainability
problems related to infrastructure [77, 83, 84]. The study continuous time models
under optimal control assumptions with NODEC can become useful and provide
outputs that can assist organizational decision-making, especially when studying
potential disruption scenarios in managed infrastructures.

However, in practice, NODEC needs to deal with different numerical hurdles such
as large losses and stiffness problems of the underlying ODE systems. By testing
NODEC on various graph structures and dynamical systems, we provide evidence
that neural ODE-based control approaches are useful in FC and that numerical
hurdles can be overcome with appropriate choices of both hyperparameters and ODE
solvers. Nevertheless, modelling socio-technical and environmental systems as ODEs
requires specific assumptions to be met. In real-world, the underlying systems might
not be always observable, continuous in time, and also might contain considerable
amounts of noise. Therefore, modelling such systems with ODEs might not be
possible or contain errors arising from design bias and violation of assumptions. In
that case, control approaches such as NODEC may not be able to calculate efficient
or realistic controls. On the contrary, model-free methods, such as deep RL might
be a more preferable method to tackle such control challenges. It is important that
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the control designer and the decision-makers are aware of system characteristics and
determine whether the usage of NODEC or other control techniques is appropriate
to assist decision-making.

From a value-sensitive design perspective, current developments in deep learning
have provided us with many useful tools that are used to simulate, analyze, and
predict a wide spectrum of social dynamics [204]. Still, the amount, granularity,
and quality of data required to perform such studies often conflict with privacy,
fair treatment, and autonomy of individuals [51]. When designing experiments that
involve any deep learning method, and especially NODEC, privacy preservation and
autonomy should be of the highest priority. For example, in our simulations, the
selection of driver nodes is done with assumption that the nodes that satisfy the
minimum driver node constraints are willing to accept the lockdown, social distancing,
and mask mandate measures. This should not be the case in a corresponding real-
world application, especially in social systems where nodes are usually matched to
individuals. In case of social studies, frameworks of participatory and self-determined
control can be developed instead, where individuals are free to choose whether they
want to be selected as driver nodes. NODEC is shown to control dynamics, even
when a fraction of available driver nodes is randomly selected, e.g. as shown in
Appendix Figure E.6, indicating that it could potentially approximate participatory
controls.

Implicit energy minimization properties of NODEC, which are further studied
in Chapter 6, can prove useful for the study of social systems. Individuals and
societies may not always accept any imposed high impact controls in their lifestyles,
as they may prove oppressive and authoritative, e.g. long term strict lock-downs. In
that case, controls that have minimum impact over time (or lower energy) may be
more acceptable, e.g. dynamic lock-downs that are not very prohibitive for most
citizen’s activities. Concluding, calculating low energy controls that sustain opera-
tional infrastructures and are acceptable by societies may be crucial for sustaining
operational democratic societies.
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Chapter

3

Value-Sensitive Design for Decentralized Sus-
tainable Product Ratings

Creating more sustainable consumption patterns turns out to be imperative for
mitigating climate change and supporting a more viable future of our society [205,
206]. Food systems, in particular, play a key role, influencing 12 out of the 17
Sustainable Development Goals of the United Nations [207]. Food supply is already
leading on total greenhouse gas emissions [208, 209], while food demand is expected
to grow by 50% along with an increase of the global population from 7 to 9.8 billion
people by 2050 [210]. Thus, introducing policies that promote more sustainable
consumption patterns is critical. Yet, it has proven to be insufficient to overcome the
“attitude-behavior gap” [40]. For instance, choosing grocery products according to a
broad spectrum of (often conflicting [211, 212, 53]) sustainability criteria requires
the processing of an overwhelming amount of information and, as a result, the price
often remains the dominant choice criterion. Such information is often summarized
and its processing is automated, i.e. by product labels or smart phone shopping
assistants that scan product barcodes [213, 214, 215]. Ensuring a value-sensitive
design in terms of accountability, transparency, privacy, self-determination, and an
overall practicality by a seamless integration into the shopping process, remains a
grand challenge. But, designing digital shopping assistants, e.g. smart phone apps,
for such values turns out to be a requirement for consumer trust (see IEEE Global
Initiative on Ethics of Autonomous and Intelligent Systems [216]). Given the broad
scope and complexity of the subject of sustainability and the co-determination of
consumer decisions by price [217], product choices based on sustainability criteria
can be particularly prone/vulnerable to manipulative nudging when personalized
decision-support systems use personal data.

Centralized approaches, as the one shown in Chapter 2, may not be applicable
in scenarios were individual freedoms and preferences are compromised by strict
control. Individuals have the right to pursue their own morals and social norms, thus,
centralized controls that allow for technocratic and autocratic implementations might
endanger such right [51]. In this chapter we show how value-sensitive design can
empower a bottom-up shift to more sustainable consumption. To make this possible,
we built a novel and general-purpose shopping assistant [218] and tested it at two
real-world supermarkets in Estonia (Retailer A [219]) and Austria (Retailer B [220]).
The shopping assistant was implemented as an Android smart phone application
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(app) for decision-support: It rates products (as well as product categories) that
are in front of the consumer in a shop according to personal sustainability criteria
(preferences) and in a privacy-preserving way. These preferences cover the categories
of environment, social, health, and (product) quality so that consumers can improve
their health while supporting socially favorable production conditions and making
choices with better environmental impact. Products that better match consumers’
preferences are rated close to 10 and those that oppose the preferences receive
values close to 0. The consumer can interact with the app to change sustainability
preferences using a continuous Likert-scale slider in the range [0, 10]. Ratings are
explainable to consumers by making transparent why certain products receive higher
ratings than others.

The value-sensitive design of this privacy-preserving digital shopping assistant is
distinguished from other mainstream approaches (see Figure 3.1d) by integrating
the following values in decision-support: (i) Adding environmental, social, health,
and quality criteria in consumers’ decisions. (ii) Limiting manipulative nudging.
(iii) Self-determination in consumers’ preference choices. (iv) Privacy preservation.
(v) Explainability. (vi) Practicality and compatibility with the existing shopping
process.

These values are realized by a design process that tackles the challenges to
provide (i) transparent and explainable personalized product ratings, (ii) a seamless
integration into the consumers’ shopping process, and (iii) scalable, high quality
product information on sustainability. The scope and combination of inter-disciplinary
methods required for this is quite exceptional, covering a new value-sensitive approach,
its implementation within a sophisticated system, and the testing of this approach
in real-world settings using rigorous social science methods. This sets the results of
this chapter apart from most other state-of-the-art studies (see Table B.14 in the
Appendix).

Transparent and explainable personalized product rating. The first
challenge of value-sensitive design is addressed by designing a novel content-based
recommender algorithm for the personalized rating of products that is decentralized
and privacy-preserving. In contrast to user-based collaborative filtering algorithms
that rely on the collection of sensitive historical consumer data to compare purchase
profiles [221], the novelty of our algorithm is that personalization is taking place
on the smart phone and as a result, the sustainability preferences of a consumer
remain localized on the consumer’s device, i.e. private. This is possible via a scalable,
distributed communication protocol that handles a consumer’s request for public
summarized product information on sustainability (sustainability indices). When
this information is localized on the smart phone, efficient calculations turn the
sustainability index of products into personalized product ratings. The implications
of our value-oriented and preference-based design approach are significant: without
sharing sensitive personal data with third parties, manipulative nudging that serves
corporate interests and may oppose personal preferences or sustainable consumption
patterns is limited [222]. As a result, consumers can trust that the rating of the
products is a result of their own intrinsic values expressed via their sustainability
preferences. Moreover, the calculation of a product rating is accountable to the
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consumer, who can visually explore which product information and preferences are
mainly responsible for the overall rating (see Figure B.13 in the Appendix). The
explainability is also localized on the smart phone so that no third parties can
manipulate the perception of a consumer on why certain products receive higher or
lower ratings.

Seamless integration into the consumer shopping process. For the sec-
ond challenge, a seamless integration in the shopping process is crucial for the
practicality and adoption of the solution in retailer shops. Barcode scanning makes
the comparison of different products cumbersome [223]. Instead, in our system, con-
sumers automatically view all nearby products of a category, e.g. all different pasta
products, on their smart phone and can therefore make efficiently an augmented
comparison while moving along the shelves (see Figure 3.1 and Figure B.12 in the
Appendix). This novel augmented reality experience is made possible via a low-power
bluetooth beacon localization technology that has been deployed and extensively
tested on retailers’ site [224]. Consumer localization in the shop does not require a
centralized collection of GPS traces which tends to be unreliable, privacy-intrusive
and not suitable for indoor environments [225].

Figure 3.1: An outline and comparison of the proposed value-sensitive,
preference-based decision-support process. (a) A consumer’s localization at Re-
tailer A. The red dots on the map denote the product categories in close proximity. (b)
Presenting the product categories in close proximity to the consumer. (c) Product ratings
close to 10 denote better matching of the product to the consumer’s sustainability prefer-
ences. (d) Comparison of the proposed value-oriented, preference-based design approach
with mainstream decision-support shopping assistants.

Scale and quality of product information on sustainability. This third
challenge is addressed by designing and populating an open knowledge base. It is
based on a new sustainability ontology with which a transparent and accountable
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reasoning for the personalized rating of products is performed. Ontologies have been
influential and have often accelerated scientific progress in biology and beyond [226,
227, 228]. They systematically dissect and structure complex concepts to reason
and develop a shared understanding that motivates their use in this work. The
designed knowledge base consists of information from retailers, online data sources
with domain and crowd-sourced knowledge, domain experts, who supported this
project during its lifetime, as well as the wisdom of crowds [229, 230], for example, by
crowd-sourcing the analysis of Wikipedia data (see Table B.16 in the Appendix). The
knowledge base is actually a set of 795 associations between 15472 products and 25
consumer preferences belonging to the four sustainability categories of environment,
health, social and quality. See Table B.1-B.7 of the Appendix for a complete list of all
preferences and how they are obtained. Formally, the association between a product
keyword (e.g. meat) and a preference keyword (e.g. vegetarian) is quantified in the
range [−1, 1], with −1 representing opposition (meat does not fit vegetarian diet)
and 1 representing support (lettuce fits vegetarian diet). In-between values represent,
for instance, the relative positive effect of different vitamins or the relative negative
effect of different additives/preservatives in several health indicators. Therefore, the
design of the knowledge base is the selection of such keywords (tags) according to
formal semantics as well as the reasoning about their in-between association score
(196 product and 61 preference tags as shown in Figure B.4 of the Appendix). This
semantic information is used to calculate a non-personalized sustainability index of
a product for certain sustainability preferences by aggregating the association scores
among the assigned product and preference tags. Moreover, rebound effects that
model the incompatibility of Sustainable Development Goals [211, 212, 53] at the
level of consumer choices can be measured at the design phase by analyzing the
semantic links that interconnect products, preferences and their tags.

Field tests. We conducted novel and ambitious field tests at two supermarkets
from May to November 2018. These go beyond earlier survey questionnaires [231,
232, 233], lab experiments [234] or gamification [235]. We implemented the actual
value-sensitive and preference-based decision-support system to empower consumers
to shift their shopping choices to sustainable consumption. As a result of the actual
system implementation, a more realistic assessment of the shopping shift can be made.
A total number of 323 (Retailer A) and 69 (Retailer B) participants with a loyalty
card were recruited by the retailers and project staff members on site by offering
coupon discounts of up to 100 euros. The loyalty card provides access to baseline
historical purchases allowing us to compare consumers using the app (treatment
condition) with similar consumers not using the app (no treatment). The rewards
are designed to incentivize a regular shopping behavior, limit dropouts and biases.
Consumers using the app fill in an entry survey, choose their (baseline) preferences
that can be changed later and start shopping with the app. For the purpose of this
study, the app usage and purchases are traced but remain anonymized. After the
end of the test period consumers collect their coupons by answering an exit survey.

Outline of analysis. The data collected during the field tests allows us to
analyze whether consumers shift their shopping choices to other products that better
respect their own values, self-determined via their sustainability preferences. It

44



3.1 Methods

turns out that consumers are usually ready to pay more for higher quality products,
which are healthier and more sustainable [217]. We dissect the complex link of
sustainability preferences with price by analyzing whether such a link originates
from consumer preferences or from biases in the knowledge base we developed. We
further identify the profiles of consumers’ preferences and illustrate to what degree
they are adjusted to meet their expectations of how products should be rated.

3.1 Methods

Here we illustrate more details of the field tests and the causal impact analysis as
well as the localization solution at retailer shops. We also outline the ontology design,
the product rating methodology, the preference profiles and preference interactions.

Field Tests and Causal Impact Analysis

Recruitment. Each shopping visit at retailer shops is rewarded with 10 euros. By
analyzing the history of purchases, 10 visits are expected on average during the
field tests and therefore the total maximum amount of 100 euros incentivizes and
rewards regular shopping behavior. The study has received ethical approval by the
ethical committee of ETH Zurich. To minimize biases originated by different human
explanations of how to use the smart phone app (see Figure B.11 in Appendix), an
integrated tutorial requires completion before consumers start using the smart phone
app. A FAQ based on questions that arose during living lab experiments before the
field tests was also included.

Causal impact analysis The Dynamic Time Warping (DTW) [236] algorithm
is used to compare the time series data of consumers that used the smart phone app
(treatment consumer) against all consumers that did not use the smart phone app
(non-treatment consumers) with purchase records up to 13 months before the field
tests (excluding the last month as a buffer zone). Each comparison results in the
similarity ranking of consumers, who did not use the smart phone app, from which
the top-k nearest neighbors are selected to form the group for assessing sustainable
consumption. Since different values of k yield different groups for comparison, the k
is selected via a dynamic time warping of weekly expenditure before the treatment
as shown in Table B.20 of the Appendix.

The temporal distance between consumers is measured over the three matching
criteria (behavior covariates). More specifically, the Euclidean distance with dynamic
time warping is used to determine the top-k nearest neighbors for the deflated monthly
total budget spent and the sustainability index of the average purchased products per
month. In contrast, the Jensen-Shannon distance (divergence) [237] with dynamic
time warping is used for the distribution of deflated monthly budget spent per
product category as such distance metric is known for measuring the similarity
of distributions. For each consumer that used the smart phone app (treatment
consumer), we rank all other consumers that did not use the app (non-treatment
consumers) according to the three distance metrics. Since there are three distance
metrics and we cannot determine which one has higher influence, the average ranking
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of the consumers that did not use the app is calculated over all combinations of
distance metrics.

Localization of Products

A privacy-preserving indoor localization system is designed for the two retailer
shops [224]. It derives the list of products that are in close proximity to consumers.
It relies on Bluetooth low energy beacons installed on the shop floor of both retailers.
The beacons are aligned with the shop map to provide absolute anchors to the shop
coordinates. By analyzing the signal strength of the beacons using triangulation
and a map logic on feasible positions and consumer movements, the position of
the consumers in the shop is estimated, see Figure 3.1a. This consumer position
is related to the coordinates of product groups in close proximity. The rating of
these products is calculated and presented to consumers’ smart phone as shown
in Figure 3.1c. The localization system is privacy-preserving as all calculations
are performed at the consumer’s smart phone. Moreover, beacons do not obtain
any information from consumers and therefore retailers cannot derive consumer
movements from this localization system. The deployed technology uses off-the-shelf
hardware which yields low hardware costs. The obtained precision has an inaccuracy
of about 2 meters. The granularity of product group positions ranged from several
meters down to zero accounting the intrinsic ambiguity of product groups positions
on top of each other.

Ontology Design

Primitive concepts, tags and rules. The ontology is designed to quantify the
association between products and preferences, e.g. to what extent a certain product
is for a vegetarian diet, fair trade etc. To measure such associations, we introduce a
common alphabet of characteristics for products and preferences. This alphabet is a
set of keywords (tags) that represent primitive concepts. They form the semantic
space and scope of sustainability. Subsets of these primitive concepts compose a
vocabulary of product and preference tags, while a primitive concept is not further
decomposed to keep the ontology practical and consistent [238] within its scope,
i.e. a primitive concept is regarded disjoint within a chosen scope of sustainability.
For example, the preference tag “vegan" can be composed by the two primitive
concepts “production with no animals" and “production with no animal products".
Moreover, products and preference tags are assigned to products and preferences
respectively based on logical rules. For instance, to assign the product tag “low fat"
to a product, a logical rule could determine the number of grams in fat, relative to
the total product weight, contained in the product and/or whether the product has
a low-fat label. Over 600 such rules are created for this purpose using the Drools
framework [239]. We focused on food products. They are the ones that populate
the knowledge base and connect to product tags. In summary, the design of the
ontology consists of (i) the choice of the primitive concepts, (ii) their assembly to
product and preference tags and (iii) the creation of logical rules to connect the
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tags with products and preferences. These actions required domain knowledge from
experts (WWF, Greenpeace, Ethical Consumer, VKI), reliable data sources (e.g.
EU reports) as well as the wisdom of the crowd by running the Social Impact Data
Hack [240] to mine and structure information from Wikipedia, for instance, branding
information (see Section B.3 in the Appendix).

Association scores. The association between a product and a preference tag
is measured by their shared primitive concepts that satisfy a preference tag. We
distinguish between positive and negative associations by determining for each
pair of product and preference tags subsets of primitive concepts that semantically
support or oppose the preference tag, i.e. the preference tag “vegan" supports the
primitive concept “no animals involved in production" but opposes the concept
“animal product". Therefore, the association score comes with positive and negative
values in the range [−1, 1] by summing up the associations between supported and
opposed primitive concepts (see Section B.3 of the Appendix for more details).

Reduction design principle. The construction of product and preference tags
should adhere to the reduction design principle: (i) Between two tags with the same
primitive concepts, one and only one should be assigned to a product or preference.
(ii) When two tags assigned to a product or preference share primitive concepts,
these primitive concepts should be removed and form a new tag. In the example
of Figure 3.2, the reduction design principle is violated if the product tag AC is
assigned to the product, or, the preference tag BC is assigned to the preference.
We prove in Section B.3 of the Appendix how this principle minimizes the error of
overlapping tags when the association scores are aggregated to calculate the rating
of a product. Violations of the reduction design principle may result in excessive
influence of certain preferences on the product rating. In practice, these artifacts
may be captured by consumers, whose adjustments of preferences provide additional
countermeasures against the error of semantically overlapping tags.

Experts’ guideline. We propose a high-level guideline to populate the sustain-
ability knowledge base according to the proposed ontology. This guideline can be
used by domain experts to guide the construction process and is outlined as follows:

1. Identify relevant primitive concepts based on (i) the product categories (i) the
available product data and (iii) the scope of sustainability preferences (goals).

2. Create product and preference tags using the primitive concepts such that
these tags represent how product/preference characteristics oppose or support
a product/preference.

3. Create rules that connect the product tags with products, and the preference
tags with preferences.

4. Apply the reduction design principle between all combinations of product tags
and preference tags that have overlapping concepts.

5. Calculate association scores between product-preference tag pairs in the range
[−1, 1].

6. If necessary, go back to Step 1, add or remove primitive concepts and repeat
the process.
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Figure 3.2: Calculation of the sustainability index using the ontology of prod-
ucts and preferences. Assume an alphabet of primitive sustainability concepts repre-
sented in this simple example by {A,B,C}. Combining the primitive concepts results is the
word vocabulary {A,B,C,AB,AC,BC,ABC} of product and preference tags. Using rules
based on experts’ knowledge and verified data such as ingredients of products, the product
tags A and C are assigned to a product. Similarly, a sustainability preference is designed by
a composition of the two preference tags C and AB. We can now calculate the association
scores between the product and preference tags in an automated way (without expert
knowledge) by taking the intersection ∩ of the tags sets as follows: |{A}∩ {C}|/|{C}| = 0,
|{C} ∩ {C}|/|{C}| = 1, |{A} ∩ {AB}|/|{AB}| = 0.5, |{C} ∩ {AB}|/|{AB}| = 0. The
sustainability index of a product for a given preference is calculated by the average nor-
malized aggregate association scores of the assigned preference tags as demonstrated in
this numerical example. The equations refer to the Appendix.

In Step 1, experts determine the scope of the sustainability by defining primitive
concepts that capture key characteristics of products and preferences. Experts
need to be aware of the products for which they design the ontology, the available
information they have about these products as well as the sustainability preferences
that should be captured. In Step 2 they can start combining these concepts into tags
with the purpose of representing support or opposition to product characteristics
and preferences. In Step 3, experts can assign these tags to product and preferences
and can formalize rules under which these assignments are made. The processes of
the first three steps are the most tedious ones and requires knowledge, experience
and a good overview of the available information. As an example of facilitating
such processes, we performed workshops with several stakeholders during the project
lifetime and organized the Social Impact Data Hack [240]. Step 4 applies the
reduction design principle to improve the consistency of the ontology. Step 5 performs
the calculations of the association scores based on the (automated) calculations
illustrated in Figure 3.2. In practice, these calculations are often calibrated by
experts to reason about the association scores based on ground truth knowledge.
For instance, consider a study that shows evidence about the effect of different
preservatives on health. Obviously, the cause of such effects may be related to
chemical or biological phenomena at a very low granularity level that is not captured
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within the scope of the designed sustainability ontology. In this case, association
scores measuring can be calibrated to reflect the relative effect of preservatives
according to the findings of such a study. Finally, the process can repeat by adding
or removing primitive concepts. The motivation for this iterative process is to better
capture the whole range of preferences, decompose further primitive concepts to
make the ontology more granular, add/remove rules, expand product categories
or enrich the knowledge based with new datasets. During the ontology design, we
performed over 10 iterations for validation purposes and the quality criterion for
convergence was how well the product rating could be justified to consumers during
the preliminary living lab tests.

Product Rating: Sustainability Index and Preferences

Sustainability index. It quantifies the support or opposition of a preference by
a set of product characteristics found in a product. This support or opposition is
compared to a product, existing or hypothetical (‘reference product’ in Figure 3.2),
that has all possible characteristics that can support or oppose respectively a
preference. Figure 3.2 illustrates the involved calculations. The sustainability index
between a product and a preference is measured using the normalized association
scores aggregated over the connected product and preference tags. The normalized
aggregated association score of a product-preference pair is the normalized aggregated
association score of a product averaged over all preference tags assigned to the
preference (Calculation 4 in Figure 3.2). Each normalized aggregated association
score between a product and a preference tag (Calculation 3 in Figure 3.2) is
calculated by the aggregated association scores of the product tags assigned to this
product (Calculation 2 in Figure 3.2) divided by the maximum association score
between the reference product and the preference tags of the preference (Calculation
1 in Figure 3.2).

Insights on sustainability of production. Note that by calculating for each
preference the density of the sustainability index over all products, new opportunities
arise to reason about the following: (i) The sustainability profile of different retailers.
(ii) New ways (preferences) with which producers can improve products with a more
sustainable profile. (iii) Market gaps where new business ecosystems can evolve
with stronger involvement of producers and consumers to accelerate sustainable
consumption. For instance, the densities in Figure B.10 of the Appendix confirms
the more sustainable profile of Retailer B products across the preferences, e.g.
higher sustainability index for animal rights, fair trade, recyclability and green
farming. Improvements can be made by either introducing new products with
better sustainability footprint over these preferences or by improving the existing
production practices of the available products.

Product rating. Note that the sustainability index does not require any
personal information for its calculation. It only relies on the information of the
sustainability ontology, i.e. primitive concepts and tags, that we make available
as public-good knowledge. As such, it can be calculated in public computational
infrastructure, i.e. servers, public clouds, etc. In contrast, the calculation of the prod-
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uct rating requires personalization with consumers’ preference choices that remain
by design locally on their smart phones to protect privacy and limit manipulative
nudging. As a result, the product rating is calculated on consumers’ smart phones
using the sustainability index values retrieved remotely using a distributed protocol
of message passing between smart phones and a project server. The calculation is
performed on-demand by consumers when they navigate in the retailer shop and
request the rating of the products that are in their close proximity. For each product,
the rating algorithm multiplies the sustainability index with the degree of opposition
or support of each preference, measured by the distance (offset) from the median
preference score (5, remaining neutral). These calculations are summed up and
divided by the sum of all distances from the median preference scores. Section B.3
in the Appendix outlines in more detail the product rating calculation and its com-
putational complexity. The (unscaled) product rating calculation is summarized as
follows:

product rating =
sum of all (sustainability indices ∗ preference offsets)

sum of absolute preference offsets
, (3.1)

where the product rating values can be scaled to match different grading systems of
different countries ([0, 10] in the field tests as supported in the Section B.3 of the
Appendix).

Explainability Two levels of rating explainability are provided to consumers:
(i) product tags and (ii) preferences. Consumers can learn about how each product
characteristic influences the rating value by solving Equation B.32 of Appendix for a
certain product tag, given that all other variables are known. Similarly, consumers
can know how each offset of their preferences contributes to the product rating by
solving Equation B.31 of the Appendix for a certain preference offset.

Preferences selection. The selection of preferences was made on the basis
of providing a broad spectrum of different sustainability indicators with which
consumers can express their preferences. However, this spectrum is not too broad to
the extent of creating a cognitive overload for consumers and lack of comprehension
about which preferences influence the rating of products and why. This is critical
for the effectiveness of the rating explainability. Moreover, a lower number of
preferences decreases the computational cost of the rating algorithm and improves
the usability of the smart phone app (see Section B.3 of the Appendix). This
balance is a result of the following process: (i) Participation of several stakeholders
in the ASSET project meetings and workshops providing insights about how grocery
product choices influence different sustainability criteria. (ii) Preliminary living lab
experiments and smaller-scale field tests for feedback acquisition on the preferences.
(iii) Choice based on available data, i.e. product and preference tags. Preferences
with very similar preference tags or very few preference tags are removed or merged.
The set of the final preferences shows a balance between several individual criteria
on health (13) versus collective criteria in environment, social and quality aspects
(12). The consumers’ feedback during the preliminary tests also determined the
strict preferences of gluten-free, lactose-free, vegan and vegetarian products. Fully
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supporting such preferences results in excluding products that do not fully satisfy
them even though they may satisfy other (non-strict) consumer preferences. In other
words, strict preferences cancel association scores with other preferences.

Preference Profiles and Interactions

Preference profiles. The Ward hierarchical clustering approach [241], with which
the preference profiles are extracted, is selected based on its interpretable clusters and
high scoring in the following evaluation metrics [242]: silhouette, Dunn index, Davies-
Bouldin and Calinski-Harabaz. It uses Euclidean distance given that preference
scores are continuous, not sparse and different preference scores are comparable,
with the exception of strict preferences that may introduce biases. No normalization
or standardization is performed given the same scale among preferences.

Interactions of preferences The sustainability preferences show correlations
that originate from the (i) anticipated association between different product/preference
tags (ontology-level) and (ii) the actual linking of products to product tags (product-
level). This information at the ontology and product-level respectively can be used to
reason about potential rebound effects [53]: undermining a sustainability preference
by satisfying another one.
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Figure 3.3: Interaction effects between different sustainability preferences.
Ontology-level: Correlation of association scores for (a) Retailer A and (b) Retailer B.
Product-level: (c) Correlation of sustainability indices for a common set of products
between Retailer A and Retailer B . Positively correlated preference pairs across the x
and y axes indicate dependence whereas negatively correlated preference pairs indicate
potential rebound effects.

1. Ontology-level: The interaction of two preferences is measured as follows: (i)
Find the shared product tags between the two preferences. (ii) For each of the
two preferences and shared product tag, calculate the average association score
among the preference tags of the preference and the shared product tag. (iii)
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3. Value-Sensitive Design for Decentralized Sustainable Product Ratings

Calculate the Spearman correlation coefficient of the average association scores
among the two preferences.

2. Product-level: The interaction of two preference at the product-level is
measured as follows: (i) Calculate the sustainability index for each product-
preference pair. (ii) Calculate the Spearman correlation coefficient of the
sustainability indices among the two preferences.

These Spearman correlations are shown in Figure 3.3. Potential rebound effects
are observed between health/quality preferences vs. environmental ones, while a
highly rated product may be caused by multiple environmental preferences that
share several common product tags.

3.2 Results

We first demonstrate the shift of consumer behavior towards more sustainable
consumption, meaning products that are rated higher than 5. The sustainable
shopping behavior is measured using the weekly expenditures made for such highly
ranked products, normalized to [0, 1], using the observed maximum value. The
expenditure values are deflated using the Harmonized Index of Consumer Prices [243].
The consumers that did not use the app (control group) were matched with consumers
that did use the app. The following matching criteria (behavior covariates) were
applied: (i) The deflated monthly total budget spent, (ii) the distribution of deflated
monthly budget spent per product category and (iii) the sustainability index of the
average purchased products per month. Matching reduces the control group from
3438 to 532 for Retailer A and from 1843 to 59 for Retailer B. The total consumers
who participated in the field tests are filtered out to 148 (Retailer A) and 30 (Retailer
B) consumers (treatment) by keeping the consumers who have seen the rating of the
products before they have purchased it. The weekly expenditures of the consumers
using the app are predicted based on “historic” data in order to estimate the shopping
behavior of the treatment group in case they did not use the shopping app. This
is done via causal impact analysis [89] using spike-and-slab causal inference via
structured Bayesian times series [236]. The predicted values are compared to the
actual weekly expenditures made when using the app (see Figure 3.4, where the
prediction horizon covers the entire field test period).

Our results confirm a statistically significant increase of expenditures for highly
rated products: (i) The absolute effect is about 20% for each retailer. (ii) The
relative effect is 36.7% for Retailer A and 41% for Retailer B. The cumulative effect
is depicted in order to show how this shift towards expenditures for more sustainable
products unfolds over the period of the field test. Table B.22 in the Appendix
summarizes the results of the causal impact analysis.

A few additional observations can strengthen the conclusions of Figure 3.4: 68%
and 75% of the total purchased products in Retailer A and Retailer B, respectively,
are highly rated (> 5) products that are seen in the app. Novel purchases of (i)
products purchased for the first time and (ii) products whose rating is seen in the
app also increase, namely, by 22% for Retailer A and and 16% for Retailer B.
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Figure 3.4: Shift to more sustainable consumption during the field test period.
Actual vs. predicted normalized weekly expenditures made for highly rated products (> 5).
(a) Retailer A and (b) Retailer B. We find a high statistical significance of p < 0.001 for a
significance level of α = 0.01.

The survey results of Figure B.5, B.6 and B.7 of the Appendix furthermore
confirm the following: (i) High product ratings reflect consumers’ preferences. (ii)
New products are discovered via the products rating. (iii) The rating of products
appears justified to consumers. (iv) Consumers are more aware of sustainability
aspects after using the app.

Note that the two retailer shops have different weekly expenditure patterns.
Retailer A exhibits stronger seasonality effects than Retailer B, which considerably
relies on customers with a student profile. Customers of Retailer B seem to have a
more diverse demographic profile and a stronger interest in sustainability.

Relation Between Sustainability and Price

During the field test, 16% of the field test consumers at both retailers pay at least
10 euro-cents more on average for each novel product by supporting at least one
of the three environmental preferences (see Table B.1 in Appendix). This number
is significant given that the price level of most products is low. Moreover, the
percentage of consumers who regularly interact with the smart phone app (the ones
in the center of our causal impact analysis increases over time to 39% for Retailer A
and 30% for Retailer B.

We next assess whether the purchased products rated high within each product
category are also the more expensive ones. First, both product deflated prices and the
product ratings are normalized (see Section B.4 of Appendix for details). Figure 3.5
shows the frequency of the rated products that were viewed and purchased against
price and rating. Retailer A clearly has a higher number of products with high
prices and ratings as reflected by the high values on the top right of the heatmap.
Similarly in Retailer B, for each normalized price value per product unit, a higher
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number of products are viewed and purchased that have higher rating values. We
further measure the non-linear relation between product price and product ratings
with the Spearman’s correlation coefficient across product categories. We observe
a positive correlation coefficient of ρ = 0.14 and ρ = 0.19 for Retailer A (p = 0.01)
and Retailer B (p = 0.02) respectively. This suggests that highly rated products
may come with slightly higher prices.

(a) (b)

Figure 3.5: Highly rated products correlate to some extent with increased
prices. (a) Retailer A and (b) Retailer B. Normalized product unit price vs. normalized
product rating for the frequency of purchased products, whose rating is seen in the
app. Frequency values are derived at the level of product categories. Note the increased
frequency of purchased products with higher price as the product rating increases. This is
particularly visible for Retailer A with a higher number of data records.

The question that arises here is whether this positive correlation stems from the
consumers’ personalization, i.e. their choices regarding sustainability preferences, or
the actual knowledge base and ontology design that is universal for all consumers.
To answer this question we repeat these measurements, but instead of the normalized
product ratings we used the min-max normalized sustainability index for each
preference. The Spearman’s correlation coefficient between the sustainability index
of products and product prices per category is calculated for each preference across
product categories. Out of 50 correlation values evaluated at each retailer, only one
correlation value is > 0.5 and statistically significant. This confirms that no price
biases are observed in the designed ontology in favor of more expensive products.
Nevertheless, it is possible that certain preferences result in a sustainability index that
is positively or negatively correlated with price due to the nature of this preference.
For instance vegetarian diet products may come with lower prices only because they
do not contain meat that is usually expensive. See Tables B.26, B.28 and Figure B.9
in the Appendix for an evaluation of all preferences.

Sustainability preference profiles

To understand how different consumers influence the product rating via personaliza-
tion, we extract preference profiles by clustering consumers based on the preference
choices they made during the field tests. We distinguish between initial preferences
and preference adjustments. The initial preference choices are the very first ones
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made before consumers are exposed to the product rating functionality. They reflect
the intrinsic intentions of consumers towards the sustainability aspects. The pref-
erence adjustments are made throughout the field test after the initial preferences
were set.

Initial preferences. The profiles of the initial preferences are extracted by
clustering consumers using the Ward hierarchical clustering approach [241]. Seven
clusters are calculated for each retailer as shown in Figure 3.6a. Note that most of
the profiles consist of choices with a significantly high score in “environment” and
“(product) quality" as well as a high score in the category “social”. The scores for
“health” shows a significant variation among the different profiles that reflects the
diversity of dietary needs: (i) Two neutral profiles with scores around 5 are observed
for both retailers. (ii) There is a profile that penalizes strict preferences such as
vegan, gluten/lactose-free, etc, with low score. (iii) The majority of the profiles
retain a high score for health indicators such as no preservatives/colors/emulsifiers,
etc. The majority of consumers avoids radical scores in health and expresses their
sustainability profile via preferences regarding environment and quality aspects.
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Figure 3.6: Preference score profiles over the four sustainability aspects for
Retailer A (top) and Retailer B (bottom). Capital letters are labels relating to the
extracted preference profiles. They are the same in both figures. The numbers on the left
and on the right of each figure refer to the number of consumers in each profile. (a) Initial
preference profiles demonstrating the high preference scores in environment and quality
aspects. (b) Minimal targeted adjustments made during the field test confirming that
product ratings match the expectations expressed via the sustainability preferences.

Preference adjustments. We assume that consumers adjust their preferences
if they are not satisfied with how products are rated or if they aspire to explore new
products. Consumers may also try to match the rated products with the ones they
use to buy. We measure the mean difference between the initial preferences and
all adjusted preferences per profile to understand how different consumer groups
adjust their preferences to meet their expectations. Figure 3.6b shows the profile
adjustments. We observe the following: (i) The majority of preference scores is on
average unaffected, indicating that consumers usually do not need to adjust their
preferences and they preserve their initial intrinsic sustainability preferences. This
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also validates the ontology from the consumers’ perspective. (ii) Consumers with
initially neutral preferences increase their preference scores, especially in Retailer
B. (iii) Consumers who initially maximize the preference scores slightly roll back to
more moderate preference values, especially at Retailer B. Apparently this rollback
is related with a consumers’ openness towards experiencing radically different highly
rated products or with the ontology design and rebound effects that results in buying
unexpected products. Similarly, the group of consumers that initially penalizes
health preferences with low scores makes adjustments to higher scores.

3.3 Discussion and Outlook

The findings of this chapter have several implications for consumers, retailers and
producers. They also have an impact on science, policy and at an institutional level.
We outline here the challenges and the new pathways that this chapter opens up.

Consumers. We show that a value-sensitive, preference-based design empowers
more informed, transparent and accountable shopping choices tailored to personal
sustainability values. As a result, consumers explore and finally buy new products.
Compared to related work limited to health or environmental indicators for sus-
tainability, we study a broader, yet finite set of such indicators (preferences). In
the future, consumers themselves may expand or even limit this set according to
their intrinsic priorities. Augmented shopping processes with smart phones may
still disrupt regular shopping routines for some consumers. It is unclear to what
extent and scale consumers can adopt such technologies at this moment. However,
this was also the case with online shopping a few years ago and nowadays efforts
such as Amazon Go [244] showcase the feasibility of such technologies in the market.
The applicability of the value-sensitive shopping assistant in the context of online
shopping is promising and may simplify its use by consumers. In terms of consumers’
trust on products rating, new models are required to preserve a satisfactory level
of explainability in the long run. This is especially the case when such models
need to capture an expanding spectrum of product characteristics as well as the
dependencies and incompatibility of sustainable development goals [53]. The trans-
parency and accountability of the knowledge base can be further enhanced with
blockchain solutions as a means to securely verify sustainable production practices as
well as the traceability of supply chains [245, 246]. Recent studies also confirm how
indispensable the active consumers’ involvement is to evolve a viable and accurate
knowledge base on sustainability via citizen science initiatives [206, 229].

Retailers. Retailers can pioneer future consumption patterns by offering prod-
ucts that are ethically more aligned to consumers’ sustainability preferences. They
can focus on selling a higher number of highly rated products that might come with
slightly higher prices (or profit margins), while they serve consumers’ values on
sustainability.

Producers. Value-sensitive design provides new opportunities for producers
to offer more attractive, higher quality products to retail markets, by capturing
(i) consumers’ sustainability preferences and (ii) reducing the sustainability gap of
existing products. Moreover, producers have new opportunities to sell higher quality
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products at a higher price. This incentivizes the improvement of production practices,
considering consumer preferences regarding environment, health or worker rights. In
other words, thanks to welcomed recommendations of higher-quality products, more
sustainable production can pay off.

Science. By demonstrating the shift of individuals to sustainable consumption,
we also open up new opportunities for social coordination: moving from individual
sustainability preferences to collective actions, which meets sustainable development
goals in a bottom-up way. Scientific methods from the areas of game theory, mecha-
nism design, incentive design, socio-technical optimization and learning [247, 248,
249, 70, 30, 26] are becoming applicable to further support sustainability movements
in society. Methods such as the ones of this chapter and a transdisciplinary scientific
approach are required to improve and accelerate the development of sustainability
knowledge bases, using responsible AI and the wisdom of crowds [250, 251].

Policy making and institutions. We foresee new opportunities for environ-
mental non-profit organizations to educate and interact with the general public by
publishing their own personalization templates for consumers, for instance, adopting
the WWF or Greenpeace priorities for sustainability. Such customizable personaliza-
tion is supported by the built system. Legislation could protect the open and public
good character of a knowledge base for sustainability. Such a knowledge base should
not be used as an unquestionable universal ground truth for sustainability. Instead,
we envision the active, global involvement of various stakeholders such as public
organizations, scientists and especially citizens to capture and develop the evolving
nature of sustainability values. Promising related initiatives include the European
Commission Environmental Footprint initiative or the Global Product Classification
standardizing institution GS1. In other fields such as biology, initiatives for ontologies
and knowledge bases have had significant impact, for instance the Gene Ontology
Consortium [227]. Overall, the EU project ASSET [218], in the context of which
the research proposed in this chapter has been carried out, is a promising blueprint
showing how sustainable consumption might be scaled up in a participatory way.

Challenges. We identify several challenges that arise when designing and
implementing sustainable recommender systems. The main challenge lies with
correctness of data and related interpretations. There are vast amounts of data
available in different forms, such as organizational reports [20], research articles [11],
and retailer databases. Combining and structuring data across different sources can
prove extremely challenging. Crowd-sourced data are also used, but may contain
inaccuracies and minor errors, especially if the data providers are adversarial or
not interested in providing accurate inputs. Such challenges can be addressed by
iterative and repeated evaluations of the system, in which experts and the crowd
identify data errors and attempt to fix them. Finally, the proposed expert system
may contain designer bias, especially in the design of the proposed ontology and
recommendation algorithm. “Nudging” may be reduced by the introduction of
self-determined preferences, but still preferences are pre-selected by experts and
may shift the focus of individuals towards a subset of sustainability challenges that
require resolution. Allowing individuals and experts to introduce, modify, and
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decide preferences and relevant product characteristics through time could reduce
the “nudging” effect further.
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Chapter

4

From Decentralized to Hybrid Basket Recom-
mendations

Consumption is one of the main driving factors of industrial production, and thus
has great environmental and societal impact [252]. This impact is the aggregated
individual impact of everyday consumer choices. Every day, consumers are urged to
take several decisions to fulfill their personal goals and values, mainly originating
from individual needs and wishes. Shopping decisions often aim to satisfy several
criteria, such as the taste, the ability of purchased products to be combined together,
available consumer budget, and health implications of consuming the product. Trade-
offs arise when optimizing for personal values, e.g. when a consumer needs to decide
between a healthier and cheaper product. Such trade-offs are mainly addressed
by multi-objective optimization in modern recommender systems [253], and often
involve a high number of objectives to be satisfied. Value-sensitive design can be
applied to create systems that support individual decisions when resolving these
trade-offs in Chapter 3. Following a value-sensitive design indicates that personal
values can be incorporated in the system design, often introducing new constraints
and objectives to the optimization. Thus, combining value-sensitive design and
sustainable decision-making results in even more complex and challenging trade-off
optimization problems.

Supporting value-sensitive sustainable decisions has been evaluated in Chapter 3,
often in a qualitative and/or non-optimal manner. Self-determined systems that
are based on retailer data, crowd-sourcing, and expert input, have already been
successfully tested in the past. Although the effect of sustainable recommendations
on individual purchases has been confirmed in Chapter 3 and related literature [254],
there is little quantitative analysis on the collective impact of more sustainable
decisions on emissions, pollution, resource usage, and personal values. Furthermore,
most existing analytical models do not deal or represent real-world data on indi-
vidual/microscopic level, but rather consists mostly of theoretical economical and
climate models that evaluate sustainability on a macroscopic or societal level [100,
102]. A welfare objective function that includes analytical terms representing satis-
faction from consumption and environmental pollution is often optimized [29, 102].
The optimization outcomes are then used in analysis and policy making. Although
macroscopic and/or centralized models, such as the ones evaluated in Chapter 2, can
provide useful insights, it may not be possible to anticipate for errors in estimation of
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objective functions and system state. Criticism on centralized models often focuses
on poor practical applications and potential high estimation errors [255], as well as
potential challenges to addressing personal values and morals [51]. Data-oriented
approaches that focus on individual/microscopic level can be directly applied in real-
world scenarios in the form of mobile applications and website recommender systems
as shown in Chapter 3. Relevant recommender systems and analyses mainly focus
on diets or single product recommendations [256, 40]. Finally, hybrid approaches
that combine centralized and decentralized models are seemingly sparse in literature.

In this chapter we consider the value-sensitive recommendation for sustainable
baskets as a multi-objective optimization problem, which aims to improve an intended
basket for purchase. A potential solution approach would be to model the system
as a mixed integer programming problem (MIP) and then try to provide a solution
via existing optimization techniques. Sustainable basket selection problems may
be modelled as complex multi-dimensional non-linear optimization problems. The
problem of selecting the optimal number of products that fill a consumer basket
under budget and value-sensitive constraints may highly resemble a multi-objective
and multi-dimensional knapsack problem [257]. Solving such problem with constraint
optimization and linear/dynamic programming may prove challenging, especially
as it may not admit efficient Polynomial time approximations [258] and linear
relaxation methods may not yield desired solutions [257]. Another widely applied
approach using regularization techniques can also be considered to solve such problems
and would require the fitting and interpretation of Lagrange coefficients of each
objective [259]. The current chapter focuses mostly on the usage of evolutionary
algorithms, such as Multi-Objective Natural Evolution Strategies (MO-NES) [260]
and Reference point Non-dominated Sorting Genetic Algorithm II [261] (RNSGA-
II), which are shown to work on multi-objective optimization problems that have
multiple (> 5) objectives. Furthermore, a novel genetic algorithm, termed Gradient
Guided Genetic Algorithm (G3A) is introduced, to determine whether incorporating
NNs and available product features in the genetic optimization procedure, such as
environmental impact quantities and product price, helps finding optimal baskets
for recommendation.

The main contributions of the current chapter are to: (i) propose and formal-
ize a new real-world multi-objective optimization problem for recommendations of
personalized sustainable baskets, (ii) create and analyze a novel synthetic dataset
based on sustainability and consumer real-world data, (iii) propose effective existing
baselines for this problem, and (iv) design and implement a novel deep learning
framework for mixed integer programming multi-objective optimization problems,
as well as (v) evaluate a hybrid approach that combines a decentralized system with
information from a centralized system. In Section 4.1 an explicit formalization of
the proposed optimization problem is presented. Therein constraints, trade-offs,
and objectives originating from value-sensitive design and SDGs are combined to
form a multi-objective optimization problem. Appendix Section C.5 summarizes the
creation and analysis of the synthetic dataset, which combines consumer transactions
and product data from “The Complete Journey Dataset” by the Dunnhumby grocery
store [91], emission and resource usage indicators from Ref. [11], and nutrition
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information from Food Agricultural Organization Food Balance Sheets [262]. The
proposed dataset structure can be used to generate similar real-world datasets by
online retailers to enable value-sensitive sustainable recommendations. Section 4.2
introduces a novel deep learning architecture, termed gradient guided genetic algo-
rithm (G3A), which combines the ability of evolutionary algorithms to solve complex
multi-objective problems and the ability of NODEC to efficiently and timely control
complex processes, such as genetic evolution. Section 4.3 presents the results of
experimental evaluation of G3A and other multi-objective optimization algorithms
on the problem discussed in Section 4.1. Section 4.4 allows for centralized input when
recommending G3A solutions in a privacy preserving manner, based on Chapter 5.
Section 4.5 conclused the chapter.

All relevant data and code for the current chapter are reported in Sections C.1
and C.2 and will be available online. Further technical details, such as hyper-
parameters, training time, and baseline comparison are found in the Appendix
Sections C.4 and C.5.

4.1 Personalized Sustainable Baskets

In the current chapter, value-sensitive sustainable recommendations are formalized
as a multi-objective optimization problem of selecting combinations of discrete
quantities over N = 132 distinct products. First, an intended basket is defined as
the purchased weekly basket, i.e. a vector of non-negative integer product quantities
x∗k,q ∈ NN0 for a specific household k at week q. In a real-world application, where
the purchased basket is not known, the user may provide an intended basket via a
shopping list interface or an e-shop basket interface. For now, week q and household
k indices are omitted from the basket vector, as optimization calculations do not
require values of intended baskets that were purchased in the past or from other
households. The intended basket x∗ is considered as the initial solution of the
presented problem and is also considered as the basket that represents consumer
taste and nutritional goals. For the current study we consider an ordered set C of
|C| = 11 possible recommendation features, where a feature index j = 1 indicates
the corresponding feature as shown in Table 4.2.

The synthetic dataset provides coefficients ci,j , which in this study are median
values over all transactions in the dataset and describe the corresponding feature j
quantity ci,j per unit for each product i. Therefore, for a basket xxx, one can calculate
the total quantity for a specific feature as

vj(x) =

N∑
i=1

ci,jxi. (4.1)

When designing the objective functions and comparing recommendations among
baselines, we are interested in the ratio of total feature quantities between two
baskets xxx,xxx′

ρj(xxx,xxx
′) =

vj(xxx)

vj(xxx′)
(4.2)
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j Feature Unit Scope Target

1 Cosine similarity - Personal Max.
2 Cost Dollars ($) Personal Min.
3 Energy kilo Calories

(kCal)
Personal Pres.

4 Protein grams(g) Personal Pres.
5 Fat grams(g) Personal Pres.
6 GHG emissions CO2 kg eq. Environment Min.
7 Acidification pollution SO2 kg eq. Environment Min.
8 Eutrophication pollution PO4

-3 kg eq. Environment Min.
9 Land use m2 Environment Min.

10 Water usage L Environment Min.
11 Stressed water usage L Environment Min.

Table 4.2: Features relevant to objectives for basket selection. The first column shows
the index of each feature, which also coincides with their position in the ordered set C.
Feature, Unit, and Scope columns give a brief overview of the objectives and finally the
Target column describes whether the goal of the optimization is to minimize, maximize,
or preserve the intended basket value.

and more specifically the ratio of a recommendation towards the intended basket
ρj(xxx,xxx

∗) for a specific feature j.

Individual Objectives

Consumer taste is the first personal value that is considered as an optimization
objective, which is minimized when the recommended basket x is as similar as
possible to the intended basket x∗. High similarity between a recommended basket
xxx and the target intended x∗ indicates higher likelihood of a purchase under a
counterfactual hypothesis, in which the user would consider recommended baskets
before purchase. For this we define the first objective function to minimize, that is a
function of the cosine similarity

J1 (x,x∗) = 1− x>x∗

‖x‖ ‖x∗‖ (4.3)

Relation (4.3) is minimized by recommending the intended basket.
The next personal value considered in optimization is a function of cost. In

general, it is assumed that individuals would prefer to minimize expenses and select
cheaper baskets that satisfy their taste. Next, the cost ratio between recommended
and intended basket costs is calculated as an objective function:

J2 (x,x∗) = ρ2(x,x∗). (4.4)
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The intended basket does not minimize Relation (4.4), whereas a basket with no
products at all would be the optimal solution.

Next, the nutritional values of a recommended basket are considered for opti-
mization. For each unit of product i and nutritional product feature j the median
nutritional quantity per unit ci,j is calculated. Three nutritional features are consid-
ered j ∈ {3, 4, 5}. The health objective functions use the intended basket nutritional
value as a baseline to evaluate the difference for each nutritional feature between
recommended and intended baskets:

Jj (x, x̂) = (1− ρj(xxx,xxx∗))2 =

(
vj(x

∗)− vj(x)

vj(x∗)

)2

, j ∈ {3, 4, 5} (4.5)

The intended basket is one solution that minimizes the Relation (4.5).

Environmental Impact Objectives

Collective environmental values are also considered based on the provided data from
Ref. [11]. In total, a set of six environmental impact criteria are considered for
each product, as shown in Table 4.2, namely green house gas (GHG) emissions,
which contribute to climate change, acidifying pollution that decreases fertility and
can cause desertification, eutrophication pollution, which destabilizes food chains in
ecosystems, water usage that has several environmental effects, stress-weighted water
usage that takes into account whether the water is taken from arid/dry lands, and
land usage, which is important to resource allocation for farming and deforestation.
The median product features per unit are used as coefficients ci,j for calculating
vj, j > 5. Similar to the price objective, the ratio between intended and recommended
basket of each environmental impact feature is considered as an objective function:

Jj (x,x∗) = ρj(xxx,xxx
∗) (4.6)

It is important to note that for the current dataset, we observe no negative values for
any coefficient ci,j , thus all nominators and denominators of the proposed objectives
are positive. Unless the intended basket optimizes all of the above objectives
simultaneously and is non-empty, then there is no solution that optimizes the above
objectives simultaneously. For example this can be shown when removing a single
item from an non-empty intended basket. The item removal will decrease the price
objective value and also environmental impact objectives, while it will increase the
taste objective value.

Problem Formulation

The proposed optimization framework evaluates the recommended baskets across a set
C = {1, 2, ...M} of all M=11 different objectives presented above. The optimization
is performed in a decentralized manner and only uses the intended basket to decide
objective function values. The multi-objective problem for M objectives can be
summarized as

min
xxx

(J1(xxx,xxx∗), J2(xxx,xxx∗), ...JM (xxx,xxx∗)) , xxx ∈ X̂ (4.7)
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for a set of feasible baskets X̂. An optimization algorithm f(X0;www) = X with
parameter vector www takes an initial set of baskets X0 and calculates a recommended
set of baskets X. The goal of such algorithm is to find a non-dominated set of baskets.
A basket xxx dominates xxx ≺ xxx′ another basket xxx′ if Jj(xxx) ≤ Jj(xxx′) for all j ∈ C and
Jj(xxx) < Jj(xxx

′) holds at least for one j [263]. If no other basket dominates xxx, then
it is referred as non-dominated.

4.2 Evolutionary Algorithms and Multi-Objective
Optimization

Evolutionary algorithms are widely used for multi-objective optimization [264]
with M ≥ 2 objectives. A brief overview is illustrated in Figure 4.1a. Typically
each basket, or solution1 in the optimization context, xxx is mapped to an objective
vector ζζζ(xxx) ∈ RM , where each vector element represents an objective function value
ζj = Jj(xxx). Often, such algorithms improve a set of an initial population of solutions
Xτ by applying probabilistic operators on each solution vector xxx, such as the random
crossover. Random crossover randomly combines elements from different solutions
xxx,xxx′ with probability p

xi =

{
x′i if δ < p

xi otherwise
, (4.8)

where δ is sampled from a probability density function δ ∼ f with finite support [0, 1].
Another probabilistic mechanism is the random mutation, e.g. replacing an element
of the solution with a random number sampled from a probability distribution
κ ∼ fdiscrete to an element of the solution

xi = κ. (4.9)

Each new solution is evaluated based on the corresponding objective vector ζζζ(xxx) and
a selection of solutions is performed. Typically a non-dominated sorting is performed
for the selection of non-dominated solution candidates both from new solutions
and the initial population. The non-dominated sorting is performed recursively,
i.e. each time a non-dominated set Fα is selected, the non-dominated solutions
are assigned to Fα and then removed from the population. A new non-dominated
search is performed on the remaining solutions to determine the non-dominated front
Fα+1. This process repeats until all solutions are assigned to a front. A possible
selection mechanism would select all non-dominated solutions, i.e. the solutions in
F1. The selected solution candidates are preserved in a new population of solutions
Xτ+1 and the whole process (crossover, mutation, selection) is repeated until a
convergence criterion is met, e.g. no new solutions are preserved in a population
after an iteration. Often τ is referred to as a generation. A widely used genetic
algorithm for multi-objective optimization is the Non-dominated Sorting Genetic
Algorithm II (NSGA-II) [263].

1The term solution will be used in the sections that describe models in accordance to
literature.
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Gradient Guided Genetic Algorithm

Probabilistic algorithms are often criticized for slow convergence time [265], especially
on high dimensional problems, and dependence on randomness [266, 267]. Recently,
deterministic chaos genetic algorithms have been proposed to calculate solutions in
a deterministic and seemingly in a more efficient manner [268, 269]. Furthermore,
chaotic maps seem very promising for sparse and highly dimensional problems as they
can control entropy [266] and the performance of the optimization procedures. For
example, genetic algorithms may show improved performance if a logistic map [266]
is used to sample initial solutions around the intended basket. Nevertheless, chaos
genetic algorithms do not use explicit feedback from the loss function, such as Multi-
Objective Natural Evolution Strategies [260] (MO-NES), and often the selection of
adequate chaotic maps requires extensive hyper-parameter optimization [266, 267].
The current chapter investigates another potential design, where NNs are used to
perform mutation and crossover operators and/or initialize the population instead
of chaotic maps. NNs show promising capabilities to learn chaotic maps and strange
attractors [270], and back-propagation can be used to learn the parameters of the
NNs and control the chaotic behavior to improve solutions across generations.

Next, an overview of G3A is provided based on Figure 4.1b, but more technical
details can be found in the Appendix Section C.4. An initial population matrix X0

is calculated by applying the untrained neural mutation from t = 0 to t = T . B
solutions are selected during initialization, by sampling the mutation trajectory every
∆t = T/B. During each generation, a population matrix Xτ ∈ NB×N0 is created,
where each row represents a recommended solution.

A neural crossover operator is then applied on the population matrix and
generates an offspring solution for each solution in the initial population. The
main NN component is a transformer network ftransformer : NB×N0 → RB×B×N with
Gaussian Error Linear Unit [271] (GeLU) activation functions as hidden layers [272].
Each parent solution xxx is compared with the rest of the population matrix Xτ . For
each element xi of the parent solution, the transformer generates an attention vector
ggg ∈ RB over all solutions in the population. The element x̂i,b is selected from the
b-th parent in the population that received the maximum attention value from the
transformer b = arg maxb gb. A sigmoid activation is then applied on the attention
values and each selected parent element is used to calculate an “offspring” solution
element x′i in the following manner:

x′i = sigmoid(gk)xi + (1− sigmoid(gb))x̂i,b. (4.10)

Next, a mutation operator NN u(x(t)) : RB×N → RB×N evolves a solution x(t)
in continuous time t by applying the following neural ODE control

ẋ(t) = u(x(t)). (4.11)

A neural ODE solve [136] scheme is used to calculate the continuous time evolution
between subsequent genetic generations, e.g. x(0) → xxx(T ). The underlying NN
has sinusoidal activation functions in the hidden layer, inspired by the sinusoidal
iterator used in Ref. [267]. To select the solutions that are preserved to the next
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generation, a finite number of mutated solution is sampled uniformly across time for
each solution xxx(0) of the current generation τ at predetermined time-steps within
the ODE solver. The output activation of the NN is a Rectifier Linear Unit (ReLU)
activation [272], which removes negative product quantities from each solutions.

NN weights and activation functions generate real-valued solutions. The pro-
posed problems require discrete product quantities in the solution. Therefore, a
discretization operation that allows gradient propagation is applied on each solution.
A novel discretization scheme, termed fractional decoupling, is used and is described
in detail in Section C.3. This scheme allows for gradient propagation during training,
in comparison to rounding operators.

A non-dominated sorting is performed across all discretized solutions to determine
the best solutions from each trajectory. The mean objective value per feature

ζj =

∑
xxx(t)∈F1

ζj(xxx(t))

|F1|
(4.12)

is calculated over all non-dominated solutions, i.e. all samples xxx ∈ F1, and then
each element ζj is used to calculate gradients and perform the parameter update.
Mean objective values ζj can be scaled before gradient calculation to match user
preferences and guide the algorithm towards non-dominated solutions that are better
performing in specific objective values. To select the B solutions that are used as
input population for the next generation, the hyper-volume and non-dominated
ranks are used [260] as described in the MO-NES baseline in Appendix Section C.4.
More technical details on training schemes, network architectures are found in the
Appendix Section C.4.

4.3 Experimental Evaluation

Two multi-objective optimization algorithms are compared with G3A, namely MO-
NES [260] and reference point NSGA-II [261] (RNSGA-II). Both baselines are
described in more detail in Section C.4. All baselines are evaluated in weekly basket
purchases that happen over the course of 85 weeks for 500 households, and in total
28400 intended baskets are considered. In particular, the households are chosen based
on their total green house gasses (GHG) emissions, i.e. the top 500 emission producers
are selected. G3A is parameterized to generate B = 8 recommendations per intended
basket, whereas RNSGA-II and MO-NES generate B = 10 recommendations per
intended basket. The population sizes where chosen after evaluating different values.
The sizes that generated well-performing solutions efficiently were preferred. For
each recommendation, a ratio towards the cost, environmental impact, or nutritional
quantities of the intended basket are considered. Some of the ratio functions coincide
with the proposed objective functions, but this is not the case for nutritional losses,
as the normalized MSE showed better convergence, but required scaling.

It is important to note that all three baselines were tested on a subset of potential
hyper-parameters. Hyper-parameter optimization was performed for several days
to the extend that each method was able to solve the problem effectively. From
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Figure 4.1: A high level illustration of the G3A and the classic GA. In the classic GA (a),
the components of initial population sampling (a.i), crossover (a.ii), and mutation (a.iii)
are often performed in a probabilistic manner. The population selection (a.iv) applies
various mechanisms, such as a non-dominated sorting, over the current population to
select the solutions that will continue in the next generation. Often a subset of the non-
dominated solutions is preserved to the next generation. In G3A (b.) the initial population
sample (b.i), the crossover (b.ii), and mutation operators (b.iii) are performed with a
NN. A discretization technique that allows back-propagation is then applied (component
b.iv), and then a gradient descent update is performed based on the loss values of all
non-dominated solution (components b.v-b.vi). Population selection (b.vii) happens
after the network update, thus gradient guided genetics preserves information from all
non-dominated solutions in its weight.

observed models, the best performing parameterization per method was selected. In
future work, G3A will be compared against other optimization methods on more
established problems to determine performance in terms of optimality. Such a study
was out of the scope of this thesis.

Recommendation Comparison

First, the ability of baselines to produce non-dominated solutions for the problem
is evaluated. Table 4.4 contains a comparison where all recommendations for an
intended basket xxx∗ from all methods are compared against each other and only the
non-dominated solutions are kept across all methods. The ratio of total dominated
solutions divided by total recommendations per method is calculated. All three
baselines produce diverse non-dominated solutions, as they all achieve high mean
ratio of non-dominated to total recommended baskets per intended basket. This
indicates that the problem can be tackled effectively by all methods.
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Model Mean Mean CI Median Median CI

G3A 0.980 (0.979, 0.981) 1.0 (1.0, 1.0)
MO-NES 0.948 (0.946, 0.949) 1.0 (1.0, 1.0)
RNSGA-II 0.986 (0.985, 0.986) 1.0 (1.0, 1.0)

Table 4.4: Mean and median values of non-dominated percentage of solutions when
recommendations from all methods are combined together. Reverse bootstrap confidence
intervals with significance level α = 0.05 are also provided. All three baselines find a high
percentage of non-dominated solutions, even when compared to each other.

Several recommended baskets per model may have non-preferred objective values.
For example, a solution may achieve the optimal value in terms of a nutritional loss
and then be selected as a non-dominated solution, although it produces 200% more
emissions. Such solutions are discarded for the comparisons in the next sections,
i.e. not recommended. A filtering is applied by discarding any solution that has a
cost or any environmental impact quantity or cost ratio ρ(xxx,xxx∗) ≥ 1.0. Furthermore,
very dissimilar baskets are also discarded, i.e. when cosine_sim(xxx,xxx∗) ≤ 0.5. For
each recommendation the cosine similarity and environmental impact, nutritional
and cost ratios towards the corresponding intended basket are calculated. The mean
value of the ratio calculations over all recommendations per model are reported
in Figure 4.2. Figure 4.2 indicates that RNSGA-II outperforms other baselines in
terms of cost, while G3A shows higher performance in terms of nutritional values.
MO-NES shows higher performance in terms of cosine similarity. As indicated by the
dominance analysis results, all models can provide highly dominant solutions, that
potentially specialize better in subsets of objectives. Depending on the design goals
of the system or the priority of the individual, a different algorithm might be more
preferred. Furthermore, all three models can be further altered to include consumer
input in which objectives need to be prioritized. For G3A and MO-NES this can be
implemented by adding weights and scaling the objective function values before the
gradient update. For RNSGA-II this can be achieved by creating reference points
that correspond to the user priorities.

Calculation Execution Time and Emissions

A sample of 100 intended baskets over a single week is used to determine execution
time and calculation GHG emission for each model (see Table 4.6). Although G3A
requires higher computation time and generates more emissions per calculation
of recommendations, all models produce emissions and wall clock times are not
significant. Accepting a single recommendation of any model can justify the emissions
of thousands or even millions of calculations of other recommendations. Furthermore,
G3A code is still at an experimental level, and better code optimization can be
achieved to further reduce calculation times and emissions.
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Figure 4.2: A comparison of cosine similarity and the total emission, nutritional, and
cost of a recommendation, as a ratio to the corresponding intended basket. For each
baseline the mean ratio value over all recommendations that achieve cosine similarity
higher than 0.5 and have all environmental ratios costs below 1.0 are considered.
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Model Elapsed Wall
Clock Time

GHG Emissions Mean, Min GHG Emission
Improvement

seconds kg CO2 eq. kg CO2 eq.

G3A
(GPU)

1.89 ± 1.22 2.07 ± 1.44)e-08 31.49, 0.46

MO-NES
(CPU)

0.20 ± 0.01 (2.16± 0.14)e-09 21.03, 0.41

RNSGA-II
(CPU)

0.46 ± 0.06 (6.95±2.41)e-10 34.04, 0.45

Table 4.6: Execution time and GHG emissions (mean ± standard deviation) measured
with python and the codecarbon library [273] over a sample of 100 intended baskets from
different households. The mean and minimum GHG emission improvement for accepting
a single recommendation is also reported to outline the potential cost-benefit of accepting
versus calculating recommendations.

Real-World Impact

To extend the comparison of G3A and estimate the impact on total reduction val-
ues, a counterfactual scenario is evaluated. For each model, 5000 counterfactual
trajectories are sampled, each trajectory being 86 weeks long. For each trajectory, it
is assumed that 25% of all intended baskets are replaced with a recommendation.
The recommendation which replaces the intended basket is chosen randomly2. Fig-
ure 4.3 illustrates the ability of all algorithms to achieve a considerable reduction of
environmental impact compared to the intended basket. For example, deciding to
replace 25% of intended baskets with a G3A recommendation leads to a reduction
of approximately 35 metric kilo-tons of CO2 eq. or approximately 1 billion litres
of stressed freshwater for G3A. The current results indicate that G3A achieves
similar performance to RNSGA-II, but by removing less and adding more products.
MO-NES instead produces recommendations that have the least impact on the
consumer basket.

2In the current setting, a decision model for sampling, such as the one in [274] cannot
be used, because the transactions of the current dataset may be effected by marketing
campaigns and other covariates. Furthermore, it is not apparent of whether consumers
were aware of sustainability issues when performing a purchase, thus the modeling of
environmental impact decision factors may be invalid. Thus, designing a valid decision
model to estimate the effect of a recommender system in this case is out of scope of this
thesis and could potentially be considered as future work.
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(c) Mean reduction of total environmental impact of accepting recommendations versus
purchasing only intended baskets per sampled trajectory. Longer bars perform better.

Figure 4.3: Comparison of the impact per model over 5000 trajectories, where 25% of the
intended basket purchases is randomly replaced with a recommendation. Mean nutritional
quantities per basket and trajectory are reported (see a.). Next (see b.), the mean value of
added and removed units per basket are provided over all recommendations and trajectories,
where intended baskets are omitted for the calculation. The total environmental impact
and cost reduction are calculated per sample and then subtracted from the total quantities
of the original trajectory (only intended baskets are purchased). Although confidence
intervals are calculated, they are omitted as they are mostly too narrow and, thus, not
visible.
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4.4 A Hybrid Design Approach

In this section, a different system design approach to G3A is evaluated, termed as
Hybrid-G3A. This approach adds another computation layer after recommendations
are calculated and can be considered applicable to other baselines as well. A hybrid
AI design method is preferred, in which both centralized and decentralized design
paradigms are combined [51]. Not all intended baskets from all 500 households are
now considered for recommendation in Hybrid-G3A. Instead, a subset of intended
baskets is filtered out by comparing the average environmental impact features
per person per intended basket, to calculate a global baseline for each week. The
provided dataset contains data at household level, therefore in order to apply global
constraints, a more preferable approach would compare environmental impact per
person in the household3. We now identify an intended basket xxx∗k,q and reuse the
household index k and the week index q. Therefore, for an intended basket xxx∗k,q
purchased by a household k with νk persons, the mean environmental impact feature
j per person is calculated as

vj,k,q(x
∗
k,q) = vj(x

∗
k,q)/νk. (4.13)

For each vj,k,q a masked value (following the method discussed in Chapter 5) is
calculated by adding noise ε

mj,k,q = vj(x
∗
k,q) + ε (4.14)

from a Laplace distribution ε ∼ L(µ, β) with location parameter µ = 0 and strictly
positive scale parameter β = |vj(xk,q| + 0.1. The masked value is then send to
a centralized system, which calculates the global mean environmental impact per
person per week for Kq available households:

mj,q =

∑Kq
k=1 |mj,k,q|
Kq

. (4.15)

Each intended basket xxx∗k,q is compared against the global weekly average for each
environmental impact feature, and a recommendation is proposed if

vj,k,q(xxx
∗
k,q)

νk
> 0.5mj,q (4.16)

for any environmental impact feature j > 5. The coefficient 0.5 was chosen, so that at
least 25% of all baskets can be selected for recommendations after all invalid baskets
are rejected4. G3A considers only individual criteria to generate recommendations

3Seemingly not every household of interest has provided information regarding the
number of persons in this household. These households are considered to have chosen a
more privacy oriented attitude and are kept in resulting calculations. Still, Hybrid-G3A
does not propose recommendations to them, assuming that non-disclosure of data is also an
important value-sensitive constraint.

4Remember that similarity and environmental impact criteria also apply for recom-
mended basket selection.
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and it can be labelled as a decentralized system. The centralized system combines the
privacy-preserving masks of the individual values and a centralized calculation. Then
it disseminates the outcomes of the calculations to households, and only households
with higher emissions per person are provided with recommendations for intended
baskets. The "Hybrid-G3A" combines both systems, and therefore can be seen as a
hybrid approach.

The analysis shown in Figure 4.3 is repeated for Hybrid-G3A and G3A and results
are illustrated in Figure 4.4. A smaller sampling of 500 trajectories is performed, as
confidence intervals do not seem to increase for larger samples. 25% of all intended
baskets is uniformly sampled and replaced with a respective recommendation, either
by considering (i) all intended baskets for replacements (G3A) or (ii) only the
intended baskets that violate the global constraints of Relation (4.16) (Hybrid-G3A).
The results in Figure 4.4 indicate that Hybrid-G3A surpasses G3A in terms of
environmental impact (see Figure 4.4c), achieves similar performance in nutritional
values (see Figure 4.4a), but also makes more product removals and additions to the
intended baskets with higher emission values. On the contrary, approx. 68% of the
all the intended baskets satisfy Relation (4.16) and the respective households do not
need to consider recommendations and change their shopping patterns.

Possible future extensions of the hybrid approach would be a coupling of a
more sophisticated centralized system to support recommendations with Hybrid-
G3A. In such an approach, a centralized model such as NODEC (Chapter 2) could
control a continuous time approximation of the Dynamic Integrated Climate Economy
model [102] to determine per capita upper bounds for environmental impact variables
in real time. Estimation errors on these bounds can be further corrected with privacy-
preserving aggregates from consumers following Chapter 5. The upper bounds could
be used to determine intended baskets that require Hybrid-G3A recommendations
in a similar manner to the process discussed in this section.

4.5 Conclusion

This chapter showcases a more quantitative approach to sustainable recommendations,
where value-sensitive design is also taken into account. The problem of finding
sustainable personalized baskets is revisited based on real-world data. Existing
baselines are compared with a novel gradient guided genetic algorithm (G3A) and
results showcase that all considered models produce good solutions to the problem.
Even when individuals would adopt a fraction of the sustainable recommendations,
a considerable environmental impact can be observed.

From a technical perspective this chapter introduces a novel multi-objective opti-
mization algorithm that has comparable performance with state-of-the-art baselines
on the new task. To make this happen, existing techniques from evolutionary meth-
ods are combined with state-of-the art NN architectures and a novel discretization
technique, termed fractional decoupling. This technique allows for efficient gradient
propagation when NNs are applied to mixed integer programming problems, such as
the one presented in this chapter.
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Figure 4.4: Comparison of the absolute impact per model over 500 purchase trajectories,
where 25% of the intended basket purchases is randomly replaced with a recommendation,
following the analysis presented in Figure 4.2. Although confidence intervals are calculated,
they are omitted as they are mostly too narrow.
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4.5 Conclusion

From a design perspective, the initial implementations G3A and other baselines
follow a decentralized design, and then a hybrid implementation is provided. To
effectively combine centralized and decentralized approaches, the privacy-preserving
aggregation framework discussed in Chapter 5 is applied. The hybrid approach
achieves higher performance in terms of environmental impact objectives but po-
tentially introduces a higher amount of changes to intended baskets with higher
environmental impact. Concluding, this chapter has showcased that implementation
of existing or novel AI techniques can be performed with value-sensitive design.

Potential challenges can also be considered in future work, especially as conver-
gence guarantees to desired optimal solutions are not always present when using
genetic algorithms. Furthermore, the usage of a synthetic dataset may introduce
errors, due to simplification and mismatches between real-world data-sets. Errors in
the underlying data-sets can affect the optimization process and lead to undesired
recommendations. Finally, the hybrid design approach may be further enhanced by
including more sophisticated centralized mechanisms.

75



Part II

AI and Optimization Models

76



Chapter

5

Enabling Hybrid Design Approaches: Self-
Determined Privacy-Preserving Collective Ag-
gregations of Individual Data

Use of smart devices such as smartphones, wearables, and embedded sensors generates
high data volumes in real time. Big data systems process these data, generate
information, and enable services that support critical sectors of the economy, e.g.
health, energy, and transportation systems etc. Such systems often rely on centralized
servers or cloud computing systems. They are managed by corporate third parties
referred to in this chapter as data consumers who collect the data of users referred to
respectively as data producers. Data consumers perform data analytics for decision-
making and automation of business processes. However, data producers are not
always aware of how their data are used and processed. Terms of Use are shown
to be limited and ineffective [275, 276]. Security and privacy of users’ data depend
entirely on data consumers. As a result misuse of personal information is possible, for
instance, discrimination or limited freedom and autonomy by personalized persuasive
systems [16, 17, 65, 66]. Giving control back to data producers by self-regulating
the amount/quality of shared data can limit these threats [277]. Incentivizing the
sharing of a higher amount/quality of data results in improved quality of service, i.e.
higher prediction accuracy [278, 279, 280]. At the same time, data sharing empowers
data producers with an economic value to claim.

Several applications do not require storage of the individual data generated by
data producers. Instead, data consumers may only require aggregated data. For
instance, Smart Grid utility companies compute the total daily power load or the
average voltage stability to prevent possible network failures, bottlenecks, predict fu-
ture power demand, optimize power production, and design pricing policies [281, 282].
Privacy-preserving masking mechanisms [283], i.e. differential privacy, accurately
approximate the actual aggregate values without transmitting the privacy-sensitive
individual data of data producers. Masking is a numerical transformation of the
sensor values that usually relies on the generation of random noise and is irreversible1.

The studies conducted in Chapters 2 and 3 had access to aggregates or model
estimates of individual (or data producers) data. Such data in reality is not always
open and accessible to the respective data consumers, who were mainly the system

1It is computationally infeasible to compute the original data using the transformed
data.
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designers or the shareholders that perform research and evaluation on the system. For
example, in Section 2.4 the infection fraction of individuals is accessible to NODEC.
Also, the preference profiles in Section 3.1 were extracted in non-privacy-preserving
manner, while they provide useful information for sustainability experts or food
producers. Access to accurate aggregates of individual data with privacy-preserving
masking can contribute to enhance value-sensitive design of both centralized and
decentralized approaches. Especially the combinations of both design approaches,
where centralized systems receive data aggregates to perform institutional decisions
and disseminate information to decentralized systems that support individual de-
cisions as well, as shown in Section 4.4. This chapter aims to effectively bridge
centralized and decentralized approaches based on a self-determined method by
allowing individuals to choose for themselves which privacy masking setting suits
their preferences better.

Privacy-preserving masking mechanisms are studied by calculating metrics of
privacy q and utility u. The former represents the amount of personal information
that a data producer preserves when sharing a masked data value. The latter
represents the benefit that a data consumer preserves when using certain masked
data for aggregation, e.g. accuracy in data analytics. Literature work [283, 284, 285]
shows that privacy and utility are negatively correlated, meaning that an increase
on one results in decrease on the other. This chapter studies the optimization of
computational trade-offs between privacy and utility that can be used to model
information sharing as supply-demand systems run by computational markets [277,
286]. These trade-offs can be measured by the opportunity cost between privacy-
preservation and the performance of algorithms operating on masked data, i.e.
prediction accuracy. Trade-offs can be made by choosing different parameters for
different masking mechanisms each influencing the mean or the variance of the
generated noise distributions [283]. Each parameterization results in a pair of privacy
and utility values within a trajectory of possible privacy-utility values.

The selection of parameters for masking mechanisms that maximize privacy and
utility is studied in this chapter as an optimization problem [284, 285]. In contrast to
related work that exclusively focuses on universal optimal privacy settings (homoge-
neous data sharing), this chapter studies the optimization of privacy-utility trade-offs
under diversity in data sharing (heterogeneous data sharing). This is a challenging
but more realistic scenario for participatory data sharing systems that allow infor-
mational self-determination via freedom and autonomy in the amount/quality of
data shared by each data producer. A novel computational framework is introduced
to compute the privacy settings that realize different privacy-utility trade-offs.

The main contributions of this chapter are the following: (i) The introduction
of a generalized, domain-independent, data-driven optimization framework, which
selects privacy settings that maximize privacy and utility. (ii) A formal proof on how
high utility can be achieved under informational self-determination (heterogeneous
data sharing) originated from the diversity in the privacy settings selected by the
users. (iii) The introduction of new privacy and utility metrics based on statistical
properties of the generated noise. (iv) The introduction of a new masking mechanism.
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(v) An empirical analysis of privacy-utility trajectories of more than 20, 000 privacy
settings computed using real-world data from a Smart Grid pilot project.

This chapter is outlined as follows: Section 5.1 includes related work on privacy
masking mechanisms, privacy-utility trade-off as well as privacy-utility maximization
problems. Section 5.2 defines the optimization problem and illustrates the research
challenge that this chapter tackles. Section 5.3 introduces the proposed optimization
framework. Section 5.4 outlines the experimental settings on which the proposed
framework is tested and evaluated. Section 5.5 shows the results of the experimental
evaluation. Finally, Section 5.6 concludes this chapter and outlines future work.

5.1 Related Work

In the past, several algorithms have been proposed to perform data aggregation
without transmitting the raw data. The basic idea behind such algorithms is to
irreversibly transform2 the data, so that the original values cannot be estimated.
While doing so, some of the properties of the data should be preserved to accurately
estimate aggregation functions such as the count, sum or multiplication [283, 279,
277, 287, 288]. The masking process enables the data producers to control the
amount of personal information sent to data consumers. These methods also ensure
that the data remain private even when a non-authorized party acquires them, for
example in the case of a “man-in-the-middle attack” [288].

Privacy-Preserving Mechanisms

An overview of privacy-preserving mechanisms is illustrated below:

Perturbative Masking Mechanisms

Perturbative masking mechanisms allow the data producers to share their data
after masking individual values. Each value is perturbed by replacing it with a new
value that is usually generated via a process of random noise generation or vector
quantization techniques on current and past data values [283]. Some of the most
well-known perturbative masking methods are the following:

Additive noise: A privacy-preserving approach is the addition of randomized
noise [288, 94, 289]. This approach is often used in differential privacy schemes [94].
Differential privacy is ensured when the masking process prohibits the estimation of
the real data values, even if the data consumer can utilize previously known data
values or the identity of the individual who sends the data [290]. Algorithms that
achieve differential privacy rely on the notion that the change of a single element
in a database does not affect the probability distribution of the elements in the
database [288, 290, 289, 291]. Furthermore, the removed element cannot be identified
when comparing the version of the database before and after the removal. This is
achieved by adding a randomly generated noise to each data value. The distribution

2A process also known as masking.
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of the random noise is parameterized and usually is symmetric around 0 and relies
on the cancellation of noises with opposite values. Increasing the number of noise
values also increases the noise cancellation, since a larger number of opposite values
are sampled. This property can be used to combine differential privacy mechanisms
in order to ensure privacy while achieving high utility [292]. Statistical aggregation
queries on the masked data return an approximate numerical result, which is close
to the actual result. Differential privacy can be applied to discrete and continuous
variables for the calculation of several aggregation functions [279]. Differential
privacy can be combined with the usage of deep neural networks [293, 294], to
apply more complex aggregation operations on statistical databases. Furthemore,
several additive noise implementations are susceptible to noise filtering attacks, such
as the use of Kalman filters [295] or reconstruction attacks [296]. These attacks
can be prevented when the noise is not autocorrelated or the distribution of its
autocorrelation is approximately uniform.

Microaggregation: Microaggregation relies on the replacement of each data
value with a representative data value that is derived from the statistical properties
of the dataset it belongs to. A well-known application of microaggregation is K-
anonimity. K-anonymity relies on the notion that at least K original data values
are mapped to the same value [297]. When a crisp clustering algorithm is applied
on the data, each data value is mapped to the cluster centroid it belongs to. K is
the minimum number of elements in a cluster. Using crisp clustering techniques3

may result in vulnerabilities to specific attacks, so membership or fuzzy clustering
is preferred instead [298]. Membership clustering assigns a data point to multiple
clusters with a probability that is often proportional to the distance from each cluster
centroid. For membership clustering techniques, usually large amounts of data are
required. The storage and computational capacity of sensor devices cannot usually
support such processes [298, 283].

Synthetic microdata generation An new dataset is synthesized based on
the original data and multiple imputations [283]. The “synthetic” dataset is used
instead of the original one for aggregation calculations. The application of synthetic
microdata generation on sensor devices may produce prohibitive processing and
storage costs. Furthermore, the availability of historical data on each sensor device
may not be adequate for such methods to achieve comparable performance and
efficiency with the perturbative masking methods [283].

Encryption

Several approaches use encryption to produce an encrypted set of numbers or symbols,
known as ciphers. The aggregation operations can be performed on the ciphers and
produce an encrypted aggregation value. The encrypted aggregate value can then
be decrypted to the original aggregate one, with the usage of the corresponding
private and public keys and decryption schemes, providing maximum utility and
privacy to the recipient. The encrypted individual values cannot be transformed to
the original values without the usage of the appropriate keys from an adversary, so

3Such as K-Means.
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maximum privacy is ensured. Currently, there is extensive research on this area, and
there has been a recent breakthrough with the development of fully homomorphic
encryption schemes [299, 300, 287, 301]. Homomorphic encryption schemes though
require high computational and communication costs, especially when applied in
large scale networks [300, 302].

Multi-Party Computation

Multi-Party Computation (MPC) [303, 304] can also be used for privacy-preserva-
tion [305] by moving data from one device to another. In such an approach, security
and integrity of the data depend on the resilience and security of the network. Most
of the methods that rely on encryption can calculate the exact sum of the data,
but they can also be violated if an attacker manages to have access to the private
key or uses an algorithm that can guess it. Furthermore, in most cases they rely
on communication protocols that burden the system with extra computational and
communication costs [306]. These costs are often prohibitive for devices such as IoT
sensors and smartphone wearables in which computational power and storage are
limited [304].

Privacy and Computational Markets

A supply-demand system operating on a computational data market, can be created
with the introduction of self-regulatory privacy-preserving information systems [277].
Privacy preservation is utilized to create such systems, for instance by using K-means
for microaggregation and different numbers of clusters for each sensor. Varying the
number of clusters produces different levels of privacy and utility. The resulting
trade-off between privacy and utility is used to create a reward system, where data
consumers offer rewards for the data provided by the data producers. The rewards
are based on the demand of transformed data that enables the estimation of more
accurate aggregate values.

A reward system can be combined with pricing strategies from existing literature
on pricing private data [286], in which three actors are introduced: Various pricing
functions are proposed to the Market Maker so that the privacy-utility of both data
consumers and data producers are satisfied. The optimization framework of the
current chapter can utilize any parametric masking mechanism of the literature
mentioned in Section 5.1. The output of the optimization can be used along with
pricing functions on participatory computational markets, to create fully functional
and self-regulatory data markets.

Comparison and Positioning

The challenge of an automated selection of privacy settings that satisfy different trade-
offs is not tackled in the aforementioned mechanisms. Privacy-utility trajectories have
not been earlier studied extensively and empirically as in the rest of this chapter. The
optimization of privacy-utility trade-offs under diversity in data sharing originated
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from informational self-determination is the challenge tackled in this chapter. To the
best of the authors’ knowledge, this challenge has not been the focus of earlier work.

5.2 Problem Definition

Related work [285, 278, 284, 307, 277] on privacy-utility trade-offs focuses on the
parameter optimization of a single masking mechanism. A masking mechanism is
often a noise generation process, which samples random noise values from a Laplace
distribution and then it aggregates it to the data, for instance the sampled noise
is then added to the data to achieve differential privacy [288]. The result of the
optimization is usually a vector of parameter values θη,k, for a masking mechanism
η and parameter index k. The pair of the masking mechanism and the parameter
values is referred as a privacy setting fη (S, θη,k) of a set of sensor values S ∈ R1.
This privacy setting produces a pair of privacy-utility values q∗ , u∗, such that:

q∗ → max (Q) (5.1)

u∗ → max (U) (5.2)

Where (q∗, u∗) is a (sub-optimal) privacy-utility pair of values, which is computed
by an optimization algorithm that searches for the optimal privacy-utility values
pair. max (Q), max (U) are the maximum privacy and utility values of a privacy
value set Q and a utility value set U . These sets are generated by the application of
a masking mechanism.

The optimization of an objective function that satisfies both Relations (5.1)
and (5.2) simultaneously is an NP-hard problem [285], in the case that privacy and
utility are orthogonal (q ⊥ u) or opposite4 (q ↑, u ↓), and often intractable to solve,
since privacy-utility trade-offs prohibit the satisfaction of both Relations (5.1) and
(5.2). Particularly, maximizing simultaneously utility and privacy usually yields sub-
optimal values, which are lower than the corresponding optimal values computed by
optimizing each metric separately [285]. Furthermore, such optimization is applicable
for statistical databases [290, 283], where data are stored in a centralized system. In
such case, a specific privacy setting is chosen by the designer/administrator of the
system. As a result, this approach relies on the assumption that a specific privacy
setting should be used by all data producers.

However, remaining to a fixed privacy setting may be limited for data producers,
especially when a data producer wishes to switch to a different privacy setting to
improve privacy further. In this case, the optimization of different objective functions
is formalized in the following inequalities:

q∗ > q∗ + δ ∧ u∗ > u∗ + c (5.3)

4In the case that privacy and utility are positive correlated (q ↑, u ↑), the problem is
reduced to NTIME-hard, and especially in the case privacy and utility are proportional
q ∝ u to DTIME-hard [308]. The solution of the problem is provided by linearly evaluating
all pairs of privacy and utility values once without comparing to all other pairs.
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Where δ measures the change in privacy, which denotes whether the data producers
require higher privacy, δ > 0, or lower privacy δ < 0, from the system. c measures
the change in utility, which denotes whether the data consumer demands lower
utility, c > 0, or higher utility c < 0, from the system. Finally, (q∗, u∗) denotes
a new (sub-optimal) pair of privacy-utility values, computed by an optimization
algorithm that searches for the optimal pair of privacy-utility values with respect
to the privacy requirements of data producer and the utility requirements of data
consumer expressed by c and δ respectively.

The optimization of an objective function to satisfy Relation (5.3) is also based
on the assumption that all data producers agree to use the same privacy setting. This
means that data producers may acquire a different privacy level by changing the value
of δ via the collective selection of a different privacy setting. Consequently, a single
privacy setting is generated and it produces a pair of privacy-utility values, which
satisfy Inequality (5.3). The value of δ is determined via a collective decision-making
process applied by the data producers, e.g. voting between different privacy-utility
requirements. Such a system is referred to as a homogeneous privacy system, where
data producers are able to influence the amount of privacy applied on the data by
actively participating in the market, nevertheless they all share the same value for
δ. The data consumer can bargain for higher utility by offering higher financial
incentives to the data producers to lower their privacy requirements.

Another challenge that arises is the optimization between privacy and utility
when each user decides and self-determines a preferred privacy setting instead of
using a universal privacy setting. In such a scenario, inequality (5.3) is substituted
by the following set of inequalities:

(q∗1 > q∗ + δ1) ∧ . . .∧
(q∗n > q∗ + δ|N|) ∧ (u∗ > u∗ + c)

(5.4)

Where δn measures the change in privacy which denotes whether a data producer n
belonging to a set of users N requires higher privacy, δn > 0, or lower privacy δn < 0.
q∗n denotes a new (sub-optimal) privacy value for each data producer n. The value is
computed by an optimization algorithm that searches for the optimal privacy value
with respect the data producer’s privacy requirements expressed by δn.

A system in which the inequalities of (Relation (5.4)) hold is referred to as
an heterogeneous privacy system, where each data producer self-determines and
autonomously applies a privacy setting based on a preferred privacy value and an
expected reward for increasing system utility.

5.3 Framework

The design of a new privacy-preserving optimization framework is introduced in
this section to tackle the challenges posed in Section 5.2. Additive noise masking
mechanisms require a lower number of parameters in general and they are often used
in privacy-utility optimization [283, 290, 285]. Each privacy setting is illustrated as
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Figure 5.1: A graphical representation of the algorithm. Each ellipse denotes the privacy-
utility values of a privacy setting. In Figures 5.1c and 5.1d the varying color denotes the
fitness value. A lighter red color denotes higher fitness.

an ellipse5 in Figure 5.1a. Each point within the ellipse is a possible privacy-utility
pair of values. The ellipse center is chosen based on the privacy and utility mode
of the setting. The mode is the value with the highest density. In symmetric
distributions, it can be measured via the mean. The vertical radius of the ellipse
denotes the dispersion of utility values, while horizontal radius denotes the dispersion
of privacy values. Additive noise is stochastic, which means that applying the same
privacy setting on the same dataset yields varying privacy-utility values. The choice
of an optimal privacy-utility pair cannot be achieved by only evaluating the mode of
privacy and utility for each privacy setting. If the privacy-utility values of a privacy

5The elliptical shape is chosen for the sake of illustration and it indicates a symmetrical
distribution of privacy-utility values, generated by a privacy setting, within the ellipse area.
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setting with high utility mode are varying to a large extend, there is high probability
that unexpected non-optimal values are observed. To overcome this challenge, the
objective function of the parameter optimization algorithm selects the parameters
that minimize the dispersion6 of privacy-utility values while maximizing the expected
utility.

A data producer selects any privacy setting, among different ones, that satisfies
personal privacy requirements. The proposed framework divides the range of privacy
values in a number of equally sized bins, as illustrated in Figure 5.1b. Within each bin,
a fitness value is calculated for each privacy setting, based on privacy-utility mode
and dispersion. Each privacy setting produces privacy values with low dispersion.
This is done by applying a lower bound constraint on privacy and utility constraint
on the dispersion of privacy values and evaluating only privacy settings that satisfy
this constraint, as shown in Figure 5.1c. The optimization framework evaluates
several privacy settings, to find the parameters that achieve maximum privacy-utility
values that vary as little as possible. This is illustrated in Figure 5.1d in which the
ellipses with the highest utility mode and lowest utility dispersion are filtered for
each privacy bin.

In a homogeneous data sharing system, a universal privacy setting is selected
by the data producers, via, for instance, voting [309]. Alternatively, in a heteroge-
neous system, the data producers self-determine the privacy setting independently.
Theorem 1 below proves that aggregation functions can be accurately approximated
(utility can be maximized) even if different privacy settings from the same of different
masking mechanisms are selected.

Theorem 1. Let the transformation of |I| disjoint subsets of sensor values Si into
the respective subsets of masked values Mi using a certain privacy settings fi for
each such transformation. It holds that the aggregation of the generated multisets of
masked values Mi approximates the aggregation of the sensor values multiset Si:

g(

|I|⋃
i=1

Mi)→ g(S), (5.5)

given that the commutative and associative properties hold between each of the privacy
settings fi and the aggregation function g.

Proof. Let a multiset of real sensor values S ⊆ R1 and |I| disjoint subsets of S such
that:

|I|⋃
i=1

Si = S, Si 6= ∅ ∀ i ∈ {1, ..., |I|} (5.6)

Let a privacy setting f : S, Ψ →M be a pairwise element operation between a set
of sensor values S and a set of noise values Ψ , that transforms each sensor value

6This refers to the dispersion measures of the privacy and utility distributions. If the
values belong to a gaussian distribution, then the standard deviation is used to measure the
dispersion. Since this is not always the case, other measures of scale can be used, such as
the Inter-Quantile Range(IQR).
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s ∈ S by aggregating it with a randomly selected noise value ψ from Ψ to produce a
masked value m:

f(S, Ψ) = g(S ∪ Ψ) = M ⇔
f(s, ψ) = g({s, ψ}) = m

(5.7)

Let g : A → R1 be an aggregation function which aggregates all elements of
real values multi-sets S, Ψ, M ⊆ A ⊆ R1 into a single real value g(A) = zA ∈ R1.
Assume that g : A → R1 is defined in a recursive manner so that it satisfies the
following equation for a multiset A and any union of all possible combinations of
disjoint subsets Ai that satisfy Relation (5.6):

g(A) = g(

|I|⋃
i=1

Ai) = g(

|I|⋃
i=1

g(Ai)) (5.8)

According to literature [310] the family of aggregation functions that Relation (5.8)
applies to is referred to as extended aggregation functions7. The pairwise operation
between s and ψ in f is designed in such way that it satisfies the commutative and
associative properties when combined with the pairwise operation of g:

g(f(S, Ψ))
5.7,5.8

= f(g(S), g(Ψ)) (5.9)

where g(Ψ)→ ι, ι is the strong neutral element of the extended aggregation function
g, such that:

g(g(A) ∪ ι) = g(A) ⇒
g(g(A) ∪ g(Ψ)) → g(A)

(5.10)

This property is used in the noise cancellation of Section 5.1. Let |I| multisets Ψi of
noise that satisfy Relation (5.6), then the following relation holds:

g(Mi) = g(f(Si, Ψi))
(5.9)⇔

g(Mi) = f(g(Si), g(Ψi))
(5.10,5.7)⇔

g(Mi)→ g(Si),

(5.11)

which means that each noise multiset Ψi is generated in such a way that the
aggregation of g(Mi) approximates the aggregation of g(Si). An illustrative example
is the Laplace noise used in the literature for the aggregation functions of count or
summation [288, 302], which satisfies Relations 5.7, 5.8 and 5.10. Now it can be

7A subset of those functions are the averaging functions, which include aggregations
such as the mean, weighted mean, Gini mean, Bonferoni mean, Choquet integrals etc.
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proven that:

g(

|I|⋃
i=1

fi(Si, Ψi))
Relation (5.8)

= g(

|I|⋃
i=1

g(fi(Si, Ψi)))
Relation (5.11)⇐⇒

g(

|I|⋃
i=1

Mi)→ g(

|I|⋃
i=1

g(Si)))
Relation (5.6),Relation (5.8)⇐⇒

g(

|I|⋃
i=1

Mi)→ g(S)

(5.12)

Thus, Theorem 1 is proven.

The practical implication of Theorem 1 is that the aggregation of sensor values
is approximated by the aggregation of masked values produced by different privacy
settings. The approximation stands as long as the noise values produced by the
different privacy settings satisfy Relations 5.9 and 5.10. According to Relation 5.6,
each subset of sensor values should be masked by one privacy setting. Regarding
the complexity of these operations, applying the masking on top of sensor values
is linearly depended to the number of sensor values |Si| assigned to each privacy
setting. Due to Relation (5.6), applying the proposed framework in real time
increases computational complexity by O(|S|). The original values are not stored or
transmitted at runtime, thus the storage and communication complexity does not
change. During optimization all the privacy settings i ∈ I are applied to a training
set of sensor values S. In that case real sensor values are stored and transmitted as
well along with the masked values for each setting. The storage and communication
costs increase by O(|I| · |S|). The computation costs also increase to O(|I| · |S|),
which is a quadratic complexity in the worst case |I| = |S|. In most real-world
applications, it is safe to assume that the sensor values have considerably higher
volume to the evaluated privacy settings |I| << |S|, thus the expected computational,
storage and communication complexity are linear to the number of sensor values.

The framework can be applied as a multi-agent system. It requires two types of
agents representing the data consumers and data producers. This scheme can be
applied in both centralized and decentralized aggregation services, such as MySQL
or DIAS [311]. Finally in both heterogeneous and homogeneous systems, the data
consumer can influence the data producer’s choice by offering a higher amount of
reward to achieve a higher utility.

5.4 Experimental Settings

This section illustrates the experimental settings, which are used to empirically
evaluate the proposed framework. A set of sensor values S is used for the evaluation.
Each sensor value sn,t belongs to a user n and is generated at time t. For each sensor
value, a privacy setting that operates on the device of the data producer masks the
sensor value fη (sn,t, θη,k) by using the masking mechanism η with parameters θη,k.
Two metrics are used to evaluate privacy and utility.
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Privacy evaluation

The main metric, which is used to calculate privacy, is the difference of the masked
value and the original value, which is defined as the local error:

εn,t =

∣∣∣∣fη (sn,t, θη,k)− sn,t
sn,t

∣∣∣∣ (5.13)

For a privacy setting to achieve a high privacy, a data consumer should not be
able to estimate the local error for the sensor values sent by data producers. This is
achieved by choosing privacy settings that generate noise that is difficult to estimate.
As it is shown in the literature [277, 285, 290, 283], the noise is difficult to estimate,
if it is highly random and causes a significant change in the original value. To avoid
noise fitering attacks, noise with low or no autocorrelation is generated. The range
of autocorrelation values can be determined analytically when the noise generation
function is defined. In case this is not possible, a metric quantifying the color of noise
can be included in the objective function. Randomness is evaluated by measuring
the Shannon entropy [312] H (E) of the local error for all local error values E. The
entropy is calculated by creating a histogram of the error values and then applying
the discrete Shannon entropy calculation. Each bin of the histogram has a size of
0.001. The significance of change is measured by calculating the mean local error E
and standard deviation σE. When comparing privacy settings, higher mean, variance
and entropy indicate higher privacy [283]. In this chapter, the objective function
that measures privacy for a privacy setting fη,k is defined as follows8:

q = α1
Eη,k

max
(
Eη,k

) + α2

σEη,k

max
(
σEη,k

)
+α3

H (Eη,k)

max (H (Eη,k))

(5.14)

Where α1, α2, α3 are weighting parameters used to control the effect of each metric
in the privacy objective function. max (•) is the maximum observed value for a
metric during the experiments. This value is produced by evaluating all privacy
settings fη,k. Dividing by this value, normalizes the metrics in [0, 1], so that the
objective function is not affected by the scale of the metric.

Utility evaluation

The utility of the system is estimated by measuring the error the system accumulates
within a time period by computing an aggregation function g (•) on the masked
sensor values. Examples of such aggregation functions are the daily total, daily

8The error function described in Relation (5.13) and Relation (5.15) is also known in
literature as absolute percentage error (APE) [313]. The error values are easy to interpret,
as APE measures the relative change of the sensor values and aggregate values by using
masking. Yet, when the denominator of the function is approaching zero, then the absolute
relative error cannot be calculated. If the sensor values are sparse, then another error
function can be used, such as MAPE.
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average and weekly variance of the sensor values. The accumulated error is referred
to as global error and is defined as:

εt =

∣∣∣∣g (Mt)− St
g (St)

∣∣∣∣ (5.15)

A sample set of global error values ε is created by applying the masking process
for a number of time periods of the dataset. The mean, entropy and variance of the
global error of a privacy setting fη,k is calculated over this sample. The mean global
error εη,k indicates the expected error between the masked and actual aggregate.
The standard deviation σεη,k and the entropy H (εη,k) of the global error, indicate
how much and how often the masked aggregate diverges from the expected value.
Minimizing all three quantities to 0, ensures that the masked aggregate approximates
the actual aggregate efficiently. Thus, after the global error sample is created for
each privacy setting, the corresponding utility objective function is calculated:

u=1−

γ1 εη,k
max (εη,k)

+γ2
σεη,k

max
(
σεη,k

)
+ γ3

H (εη,k)

H (max (εη,k))

) (5.16)

Where the weighting parameters γ1, γ2, γ3 are used to control the effect of each
metric in the utility objective function. max (•) is the maximum observed value for
a metric during the experiments. This value is produced by evaluating all privacy
settings fη,k. Dividing by this value, normalizes the metrics in [0, 1], so that the
objective function is not affected by the scale of the metric.

Recall from Section 5.3 that utility and privacy vary, when repeating the masking
process for the same privacy setting and dataset due to the randomness of the noise.
A large sample to measure this variance is created by applying each privacy setting
over three times on the same dataset. Then the framework of Section 5.3 filters the
privacy settings based on the mode and the scale of the privacy-utility sample, as
illustrated in Figure 5.1c. The privacy-utility samples for a privacy setting may not
follow a symmetrical or normal distribution9. As a result, the maximization of the
following objective function is based on utility:

perc (U, 50) + perc (U, 10) (5.17)

Where perc(U, i) calculates the ith percentile of a set of utility values U produced
by the application of a privacy setting.

The factors that maximize Relation (5.17) are: (i) the value of the mode, which
is assumed to be approximated by the median and (ii) the dispersion towards values
lower than the median, which is expressed by adding the 10th percentile to the
median. The objective function evaluates the median and the negative dispersion

9It is confirmed in some experimental settings that some privacy settings generate samples
of privacy-utility values that do not pass a Kolmogorov Smirnoff normality test [314], and
are also non-symmetrical.
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(10th percentile) of utility values. Positive dispersion is not taken into account in
the optimization, since the abstract objective of the optimization is to ensure the
least expected utility of a privacy setting for the data consumers. The privacy is
constrained by evaluating only privacy settings in which the 10th percentile differs
from the privacy median for at most ω, as shown in Inequality (5.18). The value of
ω is constrained to be lower or equal to the bin size of the optimization to ensure
low privacy dispersion:

perc (Q, 50)− perc (Q, 10) < ω, (5.18)

Where perc(Q, i) calculates the ith percentile of a set a set of privacy values Q
produced by the application of a privacy setting.

5.5 Experimental Evaluation

The proposed framework is evaluated experimentally by applying it to a real-world
dataset. Privacy and utility are evaluated using over 20, 000 privacy settings for
empirical evaluation.

Electricity Customer Behavior Trial dataset

The “Electricity Customer Behavior Trial” (“ECBT”) dataset [95] contains sensor data
that measure the energy consumption for 6, 435 energy data producers. The data are
sampled every 30 minutes daily for 536 days. For the proposed framework, a set of
sensor values S of |N | = 6, 435 users and |T | = 536 time periods. The total number of
sensor values in the set is |S| = 165, 559, 680. The sensor data are considered private
and the utility company managing the energy network uses them to calculate daily
total consumption in the grid, to predict possible failures and plan power production.
The daily total consumption is an aggregation that can be defined as the sum of
all the sensor values generated during the day: g (St) =

∑6435
n=1 sn,t. Around 10% of

the daily measurements are missing values, and are not included in the experiments.
The significance of the missing values reduces as the aggregation interval increases.
Therefore, a daily summation is chosen over more granular summation.

During the experiments, the local error of Relation (5.13) results in a non-finite10

number only for a low number of maskings. Hence, these values are excluded from the
experiments, so that the calculation of finite local error values is feasible. Concluding,
the proposed framework operates on 90% of the ECBT dataset.

Privacy Mechanisms

Among several masking mechanisms [283], two ones are used for the evaluation of the
framework. Each mechanism is parameterized using the grid search algorithm11 [315].

10The original sensor value is zero, therefore the result of Relation (5.13) is infinite for
non-zero noise or indefinite for zero-noise.

11Also known as parameter sweep.
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The majority of masking mechanisms are parameterized with real numerical values.
A grid search discretizes these values, and then evaluates exhaustively all possible
combinations of parameter values.

Laplace Masking Mechanism

This mechanism is widely used in literature [290, 283, 279]. The noise in the
experiments of this chapter is generated by sampling a Laplace distribution with
zero mean. The scale parameter b of the distribution is selected to ensure maximum
privacy. Part of privacy can be sacrificed to increase utility if the privacy requirements
from the data producers are not high. In this masking mechanism, this is achieved by
reducing the b. The scale parameter for each Laplace masking setting, is generated
from value b = 0.001 and during the parameter sweep the value increases by 0.001
until it reaches b = 10.

Sine Polynomial Masking Mechanism

This mechanism is introduced in this chapter. The mechanism generates random
noise that can be added to each sensor value. Assume a uniform random variable
υ. The noise generated from the introduced masking mechanism is calculated as
follows:

m =

|Ξ|∑
ξ=0

[θξ sin(2πυ)]2ξ+1 (5.19)

The coefficients of the polynomial are denoted as θξ, and ξ denotes the index of
the coefficient. Both the length of the polynomial |Ξ| and the individual coefficient
values can be tuned to optimize the resulting privacy-utility values of the masking
mechanism. The generated noise is symmetrically distributed around zero, because
the odd power of the sine function produces both negative and positive noise with
equal probability. The sine function and its odd powers are always symmetrical
towards the horizontal axis, meaning that

∣∣[θξ sin(2πυ)]2ξ+1
∣∣ = ∣∣[−θξ sin(2πυ)]2ξ+1

∣∣
. Hence, the integral of each factor is zero

∫ 1.0

0
[θξ sin(2πυ)]2ξ+1dυ = 0. Therefore

the distribution of generated values is symmetrical around zero for υ ∈ [0, 1], which
denotes that the global error mean is approximating zero. Increasing the length of
the polynomial and the values of its coefficients, increases the magnitude of the local
error, without affecting the global error, indicating that higher utility can be achieved
without sacrificing privacy. These properties make polynomials of trigonometric
functions, such as sine and cosine, eligible candidates for additive noise optimization.
By increasing the polynomial length and tuning the coefficient values, a larger space
of privacy settings is searched to maximize privacy and utility.

Each coefficient is assigned to a value in the space [0.01, 1.8]. The grid search in
that space starts with a step of 0.03 until the value of 0.3, to evaluate settings that
create low noise. Then the step changes to 0.3 until the value of 1.8, to evaluate
privacy settings that generate higher values of noise. The sine polynomial masking
settings are generated by creating all possible permutations of these values for 5
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coefficients. This yields around 10,000 masking settings. Preliminary analysis on the
autocorrelation and the spectrograms of the proposed sine polynomial noise does
not show autocorrelation and recurring patterns over different spectrograms12.

Error Analysis

Each privacy setting that results from parameterization of the mechanisms is evalu-
ated by analyzing the local and the global error that they generate on varying subset
sizes of the ECBT dataset. By sampling varying sizes of the dataset, the utility
and privacy dispersion metrics are evaluated on a varying number of sensor values,
calculating the effect of varying participation in the system. To create a random
subset of the ECBT dataset, a subset of users N test is chosen. In each repetition the
users are chosen randomly. All users use a universal privacy setting. The initial size
of the subset is 50 users, and then it increases by 50 users until |N test| = 500 users.
Then, the size of the subset increases by 500 users until |N test| = 6, 435. This process
generates several local and global error values. The average, standard deviation and
entropy of the local error and global error are calculated for all samples generated
from the above process. The empirical cumulative distribution function13 (CDF) is
shown for each metric in Figure 5.2.

The sine polynomial mechanism can produce a wider range of local and global
error values compared to the Laplace mechanism, since almost every sine polynomial
CDF curve is covering a wider domain range on the domain axis compared to the
respective Laplace CDF curves. The majority of the range axis values of the sine
polynomial CDF curve are higher than the corresponding range values of the Laplace
CDF curve. This indicates that it is more probable to generate lower global or
local error value by using a sine polynomial setting compared to a Laplace setting.
Concluding, the sine polynomial settings are expected to produce a wider range of
privacy-utility trade-offs. Based on the CDF charts, sine polynomial settings are
more likely to achieve higher utility, whereas Laplace settings are expected to achieve
higher privacy.

Parameter Analysis

For the experiments, α and γ parameters are defined to calculate the privacy and
utility. The choice of these parameters may vary based on the distribution of the
sensor values and the kind of aggregation. Also data producers and data consumers
may have varying requirements that affect the choice of those values. In this chapter,
these values are determined empirically, to showcase an empirical evaluation. If a
data consumer successfully calculates the mean value of the local error by acquiring
the corresponding original values of a masked set, then it is possible to estimate

12Further analysis on this, is possible future work and is out of the scope of this chapter.
This can be evaluated by introducing a metric that measures noise color in the privacy
function.

13The cumulative distribution function denotes the probability of a generated value being
lower or equal than the corresponding domain axis value [316].

92



5.5 Experimental Evaluation

5 10 15 20 25
Local Error Mean

0.0

0.2

0.4

0.6

0.8

1.0

C
um

ul
at

iv
e 

Pr
ob

ab
ili

ty

Laplace
Sine

(a) Local error mean

0.02 0.04 0.06
Global Error Mean

0.0

0.2

0.4

0.6

0.8

1.0

C
um

ul
at

iv
e 

Pr
ob

ab
ili

ty

Laplace
Sine

(b) Global error mean

0.0 10 30 50 70 90
Local Error St. Deviation

0.2

0.4

0.6

0.8

1.0

C
um

ul
at

iv
e 

Pr
ob

ab
ili

ty

Laplace
Sine

(c) Standard deviation of
local error

Global Error St. Deviation
0.00 0.02 0.04 0.06

0.2

0.4

0.6

0.8

1.0

C
um

ul
at

iv
e 

Pr
ob

ab
ili

ty

Laplace
Sine

(d) Standard deviation
of global error

2 6 10 14 18
Local Error Entropy

0.0

0.2

0.4

0.6

0.8

1.0

C
um

ul
at

iv
e 

Pr
ob

ab
ili

ty Laplace
Sine

(e) Local error entropy

0.0 1 3 5 7 9
Global Error Entropy

0.2

0.4

0.6

0.8

1.0

C
um

ul
at

iv
e 

Pr
ob

ab
ili

ty Laplace
Sine

(f) Global error entropy

Figure 5.2: Cumulative distribution function of each local and global error metric
computed for all settings of each masking mechanism.

the original sensor values of other masked sets as well by subtracting the calculated
mean. This challenge is addressed by using privacy settings with high noise variance.
Still, high variance does not guarantee that the masking process is not irreversible. If
noise varies between a small finite number of real values, then the data consumer can
also estimate the original value of the data by subtracting the variance. To overcome
this challenge, privacy settings that produce noise with high entropy, therefore high
randomness, are chosen. Consequently, a lower value for the coefficient of local error
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mean is chosen as α1 = 0.2, while entropy and standard deviation of the local error
share a higher coefficient value of α2 = α3 = 0.4.

Assigning values to the utility coefficients depends highly on the preferences of
the data consumer. In the case of sum, the global error mean should be near 0, unless
the data consumer estimates the mean and then subtracts it from the aggregation
result. For this chapter the main concern is to keep a global error mean near zero,
to avoid the aforementioned correction process. Standard deviation and entropy
are assigned with equal weight. Therefore, a very high coefficient of γ1 = 0.6 for
the global error mean is chosen, whereas the coefficients of γ2 = γ3 = 0.2 for global
error, standard deviation and entropy are chosen. To avoid evaluating mechanisms
with high utility dispersion and low utility mode values, a hard constraint is applied
and only mechanisms that generate mean ε < 0.1 and standard deviation values
σε < 0.1 are evaluated. The normalizing factors of Relations (5.16) and (5.14) are
chosen after the application of this constraint.

A sensitivity analysis of the parameters for each masking mechanism is performed
to evaluate the effect of different parameter values on the privacy and utility output
of each masking mechanism. In the Laplace masking mechanism, increasing the scale
parameter b of the distribution, also increases the total noise added to the dataset.
In the sine mechanism, increasing the number and values of the coefficients, also
increases the total generated noise. In Figure 5.3, a comparison of privacy and utility
is shown between the two types of mechanisms. The values of utility and privacy
are generated as shown in Section 5.5. The total noise is generated by measuring
the noise level of each privacy setting on a sample of 100,000 sensor values14. The
lines are smoothed by applying a moving average, to make the comparison clearer.
For the same amount of total absolute generated noise

∑
t |ψt|, the Laplace privacy

settings achieve higher privacy, often more than 1% over the sine polynomial privacy
settings. The sine polynomial privacy settings achieve higher utility around 1%
over the Laplace privacy settings. Therefore the results illustrated in Figure 5.2 are
reflected in the privacy and utility values generated from the above parameterization.
Moreover, the trade-off between privacy and utility is observable, as privacy increases
with the decrease of utility and vice versa for both mechanisms.

Homogeneous System Evaluation

All the generated privacy settings are evaluated via the framework proposed in
Section 5.3. The proposed framework filters out five privacy settings for five privacy
bins of size 0.2. The constraint value for evaluating privacy settings is chosen
empirically to be half of the bin size ω = 0.1, to ensure low privacy dispersion, based
on Relation (5.18). The resulting privacy settings are summarized in Table 5.1. The
last two columns of the table illustrate the median privacy and utility values for
each masking mechanism. The first column shows the id of each setting, which is
used as reference in Figures 5.4 & 5.5.

14This sample size is chosen to be large enough for statistical significance and small
enough to reduce computation costs.
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Figure 5.3: Comparison of sine polynomial and Laplace masking mechanisms in terms
of privacy and utility.

Table 5.1: A table summarizing the performance of the five optimal privacy settings
based on the parameters of the sine polynomial denoting the coefficient value for each
factor of the polynomial or the scale value for a Laplace mechanism. In case of the sine
polynomial, the first number from right is mapped to the first factor (ξ = 1) and so on.

ID Masking Parameters Privacy Utility

A Sine 0.0-0.0-0.0-0.18-0.0 0.01 0.99
B Laplace 0.005 0.20 0.98
C Sine 0.6-0.6-0.0-0.9-0.3 0.40 0.84
D Sine 1.2-0.3-0.6-1.2-0.9 0.60 0.76
E Sine 1.5-1.5-1.2-0.3-1.2 0.80 0.68
N none - 0.00 1.00
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Figure 5.4a shows the generated privacy-utility values for all the privacy settings
tested. Each color is mapped to the masking mechanism that is used to produce
this setting. The line denotes the median value of utility at the given privacy value.
The non-median privacy-utility values occur in the semi-transparent area. Upper
and lower edges of the area denote the minimum and maximum utility value for
the corresponding privacy value. Lower utility values for a given privacy point are
generated from applications of the privacy setting on small subsets of the ECBT
datasets, where |N | ≤ 1000. The number of sensor values decreases with the
number of users. Therefore, the noise cancellation is also reduced, as mentioned
in Section 5.1. Hence, subsets with a lower number of sensor values produce lower
utility values. The trade-off between privacy and utility is quantified, since the
median curve and the edges of the surrounding area indicate a decrease in utility
with the increase of privacy. In Figure 5.4b, the area of privacy-utility values of
5 privacy settings produced by the optimization process is shown in Section 5.4.
Furthermore the “no masking” privacy setting is also considered, where users choose
to use no privacy setting and send the values unmasked.

As it is shown, the privacy values of each privacy setting are within a range of
lower than 0.2 privacy. The dispersion of utility increases for privacy settings that
achieve higher privacy. The importance of offering higher rewards for the usage of
higher utility mechanisms is validated, since high dispersion of utility is restrictive
for accurate sum calculations by the data consumers. Figures 5.4c and 5.4d illustrate
the privacy-utility trajectories for more than 1,000 users. It is evident that a data
consumer can also increase utility and reduce its dispersion by attracting more users.
Higher rewards in general, can also attract more users, so the utility dispersion is
expected to decrease even more.

Heterogeneous System Evaluation

In heterogeneous system, the framework performance is evaluated under the use
of different privacy settings from each user. The difference of privacy and utility
between homogeneous and heterogeneous systems is quantified. This quantification
is done by performing an exhaustive simulation. The simulation combines the ECBT
dataset and the six privacy settings in Table 5.1. Every user of the ECBT dataset is
assigned a privacy setting from Table 5.1. The percentage of users that are assigned
each privacy setting is parameterized. A histogram with six bins is created. Each bin
corresponds to the ID of a specific privacy setting from Table 5.1. The percentage
assigned to a bin denotes the percentage of users using the respective privacy setting
at this time point. To generate several possible scenarios for different distributions
of user choices, the histogram is parameterized via a parameter sweep of all possible
percentage values for each setting, with a step of 12.5%. This process produces over
1000 possible histograms. In figures 5.5a to 5.5d the heatmaps show the median and
the interquantile range (IQR)15 of privacy and utility for all histograms that the
privacy setting has a higher percentage of users compared to the others. Such a

15IQR is considered a robust measure of scale, which is especially used for non-symmetric
distributions. It measures the range between the 25th and the 75th quantiles.
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Figure 5.4: Figures 5.4a & 5.4c show the privacy-utility trajectory of the privacy settings
grouped by various masking mechanisms in the same color. Figures 5.4b & 5.4d illustrate
the trajectories of the Pareto optimal privacy settings, which are generated by the proposed
framework.

setting is referred to as dominant setting. This sorting of settings is done to examine
the privacy-utility changes while users move from a higher to the next lower utility
setting. The top row of the heatmap shows the homogeneous scenario case, where
100% of the users chose only one setting.

The analysis of the heatmap in Figure 5.5a shows an increase in privacy when the
majority of users choose the more privacy-preserving settings of the homogeneous
scenario. This effect is observed for any percentage of users for a dominant setting.
A decrease in utility median is confirmed in 5.5c, when the majority of users shifts
from less private to more private settings. A trade-off between privacy and utility is
preserved in the heterogeneous scenario, regardless of the percentage of users that
choose the dominant setting. Privacy values disperse more in heterogeneous systems,
according to Figure 5.5b, as the percentage assigned to the dominant setting drops.
The dispersion of privacy can reach up to 0.16, which is still lower than the bin range.
In terms of utility, the dispersion is much lower on average. There is a dispersion
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of around 0.1 for high utility mechanisms when they are dominant with 87.5% of
users. A possible explanation for this is the reduction of noise cancellation of high
privacy settings, due to the low percentage of users choosing them. Concluding,
changing from a homogeneous system to a heterogeneous system preserves the
trade-off between privacy and utility in the median values. Furthermore, the change
to a heterogeneous system increases the dispersion of privacy-utility values for all
the mechanisms, so the data consumer should expect the aggregates to be less
accurate. Still, utility remains over 0.76 even if the IQR is subtracted from the
median, indicating that the aggregate is still approximated even in the heterogeneous
case. This validates empirically Theorem 1. In both cases it is efficient for the data
consumer to shift user privacy choices to high utility mechanisms by offering them
higher rewards. The randomness of the generated noise in a heterogeneous system
does not create high variance or high expected global errors. Individual privacy
is still preserved for all users and their privacy settings. The individual privacy
value does not change between heterogeneous and homogeneous systems, since the
privacy-setting choice of one user does not affect the added noise to the sensor values
of the other ones.

5.6 Conclusion and Future Work

An optimization framework for the selection of privacy settings is introduced in
this chapter. The framework computes privacy settings that maximize utility for
different values of privacy. This framework can be utilized in privacy-preserving
systems that calculate aggregation functions over privatized sensor data. The data
producers of such system can self-determine the privacy setting of their choice, since
it is guaranteed that it produces the desired privacy with very low deviation. For
the data consumer of the system, it is guaranteed that, if the data producers are
incentivized to use low-privacy settings and high utility settings, the approximated
aggregate is highly accurate. Analytical as well as empirical evaluations using over
20, 000 privacy settings and real-world data from a Smart Grid pilot project confirm
the viability of participatory data sharing under informational self-determination.

The outcomes of this chapter allow for privacy-preserving calculation of collective
goals and constraints from individual values. Aggregating consumption values of
individual consumers helps in calculating consumption totals and averages. These
values can inform both individuals and shareholders about the current state of
consumption. Furthermore, the privacy-preserving aggregated values can be used
within objective functions and constraints of value-sensitive sustainability recom-
mender systems. This capability is used in Chapter 4 to facilitate calculation of
privacy-preserving collective constraints

For future work, the proposed framework can be improved by incorporating a
machine learning process that computes personalized recommendations of privacy
settings to each data producer by identifying the prior distribution of the sensor
data and also the preferences of the data producer. Further empirical evaluations of
framework can be performed by implementing other aggregation functions and using
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Figure 5.5: Heatmaps showing the privacy and utility median and IQR values, for various
distributions of privacy setting choices among the users. Each distribution of privacy
settings represents a single experiment. The horizontal axis represents the dominant
privacy setting in each experiment, while the vertical axis represents the number of users
that adopted this setting. The colorscale represents the achieved privacy and utility median
and IQR values. We observe that settings B,C and D achieve relatively low trade-offs
between utility and privacy when they are dominant.

different datasets. Finally, an analytical proof that the sine polynomial additive
noise is not colored and differentially private can be attempted.
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Chapter

6

How Artificial Neural Networks Learn to Con-
trol Dynamical Systems

Even if a certain control policy is able to steer a system towards a target state, it
may not be possible to implement it in practice because of resource and energy
constraints. To determine admissible control policies, one typically resorts to optimal
control (OC) methods that rely on cost functions that one wishes to minimize.
Such cost functions may be used to minimize the strength and frequency of control
signals or, more generally, the “control energy” [141]. In technical networks, energy
has to be supplied to control the action of underlying electrical and mechanical
components. In social and socio-economic networks [317], one can identify control
energy with the resources or costs incurred (e.g., economic and social costs of
distancing policies) when changing the behavior of individual nodes [141]. For
sustainability related applications, optimal control can be used to determine optimal
carbon taxing policies [29] to reduce emissions without enforcing large taxes to
impact the economy. Achieving optimal control of networked dynamical systems is
thus a central task in control theory and its applications [318].

Recapping Chapter 2, the solution of general optimal control problems is based
on two main approaches: (i) Pontryagin’s maximum principle [319, 135] (necessary
condition), which is a boundary-value problem in a Hamiltonian framework, or (ii)
solving the Hamilton–Jacobi–Bellman (HJB) partial-differential equation (necessary
and sufficient condition) [142]. Since the HJB equation usually does not admit
smooth solutions [147], different approximate dynamic programming methods have
been developed [320, 144].

To extend the above approaches (i) and (ii) to complex and analytically in-
tractable systems, different methods relying on artificial neural networks (ANNs)
have been used to represent certain functions appearing in the formulation of the
corresponding control problems. One possibility is to use ANNs to obtain an approx-
imate solution to the value function of the HJB equation [321, 320]. An alternative
approach is based on the solution of Pontryagin’s maximum principle via differen-
tiable programming [322]. Control approaches that rely on Pontryagin’s maximum
principle explicitly account for a control energy term in the loss function and are
based on the solutions of a system’s evolution and co-state equations. In addition to
relying on an energy regularization term in the loss function, the control framework
of [322] is based on an extension of the maximum principle that includes higher-order
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derivatives, requiring the underlying dynamical systems to be twice-differentiable.
Differentiable programming has been applied to control systems with a maximum
of 13 state variables [322], almost two orders of magnitude smaller than some of
the high-dimensional dynamical systems we study in this work. Recent advances in
automatic differentiation and physics-informed ANNs [323] also contributed to the
further development of modeling and control approaches. Physics-informed neural
networks use Lagrangian- and Hamiltonian-based formulations of physicals models
as priors for different learning tasks [324, 325, 326]. They are useful tools to model
partially unknown systems [324] and have been also applied to control tasks [325,
326].

Contrary to the above approaches, we show that it is possible to generate
control signals that resemble those of optimal control [141] without reyling on
and solving maximum principle or HJB equations. To do so, we present a time-
depended variant of NODEC, termed AI Pontryagin, an ANN that overcomes several
limitations of traditional optimal control methods resulting from the analytical and
computational intractability of many complex and high-dimensional control tasks.
AI Pontryagin extends neural ordinary differential equations (ODEs) [136] to general
control problems, and efficiently steers complex dynamical systems towards desired
target states by learning control trajectories that resemble those obtained with
optimal control methods. It does so by exploring the vector field of the underlying
dynamical system in a “go-with-the-flow” manner, without explicitly accounting
for an energy-regularization term in the corresponding loss function. That is, AI
Pontryagin minimizes the control energy [141] without evaluating an energy cost
functional, leading to a substantially improved performance compared to existing
control frameworks. Using analytical and numerical arguments, we show why AI
Pontryagin is able to closely resemble the control energy of optimal control through
an implicit energy regularization, resulting from the interplay of ANN initialization
and an induced gradient descent. Applications of such frameworks to feedback
control and a comparison with reinforcement learning are provided in Chapter 2.
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6.1 Results

Controlling Dynamical Systems with AI Pontryagin
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Figure 6.1: Overview of AI Pontryagin. (a) Illustration of a complex, uncontrolled
dynamical system represented by ODEs, and discretization steps of numerical solver. (b)
Overview of basic elements necessary to control complex systems with ANNs. (c) Gradient
descent training of ANN parameters over the unfolded ODE system.

Before introducing the basic principles of AI Pontryagin, we first provide a
mathematical formulation of the control problem of networked dynamical systems.
We consider a network that consists of N nodes whose states are represented by
the state vector xxx(t) ∈ RN . Initially, nodes are in state xxx(0) and steered towards
a target state xxx∗ at time T (i.e., xxxxxxxxx(T ) = xxx∗) by means of suitable control inputs.
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Interactions between nodes are described by the dynamical system

ẋxx(t) = f(xxx(t),uuu(t)) (6.1)

and are subject to the constraint that the control function uuu(t) ∈ RM minimizes the
cost function

J =

∫ T

0

L(xxx(t′),uuu(t′)) dt′ + C(xxx(T )) . (6.2)

The function f : RN → RN in Relation (6.1) accounts for both the interactions
between nodes 1, . . . , N and the influence of external control inputs uuu(t) on the
dynamics. Note that the number of control inputs M is smaller than or equal to N .
For linear systems, we describe node-node interactions and external control inputs
by f(xxx,uuu) = Axxx+Buuu. The first term in Relation (6.2) is the integrated cost over
the control horizon T , e.g., the control energy

ET [uuu] =

∫ T

0

∥∥uuu(t′)
∥∥2
2
dt′ (6.3)

if L = ‖uuu(t′)‖22. C(xxx(T )) is the final cost (or bequest value). Most common
formulations of optimal control include the control-energy term Relation (6.3) directly
in the cost function [141, 327]. This approach corresponds to an explicit minimization
of the control energy.

With AI Pontryagin we take a complementary approach to reach a desired target
state xxx∗ in finite time T and proceed in two steps. First, we approximate and solve
the dynamical system in terms of neural ODEs [136]. In particular, we describe the
control input uuu(t) by an ANN with weight vector www such that the corresponding
control-input representation is ûuu(t;www). Second, we use a suitable loss function
J(xxx,xxx∗) and a gradient-descent algorithm to iteratively determine the weight vector
www according to

www(n+1) = www(n) − η∇www(n)J(xxx,xxx∗), (6.4)

where the superscript indicates the current number of gradient-descent steps, and η
is the learning rate. For the loss function J(·), we use the mean-squared error

J(xxx(T ),xxx∗) =
1

N
‖xxx(T )− xxx∗‖22 . (6.5)

In order to calculate ∇www(n)J(·), we use automatic differentiation methods [328],
where the gradients “flow” through the underlying ANN, which is time-unfolded [168]
by ODE solvers [158]. We show a schematic of the forward and backward passes of
AI Pontryagin and its coupling to an underlying dynamical system in Figure 6.1.

In the following paragraphs, we will show that AI Pontryagin approximates
optimal control by minimizing the control energy Relation (6.3), without including
the energy cost Relation (6.3) in the loss function Relation (6.5) and without having
any prior knowledge on the structure of optimal control signals. All neural-network
architectures, hyperparameters, and numerical solvers are reported in the Methods.
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Figure 6.2: Controlling a two-node system with AI Pontryagin. (a) Different
AI Pontyagin control trajectories for xxx(0) = (1, 0.5)T, xxx∗ = (0, 0)T, and T = 1 after 500
(blue), 1,500 (purple), 2,000 (red), and 30,000 (orange) training epochs with learning rate
η = 0.02. The dashed black line is the corresponding optimal control trajectory and black
arrows indicate the vector field of the linear dynamical system f(xxx,uuu) = Axxx+Buuu with
matrices A and B as in Relation (6.8) (b) Evolution of the control energy Et[uuu] for AI
Pontryagin after 30,000 training epochs (solid orange line) and optimal control (dashed
black line). (c) Correlations between squared norm differences of ANN weights w and
control inputs u. (d) The control energy ET [uuu] (black solid line) and squared norm of the
ANN weights w (solid grey line) of AI Pontryagin as a function of training epochs. In
(b,d), we indicate the total OC control energy by a dashed red line.
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Approximating Optimal Control

We now compare the control performance of AI Pontryagin for linear systems (i.e.,
f(xxx,uuu) = Axxx+Buuu), for which there exist analytical OC inputs [141]

uuu∗(t) = B>eA
>(T−t)W (T )−1vvv(T ) (6.6)

that minimize the control energy E[uuu(t)] (Relation (6.3)). For the derivation of
Relation (6.6), one applies Pontryagin’s maximum principle to the Hamiltonian
H = ‖uuu(t)‖22 + λT (Axxx + Buuu) [141], where λ is an adjoint variable. The vector
vvv(T ) = xxx∗ − eATxxx0 in Relation (6.6) is the difference between the target state xxx∗

and reached stateat T from xxx(0) under free evolution. The matrix W (T ) is the
controllability Gramian and defined as

W (T ) =

∫ T

0

eAtBB>eA
>t dt. (6.7)

As an example of linear dynamics, we consider a two-state system with [141, 327]

A =

(
1 0

1 0

)
and B =

(
1

0

)
. (6.8)

The control task is to steer the system from xxx(0) = (1, 0.5)T to xxx∗ = (0, 0)T in finite
time T = 1.

In Figure 6.2(a), we show AI Pontryagin trajectories after 500 (blue), 1,000
(purple), 1,500 (red), and 30,000 (orange) training epochs together with an OC
control trajectory (dashed black line). Note that the geodesic that connects xxx(0) and
xxx∗(T ) is not minimizing the control energy, because it would require large control
inputs to steer the dynamics against the vector field (black arrows in Figure 6.2(a)).
In alignment with the almost identical control trajectories of AI Pontryagin and OC,
we also find that the energy evolution of AI Pontryagin almost perfectly coincides
with that of OC (see Figure 6.2(b)), hinting at an implicit energy regularization of
AI Pontryagin.

Implicit Energy Regularization

To provide insights into the observed implicit energy regularization of AI Pontryagin
(see Figure 6.2(b)), we show that a gradient descent in the ANN weights www induces
a gradient descent in the control input ûuu(t;www).

The evolution of the state vector xxx(t) is described by Relation (6.1) and is
a function of ûuu(t;www). We now expand ûuu(t;www(n+1)) = ûuu(t;www(n) + ∆www(n)) with
∆www(n) = −η∇www(n)J for small ∆www(n) while keeping t constant. This expansion yields

ûuu(t;www(n+1)) = ûuu(t;www(n)) + Jûuu∆www
(n), (6.9)

where Jûuu is the Jacobian of ûuu with elements (Jûuu)ij = ∂ûuui/∂wwwj . Note that we can
make ∆www(n) arbitrarily small by using a small learning rate η.
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Since ∆www(n) ∝ ∇www(n)J and ∇www(n)J = JTûuu ∇ûuuJ , we obtain

ûuu(t;www(n+1)) = ûuu(t;www(n))− ηJûuuJTûuu ∇ûuuJ. (6.10)

According to Relation (6.10), a gradient descent in www (Relation (6.4)) may induce a
gradient descent in ûuu, where the square matrix JûuuJ

T
ûuu acts as a linear transformation

on ∇ûuuJ .
To better understand the implications of this result, we briefly summarize the

control steps of AI Pontryagin. As described in the prior paragraphs and as illustrated
in Figure 6.2(a), AI Pontryagin starts with a small initial control signal ûuu(0)(t;www(0)),
then integrates the dynamical system Relation (6.1), and performs a gradient descent
in www according to Relation (6.4). The closer the final state xxx(T ) to the target
state xxx∗, the smaller the loss Relation (6.5) and the change in www (and in ûuu due to
Relation (6.10)). If we initialize AI Pontryagin with a sufficiently small control input
and learning rate, it will produce control trajectories that follow the vector field of
the dynamical system in a “go-with-the-flow” manner and slowly adapt ûuu to reach
the desired target state. Because of the induced gradient descent Relation (6.10),
the resulting control approximates OC methods that minimize the control energy
(see the comparison between the final control energy of OC and AI Pontryagin in
Figure 6.2(b,d)). This way of controlling dynamical systems is markedly different
from standard (optimal) control formulations [329] that are, for instance, based on
Pontryagin’s maximum principle and require one to explicitly minimize the control
energy by including ‖uuu‖22 in the Hamiltonian and solving the adjoint system [329].
AI Pontryagin thus provides a complementary approach for solving general control
problems.

The induced gradient descent Relation (6.10) can be directly observed in the posi-

tive correlations between ‖∆www‖22 =
∥∥∥www(n+1) −www(n)

∥∥∥2
2
and ‖∆uuu‖22 =

∥∥∥uuu(n+1) − uuu(n)
∥∥∥2
2

(see Figure 6.2(c)). Black disks indicate correlation coefficients (p < 10−9) that are
each calculated for 103 consecutive epochs and solid black lines are guides to the eye.
After initializing AI Pontryagin for the linear two-state system Relation (6.8) with
weights that correspond to a small control input, we observe positive correlations
between ‖∆www‖22 and ‖∆uuu‖22 with a large correlation coefficient of 0.96 for the first
1,000 training epochs. The mean correlation coefficient is about 0.76. Changes in the
correlation behavior reflect different training stages that are necessary to capture the
strong curvature in the OC control trajectory (dashed black line in Figure 6.2(a)).
Between 1,500 and 2,000 training epochs, AI Pontryagin approximates the basic
shape of the OC trajectory (solid red line and red disks in Figure 6.2(a)) and then
fine-tunes the weights www to match OC as closely as possible (solid orange line and
orange disks in Figure 6.2(a)). The initial OC approximation phase that lasts up
to about 2,000 training epochs (before weight “fine-tuning”) is also visible in the
evolution of ‖www‖22 and ‖uuu‖22 (see Figure 6.2(d)).

We again emphasize that the performance of AI Pontryagin and its induced-
gradient descent mechanism depends on the choice of initial weights www0 (and thus
uuu(t;www0)). The initialization that we use to obtain the results of Figure 6.2 is based
on energy values which are distributed in the interval [5, 7]. These values are small
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Figure 6.3: Synchronization of coupled oscillators. The evolution of oscillator
phases θi(t) (1 ≤ i ≤ N) in a complete network that consists of N = 225 coupled
Kuramoto oscillators (Relations (6.11) and (6.12)) with a subcritical coupling constant
K = 0.1K∗, which does not lead to synchronicity
. All phases are initially distributed according to a normal distribution with
mean 0 and standard deviation 0.2. (a) The control input is set to ui(t) = 1
for all i (“uncontrolled dynamics”), leading to increasing phase differences over
time. (b) AI Pontryagin synchronizes the system of coupled oscillators.

enough for AI Pontryagin to let it explore the vector field of the underlying dynamical
system and approximate OC.

In the Appendix Chapter E, we provide additional results on the ability of AI
Pontryagin to control dynamics on directed networks. We show that AI Pontryagin
is able to produce control signals with a control energy resembling that of the
corresponding OC solution, which we verify by calculating the corresponding optimal
control signals if possible. In the Appendix, we also study the robustness of AI
Pontryagin-based control with respect to different noise levels in the observed reached
state.

After having outlined the mechanisms underlying the observed energy regular-
ization of AI Pontryagin, we now turn towards non-linear systems.

AI Pontryagin Control of Kuramoto Oscillators

As an example of a non-linear system, we consider the Kuramoto model [191], which
describes coupled oscillators with phases θi and intrinsic frequencies ωi (1 ≤ i ≤ N)
according to [191]

Θ̇(t) = Ω + f(Θ(t), u(t)),

Θ(0) = Θ0,
(6.11)
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Figure 6.4: Controlling coupled oscillators with AI Pontryagin and the AGM.
We test the performance of AI Pontryagin and AGM (Relations (6.17) and (6.18)) to
control coupled Kuramoto oscillators on a (a,e) complete network (black lines), (b,f)
Erdős–Rényi network G(N, p) with p = 0.3 (blue lines), (c,g) square lattice (red lines),
and (d,h) Watts–Strogatz network with degree k = 5 and rewiring probability p = 0.3
(green lines). All graphs have N = 225 nodes and the total simulation time is T = 3.
Panels (a–d) show the order parameter r(t) and panels (e–h) show the control energy
Ẽt(u) = Et(u)/max(EAIP

t (u), EAGM
t (u)). Dashed and solid lines indicate AI Pontryagin

and AGM solutions, respectively.

where Θ = (θ1, . . . , θN )> and Ω = (ω1, . . . , ωN )>. In our following numerical experi-
ments, we use natural frequencies and initial phases that are normally-distributed
with mean 0 and standard deviation 0.2. Interactions between oscillators and the
influence of control inputs ui(t) on oscillator i are modeled via

fi(Θ(t), u(t)) =
Kui(t)

N

N∑
j=1

Aij sin(θj(t)− θi(t)), (6.12)

where K is the coupling strength and Aij are the adjacency matrix components of
the underlying (undirected) network. As a measure of synchronization at the final
time T , we use the complete synchronization condition [330, 150]

|θ̇i(T )− θ̇j(T )| = 0 for (i, j) ∈ E, (6.13)

where E is the set of edges. If Relation (6.13) is satisfied, all connected oscillators
have constant phase differences. For control inputs that are equal to 1 (i.e., ui(t) = 1
for all i), the system Relation (6.11) has a unique and stable synchronized state if
the coupling constant exceeds a critical value [331]

K∗ =
∥∥∥L†Ω∥∥∥

E,∞
, (6.14)

where L† is the pseudo-inverse of the corresponding graph Laplacian and ‖xxx‖E,∞ =

max(i,j)∈E |xi−xj | is the maximum distance between elements in xxx = (x1, . . . , xN )>
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that are connected via an edge in E. In all numerical simulations, we use a subcritical
coupling constant K = 0.1K∗ such that control inputs ui(t) > 1 are needed to
synchronize the system.

For a global control u(t) (i.e., ui(t) = u(t) for all i), there exists an OC input
u∗(t) satisfying [150]

u∗ = min
u
J(Θ(T ), u) (6.15)

J(Θ(T ), u) =
1

2

∑
i,j

Aij sin2(θj(T )− θi(T )) +
β

2
E[u], (6.16)

where the parameter β determines the influence of the energy regularization term.
Note that minimizing J(Θ, u) is consistent with Relation (6.13).

An optimal control for the outlined non-linear control problem, the so-called
the adjoint-gradient method (AGM), can be derived using Pontryagin’s maximum
principle and a gradient descent in u [150]:

u(n+1) = u(n) − η̃

[
βu(n) +

K

N

N∑
i=1

λi

N∑
j=1

Aij sin(θj − θi)

]
, (6.17)

where η̃ is the AGM learning rate and λλλ = (λ1, . . . , λN )> is the solution of the
adjoint system

−λ̇i = −Kuλi
N

∑
i 6=j

Aij cos(θj − θi)

+
Ku

N

∑
i 6=j

Aijλj cos(θj − θi),
(6.18)

with λi(T ) = 1/2
∑
i6=j Aij sin(2θi(T )− 2θj(T )).

We compare the control performance of AI Pontryagin, which solves Rela-
tion (6.11) using neural ODEs, with that of the AGM for a global control function.
AI Pontryagin directly learns û∗(t;www) based on the loss function Relation (6.16) with
a gradient descent in www and without energy regularization term βE[u]/2. We denote
this loss function by

J1(Θ(T )) =
1

2

∑
i,j

Aij sin2(θj(T )− θi(T )) . (6.19)

The learning rates η (Relation (6.4)) and η̃ (Relation (6.17)) are chosen such that
the ratio of the order parameter values of both control methods is approximately 1.
We discuss in the Appendix that a high degree of synchronization can be obtained
by controlling a fraction of all nodes and we show how a maximum matching
approach [129] can be used to determine driver nodes for controlling linear dynamics
with more than 1,000 nodes. All employed network architectures and training
parameters are summarized in the Methods and in our online code repository
https://github.com/asikist/nnc.
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6.1 Results

Figure 6.5: Kuramoto dynamics and different target states. The evolution of
the phases θi(t) (1 ≤ i ≤ N) of N = 1, 024 coupled Kuramoto oscillators (Relations (6.11)
and (6.12)) that are arranged in a square lattice without periodic boundary conditions.
We use a subcritical coupling constant K = 0.01K∗ and set T = 10. In all simulations,
oscillator phases are initially distributed according to a bimodal Gaussian distribution with
means −π/4, π/4 and variance 0.5. The top panels show the evolution of θi(t) and the
bottom panels show the spatial distribution of oscillator phases θi(T ) at time T = 10. Each
pixel in the 32×32 bottom panels represents the phase value of one specific oscillator in the
reached state. (a,d) The control input is set to ui(t) = 1 for all i (“uncontrolled dynamics”),
leading to increasing phase differences over time. (b,e) AI Pontryagin steers oscillator
phases towards −π/4 and π/4 by minimizing the loss function J2(Θ(T )) (Relation (6.21)).
(c,f) AI Pontryagin synchronizes the system of coupled oscillators by minimizing the loss
function J1(Θ(T )) (Relation (6.19)). The dashed black lines in (a–c) are guides-to-the-eye
indicating phases with values −π/4, 0, and π/4. Learning rates varied between 10−2–101

in (b,e) and 0.1 in (c,f).

For a complete graph with N = 225 nodes and T = 3, we show a system
of uncontrolled oscillators with ui(t) = 1 for all i in Figure 6.3(a). As shown in
Figure 6.3(b), AI Pontryagin can learn control inputs that drive the system of coupled
oscillators into a synchronized state. To quantify the degree of synchronization, we
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use the order parameter 1

r(t) = N−1

√∑
i,j

cos [θj(t)− θi(t)] . (6.20)

A value of r(t) = 1 indicates that all oscillators have the same phase.
In Figure 6.4 we show the evolution of the order parameter r(t) and control

energy Et[u] for AGM (solid lines) and AI Pontryagin (dashed lines). We study the
control performance of both methods on a complete graph (black lines), Erdős–Rényi
network G(N, p) with p = 0.3 (blue lines), square lattice (red lines), and Watts–
Strogatz network with degree k = 5 and rewiring probability p = 0.3 (green lines).
All networks consist of N = 225 oscillators.

For all studied networks, we observe that AI Pontryagin reaches synchronization
slightly faster than the AGM (see Figure 6.4(a–d)). We optimized the hyper-
parameters (e.g., the number of training epochs) of the ANN underlying AI Pon-
tryagin such that the control energy and degree of synchronization lie in a similar
range to those of the AGM (see Figure 6.4(e–h)). Our results thus indicate that
AI Pontryagin is able to achieve control energies similar to those of OC also for
non-linear networked dynamics.

Next, we demonstrate the ability of AI Pontryagin to control oscillator systems
with a number of nodes that is about one order of magnitude larger than that
considered in Figure 6.4. We again compare AI Pontryagin with the AGM and set
T = 0.5. Numerical experiments are performed on a square lattice with N = 2, 500
coupled oscillators, and we find that the control energy and order parameter ratios
are EAIP

T (u)/EAGM
T (u) ≈ 1.0045 and r(T )AIP /r(T )AGM ≈ 0.9999, respectively. AI

Pontryagin and the AGM reach similar order parameter and control energy values
at time T = 0.5, indicating that both methods are able to control the larger-scale
oscillator system.

For a runtime performance comparison, we also measure the learning time (or
wall-clock time) associated with controlling the larger-scale oscillator system. To do
so, we determine the runtime of 50 AGM and AI Pontryagin control realizations.
The mean runtimes are 74 s and 1.03 s for the AGM and AI Pontryagin, respectively.
For the studied oscillator system, the training time of AI Pontryagin is thus about
two orders of magnitude smaller than that of the AGM. In the Appendix, we analyze
the differences in runtime between AI Pontryagin and the AGM in more detail. To
identify the main computational bottlenecks in the AGM, we performed a detailed
runtime analysis of all code segments and found that the adjoint system solver

1Here, we used that the square of the magnitude of the complex order parameter
z = reiψ(t) = N−1

∑N
j=1 e

iθj(t) [191] can be expressed as

r(t)2 = |z|2 = N−2
∑
i,j

ei(θj(t)−θi(t))

= N−2
∑
i,j

cos [θj(t)− θi(t)] .
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requires very small step sizes to resolve the interaction between the adjoint system
(Relation (6.18)) and the gradient descent (Relation (6.17)) in the control functions.

n a final numerical experiment, we show that AI Pontryagin is able to steer
coupled Kuramoto oscillators to a target state that is different from the fully
synchronized one. As an example of such a target state, we consider the control
target to steer oscillators either towards −π/4 or π/4. This control goal can be
described by the loss function

J2(Θ(T )) =
1

2

N∑
i=1

(
|θi(T )| − π

4

)2
. (6.21)

We show in Figure 6.5 that AI Pontryagin can use the loss function Relation (6.21)
to reach target states in a lattice where oscillators are arranged in two spatially
separated groups, each consisting of oscillators with phase values θi(T ) (1 ≤ i ≤ N)
that are approximately −π/4 or π/4. In Figure 6.5(a,d), we do not control the square
lattice consisting of N = 1, 024 coupled Kuramoto oscillators with a subcritical
coupling constant K = 0.01K∗, and we observe increasing phase differences over time.
Using the loss function J2(Θ(T )) shows that AI Pontryagin can steer the system of
coupled oscillators towards −π/4 and π/4 at the control time T (see Figure 6.5(b,e)).
Oscillators that are located in the upper half of the square lattice in Figure 6.5(e)
reached phase values close to −π/4 (indicated by light orange pixels), while oscillators
in the lower half of the same lattice reached phase values of approximately π/4
(indicated by light blue pixels). By employing the loss function J1(Θ(T )), we can
also use AI Pontryagin to synchronize the same system of coupled oscillators (dashed
black line in Figure 6.5(c,f)). These results show that AI Pontryagin can be used in
conjunction with different loss functions.

To summarize, AI Pontryagin has two key advantages over traditional adjoint-
system-based control methods. First, approximate optimal control trajectories can
be obtained without deriving and solving the adjoint system. The only inputs
necessary are (i) the dynamical system, (ii) its initial state, and (iii) the desired
target state. Second, the runtime of AI Pontryagin may be substantially faster than
that of adjoint-gradient methods.

6.2 Discussion

The optimal control of networked dynamical systems is associated with minimizing
a certain cost function, e.g., the strength and frequency of a control signal, or, more
generally, the control energy Relation (6.2). Traditional control approaches such
as Pontryagin’s maximum principle or the HJB equation are often analytically and
computationally intractable when applied to complex dynamical systems.

In this work, we demonstrated the ability of AI Pontryagin, a control framework
that is based on neural ODEs, to steer linear and non-linear networked dynamical
systems into desired target states. AI Pontryagin uses as inputs the underlying
dynamical system, and initial and target states. For the considered linear dynamics,
we compared AI Pontryagin with corresponding analytical optimal control solutions
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and found that AI Pontryagin is not only able to drive undirected and directed
complex networks of dynamical systems into desired target states, but also is able
to approximate the optimal control energy. We supported this observation with
analytical arguments and further compared AI Pontryagin with an optimal control
method for synchronizing oscillators in different networks, again showing that AI
Pontryagin is able to approximate the optimal control energy.

AI Pontryagin is a very versatile control framework that complements existing
optimal control approaches, and solves high-dimensional and analytically intractable
control problems. Finally, there are various interesting avenues for further research.
One possible direction for future work is the application of AI Pontryagin to solve
complex quantum control problems to enhance robust performance of quantum
systems [332]. Another possible direction for future research is to study the ability
of AI Pontryagin to calculate optimal controls that preserve generator synchronicity
during cascading failures, and ultimately avoid blackouts [152, 83]. For such complex
control tasks, it may be useful to combine physics-informed neural networks, such as
those studied in [324], with our neural-network-based control approach to learn and
control the dynamics of partially unknown systems.

6.3 Methods

Both algorithms, AI Pontryagin and the AGM, are implemented in pytorch.
All ANNs that we use to represent the control input ûuu(t;www) in AI Pontryagin

take the time t as an input. To numerically integrate the studied dynamical systems,
we apply the Dormand–Prince (DOPRI) method with adaptive step size during
training and evaluation [333].

In the following paragraphs, we summarize the ANN architectures and hyperpa-
rameters that we used in our numerical experiments.

Two-State System. The ANN that we use to control the two-state system
Relation (6.8) consists of a single hidden layer with 6 neurons and an exponential
linear unit (ELU) activation. We transform the hidden layer output to the control
signal via a linear layer with 1 neuron that describes the single control input
in Relation (6.8). We initialize the ANN weights www with the Kaiming uniform
initialization algorithm [334]. For the gradient descent in www (Relation (6.4)), we use
a learning rate η = 0.02. The number of time steps is 40.

Kuramoto Model. The graph properties and ANN hyperparameters for control-
ling Kuramoto dynamics are summarized in Table 6.2. Independent of the underlying
graph, we use the same number of hidden layers, hidden layer neurons, and training
epochs for the numerical experiments in Figure 6.4. The activation function (ELU)
is also the same in all numerical experiments. The number of time steps is 100. For
the runtime comparison between AI Pontryagin and the AGM, we use the command
timeit in python. In accordance with [150], the energy regularization parameter β
of the AGM is set to 10−7 (see the Appendix for a more detailed analysis of the
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Graph Edges (undi-
rected)

Nodes Learning
rate η

Learning
rate η̃

Complete 25,200 225 0.4 5

Erdős–
Rényi

7,569 225 0.4 5

Square
lattice

420 225 0.32 25

Watts–
Strogatz

450 225 0.31 15

Square
lattice

4,900 2,500 0.0125 0.5

Table 6.2: Learning rates η (AI Pontryagin) and η̃ (AGM) used for learning the control
of Kuramoto dynamics on different graphs. All ANNs use stochastic gradient descent for
learning and only differ in their learning rate. The number of hidden layers and hidden
layer neurons are 1 and 2, respectively. We use an ELU activation function and train the
ANN for two epochs. At each node, we include a bias term and set all weights initially to
a value of 10−3.

AGM control performance on β). Initially, we set all ANN weights to a value of 10−3.
For the second numerical experiment involving the loss function Relation (6.21),
we use the the Kaiman initialization method [334] and 16 ELU activations in one
hidden layer.
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Chapter

7

Conclusion

Would a different decision help to reach our personal and collective goals with less
costs? Would another goal allow for better decisions and the ability to pursue
more important goals today? Do the goals and our decisions lead to a brighter
future or catastrophe? In the previous chapters, we observe several quantitative and
qualitative arguments regarding the challenging nature of these questions. We need
to use all the technological tools available to us to answer these questions and avoid
potential environmental disasters and societal inequalities. Based on the observed
results, AI is a powerful and useful tool to support us in dealing with sustainable
decision-making. Nevertheless, it comes with several potential caveats.

To address possible shortcomings of extensive AI use, such as privacy intrusion,
loss of autonomy, and rise of inequality, the thesis follows the paradigm of value-
sensitive AI. The computational capabilities of AI are enhanced with constraints,
objectives, and other design components that represent and incorporate personal
values. In doing so, AI uses are extended to support individuals in sustainable
decision-making that respects their personal values. In the meantime, value-sensitive
AI allows both individuals and the collective to explore and find optimal solutions
related to resource consumption and allocation without heavily sacrificing individual
freedoms. The new paradigm is applicable in centralized, decentralized, and hybrid
design approaches, where AI participates in different levels of decision-making, in
the form of a recommender tool or a simulation model.

In Chapter 2, an AI control method (NODEC) is introduced. NODEC shows
high performance when addressing high dimensional complex dynamics, which are
often found in several sustainability oriented applications. Other control baselines
are also considered, such as deep reinforcement learning, which often achieve lower
performance in terms of energy and accuracy and require considerable training time.
NODEC shows high versatility and its potential applications have a wide range, from
control of pandemics to power grid stabilization. The implicit energy regularization
properties and the ability of NODEC can be used to achieve potential value-sensitive
design, especially for participatory centralized controls.

Chapter 3 identifies and quantifies sustainability concepts related to consumption.
As a decentralized approach it avoids several shortcomings of centralized approaches,
especially in applications where individual freedom and values are involved. This
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chapter introduces a valuable framework for building and maintaining knowledge
bases that combine expert data, personal preferences, and product characteristics to
calculate sustainability ratings. Most importantly, real-world applicability is tested
on two European retailers. Causal impact analysis on transaction data shows an
increase of expenditure towards more sustainable products for participants that used
and trusted the system. Most participants stated that their awareness of sustainable
consumption increased after using the proposed recommender system. Chapter 3
also showcased the underlying complexity of designing such recommender systems.
Collective values and outcomes are difficult to estimate in a privacy-preserving
manner, when following the design applied during the study. Participant retention
was challenging during the field study, indicating that participants may not be willing
to evaluate each product at each market visit at the cost of their own comfort. These
insights were very useful for designing the methods of Chapter 4.

Chapter 4 introduces the personalized sustainable basket problem, extending
the application of Chapter 3 to baskets. This problem optimizes different objec-
tives related to environmental impact, nutritional information, and taste. Several
multi-objective optimization algorithms are evaluated. Each algorithm calculates
recommended consumer baskets, which respect the consumer personal preferences
while reducing environmental footprint. A novel gradient guided genetic algorithm
(G3A) is also proposed to solve the problem, and achieves similar or higher perfor-
mance across several objectives when compared with the baselines. All algorithms
operate in a fully decentralized manner. Collective information is used in the hybrid
version of G3A (Hybrid-G3A), where aggregates over individual data are calculated
in a centralized system in privacy-preserving manner following Chapter 5. The hy-
brid model achieves higher performance in environmental impact objective without
creating a considerable compromise of personal objectives compared to G3A.

Chapter 5 addressed the privacy-preserving challenges observed in the fields of
study of Chapter 3. For this, Chapter 5 introduced privacy-preserving calculations of
aggregate values, such as total consumption and average preferences, by introducing
a novel differential privacy framework. In this framework, individuals are free to
choose their privacy level, while organizations and institutions can decide the upper
bound of privacy to ensure the usability and accuracy of the aggregated data. The
application of the framework to electric consumer data shows efficient calculations
of aggregate values with little loss of privacy for individuals. The outcomes of this
chapter were extremely helpful for including collective goals and constraints in hybrid
design approaches of Chapter 4.

Chapter 6 complements the models discussed in Chapter 2 by introducing AI
Pontryagin, a time-dependent version of NODEC. In this chapter, time-dependent
controls are evaluated on different settings, where AI Pontryagin is compared against
optimal control methods. AI Pontyagin achieves similar performance to optimal
control methods, requiring less analytical effort and seemingly computation time.
The implicit energy regularization properties of neural ODE controllers are further
confirmed, while controls can be calculated even when the selection of driver nodes is
non-optimal. These outcomes offer useful insights about the desirable value-sensitive
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properties of minimum impact neural ODE controls for centralized socio-technical
systems.

In conclusion, this thesis provides several analytical, applied, and theoretical
outcomes that support the design and implementation of value-sensitive AI for
sustainable decision-making. These decisions may be very hard to tackle by humans
alone. Although, proposed applications of AI methods and techniques may change in
the future, developing the paradigm of designing value-sensitive AI is the key outcome
for this thesis. Sustainable decision-making will always be a relevant problem for
humanity, especially as technology progresses. Therefore, having another form of
intelligence that respects our values and supports our decisions will be reassuring for
our future.

119



Appendices

120



Appendix

A

Centralized Control on Critical Infrastructures
with Neural Ordinary Differential Equation Con-
trol

Data Availability Statement

The experiment data that support the findings of this study are openly available
in the NODEC IEEE Dataport repository [186] at https://dx.doi.org/10.21227/
gdqj-am79. The code that fully reproduces the above experiments is found as a
code ocean capsule [185] at https://codeocean.com/capsule/1934600/tree. A
fully functioning code library [184] written in python for NN control with NODEC
is found at https://github.com/asikist/nnc with coding examples and more
applications.

A.1 Kuramoto Oscillators

Curriculum Learning

A curriculum learning procedure is used to train Kuramoto models. The algorithm
is described below in Algorithm A.1.

Synchronization Loss Before Convergence

In this section, we describe one of the results presented in Figure 2.3b in more detail.
We observe that NODEC takes more time to converge to a synchronized state in the
example illustrated in Figure A.1. We also observe that NODEC requires a higher
amount of control energy before reaching the synchronized state Figure 2.3a. Once
synchronicity is reached, the NN can adapt and produce lower energy controls. This
might not be the case for feedback control, which has a constant term ζ multiplied
by the driver matrix values.
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Algorithm A.1: Curriculum training process of NODEC. A proce-
dure that gradually increases total time is introduced in this algorithm.
Here we present a stochastic procedure, but a deterministic procedure
is also possible.

Result: www
1 Init:: xxx0, www, fff(·), ODESolve(·), Optimizer(·), J(·), xxx∗;
2 Params:: η, epochs, stepSize ;
3 epoch ← 0;
4 T ← 0;
5 while epoch < epochs do
6 t← 0 ;
7 c ∼ U(0, 1) ;
8 T ← T + 2 · c ;
9 xxx ∼ NN (0N1 , 1

N
1 );

10 meanLoss ← List;
11 minLoss ←∞ ;
12 while t < T do
13 xxx(t), hasNumInstability← ODESolve(xxx, t, t+ stepSize, fff, ûuu(xxx;www));
14 if Not hasNumInstability then
15 meanLoss ← (stepSize/T ) · J(xxx(t),xxx∗));
16 if minLoss > J(xxxt,xxx

∗) then
17 minLoss ← J(xxxt,xxx

∗) ;
18 end
19 end
20 t← t + stepSize ;
21 end
22 Optimizer.update(www, meanLoss + minLoss);
23 end

A.2 SIR-Type

NN Architecture

Here, we provide some technical details and an overview of the GNN architecture
presented in Figure 2.5 and complements the code. The final output of a NN is a
control vector ûuu(X(t)). The input of the GNN is a tensor Ψ ∈ R4×N×d̂, where d̂ is
the maximum degree of the graph. An element Ψk,j,i of the tensor represents the
k-th state of the j-th neighbor of node i. The j-th neighbor of node i is fixed via any
permutation of neighbors prior to training. The operation that constructs a tensor
Ψ from the input state matrix X(t) is referred to as “neighborhood embedding”.
GNN applies an operation for each node that aggregates the state values over all
neighboring nodes and produces a hidden state tensor H(Ψ). This hidden state
is provided to the consecutive layers, and a hidden state matrix (or embedding)
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Figure A.1: Early order parameter values based on Figure 2.3b.

Z ∈ R4×N is calculated, with same dimensions as the input state matrix X. This
matrix Z is provided again as input to the GNN structure described above (see
left side of Figure 2.5) and a new tensor Ψ is calculated based on the neighborhood
embedding procedure. Providing the calculated hidden state matrix Z as an input
to the GNN is termed “message passing” [335], and is a typical procedure when
training GNNs. Message passing essentially allows the NN to calculate a hidden
state representation for each node i but also leverage information of non-adjacent
neighbors for the calculation after the first repetition. We observe that allowing
the message passing process to repeat 4 times maximizes the performance of the
network for the current control task. For example, in the second iteration of the
above procedure, the input tensor Ψ of the GNN contains a representation calculated
by a functional on an aggregation over all the state i of all adjacent nodes j′ of
each neighbor j of node i, based on the NN parameters. In conclusion, the GNN
architecture aims to learn a state representation Z that can be used to produce
efficient control signals that take into account the states of non-neighboring nodes
of each driver. After the last message propagation is finished, the mean over the
channels is calculated over the hidden state matrix 〈Z〉0 generating a hidden state
vector zzz ∈ RN .

Reinforcement Learning

In this section, we focus on the technical details of the RL baseline we used in
the main paper. Reinforcement learning is often described as “model-free” and
addresses the (i) prediction problem and (ii) control problem [145]. We note that RL
approaches may suffer from credit assignment challenges, where a reward signal is
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uninformative regarding the specific actions (especially in terms of time) that help
reach the goal [180]. In contrast to RL, the proposed NODEC is not model-free
and the underlying gradient descent is directly calculated from the loss function.
Therefore, we do not need to consider value prediction and credit assignment. It is
possible to design a model-free NODEC by learning the underlying system dynamics
simultaneously with control, which could be an interesting future extension of our
work. Note that a direct performance comparison between RL and NODEC in
terms of target loss may be considered unfair especially towards RL methods, unless
extensive hyperparameter optimization is performed beforehand.

We first implement SIR-type dynamics as an RL environment. The softmax
activation function and budget assignment discussed in Section 2.4 take place in the
environment and RL computes the softmax logit values over all nodes. Reinforcement
learning is allowed to interact with the environment in a fixed interaction interval
∆t = 10−2, similar to NODEC. A2C and SAC implementations are taken from
StableBaselines31. Both implementations were tested for different parameter sets
and trained for at least 50000 steps. Unfortunately, no implementation was able to
“flatten the curve” considerably better than random control. Next, we use the TD3
implementation from Tianshu2, which currently showcases high-speed benchmarks
and allows more customization of policy/critic architectures. The corresponding RL
training takes around 17 seconds per epoch, whereas NODEC takes approximately
5.5 seconds per epoch. Neither TD3 or NODEC fully utilized the GPU in terms of
computing and memory resources, often staying below 50% of usage, while memory
utilization usually was below 10GB per method.

We show an overview of the hyperparameters that we use to train TD3 in
Table A.1. For more detailed explanations of these hyperparameters, see Ref. [155]
and the Tianshu documentation3. Several baseline architectures in RL frameworks
are often fully-connected multilayer perceptrons. Still, we observe that the GNN
presented in Figure 2.5 was more efficient in converging rewards in less computation
time. We trained all models for 100 epochs and stored and evaluated the best model.
In SAC and A2C, one training environment was used, whereas TD3 was sampling
from two independent environments simultaneously due to its computational speed.

In terms of parameters both the TD3 policy network and NODEC GNN have
exactly the same learning parameters (weights), but training is very different, as the
gradient flows described in Figure 2.1 and Algorithms 2.1 and 2.2 cannot happen.
The value function is now used for the calculation of similar gradients by predicting
the cumulative reward signal. We studied several possible reward designs, and in
the end we rigorously tested the following rewards:

The first reward signal we tested is calculated based on the mean number of
infected nodes belonging to the target sub-graph ĪG∗(t) at time t:

ρ1(t) = −(ĪG∗(t))
2∆t. (A.1)

1 https://github.com/DLR-RM/stable-baselines3
2 https://github.com/thu-ml/tianshou
3https://tianshou.readthedocs.io/en/latest/api/tianshou.policy.html?

highlight=td3#tianshou.policy.TD3Policy
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Although this reward seemingly provides direct feedback for an action, it also leads
to several challenges. First, it does not necessarily flatten the curve, but it minimizes
the overall infection through time. Such a reward could, for instance, potentially
reinforce actions that lead to “steep” peaks instead of a flattened infection curve,
as in practice it minimizes the area under the I(t) curve. Furthermore, as current
containment controls may have effect if applied consistently and in the long term,
such reward design suffers from temporal credit assignment, since the reward value
depends on a long and varying sequence of actions. Finally, any actions that happen
after the peak infection occurrence will still be rewarded negatively, although such
actions do not contribute to the goal minimization.

The next reward

ρ2(t) =

 0 , if t < T

−(maxt≤T ĪG∗(t))
2 , otherwise

(A.2)

is designed to overcome the aforementioned shortcomings. This reward signal is
sparse through time, as it is non-zero only at the last step of the control when the
infection peak is known. The main property of interest of Relation (A.2) is that it
has the same value as the loss that we used to train NODEC (see Relation (2.22).
This reward signal also suffers from credit assignment problems. As the reward is
assigned at a fixed time and not as a direct result of the actions that caused it, the
corresponding reward dynamics is non-Markovian [336]. To address challenges caused
by rewards with non-Markovian properties, reward shaping [337] and recurrent value
estimators [338] can be used. Furthermore, n–step methods or eligibility traces can
be evaluated if we expect the reward signal to be Markovian but with long and/or
varying time dependencies.

The final reward ρ3(t) that we evaluated and used in the presented results is
designed with two principles in mind:∑

t

ρ3(t) ∝∼ max
t≤T

(ĪG∗(t))
2 (A.3a)

arg min
t≤T

∑
t

ρ3(t) = arg max
t≤T

(ĪG∗(t)). (A.3b)

Following those principles, the reward signal is approximately proportional to and
provides information about the value of the infection peak used in the NODEC loss
calculation. The reward sum minimizes exactly at the time when peak infection
occurs. This property is expected to reduce effects of temporal credit assignment.
When aiming to replace the proportionality in Relation (A.3a) with an equality,
we reach the following reward signal design presented in the main thesis chapter
Relation (2.23):

ρ3(t) =

0, if ĪG∗(t) ≤ maxτ<t(ĪG∗(τ))

−Ī2G∗(t) + (maxτ<t ĪG∗(τ))2, otherwise,
(A.4)
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which is equivalent to the reward function of Relation (2.23) in the main paper. It is
straightforward to show that Relation (2.23) indeed satisfies∑

t

ρ3(t) = max
t≤T

(ĪG∗(t))
2 (A.5)

and Relation (A.3b). This reward greatly improved performance without resorting
to recurrent value estimators or further reward shaping. Still, after all proposed
reward design and hyper-parameter optimization, NODEC has a higher performance
(see Figure A.2), although TD3 performs better than random control.

In Figures A.3a and 2.7 the dynamic controls of both RL and NODEC seem to
focus on protecting the target sub-graph by containing the infection as it spreads. In
contrast to targeted constant control, they succeed in doing so by protecting driver
nodes outside the target sub-graph. When comparing the dynamic control patterns,
the budget allocation of NODEC seems to be much more concentrated on specific
nodes, and it creates more often contiguous areas of containment.

In Figure A.2, we also show the evolution of the proportion of susceptible
S(t), infected I(t), recovered R(t), and contained individuals Y (t). We observe
that TCC and NODEC show clear signs of flattening the curve by preserving the
highest susceptibility fraction and lowest recovery fraction at time T , which can be
interpreted as less susceptible nodes becoming infected and needing to recover. The
random method outperforms the other frameworks in terms of effective containment
fractions, as random control assignments at each time step let the disease spread
such that higher proportions of infected individuals I(t) are reached in the target
sub-graph and therefore drivers with high infection fractions are effectively contained
when controlled. Although low energy effective containment might seem favorable at
first sight, it is not optimal in terms of flattening the curve with restricted budget,
as it allows high infection fractions to occur within an area of interest. Budget
restrictions often do not allow to fully constrain the spread in all infected nodes.

In Figure A.4, we observe that although RL does not converge in terms of critic
and actor loss, it still converges to a higher reward. This confirms that RL is capable
of controlling continuous dynamics with arbitrary targets, but it requires significant
parameterization and training effort to have good stable value estimates.

Finally, we tried to examine transfer learning capabilities from NODEC to RL.
A closer look at Figure 2.5 reveals that the parameterized graph neural architecture
used for NODEC and RL can be the same, i.e. there are no weights in the decision
network layers of Figure 2.5. This means that the architectures trained with NODEC
can be used as the “logit” action policy in RL, showcasing an effective use of transfer
learning. In the given example, the RL policy network starting with trained NODEC
parameters, is further trained for 100 episodes. After training, RL had a similar
performance as NODEC since both methods flatten the curve at approximately
ĪG∗ = 0.0788. This means that RL did not improve the solution generated by
NODEC. This example can be used to illustrate the interplay between NODEC
and RL and how they can be used in synergy, e.g. when back-propagating through
continuous dynamics is too expensive for high number of epochs. Reinforcement
learning can be used as a meta-heuristic on top of NODEC, and the latter can be
treated as an alternative to imitation learning.
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Table A.1: Tested and evaluated hyperparameters for the TD3 reinforcement learning
baseline.

Hyper-Parameter Value Tested Values

Actor learning rate 0.0003 0.0003, 0.003, 0.03
Actor architecture GNN GNN, FC
Critics learning rate 0.0001 0.0001, 0.001, 0.01
Critics architecture FC FC
τ (Polyak update parameter) 0.005 0.005, 0.05
γ (discount factor) 0.99 0.5, 0.8, 0.99, 1
exploration gaussian noise mean 0.01 0, 0.01. 0.1
update frequency of actor parameters 4 epochs 1–4 epochs
policy noise 0.001 0.001. 0.01, 0.1
noise clip 0.5 0.5, 0.2
reward normalization True True, False

A.3 Other Notes

Hardware and code

Our experiments were mainly conducted on a dedicated server that was equipped
with a NVIDIA TITAN RTX GPU, 64GB of RAM, and an Intel I9 9900KF 8-core
processor. Partial code tests with assertions were conducted to examine (i) stiffness,
(ii) numerical errors or bugs, and (iii) validity and similarity of the same dynamics
controlled by different models. For the majority of the experiments seeds are fixed and
initial states parameters are stored in data files to enable reproducibility. ODEsolve
and sample experiments may be affected by stochasticity on different machines.
Based on statistical testing, we observe that with a good initialization and NN
hyperparameter optimization, NODEC performs close to the reported values. Future
works under provided repository, may perform extensive hyper-parameter studies
dedicated to specific dynamics and graphs. The average training time of NODEC
per task is between 5-10 minutes depending on the complexity of the task. Baseline
methods calculations and parameterizations would also take minutes, making time
performance comparable.

The project code can be found on GitHub https://github.com/asikist/nnc
under MIT license. Numerical experiments are stored in the experiment folder
(please check github readme for more details).

ODE Solvers and Stiffness

We used the Dormand–Prince solver [158] for the majority of our numerical exper-
iments (in particular for training). For evaluating our results, we use a specific
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(e) Targeted constant control
(TCC) baseline.

Figure A.2: Evolution of the proportion of susceptible, infected, recovered, and contained
individuals for all baselines in the target subgraph G∗.

method, which allows the controller to change the control signal at constant time
intervals. This choice allows us to compare control errors and energy costs without
considering interaction frequency bias that occurs when one method outperforms
another method because the solver allowed it to interact more often with the system
and produce more tailored control signals. Adaptive step length helps the NN to learn
controls for variable interaction intervals and approximate continuous control better.
We performed small-scale unit tests with VODE [158] against Dormand–Prince,
Runge–Kutta, and implicit Adams implementations, and we noticed that for most
systems numerical errors were negligible.

The goal of Chapter 2 is to evaluate the ability of NODEC to learn controls
within a solver. In future works that aim at controlling large-scale systems, different
ODE solvers may be chosen according to the system’s stiffness and performance
requirements of the application. Whenever dynamics and training had high VRAM
requirements, the adjoint method was used, mainly the implementations from
Refs. [136, 339].
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Figure A.3: Spread of infection for baselines.

Adaptive Learning Rate Training

Learning rate plays an important role on reaching a low energy control. In order to
determine the optimal learning rate values we propose the adaptive learning rate
scheme found in the Algorithm A.2.
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Figure A.4: RL learning performance evaluation plots using Tensorboard with 0.8
smoothing.
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Algorithm A.2: Adaptive Learning rate training process of NODEC.
Result: www

1 Init:: xxx0, www, (((f)(·), ODESolve(·), Optimizer(·), J(·), xxx∗;
2 Params:: η, epochs, q, tolRatio;
3 epoch ← 0;
4 bestLoss ←∞;
5 bestParams ← copy(www);
6 previousLoss;
7 while epoch < epochs do
8 t← 0 ;
9 xxx← x0x0x0;

10 XTt0 , hasNumInstability← ODESolve(xxx, 0, T,fff, ûuu(xxx(t);www));
11 if J(XTt0 ,xxx

∗) > tolRatio · previousLoss∨ hasNumInstability then
12 w ←w ←w ← bestParams;
13 η ← ηq;
14 Optimizer.reset();
15 Optimizer.learningRate ← η;
16 end
17 else
18 if J(xxx,xxx∗) < bestLoss then
19 bestParams ← copy(www);
20 bestLoss ← J(xxx,xxx∗);
21 end
22 previousLoss ← J(xxx,xxx∗);
23 Optimizer.update(www,J(xxx,xxx∗));
24 end
25 end
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A.4 Nomenclature

The notation used in the respective chapter is summarized in Tables A.3, A.5 and A.7.

Table A.3: Nomenclature Part I for Section 2.3.

t0 The initial time for control of a dynamical process. Often we
may also use t = 0 without loss of generality.

T The terminal time for control of a dynamical system.
∆t A time-interval.

G(V,E) A graph represented as an ordered pair of a set of nodes V
and a set of edges E.

N The number of nodes in a graph N = |V|.
A The adjacency matrix that represents a graph G. It has non

zero elements Ai,j 6= 0 if and only if nodes i, j are connected.
xxx(t) A vector xxx(t) ∈ RN , which denotes the state of a dynamical

system at time t.
xxx∗ A vector that denotes the target state of a dynamical system.
ẋxx(t) Newton’s dot notation for differentiation of the system state.
M The number of driver nodes, i.e. nodes that can be controlled

in a graph. As the driver nodes is a subset of all the nodes we
have M ≤ N .

fff(t,xxx(t),uuu(xxx(t))) The system evolution function that denotes the dynamic
interactions between nodes and drivers when calculating the
state derivative.

uuu(xxx(t)) A feedback control signal function uuu(xxx(t)) : RN → RM

calculated based on the system state at time t.
B A driver matrix B ∈ RN×M , where Bi,m = 1 if node i is the

m-th driver node and receives a control signal um(t).
E (uuu(xxx(t))) The total energy value of a control signal calculated from

time t0 until time t.
ûuu(xxx(t)) A control signal value calculated by NODEC.

www Vector with NN parameters for NODEC.
XTt0

The state trajectory between t0 and T . An ordered set of
state vectors xxx(t), t ∈ [t0, T ].

J(XTt0
,xxx∗;www) Learning and control objective function for NODEC. In the

current work, we evaluate control goals xxx∗ that are achieved
over a state trajectory XTt0

.

∆www Gradient descent update for NN parameters.
η Learning rate hyper-parameter for gradient descent.

hhh(t) The hidden state evolution function used in the neural ODE
paper [136].

ODESolve(xxx(t), t, T,fff,uuu) The function that denotes a numerical ODE solving scheme.
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Table A.5: Nomenclature Part II (Coupled Oscillators) for Section 2.4.

ωi Natural frequency of oscillator (node) i.
K Coupling constant.

h(xi − xj) 2π-periodic function function that couples oscillators. Often
the sine function is used, s.t. h(·) = sin(·).

xxx� Synchronized steady state of coupled oscillator system.
D the graph degree diagonal matrix D of G, where all

off-diagonal elements are 0 and diagonal elements are equal to
the degree Di,i = di of the corresponding node.

L the graph Laplacian matrix L = D −A of G.
L† Pseudo-inverse of the graph Laplacian matrix L of G.

bbb(FC) The feedback control gain vector of the FC baseline.
r(t) Order parameter, which denotes the synchronization of

coupled oscillators.
ζ Scaling parameter for feedback control baseline.
τ Timestep.
Ξ Number of timesteps for discretizing the time period [0, T ].
ξ Timestep index used to calculate discretized approximations

of continuous time metrics.
rNODEC(t) Order parameter value achieved under NODEC control at

time t.
ENODEC(t) Total energy value achieved under NODEC control at time t.

rFC(t) Order parameter value achieved under feedback control
baseline at time t.

EFC(t) Total energy value achieved under feedback control baseline
control at time t.
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Table A.7: Nomenclature Part III (Disease Spreading) for Section 2.4.

Si(t) Susceptible fraction of individuals at node i at time t.
Ii(t) Infected fraction of individuals at node i at time t.
Ri(t) Recovered fraction of individuals at node i at time t.
Yi(t) Contained fraction of individuals at node i at time t.
X(t) The matrix representation of the state, where the state

vectors sss, iii, rrr,sss as rows. Columns represent the node index in
the graph.

G∗ Target sub-graph, i.e. the subset of nodes that we are
interested to reduce the peak infection.

β Infection rate.
γ Recovery rate.
cj A number sampled from a uniform distribution cj ∼ U(0, 1)

to calculate random control.
b Control budget. A linear constraint on maximum total

control that can be applied on the graph at time t.
ρ(t) Reward signal for reinforcement learning techniques.
di The degree of a node i.
d̂ The maximum degree.
Ψ Input tensor for convolutional NN of the GNN.
Z Output of hidden layers to be used for message propagation in

the GNN.
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Figure B.1: An alternative calculation of sustainability index illustrated in Figure 5.
This calculation uses a theoretical normalized aggregate association score that does not
respect the reduction design principle of Section B.3. To avoid violation of the bounding
properties of Relation (B.19), the clipping methodology introduced in Section B.3 is used.
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Figure B.4: Wordclouds of preference and product tags. The size is proportional to the
number of products assigned to each tag.
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Figure B.8: Estimate the % of highly rated products you finally bought:
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(b) Retailer B.
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Figure B.9: Evaluation of mean normalized sustainability index (colorscale) per category
across the different price bins per category as denoted in Table B.24 for all products of
each retailer.
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Retailer A Retailer B

Figure B.10: The distribution of sustainability index per preference for all products in
both retailers (Retaieler A left, Retailer B right).

(a) Answering the demo-
graphics questions in the en-
try survey.

(b) Assigning preference
scores.

(c) Notification for extreme
preference scores, which are
also explained to the user in
the app tutorial.

Figure B.11: Survey and the preference user interfaces of ASSET.
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(a) The main screen of the
application.

(b) Presenting nearby prod-
uct categories.

(c) Receiving product rat-
ings.

Figure B.12: Using the application.

(a) The amount a preference
contributes to the product
rating.

(b) Product tags that con-
tribute a positive amount to
the rating.

(c) Product tags that con-
tribute a negative amount
to the rating.

Figure B.13: Preference and product tag contribution to the rating. This feature
improves the explainability of the product rating.
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B.2 Supplementary Tables

Table B.1: Environmental Preferences. The preferences setting options provided in
value-sensitive smartphone application.

Preference Description ID

1. Products disposed
in an environmentally
friendly way (e.g. bio-
degradable or recy-
clable packaging)

Products and product packages that can be recycled
efficiently or are biodegradable and do not cause envi-
ronmental hazard when disposed of.

E.1

2. Products pro-
duced and distributed
in an environmentally
friendly way

A product has a sustainable lifecycle if during manufac-
turing, distribution, consumption and disposal: it has
low CO2 and water footprint, low transportation costs,
it can be efficiently recycled and/or biodegradable and
produces no waste that is harmful to the environment.
Some examples include toxic waste, high CO2 emissions
during production, usage of palm oil during production
that leads to deforestation etc.

E.2

3. Sustainably farmed
products

Sustainable farming is achieved by a company by ap-
plying farming methods such as Integrated Pest Man-
agement, No-till agriculture, biodynamic and permacul-
ture. For sea products, aquaculture is preferred instead
of free fishing. The countries where the company pro-
duces its products should have clear and fair regulations
regarding farming and land-management.

E.3
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Table B.3: Quality Preferences. The preferences setting options provided in value-
sensitive smartphone application.

Preference Description ID

1. Award winning or
high quality certified
products.

There are several officially recognized organizations
that offer awards and/or certifications to companies
that produce high-quality products.

Q.1

2. Fresh products Fresh products are directly brought from production to
the shelves of the supermarket. Fresh products usually
tend to be richer in nutrients. Also it is less likely for
fresh products to cause health problems to the digestive
system.

Q.2

3. Locally originated
and domestic prod-
ucts.

I prefer products that the country of origin is the same
as the one I am living in.

Q.3
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Table B.5: Social Preferences. The preferences setting options provided in value-sensitive
smartphone application.

Preference Description ID

1. Products eval-
uated with auditing
processes that rely on
sustainability criteria.

All the processes that enhance and enable sustainabil-
ity should be checked and validated from 3rd parties.
Auditing processes based on sustainability criteria sup-
port companies in adopting more sustainable processes
and also increase their transparency.

S.1

2. Products from com-
panies that actively
contribute to public
and social good

I prefer supporting companies, that sponsor charities,
scholarships, R&D, social activities

S.2

3. Products from com-
panies that support
animal rights protec-
tion

Brands that respect and support animal rights should
avoid factory farming, animal testing and any kind of
animal abuse/mistreatment during the production of
their products.

S.3

4. Products from com-
panies that support
fairness and equality
in the workplace

Brands that treat their workers equally and respect
their rights. Such brands should take action against
any discrimination between their employees and pro-
mote gender and race equality.

S.4

5. Products from com-
panies with transpar-
ent activities

I prefer buying products from companies that are open
to sharing the impact and nature of their operation.

S.5

6. Products from fair
trade label companies

Fair trade focuses on human rights in general. Compa-
nies should respect human rights and trade with pro-
ducers in developing and developed countries in a fair
manner, offering fair prices for raw materials and not
abusing local laws for fair resource sharing, like public
water sources, fair land management etc.

S.6
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Table B.7: Health Preferences. The first 7 preferences setting options provided in
value-sensitive smartphone application.

Preference Description ID

1. Allergen-free prod-
ucts

Food allergens are typically naturally-occurring pro-
teins in foods or derivatives of them that cause abnor-
mal immune responses. Eight ingredients cause about
90% of food allergy reactions: Milk (mostly regarding
children), Eggs, Peanuts, Tree nuts, like walnuts, al-
monds, pine nuts, brazil nuts, and pecans, Soy, Wheat
and other grains with gluten, including barley, rye,
and oats, Fish (mostly in adults), Shellfish (mostly in
adults)

H.1

2. Gluten-free prod-
ucts

A gluten-free diet is a diet that strictly excludes gluten,
a mixture of proteins found in wheat and related grains,
including barley, rye, oat, and all their species and hy-
brids (such as spelt, kamut, and triticale). The inclu-
sion of oats in a gluten-free diet remains controversial,
and may depend on the oat cultivation and the frequent
cross-contamination with other gluten-containing cere-
als.

H.2

3. High-protein prod-
ucts

Protein is one of the three macronutrients, along with
carbs and fat. It is beneficial for building muscle. Pro-
tein serves a number of important functions in your
body. It is made up of individual amino-acids, includ-
ing many that your body cannot create on its own. Pro-
tein is the main component of your muscles, bones, skin
and hair. These tissues are continuously repaired and
replaced with new protein.

H.3

4. Lactose-free prod-
ucts

A lactose free diet means eating foods that have no
lactose. Lactose is a sugar that is a normal part of dairy
products. Some people do not break down lactose well.
They may not have enough lactase, the enzyme that
breaks lactose down in the body. Or, their body may
create lactase variants that do not work properly.

H.4

5. Low fat products Fats are a type of nutrient that you get from your diet.
It’s a major source of energy. It helps you absorb some
vitamins and minerals. Fat is needed to build cell mem-
branes, the vital exterior of each cell, and the sheaths
surrounding nerves. It is essential for blood clotting,
muscle movement, and inflammation. It is essential to
eat some fats, though it is also harmful to eat too many.
For long-term health, some fats are better than oth-
ers. Good fats include monounsaturated and polyun-
saturated fats. Bad ones include industrial-made trans
fats. Saturated fats fall somewhere in the middle. Satu-
rated fats raise your LDL (bad) cholesterol level. High
LDL cholesterol puts you at risk for heart attack, stroke,
and other major health problems. Trans fats can raise
LDL cholesterol levels in your blood. They can also
lower a person’s HDL (good) cholesterol levels.

H.5

6. Low salt products There is also some evidence that too much salt can dam-
age the heart, aorta, and kidneys without increasing
blood pressure, and that it may be harmful for bones,
too.

H.6
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Table B.9: Health Preferences. The remaining preferences setting options provided in
value-sensitive smartphone application.

Preference Description ID

7. Low sugar prod-
ucts

Added sugar is known to cause heart diseases. Sugar
delivers “empty calories” — calories unaccompanied by
fiber, vitamins, minerals, and other nutrients. Too
much added sugar can replace healthier foods from a
person’s diet.

H.7

8. Products rich in an-
tioxidants

Antioxidants come up frequently in discussions about
good health and preventing diseases. Their nature is
to prohibit (and in some cases even prevent), the oxi-
dation of other molecules in the body. Oxidation is a
chemical reaction that can produce free radicals, lead-
ing to chain reactions that may damage cells. The term
"antioxidant" is mainly used for two different groups
of substances: industrial chemicals which are added to
products to prevent oxidation, and natural chemicals
found in foods and body tissue which are said to have
beneficial health effects. It is often debated whether
they actually prevent diseases, which antioxidant(s) are
needed from the diet and in what amounts beyond typ-
ical dietary intake.

H.8

9. Products without
artificial colours or fla-
vor enhancers.

Artificial colors and flavoring enhancers are used to pro-
duce coloring effects and improve food taste. In general
these substances are exhaustively tested in labs before
they are used in food production. Still, it is not fully
determined whether they cause health problems in the
long term.

H.9

10. Products without
preservatives

A preservative is a substance or a chemical that is
added to products such as food, beverages, pharmaceu-
tical drugs, paints, biological samples, cosmetics, wood,
and many other products to prevent decomposition by
microbial growth or by undesirable chemical changes.
Preservatives are used to prolong the shelf-life of the
product but may cause health problems in the long
term.

H.10

11. Products without
thickeners, stabilizers
or emulsifiers

Emulsifiers allow water and oils to remain mixed to-
gether in an emulsion, as in mayonnaise, ice cream, and
homogenised milk. Stabilizers, thickeners and gelling
agents, like agar or pectin (used in jam for example)
give foods a firmer texture. While they are not true
emulsifiers, they help to stabilize emulsions. These ad-
ditives may cause health problems in the long term.

H.11
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Table B.11: Health Preferences. The remaining preferences setting options provided in
value-sensitive smartphone application.

Preference Description ID

12. Vegan products Vegans choose not to consume dairy, eggs or any other
products of animal origin, in addition to not eating
meat like the vegetarians. Veganism was originally de-
fined as "the principle of emancipation of animals from
exploitation by man."

H.12

13. Vegetarian prod-
ucts

The Vegetarian Society defines a vegetarian as follows:
"A vegetarian is someone who lives on a diet of grains,
pulses, legumes, nuts, seeds, vegetables, fruits, fungi,
algae, yeast and/or some other non-animal-based foods
(e.g. salt) with, or without, dairy products, honey
and/or eggs. A vegetarian does not eat foods that con-
sist of, or have been produced with the aid of products
consisting of or created from, any part of the body of a
living or dead animal. This includes meat, poultry, fish,
shellfish*, insects, by-products of slaughter** or any
food made with processing aids created from these."

H.13
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Table B.13: An example of association score values and their corresponding meaning.
RDA refering to “Recommended Daily Allowance” [340]. LDL refering to “Low-density
lipoprotein”.

association score product tag zzz preference tag
ωωω

Meaning

r(z, ω) = 1 vegetable vegetarian
diet

p fully supports c
via z

r(z, ω) ∈ (0, 1) 10% RDA
Vitamin C

healthy diet p partially supports
c via z

r(z, ω) = 0 contains
sugar

animal rights z is irrelevant to ω

r(z, ω) ∈ (−1, 0) contains LDL healthy diet ω partially opposes z

r(z, ω) = −1 contains eggs vegan diet ω fully opposes z
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Table B.14: Alternative approaches. Overview of online sources that provide sus-
tainability ratings. Most of these approaches limit their scope to evaluation of brands
rather than a broad spectrum of products. They are online web approaches with limited
integration to shopping processes in retailer shops. Explainability is not explicitly provided
and data may only be collected in a centralized fashion. They do not always capture a
broad spectrum of sustainability goals. No rigorous evaluation with field studies has been
shown how they impact sustainable consumption.

Organization Sector Scope Target Computation Main Focus Rating
Type

rankabrand [341] General Brand Crowdsourced Environment,
Social and
Health

Ordinal

GoodGuide® [342] Personal Care,
Household
Supplies, Babies
and Kids
products

Product Ingredient
analysis based
on official
regulations

Environment
and Health

Continuous

Shop
Ethical! [343]

General Brand Screening and
reports for
praises and/or
criticism
towards
companies based
on expert
weighting

Social and
Environmental

Ordinal

THE GOOD
SHOPPING
GUIDE [344]

General Companies,
Brands

Qualitative and
quantitative
evaluation based
on expert
criteria.

Environment,
Animals, People,
Ethical and
Other Factors

Ordinal

The Green Stars
Project [345]

General Companies,
Brands,
Ser-
vices,
Prod-
ucts
etc.

User based
reviews and
rating
assignment

Social and
Environmental

Ordinal

WikiRate [346] General Company Allows for
implementation
of any rating
based on the
data the website
offers

Environmental,
Social and
Governmental
Concerns

Any

Behind the
Brands [347]

Food Brand Expert based Social,
Environmental
and Ethical

Continuous,
ordi-
nal
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Table B.16: Data Sources. The data sources used for the construction of the used
ontology. Websites accessed on January 2020.

Source Type Institute Website

Retailer
Database

Coop Estonia coop.ee

Winkler Markt www.winklermarkt.at

Online
Datastores

GS1 gs1.org

ecoinvent ecoinvent.org

Experts

AINIA ainia.es

BIA bia.ee

ETH ethz.ch

Ethical Consumer Workshop 2017 ethicalconsumer.org

LCM lcm.at

VKI vki.at

Crowdsourcing
Wikipedia wikipedia.org

Social Impact Data Hack sidh2017.ut.ee

Table B.18: Total number of participants per surveu per retailer.

Retailer Survey # Users

Retailer A

Entry 323

Exit 44

Preferences 315

Winkler Markt

Entry 69

Exit 12

Preferences 66
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B.2 Supplementary Tables

Table B.20: Causal Impact Analysis. Best kNN matches for treatment group selected
on the DTW euclidean distance on high mean rating products weekly expenditure. The
control group is selected by using covariates for matching between users. Since different
values of k result in different control group per combination of criteria the best value of
k is selected via a dynamic time warping of weekly expenditure before treatment. The
warping window size is 1, meaning that the algorithm searches 1 week before or after to
match the expenditure of the current weekly expenditure between control and treatment.

Retailer Monthly Total
Expenditure

Distribution of
Monthly
Expenditure
per Category

Monthly Repre-
sentations

Distance k

retailer A

- - 0.030852 5

- - 0.037871 5

- 0.032995 2

- - 0.032736 4

- 0.033386 5

- 0.033722 2

0.035229 4

retailer B

- - 0.056523 1

- 0.061028 2

- - 0.066083 2

- 0.055792 2

- 0.061923 1

0.059597 2
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Table B.22: The summary of the causal impact analysis for Retailer A and Retailer A
users. The reported decimal values in the table are rounded.

Retailer
Average Cumulative

p
value s.d. 95% c.i. value s.d. 95% c.i.

A
Actual 0.8 - - 14.7 - -

≤
0.001Prediction 0.6 0.0 [0.5, 0.6] 10.8 0.3 [10.1, 11.4]

Absolute
Effect

0.2 0.0 [0.2, 0.2] 4.0 0.3 [3.3, 4.6]

Relative
Effect

36.7% 3.1% [30.7%, 42.8%] - - -

B
Actual 0.6 - - 10.1 - -

≤
0.001Prediction 0.4 0.0 [0.3, 0.5] 7.1 0.8 [5.4, 8.7]

Absolute
Effect

0.2 0.0 [0.1, 0.3] 2.9 0.8 [1.4, 4.7]

Relative
Effect

41.0% 11.8% [19.2%, 65.4%] - - -
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Table B.24: The price bins used for classifying a product according to its price per unit
in Figure B.9. Each product price is compared against prices of other products in the
same category. Package specific quantities are not taken into account.

Label Normalized Price Range Description

B1 (0, 0.33) The 33% of lowest product
prices in category

B2 (0.33, 0.66) Between 33% and 66%
product prices

B3 (0.66, 1) The 66% and 100% of high-
est product prices in cate-
gory

B.3 Supplementary Methods

Ontology

In the used product ontology, product characteristics are summarized in the form of
words or phrases, the product tags. Each product tag z can be assigned to one or
more products and it summarizes concepts and characteristics of a product p. Every
product p can be assigned to multiple product tags. The set of all product tags
denotes the semantic space of product characteristics. Product tags are generated
based on the data available from the data sources. For example p = "cabbage" is
associated with the product tag z = "vegetable".

The consumer preferences (see Table B.1-B.7) are also represented in the consumer
preference ontology. Several challenges arise when defining an universal golden
standard regarding a sustainable consumption behavior. Therefore, a personalized
view on sustainable consumption is evaluated per consumer. Each preference is
presented to the consumer in form of a statement c. Each statement is accompanied
by a description that explains the sustainability concepts composing this preference,
e.g. c = "I prefer vegan products.". A consumer u then assigns numerical values to
each preference statement c, to express support, opposition or neutrality towards
the preference statement. This numerical value is referred to as preference score su,c.
The preference score is bound in the range of [0, 2 · s], where s is the mean value of
the range. The minimum value of the score implies that a consumer fully opposes a
sustainability preference. The maximum value implies fully supports a sustainability
preferences. The mean value of the scale implies no consumer preference regarding
a sustainability criterion. An assigned preference score is stored in the device of
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Table B.26: (Max-Min) Normalized price per category and normalized sustainability
index for retailer A. Relevant to Figure B.9a.

Preference Correlation p-value

E.1 0.03 0.21

E.2 -0.08 0.00
+E.3 0.10 0.00

H.1 0.09 0.70

H.2 1.00 -

H.3 -0.05 0.47

H.4 - -

H.5 -0.02 0.21

H.6 -0.03 0.17

H.7 -0.04 0.12

H.8 - -
-H.9 -0.10 0.01

H.10 0.14 0.23

H.11 0.03 0.74
-H.12 -0.88 0.02

H.13 0.13 0.11

Q.1 - -

Q.2 - -
+Q.3 0.12 0.01

S.1 - -

S.2 - -

S.3 0.00 0.81

S.4 -0.05 0.00

S.5 0.02 0.21

S.6 0.07 0.00

a consumer u, and represents personalization. The rating system calculates the
product rating %(p, u) for a given product p and a consumer u based on the preference
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scores. The introduced method extends the semantic differential methodology for
evaluating associations of product characteristics and sustainability preferences [348,
349].

Preference statements usually express abstract complex sustainability aspects.
These aspects are decomposed into simpler ones creating a hierarchical ontology. A
word or phrase, referred to as preference tag ω, represents an aspect of a preference
statement. For example, c = "I prefer products that can be disposed in a sustainable
manner." is composed by two sustainability preference tags: ω1 = "biodegradability",
which is the ability of the product to dissolve within an acceptable time and without
harming the environment [350], and ω2 = "recycling capability", which denotes
whether a product can be recycled in an efficient and environmentally friendly
way [351]. In other words, a preference tag ω ∈ 
c, which belongs to a preference
tag set 
c of a preference c, compresses and represents information regarding the
concepts that compose the preference statement c.

The main challenge of designing an ontology for a sustainable consumption
ontology is to define quantifiable associations between the semantic spaces of product
tags and preference tags. To enable numerical calculation for product ratings we
use the ontological design as sketched in Figure B.2. Several ontological connections
are introduced to calculate the aggregate support or opposition of a product to a
consumer’s preferences.

The ontology of sustainability concepts has hierarchical structures of con-
cepts [352], where one concept is composed of several other concepts q ∈ Q. If
it is not feasible to further decompose a concept, then such a concept is referred to
as a primitive concept1. A semantic association framework introduces a logic
for quantifiable semantic associations between a product tag z and a preference tag
ω. Examples of such associations can be found on Table B.13. The associations
between tags are quantified in a shared semantic space Q, which contains all concepts
relevant to products and sustainability preferences. The space is defined with the
following two assumptions:

1. The individual elements of this space are primitive concepts that cannot be
decomposed into other concepts within the defined sustainability scope.

2. Complex concepts are represented as sets that contain all the primitive concepts
that compose them. For instance, the preference tag ω = "vegan" may be
decomposed to the set Qω = { "no animals involved in production", "no animal
products involved in production", . . .} where Qω ⊆ Q.

Suppose a product tag expresses one or more primitive concepts. The set of those
concepts is defined as Qz ⊆ Q. Following the same logic, let a preference that its
existence is denoted by the union of primitive concepts such as Q+

ω . An association
between the product and the preference tag is defined as the overlap between the
primitive concepts that each tag represents Qz ∩ Q+

ω as shown in Figure B.3a. This
overlap is maximized when all primitive concepts that compose the preference tag

1The definition of primitive concepts serves more as a theoretical tool, with which the
scope of the sustainability can be determined.
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also compose the product tag. The following positive association score is defined:

r+(z, ω) =

∣∣Qz ∩ Q+
ω

∣∣∣∣Q+
ω

∣∣ (B.1)

The score is bounded, since:

Qz ∩ Q+
ω ⊆ Q+

ω ⇔ r+ (z, ω) ∈ [0, 1] (B.2)

For example, let a product tag and the relevant primitive concepts: z = "vegetable"
with Qz = { "minimal CO2 footprint", "plant part", "not animal product"}. Suppose
the following two preference tags, which are decomposed to primitive concepts,
ω1 = "vegetarian diet" with Qω1 = { "plant part", "not animal product"} and
ω2 = "sustainable production" Qω2 = { "minimal CO2 footprint", "minimal water
footprint", "no toxic waste"}. The "vegetable" product tag is composed of concepts
which are enough to guarantee a "vegetarian diet". Yet, the "vegetable" product
tag is composed of some but not all of the concepts that guarantee a sustainable
production.

A product tag may oppose the existence of a preference tag concept. For example
the concept of "animal product" in food, fully opposes a "vegan diet" preference.
When a product contains animal products, then it is definitely not vegan. Partial
opposition is also possible, as for example the concept "contains lactose" indicates
that a product probably contains animal products, as lactose is a protein mainly
found in milk [353]. Therefore, the need to define opposite associations arises. The
negative primitive concepts of a preference tag are defined as a set Q−ω . For that, an
association is defined when the concept in a product tag is mutually exclusive with
concepts defining a preference tag. In this case a negative association score evaluates
the overlap of concepts belonging to the set of simple concepts of the product tag
Qz ∩ Q−ω . The negative association score is defined as:

r−(z, ω) =

∣∣Qz ∩ Q−ω ∣∣∣∣Q−ω ∣∣ (B.3)

The negative score is also bounded, since:

Qz ∩ Q−ω ⊆ Q−ω ⇔ r− (z, ω) ∈ [0, 1] (B.4)

The preference tag is defined by the union of its negative and positive concepts
Qω = Q+

ω ∪ Q−ω as shown in Figure B.3b. E.g. the preference tag ω = "vegan" can
be decomposed to the supporting primitive concepts Q+

ω = "plant part".
Product tags that contain primitive concepts that both oppose and support a

preference tag are also possible. In such case, the sum of positive and negative scores
is calculated. For this calculation, it is assumed that positive simple concepts cancel
out negative concepts and vice versa. The association score between a product tag
and a preference tag is defined as:

r(z, ω) = r+(z, ω)− r−(z, ω)
B.2,B.4,B.5⇔ r(z, ω) ∈ [−1, 1] (B.5)

158



B.3 Supplementary Methods

This is denoted as the individual bounding property of the score and applies
to all association scores between any product and preference tags.

A product is often related to a set of product tags zp, therefore it can be
represented by the union of all primitive concepts of these tags:

Qp =
⋃
z∈zp

Qz (B.6)

An example of how a product p is decomposed to the primitive concepts of the
product tags it consists of is found in Figure B.3c.

In practice, the calculation of the association score is performed by knowledge
systems that rely on (i) expert knowledge, (ii) crowdsourcing and (iii) machine
learning. As illustrated on line 4 in Table B.13, the products that contain high
quantities of LDL, oppose the preference tag "healthy diet", e.g. the health of the
cardiovascular system [354]. This is quantified via a negative association score value
in the range (−1, 0). The negative threshold value is assigned to the "contains eggs"
product tag, which fully opposes the "vegan" preference tag, as shown on row 5 of
Table B.13.

Associations between products p and preference tags are calculated by an ag-
gregated association score η(p, ω). According to Relation (B.6), the intersection
between all primitive concepts related to a product and a preference tag is used for
such calculation:

η(p, ω) =

∣∣Qp ∩ Q+
ω

∣∣∣∣Q+
ω

∣∣ −
∣∣Qp ∩ Q−ω ∣∣∣∣Q−ω ∣∣ (B.7)

Note that, it is challenging to assign primitive concepts directly to products. A
fixed sustainability scope supports the identification of overlaps and the existence
of primitive concepts. The definition of primitive concepts is challenging when the
ontology is under construction and the sustainability scope is not fixed. Conceptual
overlaps are common in real-world scenarios where product tags are usually derived
from labels or certifications, which are related to several primitive concepts, e.g.the
fair trade label. Intersection between a product tag and a preference tag r(z, ω)
quantifies their shared semantic space, consisting of at least one primitive concept.
The individual intersections between product tags and preference tags r(z, ω) can
be used for the approximation of the aggregated association η(p, ω). The number of
available product tags is considerably lower than the number of products worldwide.
When the product tags share primitive concepts, it may prove challenging to calculate
this intersection, especially when the primitive concepts are not identified. Shared
product tag primitive concepts introduce overlaps between intersections of different
product tags and a preference tag. Such overlaps introduce an error ε in the
approximation of the aggregate associations η(p, ω). Reducing the overlaps between
product tags of the same product, minimizes this error, as shown in Lemma 2.

Lemma 2. The aggregated association η(p, ω) between a product p and a preference
tag ω is approximated with error ε by the sum of tag associations r(z, ω) of each
related product tag z ∈ zp with the preference tag ω, assuming that the primitive
concept overlaps between product tags are minimized

⋂
z∈zp

Qz → 0, such that ε→ 0.
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Proof. A product is defined as the union of associated primitive concepts that product
tags represent. Therefore the aggregated association for z ∈ zp is:

η(p, ω) =

∣∣Qp ∩ Q+
ω

∣∣∣∣Q+
ω

∣∣ −
∣∣Qp ∩ Q−ω ∣∣∣∣Q−ω ∣∣ Relation (B.6)⇔

η(p, ω) =

∣∣(⋃
z Qz

)
∩ Q+

ω

∣∣∣∣Q+
ω

∣∣ −
∣∣(⋃

z Qz
)
∩ Q−ω

∣∣∣∣Q−ω ∣∣ ⇔

η(p, ω) =

∣∣⋃
z

(
Qz ∩ Q+

ω

)∣∣∣∣Q+
ω

∣∣ −
∣∣⋃

z

(
Qz ∩ Q−ω

)∣∣∣∣Q−ω ∣∣
(B.8)

Each nominator can be further analyzed using the general form of the Inclusion-
Exclusion principle [355]. The first fraction nominator is expanded as, for any subset
of product tags ∅ 6= z′p ⊆ zp, and then all intersection between a preference tag and
more than one product are isolated to determine overlaps:∣∣∣∣∣⋃

z

(
Qz ∩ Q+

ω

)∣∣∣∣∣ =
∑

∅6=z′p⊆zp

(−1)|z
′
p|−1

∣∣∣∣ ⋂
z∈z′p

Qz ∩ Q+
ω

∣∣∣∣


=
∑
z∈zp

∣∣Qz ∩ Q+
ω

∣∣
+
∑
|z′p|>1

z′p⊆zp

(−1)|z
′
p|−1

∣∣∣∣ ⋂
z∈z′p

Qz ∩ Q+
ω

∣∣∣∣


︸ ︷︷ ︸
ε+

(B.9)

Thus: ∣∣∣∣∣⋃
z

(
Qz ∩ Q+

ω

)∣∣∣∣∣ =
∑
z∈zp

∣∣Qz ∩ Q+
ω

∣∣+ ε+ (B.10)

Respectively it is shown that:∣∣∣∣∣⋃
z

(
Qz ∩ Q−ω

)∣∣∣∣∣ =
∑
z∈zp

∣∣Qz ∩ Q−ω ∣∣+ ε− (B.11)

The terms ε+ and ε− are the overlap correction terms introduced by the Inclusion-
Exclusion principle. These terms express the semantic overlap between different
product tags of a product and a single preference tag. Therefore, it is possible now
to expand Relation B.8:

η(p, ω) =

∑
z

∣∣Qz ∩ Q+
ω

∣∣+ ε+∣∣Q+
ω

∣∣ −
∑
z

∣∣Qz ∩ Q−ω ∣∣+ ε−∣∣Q−ω ∣∣ Eq. B.1 & B.3⇔

η(p, ω) =
∑
z

r+(z, ω)−
∑
z

r−(z, ω) + ε
Eq. B.5⇔

η(p, ω) =
∑
z

r(z, ω) + ε

(B.12)
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where:

ε =
ε+∣∣Q+
ω

∣∣ +
ε−∣∣Q−ω ∣∣ (B.13)

Since the intersection between sets is a commutative operation, it can be derived
from Relation (B.9) that:∣∣∣∣ ⋂

z∈z′p

Qz ∩ Q+
ω

∣∣∣∣ =

∣∣∣∣Q+
ω ∩

 ⋂
z∈z′p

Qz

∣∣∣∣ (B.14)

Equations B.9, B.10 and B.11 show that if the overlaps
⋂
z∈zp

Qz → 0 between product
tags are minimized then ε+, ε− → 0⇒ ε→ 0. Thus the lemma is proved.

For example assume the product p = "orange-lettuce-rice salad" in Figure B.3c,
which is associated with the product tags zp = { "vegetable", "fruit", "cereal"}. The
product tags z1 = "cereal", z2 = "fruit" and z3 ="vegetable" share several primitive
concepts, such as "plant part". Each product tag has a positive association score
with the preference tag ω = "vegetarian". As it is showcased in Figure B.3d there
are several overlaps between associations, due to the shared primitive concepts of the
product tags. Summing all association scores with the preference tag "vegetarian"
introduces errors because of the shared "primitive concepts". The calculation of
error correction terms ε+, ε− requires all possible combinations of intersections of
product tags with shared primitive concepts. Such calculation in the worst case
requires an exponential time complexity of O(2n) for every aggregate association
score. Therefore, the aggregation of association scores may become infeasible for
an ontology with a high number of shared primitive tags amongst associations per
product. This challenge can be addressed in the construction of the ontology, by
indentifying and isolating overlapping primitive concepts. In the previous example,
this can be achieved by creating a new product tag z4 = "plant part" and assigning
it to all products that have the "vegetable" or "fruit" tag. All the association scores
between the "vegetable" and "fruit" product tags are now reduced by an amount
δ, such that r(z, ω) = r(z, ω)− δ with z ∈ {z1, z2}. All associated preference tags
with the product tags "fruit" and "vegetable" can now be associated to the product
tag "plant part" with association score r(z4, ω) = δ, as illustrated in Figure B.3e. In
such case, all terms of Relation (B.13) are equal to 0, since all possible intersection
are equal to the empty set.

Based on the above example to avoid overlaps, a generic reduction design
principle is proposed during the ontology design:

1. If a product tag contains all the primitive concepts of another product tag,
then only one is chosen and assigned to a product.

2. If there are overlaps of primitive concepts between two product tags of the
same product, but neither can be omitted because their non-shared primitive
concepts are important, then the intersection of their primitive concepts should
be treated as a separate product tag and assigned to all products these tags are
associated with. The shared primitive concepts are omitted from the original
product tags.
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The introduction of the reduction design principle minimizes overlap error ε → 0
and therefore the aggregate association can now be calculated as:

η(p, ω) =
∑
z

r(z, ω) (B.15)

This calculation has linear complexity O(n) to the number of product tag
concepts in each aggregate association calculation. Yet, the reduction design principle
methodology introduces a quadratic O(n2) complexity in regards to product tags,
once during the creation of the ontology, as each tag needs to be compared against
each other to determine overlaps. The reduction design principle is illustrated in
Figure B.3e.

If the aggregated association is 0, then it is not possible to determine whether
a product supports or opposes a preference tag, since it contains equally enough
positive and negative concepts. The uncertainty is treated as a product having no
information. Analyzing and comparing the aggregate associations between different
preferences can be used for the identification of possible trade-offs and rebound
effects. If no overlapping occurs (ε = 0) between the associations, then the individual
bounding property is also extended to the aggregated association. The aggregated
association bounding property is the following:∣∣Qp ∩ Q+

ω

∣∣∣∣Q+
ω

∣∣ −
∣∣Qp ∩ Q−ω ∣∣∣∣Q−ω ∣∣ ∈ [−1, 1]

Relation (B.12),ε=0⇔

η(p, ω) ∈ [−1, 1]

(B.16)

Application of the reduction design principle reduces overlaps, yet it may increase
the amount of tags and associations in the ontology, when tags are decomposed
to disjoint tags with less primitive concepts. Furthermore, successful application
relies on the ability of the expert or system to identify and break down associations
between preference and product tags. Therefore a trade-off is introduced between
efficiency, performance and maintenance of the ontology.

Product Rating Mechanism

The ontology is used to calculate a distributed and privacy-preserving product
rating value %(p, u) ∈ R between a product p and a user u. This is achieved by
implementing a product rating system with rating design principles of the content
based recommender systems [356, 357]. The product rating is designed to use the
aggregated association scores η(p, ω).

Comparable Aggregated Associations

Different products may satisfy the same preference tag via product tags that are
related to different primitive concepts. For that reason, comparison of aggregated
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associations for the same preference tag and different products are not easy to
interpret, i.e. each product may have completely unique characteristics that satisfy
each preference. To be able to compare how different products satisfy a preference,
a reference product can be used to normalize all aggregate association scores. The
reference products are defined as follows: (i) a reference product p+ that maximally
satisfies the user’s preferences and (ii) a reference product p− that maximally opposes
them. For example, a reference product can be a theoretical or existing product
that contain all ontology product tags related to a preference tag. The maximum
possible positive aggregated association score product is defined as the aggregated
association score of a product that contains all product tags positively associated
with a preference tag:

η+(ω) =
∑
z

r(z, ω),

{z | z ∈ zp+ ∧ r(z, ω) > 0}
(B.17)

Such product is referred to as positive reference product, and its association score is
the positive reference association.

Following the same principle, a product with the minimum possible negative
aggregated association score is also introduced. Such product is referred to as negative
reference product, and its association score is the negative reference association. The
calculation for such score is:

η−(ω) =
∑
z

r(z, ω),

{z | z ∈ zp− ∧ r(z, ω) < 0}
(B.18)

Once the aggregated association scores are calculated, a normalization is applied
by dividing with the preference scores related to a preference tag. Therefore,
comparison between different products is possible:

η∗(p, ω) =



η(p, ω)

|η−(ω)| , η(p, ω) < 0

0 , η(p, ω) = 0
η(p, ω)

η+(ω)
, η(p, ω) > 0

(B.19)

Existence of overlaps between product tags when calculating the aggregated as-
sociation of theoretical reference scores based causes the normalized aggregated
association to approach 0, as the denominator in Relation (B.19) increases. Still, it is
guaranteed that support or opposition towards a preference tag are not switched due
to the overlaps in normalization, since the denominator is positive in both Relations
B.17 and B.18. The normalized association score is bound in the range [−1, 1], since
an actual product may have at most the maximum positive or minimum negative
aggregated association score towards a preference tag. Therefore, the term η∗(p, ω)
is also bound in range [−1, 1]. The choice of the reference products is left to the
ontology designer. Possible choices for a reference product are:
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1. an existing product that achieves the highest/negative aggregate association
score.

2. a theoretical or existing product that shares all positive/negative associations
with a preference tag, while respecting the reduction design principle.

3. a theoretical or existing product that shares all positive/negative associations
with a preference tag, without respecting the reduction design principle. This
option calculates the highest possible denominator value in Relation (B.19).
This clipping mechanism is illustrated in Figure B.1.

The above choices were evaluated with the app testers, and the normalized aggregated
scores produced with the third choice were used during the ASSET field test.

Sustainability Index: Non-personalized Product Representations

The next step to calculate the product ratings is to establish a relationship between
preferences and products. Aggregation over the normalized association score of a
product and preference tags of a preference state estimates this relationship. This
aggregation is performed by using a measure of central tendency as the estimator.
More specifically, here the expected value is chosen. The expected value of the
normalized aggregated association scores of all the preference tags that are related to
the preference is an estimate that quantifies the support or opposition of a product
by the preference:

v(p, c) =

∑
ω∈Ωc η

∗(p, ω)

|Ωc|
(B.20)

Each preference tag represent a sustainability goal considered in a preference state-
ment. When a product has positive normalized aggregated association score with
a preference tag, then it supports in achieving the sustainability goal represented
by that tag. In the opposite case, the product may cause the failure of achieving
a sustainability goal. Therefore, the above calculation is referred to as the sus-
tainability index of a product for a preference, as it indicates whether purchasing
a product supports in achieving or failing a sustainability goal. Calculating the
expected preference-product associations for all preferences and a product yields a
numerical vector representation for that product in the preference semantic space.
Such representations are used to compare products and determine whether a product
is expected to be supported or opposed by a set of preferences. Measures of central
tendency over a product representation, such as the mean v(p, c) can be used to
calculate the non-personalized ontology estimate of the product sustainability.

Self-Determined User Personalization

High preference scores indicate that a preference is important for a user when
calculating the product rating. Therefore, a user’s preference scores are used as
weights of importance for each preference. A user can express both opposition and
support towards any preference. Thus, any inaccuracy or bias introduced by the
ontology design may be mitigated by the user by adjusting preference scores. This
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is also considered as an implicit user-determined extra correction on overlapping
primitive concepts. Opposition and support of a user towards preferences are modeled
via the offset of a preference score from the preference score median s as shown in
Relation (B.21):

o(su,c) = su,c − s (B.21)

The higher the support or opposition of a user towards a preference, the higher the
absolute value of the offset.

A weighted average between product-preference association scores and the user
preference offsets are used to calculate a personalized association between a user
and a product, given the user’s self-determined preference scores. The sum of
absolute offsets is used as denominator to preserve the sign of the rating while
normalizing. Preserving the signs allows to extend the association logic to user-
product level. Positive product ratings indicate that the product mostly supports
the user supported preferences and opposes user opposed preferences. For negative
product ratings, the product opposes user supported preferences and supports user
opposed preferences. Although self-determined personalization allows for a user’s
subjectivity to influence the ratings, the user is made aware about which preferences
produce such ratings. This results in a learning effect, that increases user awareness
towards their sustainability preferences. For example when a person tunes the
preferences to allow their favorite products achieve high scores, they are aware that
to do so, they have to go against the preference they originally support. Thus the
unscaled product rating is calculated as follows:

%∗(p, u) =

∑
c v(p, c) · o(su,c)∑

c |o(su,c)|
(B.22)

The scale of [−1, 1] can be transformed to any range of real numbers by applying
a linear scaling with parameters α and β. Transforming the rating scale has several
applicability scenarios. The rating can be scaled to different ranges to match the
most preferred grading system of the country, where the algorithm is deployed [358].
Another possible usage of the scaling coefficients is to attribute rating for asymmetric
perception of negative and positive rating values [359, 360]. For example, based
on the work of Parguel et al. [360], negative values have a higher impact on user
perception. In such case, a different lower scaling coefficients α, β can be used to
reduce the impact.

%(p, u) = α · ρ∗(p, u) + β (B.23)

The product rating scale is designed to utilize user preference scores and create
an association between a user and a product based on the product-preference
associations. The rating value is expected to be bounded in a range [β − α, β + α].
Products that neither support nor oppose the user’s preferences are assigned the
mean value of the range β. If the product supports a user supported preference or
opposes a user opposed preference, then the product rating increases. On alternative
scenarios the product rating decreases.

The rating value compresses overwhelming information and shows to the user an
estimate of the personalized product sustainability. Depending on the UI design, it is
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possible to allow the user to further explore the ontology dynamics that result in this
rating value. In the Figure B.2 all related ontology entities and rating calculations
are presented.

Algorithm Complexity

All calculations to compute the product-preference representations rely on informa-
tion that is not related to the user. Therefore, Equations B.15-B.20 can be computed
without privacy intrusion risks. The computational cost is significantly reduced for
the user’s device, since it is possible to calculate, store and distribute the product
representations v(p, c) by using a central database system. The calculation and
storage complexity for the worst case scenario, where all products are connected
to every product tag, all product tags are associated to all preference tags and all
preference tags are connected to all preferences is:

O(n) = P · T ·Ω · C (B.24)

where:
P : The number of all products. T : The number of all product tags. Ω : The

number of all preference tags. C : The number of all preferences.
Assuming that all the above sizes are equal, the worst case computational and

storage complexity for the algorithm is polynomial to the power of 4:

(Relation B.24) ∧ (P = T = Ω = C) = O(n4) (B.25)

Since the total products and product tags are often significantly more than the
preference statements and preference tags, the expected time and space complexity
is reduced to quadratic polynomial time O(n2). Therefore, modern CPUs on mobile
phones and database servers can handle up to hundreds of thousands of product
rating calculations per minute and store several thousands of products and product
tags [361].

Overlaps and possible errors

As discussed in Section B.3, the application of the reduction design principle in-
troduces several trade-offs between the efficiency of the rating calculations and
maintenance of the ontology. Time constraints and limited resources regarding the
construction and testing of the ontology may allow overlaps in the ontology, which
introduce errors and biases that may break the bounding properties of Equation
B.5. Thus, in such cases a clipping normalization is introduced to avoid numerical
instabilities due to overflows outside the theoretical aggregated association bounds:

g(a) =


−τ , if a ≤ −τ

a , if − τ < a < τ

τ , if a ≥ τ

(B.26)
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The introduction of the clipping changes Relations B.15, B.17 and B.18 to the
following:

η(p, ω) = g(
∑
z∈zp

r(z, ω)) (B.27)

η+(ω) = g(
∑
z

r(z, ω)),

{z | z ∈ z ∧ r(z, ω) > 0}
(B.28)

η−(ω) = g(
∑
z

r(z, ω)),

{z | z ∈ z ∧ r(z, ω) < 0}
(B.29)

Even if overlaps affect the rating process, the users are able to mitigate the error by
readjusting their preference scores, introducing an extra correction mechanism from
their side. An illustration of the clipping mechanism on the normalized aggregate
score is found in Figure B.1 in step 1.

Tractable and Explainable Ratings

The proposed ontology design and rating calculations rely on a fully tractable
analytical framework. It is possible to calculate the exact amount that a preference,
preference or product tag contributed to the rating. More specifically following
Relations (B.22) and (B.23), one could solve to calculate the exact contribution of a
specific preference c∗ to the product rating as follows:

%(p, u) = α

(∑
c∈c−{c∗} v(p, c) · o(su,c)∑

c |o(su,c)|

+
v(p, c∗) · o(s∗u,c)∑

c |o(su,c)|

)
+ β

(B.30)

Therefore the contribution of preference c∗ to the final rating is calculated as:

α
v(p, c∗) · o(s∗u,c)∑

c |o(su,c)|
(B.31)

The contribution of a specific preference tag ω∗ is calculated following the same
decomposition logic on Relations (B.20), (B.22) and (B.23), the contribution of a
specific preference tag to the rating can be calculated as:

α

∑
c∈c

η∗(p, ω∗)

|Ωc|
· o(su,c)∑

c |o(su,c)|
(B.32)

And the contribution of a specific product tag z∗ to the product rating can be
calculated by decomposing Relations (B.19), (B.20), (B.22) and (B.23):

α

∑
c∈c

∑
ω∈Ωc

r(z∗, ω)

ηnorm
|Ωc|

· o(su,c)∑
c |o(su,c)|

(B.33)
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where ηnorm has the corresponding denominator value of either {η+(ω), η−(ω)} that
normalizes the aggregated association in Relation (B.19). In case that clipping is
used, as shown in Relation (B.27), the contribution is calculated proportionally:

α

∑
c∈c

∑
ω∈Ωc

r(z∗, ω)∑
z r(z, ω)

ηnorm
|Ωc|

· o(su,c)∑
c |o(su,c)|

(B.34)

Product tag contributions can also be calculated per preference or preference tag.
Such calculations are possible by ommitting the calculation related to the product
rating and calculate the amount a product tag contributes to other scores, such
as the sustainability index discussed in Relation (B.20). Finally, contributions can
either be stored when calculating the product rating, increasing memory complexity
or recalculated after the rating calculation, thus increasing computation complexity.

Crowd Sourced Product Data

To facilitate wisdom of the crowds, a datathon took place at the University of Tartu,
Estonia on November 2017 [362]. In total three teams of 3-4 people participated
in the datathon, and produced data files and code within 72 hours. The datathon
teams processed text data from Wikipedia pages related to product characteristics
and sustainability goals. Each team used statistical methods and machine learning
techniques based on NLP and sentiment analysis to extract an association score
between product tags and sustainability topics. Each score should cite the wikipedia
page id that was used to extract such data. This resulted in several thousand
association scores between product and preference tags. The ASSET consortium
used the majority of these results to evaluate existing association score and discover
new ones.

Several new product tags and associations were introduced in the ontology, mainly
in the environmental and social categories. Further collaboration with members of
the winning datathon team took place in order to enrich and evaluate the created
ontology.

As new product tags and association scores were discovered, the datathon
provides a real-world example on how machine learning can be used to populate a
sustainability ontology. Furthermore, the datathon showcases a working case, where
crowd-sourced data can be used for populating a sustainability ontology.

Software Libraries

Data were collected, stored and processed for categorization and classification by
AINIA according to GDPR. The smart phone app integrates a library version [363] of
the Nervousnet system [364]. While no Nervousnet functionality has been used during
the lifetime of this project and work, its integration has been part of a deliverable for
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the ASSET EU-project. Its modular and flexible sensor data management system
has potential future applicability in shopping scenarios from multiple retailer shops.

For the development and analysis of the presented results several libraries were
used. Some notable references are: (i) pycausalimpact2, (ii) scikit-learn [365], (iii)
scipy [366], (iv) the discrete information theory package [367], (v)pyclustering [368],
(vi) plotly [369]. Several other libraries that were used, are also mentioned in the
respective code repository.

B.4 Supplementary Notes

Entry and Exit Survey

Entry and exit surveys are presented to the user during the field test. The aim of the
surveys is to collect data regarding user opinions on sustainable consumption, sustain-
ability preferences and the usage of the application. The number of participants for
each survey is summarized in Table B.18 Answers on the exit survey provide useful
insights regarding the behavioral change and sustainability awareness of users during
the field test. Users confirmed that the rating methodology offers product ratings
that justify their preference settings. Access to product information and the product
tags is visible in the application for users that click on a product. Such information
assists the decision or the product purchase. User declared that it is relatively easy
to access the product information and that the provided information justifies the
rating (Supplementary Figures B.5a and B.5b). The highly rated products tend
to match the preferences of the majority of the users as shown in Supplementary
Figures B.5c, B.5e and B.5f. Finally, an increase in discovery of novel products is
stated by the users in Figure B.5d.

Shopping behavior is affected for some users by using the app. Mainly in retailer
B users support that they would not buy products that achieve low ratings and
buy high rated products before using the app, which emphasizes their sustainability
focus (Supplementary Figures B.6a and B.6a). Regarding future purchases, users
support that they will buy products that achieve high ratings and also avoid buying
products that achieve low rating, as shown in Supplementary Figures B.6c and B.6d.
Furthermore, users in retailer A estimated that they buy over 5% of highly rated
products in retailer A, whereas most retailer B users estimate a value over 10%,
as illustrated in Figure B.8. In both retailers, the majority of users agree to an
extent that the usage of the application raised their awareness towards sustainability
Figure B.6e

Product information and price seem to be the main decision factors when users
decide regarding a product purchase, as illustrated in Figure B.7.

Concluding, weakly qualitative evaluation indicates that the application provides
enough information to the users to purchase highly rated products, thus increasing
the sustainability of their consumption. Screenshots from the app UI of the survey
and preferences is illustrated in Figure B.11. Users perceive that the product rating

2https://github.com/dafiti/causalimpact
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takes into account their preferences and is well justified by the available data. Other
factors may affect the participation of users such as technical problems with the app,
low usability of UI, seasonality (traveling), limited access to retailers shops for some
consumers, etc.

Evaluation of Product Prices

Sustainability Index vs Product Price

This evaluation studies whether products that highly support a specific preference
have a higher price compared to products from the same category. Evaluating
sustainability index and price over all products provides insights about the general
expenditure. Consumers might be interested in replacing products they buy with
more sustainable products from the same category. To evaluate whether more
expensive products achieve higher sustainability scores compared to competitive
products from the same category, both price per unit and sustainability index are
rescaled using the min-max normalization for each product per category. I.e. Each
value is normalized by substracting the minimum value and then dividing by the
difference between maximum and minimum value [370]. For the normalization to
work, each category needs to contain at least two products with different sustainability
index and price values. Therefore, only such categories are used for the analysis.
As illustrated in Figure B.9a, purchasing more expensive products per category
in retailer A seems to have almost no impact on the sustainability index for most
categories. The vegan diet preference "H.12" is negative correlated with price,
possibly indicating that the most expensive products per category often contain an
animal product. For retailer B, the sustainability index for most preferences is either
positively correlated or uncorrelated with prices. Negative correlated preferences
with prices are "E.2", "E.3" and "S.1", indicating that one can purchase cheaper
products per category, which are farmed in a sustainable manner, distributed in
an environmentaly friendly way and passed sustainability auditing process. This
result may indicate that in most categories the most expensive product originates
from a place that the transportation has high environmental impact, sustainable
farming techniques are not followed or sustainable auditing processes do not hold.
Furthermore, since retailer B is a sustainability focused retailer, it is expected that
the suppliers may mitigate sustainable production costs in their product prices.

Note that the lower expenditure level of Retailer A during the summer is a
seasonality effect that is prominent due to the students’ holidays and constructions
in the neighborhood.

Open Data and Code

The ontology data is available here:
https://doi.org/10.6084/m9.figshare.8313257

The product rating algorithm is available here:
https://github.com/asikist/value-sensitive-design-code
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B.4 Supplementary Notes

Table B.28: (Max-Min) Normalized price per category and normalized sustainability
index for retailer B. Relevant to Figure B.9b.

Preference Correlation p-value

E.1 -0.03 0.03
-E.2 -0.17 0.00
-E.3 -0.34 0.00
+H.1 0.23 0.00
+H.2 0.22 0.00

H.3 0.02 0.92

H.4 0.09 0.00

H.5 -0.09 0.00
+H.6 0.12 0.00

H.7 -0.01 0.59

H.8 - -

H.9 -0.03 0.15
+H.10 0.40 0.02

H.11 0.01 0.78
+H.12 0.17 0.00
+H.13 0.20 0.00

Q.1 - -

Q.2 - -

Q.3 - -
-S.1 -0.30 0.00

S.2 - -
+S.3 0.29 0.00
+S.4 0.22 0.00
+S.5 0.35 0.00

S.6 -0.08 0.05
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B.5 Nomenclature

Table B.30: Nomenclature Part I for Chapter 3.

u A user, where u ∈ u.

u A set of users.

T A binary variable T ∈ {0, 1} indicating the participation of a user in a treatment.

R A binary variable R ∈ {0, 1} indicating the (possible) response of a user receiving
a treatment

uT=1,R=1 A set of users that received and responded to a treatment.

uT=0,R=1 A set of users that did not receive but would probably respond to a treatment.

X A vector/matrix/tensor of covariates that are used to estimate a treatment effect
on a behavioral metric Y .

Y A behavior metric that is used to measure the effect of a treatment.

p A product, where p ∈ p.

z A product tag belonging to a product tag set z.

zp A product tag set for a specific product p.

c A preference statement, where c ∈ c.

ω A preference tag belonging to a preference tag set !


c A preference tag set related to a specific preference c.

su,c A preference score given by a user u to a preference statement c.

o(su,c) The subtraction of the preference score median value s̃ from a preference score
su,c.

8705 The absolute value of a number · or the cardinality of a set.

8705 The absolute value of a number · or the cardinality of a set.

Q A set of concepts.

Q+
ω A set of concepts that support a preference tag ω.

Q−ω A set of concepts that oppose a preference tag ω.

Qω A set of all concepts that define a preference tag ω.

Qz A set of concepts that define a product tag z.

r+(z, ω) The positive association score between a product tag z and a preference tag ω,
which is maximized when the concepts of a product tag z are enough to support
and define the existence of a preference tag ω.

r−(z, ω) The negative association score between a product tag z and a preference tag ω,
which is maximized when the concepts of a product tag z are enough to support
and define the absence of a preference tag ω.

172



B.5 Nomenclature

Table B.32: Nomenclature Part II for for Chapter 3.

r(z, ω) The association score between a product tag z and a preference tag ω.

r(z, ω) The association score between a product tag z and a preference tag ω.

ε The error introduced when aggregating tag associations r(z, ω) in the approxi-
mation of η(p, ω). The overlaps may be or on positive and negative concepts,
causing the corresponding ε+, ε− errors.

η(p, ω) The aggregated association score between a product p and a preference tag ω.

η+(ω) The positive reference association score that can be achieved for a preference tag
c and all products ∀ p ∈ p. The negative reference correlation is referred as
η−(ω) .

η∗(p, ω) The normalized aggregated association score for a preference ω and a product p.

v(p, c) The average association value between a preference p and a product c.

%∗(p, u) The raw product rating assigned to a product p based on the preferences of a
user u before scaling.

%(p, u) The product rating assigned to a product p based on the preferences of a user u.
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Appendix

C

From Decentralized to Hybrid Basket Recom-
mendations

C.1 Data Availability

Dunnhumby transactions and data are downloaded from Ref [91]. Food Agricultural
Organization Food Balance sheets are taken from Ref. [92]. The environmental
impact data are taken from Ref. [11]. Finally, all the data generated in this study
are openly accessible in www.github.com/asikist/g3/data.

C.2 Code Availability

Code is available in Github www.github.com/asikist/g3

C.3 Fractional Decoupling

The personalized sustainable basket problem is presented as a mixed integer pro-
gramming problem (MIP). Therefore, we need to consider discrete outputs for the
proposed optimization schemes. NNs are known to operate in real value settings, as
back-propagation requires the output of NNs to be continuous and differentiable in
regards to objective, so that the chain rule can be efficiently applied. Unfortunately,
this is not the case for MIP schemes.

In a typical NN feed-forward setting, we denote the output of the NN with weight
vector w as y and its input x. We are interested in gradient back-propagation when
facing the integer output problem. More specifically when one could apply a floor
rounding on output elements yi by subtracting the fractional part hi = yi − byic, i.e.
the difference between y and the closest lower integer value byic. When rounding to
the lower closest integer, the NN output is transformed as follows:

f(x;w) = y − h (C.1)

where, h is the vector of the fractional parts of y. The main challenge for back-
propagating error from the above operation is the calculation of the gradient of
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C. From Decentralized to Hybrid Basket Recommendations

Figure C.1: A plot of the floor function for x ∈ [−2, 2]. Orange points indicate the
regimes, where the floor function is not differentiable.

Relation (C.1) is that the floor function is not differentiable in its domain, in
particular at the integer values (see Figure C.1).

A potential approach is to train the NNs in a real valued manner and then
apply rounding when evaluating the solutions. In the specific case, this proves
problematic, as many product quantities end up being rounded to 0, yielding empty
baskets as solutions. Another approach proposed in literature is to use the Gumbel
soft-max operator [371], which allows for gradient propagation via the so-called
straight through estimators [372]. Since the decision problem in question requires no
upper bounds on purchased product quantities, using the Gumbel soft-max operator
may yield highly dimensional outputs that may take considerable more time to train
for large scale problems.

An alternative approach, termed fractional decoupling, is proposed to efficiently
calculate a gradient update and perform gradient descent. To perform fractional
decoupling, we simply subtract the fractional part hi of a real valued output yi,
while treating it as constant, i.e. we allow no gradient propagation through it in the
computational graph, similar to bias terms or physics inspired NNs constants.
Proposition 2. Decoupling the fractional part h of real value y ∈ R from the gradient
calculations allows for feed-forward rounding and well-defined gradient propagation
when the loss function is differentiable w.r.t. to y in [min(y − h),max yi]

Proof. The fractional part h is considered constant, that is no gradient propagation
is allowed through it when calculating gradients. For a network parameter wk, the
gradient calculated after applying the above operation will have the following form

∂J(y − h)

∂wk
=
∂J(y − h)

∂(y − h)

∂y − ∂h
∂wk

. (C.2)

Since h is treated as a constant ∂h = 0

∂J(y − h)

∂wk
=
∂J(y − h)

∂(y)

∂y

∂wk
=
∂J(y − h)

∂wk
. (C.3)

The resulting gradient corresponds to the original gradient of the loss function shifted
to the nearest integer NN output y − h, which is well defined given the theorem
assumption.
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C.4 Gradient Guided Genetics

The above proof can be respectively extended to any rounding operator, such us
ceiling or half-up. The introduced fractional decoupling technique effectively allows
gradient flows through discretization operators in order to facilitate learning.

Numerical Example of Discretized Gradient Flows

To illustrate the gradient discretization of fractional decoupling we provide an
illustrative example, which compares gradient flows of a 2-parameter network both
with and without fractional decoupling when solving the same problem. Given a
predetermined coefficient vector ŵ = [ŵ1 ŵ2] = [4 1] and normally distributed
inputs x1, x2 ∼ N(µ = 0, σ = 1), apply the following transformation is applied:

ŷ = bŵ � xc (C.4)

Given a batch matrix of M = 50 input row vectors X ∈ RM×N with N = 2 features
columns and their corresponding label matrix Ŷ ∈ RM×1 we train two NNs. A NN
with continuous outputs during training, where the floor function is applied only
during inference:

fff1(x) = yyy = w � x (C.5)

and a separate NN with a fractional decoupling term:

fff2(x) = y − h. (C.6)

The mean squared loss is minimized during learning over a single batch of M = 50
samples:

J(fff ·(x)) =
1

M

M∑
1

1

2
‖fff i(x)− ŷ‖22 . (C.7)

For the experiments, 40 weight values evenly spaced in the interval [0, 6] are considered
for each NN parameter w1 w2 and generate all possible pairs (cartesian product).
For each parameter vector of w = (w1 w2) the gradients ∇wJ(f1) and ∇wJ(f2) are
calculated respectively. The calculated gradients are illustrated in Figure C.2, where
it is observed that fractional decoupling approximates the underlying coefficient
vector better. In general it is observed that using fractional decoupling has little
effect on the gradient direction and magnitude. The minimum magnitude gradient
points for each NN are expected to be a local minima for J(see black disks in
Figure C.2). During inference, it is observed that fractional decoupling yields a lower
loss value J(y − h)) ≈ 0.02 compared to the continuous NN with floored output
J(y)) ≈ 0.28.

C.4 Gradient Guided Genetics

Technical details for gradient guided genetics are found in this section. Each element
of the gradient guided genetics depicted as a module Figure 4.1 is explained in more
detail in the following sections.
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(b) Fractional decoupling gradient.

Figure C.2: Gradient direction (orange lines), optimal solution (red cross) and lowest
gradient norm point (black disk).

Neural Crossover

For neural crossover we consider the use of transformers that use the attention
mechanism [272]. A typical transformer architecture receives two sequences x1 ∈
RN , x2 ∈ RM as an input and outputs a real valued (logit) matrix A = RN×M that
can be transformed to a probability matrix by applying a soft-max operator over
its rows. The probability vector denotes the “attention” or assigned probability
that an element from the second input sequence x2 is important to match against
the corresponding element i from sequence xi. Transformers are the state-of-the-
art models used in several architectures that perform sequence matching related
learning tasks, such as machine translation and text generation [373]. Often, multi-
head attention mechanisms are used, where each “head” represents different NN
layers that focus “attention” on different parts of each sequence. In the current
application, transformers are assumed to be able to naturally learn how to match
parent chromosomes to optimize the goals. The output probability matrix is used to
make a weighted average calculation between matched chromosomes as shown in
Relation (4.10).

The multi-head attention transformer networks used in this work contain 1 en-
coder and 1 decoder layer with GeLU activation functions and 11 heads. Replacing
the crossover network with probabilistic operators or simpler NN architectures has
not yielded better results so far, but is still a subject of study and future work.
Both of the transformer encoder and decoder layers contain a hidden layer with
2048 hidden neurons and, layer norm layers in output and input and also dropout
operations on neuron outputs, according to the default implementation found in
https://pytorch.org/docs/stable/generated/torch.nn.Transformer.html (ac-
cessed October 2021). A sigmoid activation is used on the attention output to
convert it in the range between [0, 1].
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C.4 Gradient Guided Genetics

Neural Mutation

The neural mutation operator follows the method proposed in Relation (4.11).
The evolution period is [0, 1] and a single hidden layer with 256 neurons for both
decentralized and hybrid designs. In total 9 mutated solutions are selected per
trajectory. In the current setting, this parameterization yields high performing
results, but in problem different settings, higher mutation period value and other
activation functions might work better. Replacing the mutation network with
probabilistic operators or simpler NN architectures has not yielded better results so
far, but is still a subject of study and future work.

Population Discretization

Discretization of quantities in chromosomes is performed via fractional decoupling
described in Section C.3. A ReLU function is applied to the real-valued chromosomes
to preserve non-negative quantities. Then a fractional decoupling rounding is per-
formed on the outcome. The back-propagation of fractional decoupling is confirmed
by observing the parameter changes and loss convergence over time in Figure C.3.

Back-Propagation Through Evolution

The back-propagation through evolution starts by calculating the individual objective
function values for each solution selected by the selection operator. For each
objective, the mean value over all selected individuals is calculated. Experimental
results indicate that using a different optimizer for each Neural Operator yields
higher performance. The RMSProp optimizer is used with learning rate η = 0.0001
for the neural mutation operator and an RMSProp optimizer with learning rate
η = 0.0001 for the Neural Crossover Operator. The gradient is calculated per
objective, and for health objectives the loss is scaled 7 times. Not scaling the loss
yielded recommendations that did not optimize health objectives well.

A “stopping criterion” is calculated in the following manner in each generation. as
the mean over all non-dominated solution objectives. The “stopping criterion” value
is preserved for last three generations, and the mean value of the current generation is
compared against the mean value of the last three generations “stopping criteria”. If
the current “stopping criterion” differs less than 0.001 from the mean of the previous
“stopping criteria”, the optimization is terminated. Learning convergence of the total
loss and individual losses are found in Figure C.3.

179



C. From Decentralized to Hybrid Basket Recommendations

0 5 10 15

0.2

0.4

0.6

Generation/Epoch

To
ta

l L
ea

rn
in

g 
Lo

ss

(a)

0 5 10 15 20

Consumer Cost
Land Use

Str. Freshwater
Freshwater

Eutrophication
Acidification

GHG Emissions
Fat

Protein
Energy

Taste

0.5

1

O
bj

ec
tiv

e 
Fu

nc
tio

n 
Va

lu
e

Generation/Epoch

O
bj

ec
tiv

e

(b)

Figure C.3: Learning loss (line) and normalized median values of the separate objective
functions (heatmap) over the non-dominated chromosomes of each generation, for a single
basket recommendation. As generations evolve, G3A converges all losses and the learning
objective to lower (darker blue) values. If no convergence criterion is used, G3A may
over-fit and produce solutions that optimize all objectives except Taste. This behavior
was also observed in other baselines, and thus the cosine similarity filter was used.
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C.4 Gradient Guided Genetics

Nomenclature

Table C.1: Nomenclature part I for Chapter 4

N Number of distinct products and chromosome/solution
length for the genetic.

x A non-negative integer vector x ∈ ZN0 representing a basket
of product quantities.

x∗ A purchased/intended basket used as the target basket for
optimizing consumer taste.

j A decision criterion/feature quantity.

ci,j A product feature quantity (e.g. kg of emissions) per unit of
product i and feature j.

vj(xxx) The total quantity for a feature j quantity per basket.

x′ A non-negative integer vector x ∈ ZN0 representing another
basket of product quantities.

ρj(xxx,xxx
′) The ratio of total feature quantities vj(xxx), vj(xxx′) between

two baskets xxx,x′x′x′.

|| · || The L2 norm of a vector.

xi Quantity of product i in basket j.

Jj(xxx) The objective loss calculated for a basket xxx and objective j.
More than one inputs may be provided.

C The set of criteria j with cardinality |C| = M .

X The set of solutions/baskets xxx. Also termed as population.

X̂ The feasible set of solutions/baskets xxx, i.e. solutions that
exist.

X̂0 The initial set of solutions/baskets xxx, i.e. solutions that
are further optimized to generate recommendations. The
generation can also be used as index to the population.

xxx ≺ xxx′ An operator denoting that solution/basket xxx dominates xxx′.
The dominance operator can also be used to describe domi-
nance for points of the objective space ζζζ(xxx) ≺ ζζζ(xxx′), which
typically represent solutions.

ζζζ(xxx) A vector containing all objective values for solution xxx and
indexed by j.

B The population or solution set size.
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Table C.3: Nomenclature part II for Chapter 4

www A parameter vector that is optimized to generate solutions.

f An optimization algorithm that generates a set of solutions
X given an input set of solutions tsx0 and parameters www.

δ A probability sample to decide whether random crossover
should happen.

p A probability threshold to decide whether random crossover
should happen.

f Probability density function for sampling continuous values
in [0, 1].

κ Value of discrete random mutation.

fdiscrete probability distribution function for sampling discrete values
in κ.

Fα The non-dominated frontier of rank alpha. F1 contains all
the non-dominated solutions of a population.

X A population represented as a matrix.

ggg An attention vector for an element xi, representing the at-
tention values assigned to all elements x′i in the population.

b The index of the second parent that received the highest
attention.

u(x(t)) The NODEC output that controls neural mutation.

T The total time that continuous mutation is applied on a chro-
mosome.

τ The generation index, that corresponds a specific generation
in genetic optimization process. Here we represent the index
at the total.

hi The fractional part of a real value yi ∈ R

byic The floor operation on a real value yi ∈ R.

J The learning loss of a NN.

wk A NN parameter.
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Table C.5: Nomenclature part III for Chapter 4

q The week index.

k The household index.

νk Number of persons in household k.

ε Noise for privacy-preserving masking, sampled from a
Laplace distribution.

L(µ, β) A Laplace distribution with location parameter µ and scale
parameter β.

vj,k,q(xxx
∗
k,q) The mean feature quantity per person for a basket.

mj,k,q The mean masked feature quantity per person for a basket.

mj,q The mean masked feature quantity per person for a basket.

Kq Number of available households at week q.

σ denotes the variance of a normal distribution, and in the
MO-NES case the corresponding parameter.

A The matrix that represents a “covariance” related parameter
in MO-NES.

Z A sample vector, where each element is sampled from a zero-
mean unit variance normal distribution. This vector is used
in MO-NES.

η is used for learning rate parameter. In MO-NES, three learn-
ing rate parameters are used for each parameter, namely:
η+σ , η

−
σ , ηA.
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Other Baseline Algorithms

RNSGA-II

A non-dominated sorting algorithm may produce a large number of non-dominated
solutions that are not preferable, e.g. solutions that optimize a single objective very
well and not the others. To keep the population size B per generation constant, a
secondary selection operation needs to be performed. Random selection is often
undesired in problems that have multiple objectives [261], and thus a more sophis-
ticated technique is preferred. Some probabilistic evolutionary algorithms use a
sorting operation to perform a secondary selection operation that guide the evolu-
tionary processes towards preferred non-dominated solutions, e.g. non-dominated
that optimize specific combinations of the objectives very well. A typical example
that will be used as a baseline in the current study is reference point NSGA-II,
abbreviated as RNSGA-II [261], which uses reference directions to guide evolution
towards preferred solutions. In brief, one or more reference points are selected
to guide the evolution. A reference point ζ̂ζζ is generated by providing a vector of
preferred objective values to the system. Each candidate solution receives two ranks
determined by the non-dominated sorting and a distance metric from each reference
point, i.e. lower distance values receive lower. Lower ranks are used to select the
candidates for the next generation. This algorithm shows higher performance gains
compared to NSGA-II to perform better on multi-objective problems with more than
2 objectives [261]. RSNGA-II is used as a baseline in the current study following the
default implementation of [374].

A logistic map [266] is applied on the initial basket to generate the initial solution
for RNSGA-II, improving performance considerably compared to other random
initialization. Several reference points settings are tested for RNSGA-II. The current
reference points provided to RNSGA-II are three, one that is calculated by using
the infeasible optimum, where every loss is 0, one that minimizes all individual
losses (e.g. all values for j ≤ 5 are 0 and the rest are 1), and one that minimizes
all environmental losses (e.g. all values for j > 5 are set to 0). Using less than 2
reference points resulted often in bad performance. Other reference point settings
were tested on 100 intended baskets, such as using the one the intended basket or
minimization of specific losses on smaller samples, but it was unclear whether better
performance could be achieved by using them. The current reference point setup
was chosen, as it provided the best performing dominance ratio when comparing to
other baselines. Integer exponential crossover and polynomial mutation are used for
the genetic operators. Finally, other settings were tested with B = 100, but were
omitted the due to lower dominance ratio, slower convergence times, large number
of solutions, and difficulty to determine subsets of good solutions.

MO-NES

Another way to handle multi-objective optimization problems is the use of Multi-
Objective Natural Evolution Strategies (MO-NES) [260], which use a gradient guided
search algorithm to find non-dominated solutions by parametrizing a probabilistic
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model (relies on sampling). The algorithm optimizes the parameters of a model that
samples solutions from underlying distributions. For each solution, a sample vector
zzz ∈ RN is generated, where each element is sampled from a normal distribution
zi ∼ N(0, 1). A new solution xxx′ is calculated based on a parent solution xxx′ = xxx+σAzzz,
where σ ∈ R,A ∈ RN×N are the co-variance related terms. Samples from the
previous population Xτ and the new candidates xxx′ are combined into an intermediate
population X′. Each solution xxx ∈ X′ is assigned a rank α based on the non-dominated
sorting. A secondary rank β is assigned to each solution based on the value of a hyper-
volume metric [260, 375] in a descending order. To calculate the hyper-volume metric,
a dominated reference point ζζζ(0) ∈ RM is selected in the objective space, such that
all considered solutions xxx ∈ X′ dominate this point ζζζ(xxx) ≺ ζζζ(0). The hyper-volume
metric [375] is used to calculate the hyper-volume between each solution and the
dominated reference point, e.g. by using the proposed implementation of Ref. [376].
The hyper-volume metric is calculated on normalized loss values, which are calculated
by subtracting the mean and then dividing with the standard deviation over all
solutions. The covariance related parametersA, σ are updated with a gradient update.
A modified version of MO-NES, where solutions are rounded and negative values
are clipped to 0 prior to evaluation is used as a baseline in the current chapter. The
initial value of each solution is sampled as xi = ReLU(x), x ∼ N(0, 0.2). Parameter
σ = 1/3 and elements of A were initialized uniformly in [0, 0.001]. Following notation
from Ref. [260], the learning rates for each parameter are η+σ = 0.01, η−σ = 0.01/5
and ηA = 0.01/4. MO-NES trains up to 40 generations.

C.5 Dataset

Transaction data, product prices, and purchased quanties were retrieved by “The
Complete Journey Dataset” by the Dunnhumby grocery store [91]. The quantities
are included in US imperial units and a conversion to metric system was done in the
following manner: (i) Unit labels are identified and grouped together with regular
expressions, e.g. "LB,lb, LBs" all represent the same label which denotes pounds.
(ii) Weight and volumetric labels are separated and proper conversion coefficients
are used to convert each unit to the corresponding metric unit used in the other
datasets. (iii) Prices may change through time, so the median price per unit is
calculated through time and over all stores to generate the price features used by all
algorithms.

Environmental impact indicators for product types are taken from Ref. [11].
Nutrition information from Food Agricultural Organization Food Balance Sheets [262]
are downloaded from Ref [92]. All three datasets contain different product type
labels for each product. From "The Complete Journey Dataset" the "SUB_-
COMMODITY_DESC" column is treated as the product identifier. Each value
of the column "SUB_COMMODITY_DESC" is matched against the "product
category" column from FAO FBS dataset and the dataset column "product category"
from Ref [92]. The resulting dataset contains transaction prices, purchased quantities,
environmental impact values, and nutritional info per transaction. Any other dataset
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with similar structure and more diverse product characteristics is compatible with
the proposed method for finding more sustainable personalized baskets.
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Appendix

D

Enabling Hybrid Design Approaches: Self-
Determined privacy-preserving Collective Aggre-
gations of Individual Data

D.1 Nomenclature

Table D.1: Nomenclature Part I for Chapter 5.

A A multi-set of real values. Any capital letter is treated as a multi-set of real
values, unless stated otherwise.

g (A) a function that aggregates all elements of a set A into a real value. e.g. for sum
gsum (A) =

∑|A|
i=0 ai

A The mean value of all elements of a set, where ai ∈ A.

Ã The median value of all elements of a set, where ai ∈ A.

max (A) The maximum value of all elements of a set, where ai ∈ A.

min (A) The minimum value of all elements of a set, where ai ∈ A.

H (A) The Shannon’s entropy value for all elements of a set, where ai ∈ A.

a∗ A sub-optimal value that approaches an optimal value, e.g. a∗ → max (A) or
a∗ → min (A).

a∗ A new sub-optimal value that approaches an existing sub-optimal value a∗.

n A user.

N A set of users.

t A time index.
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D. Enabling Hybrid Design Approaches: Self-Determined Privacy-Preserving
Collective Aggregations of Individual Data

Table D.3: Nomenclature Part II for Chapter 5.

sn,t A sensor value generated in time t by the user n.

η a masking mechanism, which consists of a parametric algorithm that masks the
sensor values of a multi-set S.

θη,k A parameterization k for a masking mechanism η.

υ A uniformly distributed variable.

fη (S, θη,k)a privacy setting consisting of a masking mechanism η parameterized with pa-
rameters θη,k and operating on a set of sensor values S. It produces a masked
set of sensor values fη (S, θη,k) = M , such that |S| = |M |.

Q A multi-set of privacy values.

αi A parameter that weights the importance of privacy factors for calculating the
privacy values.

δ A parameter that denotes the amount of privacy that the data producer sacrifices
or gains over the existing privacy.

c A parameter that denotes the amount of utility that a data consumer sacrifices
or gains over the existing utility value.

U A multi-set of utility values.

αi A parameter that weights the importance of privacy factors for calculating the
utility values.

γi A parameter that weights the importance of utility factors for calculating the
utility values.
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Appendix

E

How Artificial Neural Networks Learn to Con-
trol Dynamical Systems

E.1 Data Availability

Data supporting this study and all source codes and ANN architectures are publicly
available at https://github.com/asikist/nnc.

E.2 Directed Networks

Figure E.1: Controlling a connected 3-node cogwheel system. (a) Evolution of
system states xi(t) (1 ≤ i ≤ 3) under OC (dashed lines) and neural-network-based controls
(solid lines). (b) Evolution of the control energy Et[uuu] for AI Pontryagin after 20,000
training epochs (solid orange line) and optimal control (dashed black line). The learning
rate is η = 6× 10−4.

This section discusses three different examples of directed networks which we
control with AI Pontryagin.
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E. How Artificial Neural Networks Learn to Control Dynamical Systems

Figure E.2: Controlling an unconnected 3-node cogwheel system. (a) Evolution
of system states xi(t) (1 ≤ i ≤ 3) under OC (dashed lines) and neural-network-based
controls (solid lines). (b) Evolution of the control energy Et[uuu] for AI Pontryagin after
20,000 training epochs (solid orange line) and optimal control (dashed black line). The
learning rate is η = 6× 10−4.

As a first example, we study a 3-node cogwheel system with adjacency and driver
matrices

A =


0 0 1

1 0 0

0 1 0

 and B =


1

0

0

 . (E.1)

Observe that the circulant matrix A satisfies A3 = 1, so the spectrum of A is
λ(A) = {1, e−2πi/3, e2πi/3}. The same holds for the transpose A>. Since A, A> are
diagonalizable, we can directly evaluate the corresponding matrix exponential in the
controllability Gramian W (t). Figure E.1 shows the evolution of xi(t) (1 ≤ i ≤ 3)
for the system that is subject to optimal control (OC) and AI Pontryagin-based
control signals. The initial and target states are xxx(0) = (1, 0, 0)> and xxx∗ = (0, 0, 1),
respectively. We observe that both control approaches reach the desired target state
for T = 1. The control energy associated with AI Pontryagin also resembles that of
OC. The relative difference at time T = 1 is about 2%.

The ANN that we use to control the 3-node system consists of a single hidden
layer with 20 neurons and an exponential linear unit (ELU) activation. We transform
the hidden layer output to a control signal via a linear layer with 1 neuron that
describes the single control input. We initialize the ANN weights www with the Kaiming
uniform initialization algorithm [334]. For the gradient descent in www (Relation (6.4)
in the main text), we use a learning rate η = 6× 10−4. The number of time steps is
60.
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As a second example, we consider the following directed system with an absorbing
state and a non-invertible adjacency matrix

A =


0 0 0

1 0 0

0 1 0

 and B =


1

0

0

 . (E.2)

Observe that A and A> are nilpotent matrices with degree 3. The matrix exponentials
arising in the controllability Gramian can be directly calculated from their series
expansions since the series have non-zero terms only for Ak with k < 3. For the
same initial and target states as in the previous example, we show the evolution of
xi(t) (1 ≤ i ≤ 3) and Et[uuu] in Figure E.2.

In the third example, we focus on a directed growing network [377] with 1,024
nodes. We select different proportions of controlled nodes uniformly at random.
If 95% of all nodes are controlled, OC solutions cannot be calculated analytically
since the controllability Gramian W (T ) (Relation (6.7) in the main text) is not
invertible, implying that the linear dynamical system is not controllable. For larger
proportions of controlled nodes, the OC approach gains in its ability to control the
directed network. AI Pontryagin is able to minimize the loss function and steer the
system very close to the desired target state for both examples shown in Figure E.3.
The relative difference between the control energies of AI Pontryagin and OC for
the solution shown in Figure E.3 is about 20%. In this example, node states are
initialized with values uniformly sampled from the interval [0, 1]. The target state is
generated by applying update rule Relation (E.4) to the initial state for 40 iterations.
The ANN that we use to control the directed network consists of a single hidden
layer with 15 ELUs. We used a learning rate η = 1.2.

E.3 Noise Robustness

To study the robustness of the backpropagation of loss function gradients during
training, we carry out additional numerical experiments with additive noise that
acts as uncertainty on the observed reached state at time T ,

x̂xx(T ) = xxx(T ) + ε , (E.3)

where xxx(T ) denotes the unperturbed reached state and ε is the vector whose
elements are distributed according to a Gaussian distribution N(0, σ) with zero mean
and variance σ2. The uncertainty associated with the observed reached state acts
as a perturbation on the loss function and its gradients. If the signal to noise ratio
is not large enough, gradients still carry enough information for efficient learning
of control signals (see Figure E.4). If we introduce adaptive learning rates during
the training process, it is possible to better control the level of target noise (see
Figure E.5).
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Figure E.3: Controlling a larger-scale directed network. We use AI Pontryagin
to control a growing network [377] (directed graph) with 1,024 nodes for two different
fractions of controlled nodes that are selected uniformly at random. (a) If 95% of all
nodes are controlled, the controllability Gramian in Relation (6.7) (see main text) is
non-invertible and OC solutions Relation (6.6) (see main text) cannot be calculated. AI
Pontryagin still manages to steer the dynamics towards the target state and minimize
the final loss J(xxx(T ),xxx∗). (b) For 99% controlled nodes, both methods minimize the loss
function. Dashed and solid lines indicate AI Pontryagin and OC solutions, respectively.

Figure E.4: Effect of noise on learning performance of AI Pontryagin with
fixed learning rate. For the two-state system Relation (6.8) (see main text) and different
noise levels (σ = 0 in (a), σ = 0.05 in (b), σ = 0.1 in (c) and σ = 0.5 in (d)), we show
the loss Relation (6.5) (see main text) as a function of the number of training epochs.
Gaussian noise with zero mean and variance σ2 acts on the observed reached state xxx(T )
according to Relation (E.3). We set the learning rate to a value of η = 0.1 and use the
Adam optimizer.
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Figure E.5: Effect of noise and adaptive learning rates on learning perfor-
mance of AI Pontryagin. For the two-state system Relation (6.8) (see main text) and
different noise levels (σ = 0 in (a), σ = 0.05 in (b), σ = 0.1 in (c) and σ = 0.5 in (d)),
we show the loss Relation (6.5) (see main text) as a function of the number of training
epochs. Gaussian noise with zero mean and variance σ2 acts on the observed reached state
xxx(T ) according to Relation (E.3). We initially set the learning rate to a value of η = 0.1.
After 200 training epochs, we set η = 0.01 as a fine-tuning mechanism. Computations
were performed with the Adam optimizer.

E.4 Driver Nodes

Kuramoto Dynamics

To study the influence of different fractions of controlled (i.e., driver) nodes on the
control performance of AI Pontryagin, we consider an Erdős–Rényi and a Watts–
Strogatz network with N = 225 nodes (see Figure 6.4 in the main text) and different
numbers of uniformly at random selected driver nodes. Neural-network architectures
are as reported in the main text.

Figure E.6 shows the order parameter r(T ) (Relation (6.20) in the main text)
for T = 5 and different driver node fractions. The coupling constant K is set to 10,
15, and 20% of the critical coupling constant K∗. For both networks, we observe
that the order parameter is between 0.97 and 1 for driver-node fractions larger than
90%. For a fraction of controlled nodes of 95%, the order parameters are 0.987
(K = 0.1K∗), 0.990 (K = 0.15K∗), and 0.992 (K = 0.2K∗) in the Erdős–Rényi
network, and 0.983 (K = 0.1K∗), 0.988 (K = 0.15K∗), and 0.992 (K = 0.2K∗) in
the Watts–Strogatz network. For smaller fractions of controlled nodes, Figure E.6
shows that the order parameter in the Erdős–Rényi network is more sensitive to the
fraction of controlled nodes than in the Watts–Strogatz network. These findings are
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Figure E.6: Dependence of the order parameter on the fraction of driver
nodes. The order parameter r(T ) (Relation (6.20) in the main text) of Kuramoto
oscillator dynamics as a function of the fraction of controlled nodes for (a) an Erdős–Rényi
network G(N, p) with p = 0.3 and (b) a Watts–Strogatz network with degree k = 5 and
rewiring probability p = 0.3. Both graphs have N = 225 nodes. Hence, the mean degree
of the Erdős–Rényi network is 67.5. We set T = 5 and used learning rates η between
0.1 and 1.0. The shown results are based on averages over 1,000 i.i.d. natural frequency
realizations. Different markers indicate different coupling constants: K = 0.1K∗ (blue
disks), K = 0.15K∗ (orange squares), and K = 0.2K∗ (green triangles).

well-aligned with those reported in [77], indicating that in oscillator networks with a
large mean degree and a small coupling constant, a large proportion of nodes need
to be controlled to achieve a certain degree of synchronization. The order parameter
in networks with smaller mean degrees and a subcritical coupling constant is less
sensitive to the fraction of controlled nodes.

Linear Dynamics

Next, we discuss how linear systems can be controlled with a subset of all nodes (i.e.,
driver nodes). We set A in f(xxx,uuu) = Axxx+Buuu (see main text) equal to the adjacency
matrix of a lattice graph with N = 1, 024 nodes. To determine the driver matrix B
and driver nodes, we use the maximum matching method [129]. The corresponding
fraction of driver nodes is 50% for the considered lattice graph. In our numerical
experiments, node states are initialized with values uniformly sampled from the
interval [−1, 1]. The target states xxx∗ are chosen according to a deterministic cellular
automaton rule that produces a pattern in which node states are correlated with the
states of their neighbors. The update rule is

x∗i
(n+1)

= 0.95x∗i
(n)

+ 0.05 max
j∈Ni

|Aijx∗j
(n)| , (E.4)

where Ni denotes the neighborhood of node i. For the target state that we use
in our simulations, we perform the above iteration for a number of times which is
uniformly sampled from the set {50, 100, . . . , 500}. For a large number of iterations,
the update rule Relation (E.4) creates clusters in which nodes share similar state
values. Ultimately, all node states will converge to the initial state value with the
highest absolute value.
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Figure E.7: Control of linear systems with a reduced set of controlled nodes.
(a) Final loss (Relation (6.5) in the main text) and control energy (Relation (2.2) in
the main text) as a function of training epochs. Dashed and solid lines indicate optimal
control and AI Pontryagin-based solutions. (b) Total control energy of AI Pontryagin
(solid orange line) and optimal control (dashed grey line). The optimal control solution is
based on Relation (6.6) in the main text. The fraction of controlled nodes in (a,b) is 50%.
We determined driver matrix B and driver nodes according to the maximum matching
method [129].

Figure E.7 shows that AI Pontryagin is able to reach loss and control energy
values that are similar to those of optimal control. The neural network that we
use in this simulation has 1 hidden layer with 15 ELU hidden units. Bias terms
are included as inputs in all layers. Further details about the training process are
publicly available at the code repository.

E.5 Regularization Parameter of the Adjoint Gradient
Method

The control energy term in the AGM depends on the regularization parameter β.
In Figure E.8, we test the performance of the AGM and AI Pontryagin to control
coupled Kuramoto oscillators on a square lattice with N = 225 nodes and different
AGM regularization parameters β ranging from 10−7 to 10−1. If the regularization
parameter β is too large, the energy term and not the cost associated with a low
degree of synchronization dominates, and the AGM fails to synchronize the oscillator
system, leading to small order parameters and large control energies.

AI Pontryagin has no explicit energy regularization hyperparameter in the sense of
β. It relies on an implicit energy regularization, resulting from the interplay of ANN
initialization and an induced gradient descent (see main text). For a more detailed
comparison with the AGM, we analyze the dependence of the order parameter and
control energy on different learning rates η for AI Pontryagin. We observe that AI
Pontryagin achieves stable control of the oscillator system, as indicated by the order
parameter value of r(T ) ≈ 1. At the same time, different learning rates may lead to
different control energies Et(u). Small learning rates allow AI Pontryagin to explore
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Figure E.8: Controlling coupled oscillators with AI Pontryagin and the AGM.
We test the performance of AI Pontryagin and AGM (Eqs. Relations (6.17) and (6.18)) in
the main text] to control coupled Kuramoto oscillators on a square lattice with N = 225
nodes and different AGM regularization parameter β ranging from 10−7 to 10−1. The
total simulation time is T = 3. (a) The order parameter r(T ). (b) The control energy
Et(u). Dashed horizontal lines indicate AI Pontryagin (with different learning rates η=
0.22,0.27,0.32) and blue disks indicate AGM solutions (η̃ = 25).

the dynamical system in more detail, leading to smaller control energies and nearly
optimal control solutions.

E.6 Runtime Comparison

In this section, we provide a more detailed comparison of the runtime complexity
of AI Pontryagin and the adjoint-gradient method (AGM). To do so, we study the
performance of both methods in controlling systems of Kuramoto oscillators whose
connections are described by Erdős–Rényi networks. As in the main text, we use a
subcritical coupling constant K = 0.1K∗ and compare trajectories for which order
parameter and control energy values of both methods are similar. Learning rates
are reported in Table E.2.

Figure E.9 shows a runtime comparison for 9 different system sizes. We observe
that the mean runtime is between 0.5 and 1.5 seconds for AI Pontryagin and it
is between 20 and 30 seconds for the AGM. What are the main features in the
respective control architectures that are associated with these remarkable 20 to
30-fold speedups of AI Pontryagin? To numerically solve the underlying dynamical
systems, we use the Dormand–Prince (DOPRI) method with adaptive step size [333]
in both control frameworks. For a network with N nodes, the AGM relies on the
numerical integration of 2N nonlinear differential equations, describing the coupled
primal and adjoint equations (Relations (6.11), (6.12) and (6.18) in the main text)
, at every iteration step. After solving the primal and adjoint systems, the AGM
calculates a new estimate of the optimal control function according to the gradient
descent Relation (6.17) (see main text).

To solve control problems with AI Pontryagin, one needs to numerically integrate
the primal system (not the adjoint system) and backpropagate gradients. Differences
in the runtime performance between both control frameworks are associated with
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Figure E.9: Runtime comparison between AI Pontryagin and the adjoint-
gradient method. We show the runtime needed to control a network of coupled Kuramoto
oscillators with a subcritical coupling constant K = 0.1K∗. Blue disks indicate the runtime
of AI Pontryagin (AIP) and orange squares indicate the runtime of the adjoint-gradient
method (AGM). Simulations were performed on an Erdős–Rényi network G(N, p) with
p = 0.3. The number of time steps is 60 and the number of oscillators N ranges from 200
to 1,000. Reported runtimes are averaged over 10 realizations. Error bars are smaller than
the markers.

stiffness problems that may arise in the numerical solution of the coupled primal
and adjoint equations (Relations (6.11), (6.12) and (6.18) in the main text), and the
corresponding gradient descent in the control function (Relation (6.17) in the main
text). To identify the main computational bottlenecks in the AGM, we performed a
detailed runtime analysis of all code segments and found that the adjoint system
solver requires very small step sizes to resolve the interaction between the adjoint
system and the gradient descent in the control functions. One possibility to further
improve the performance of the AGM is to use a problem-tailored initialization of
the control function. Such an approach requires knowledge on the mathematical
structure of the optimal control signal which may not be possible to obtain, in
particular for high-dimensional and analytically intractable control problems. In our
simulations, we use a uniform random initialization with support [1, 2] to align the
runtimes with those reported in [150]. We also tested other initialization protocols
(e.g., u(0)(t) = 1 and u(0)(t) = t/T ) and were able to reduce the runtime for an
Erdős–Rényi network with 225 nodes by a factor between 2–3. Still, for this example,
AI Pontryagin is about 5–10 times faster, without optimizing the initial guess u(0)(t).
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Edges (undirected) Nodes Learning rate η Learning rate η̃

5,968 200 0.05 0.6

13,464 300 0.05 0.6

23,865 400 0.05 0.6

37,422 500 0.05 0.6

53,897 600 0.05 0.65

73,444 700 0.05 0.65

96,034 800 0.05 0.6

121,320 900 0.05 0.6

149,938 1,000 0.05 0.6
Table E.2: Learning rates Kuramoto dynamics on Erdős–Rényi networks η (AI Pontrya-
gin) and η̃ (AGM) used for learning the control of Kuramoto dynamics on Erdős–Rényi
networks with different numbers of nodes. All ANNs use stochastic gradient descent for
learning and only differ in their learning rate. The number of hidden layers and hidden
layer neurons are 1 and 2, respectively. We use an ELU activation function and train the
ANN for three epochs. At each node, we include a bias term and set all weights initially
to a value of 10−3. The energy regularization parameter of the AGM is set to β = 10−7.
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E.7 Nomenclature

Table E.3: Nomenclature Part I for Chapter 6.

G(V,E) A graph represented as an ordered pair of a set of nodes V
and a set of edges E.

N The number of nodes in a graph N = |V|.

xxx(t) A vector xxx(t) ∈ RN , which denotes the state of a dynamical
system at time t.

xxx∗ A vector that denotes the target state of a dynamical system.

T The terminal time for control of a dynamical system.

ûuu(t) A control signal value calculated from AI Pontryagin.

f(xxx(t),uuu(xxx(t))) The system evolution function that denotes the dynamic
interactions between nodes and drivers when calculating the
state derivative.

J Cost function.

ET [uuu] Control energy.

www Weight vector.

(n) Gradient descent step index.

H Control Hamiltonian.

λ The adjoint variable.

W (T ) The controllability Gramian matrix.

vvv(T ) Difference between target state and the reached state under
no control.

xxxT Transpose.

p p-value.

Jû The Jaccobian matrix with elements ∂ûuui/∂wwwj
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Table E.5: Nomenclature Part II (Coupled Oscillators) for Chapter 6.

ωi Natural frequency for oscillator (node) i.

Ω Natural frequency vector.

K Coupling constant

θi phase of oscillator i.

Θ phase vector.

D the graph degree diagonal matrix D of G, where all
off-diagonal elements are 0 and diagonal elements are equal to
the degree DDi,i = di of the corresponding node.

L the graph Laplacian matrix L = D − A of G.

L† Pseudo-inverse of the graph Laplacian matrix L of G.

r(t) Order parameter, which measures the synchronization of
coupled oscillators.

K Coupling constant.

K∗ Coupling constant, where the system synchronizes without
control.

β Energy regularization constant.

η Learning rate.

η̃ Learning rate for adjoint gradient method.
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Appendix

F

Abbreviations

Table F.1: Abbreviated terms and description for models and methods in general.

AI Artificial Intelligence.

Ref. Reference (used when referring to explict work in literature.

SDGs Sustainable Development Goals.

ICT Information and Communications Technology.

GPS Global Positioning System.

FAQ Frequently Asked Questions.

GPU Graphic Processing Unit.

CPU Central Processing Unit.

CO2 Carbon Dioxide.

SO2 Sulfur Dioxide.

PO4
3- Phosphate

L liters

g grams

eq. equivalent.

m meters.
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Table F.3: Abbreviated terms and descriptions for Organizations, Institutes etc.

UN United Nations.

WWF World Wildlife Fund.

VKI Verein für Konsumenten Information.

EU European Union.

FAO Food and Agriculture Organization of the United Nations.

Table F.5: Abbreviated terms and descriptions for neural networks and deep learning.

ANN Artificial Neural Network.

GNN Graph Neural Network.

NODEC Neural Ordinary Differential Equation Control.

NN Neural Network.

RL Reinforcement Learning.

TD3 Twin Delayed Deep Deterministic Policy Gradient.

SAC Soft Actor Critic.

A2C Asynchronous Actor Critic.

GeLU Gaussian Error Linear Unit.

ELU Exponential Linear Unit

MSE Mean Squarred Error.

ReLU Rectifier Linear Unit.

DOPRI Dormand–Prince.
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Table F.7: Abbreviated terms related to mathematical modelling and statistics.

AGM Adjoint Gradient Method.

RND Random.

TCC Targeted Constant Control.

OC Optimal Control.

FC Feedback Control.

DTW Dynamic Time Wrapping.

PID Proportional-Integral-Derivative.

G3A Gradient Guided Genetic Algorithm.

MO-NES Multi-Objective Natural Evolution Strategies.

NSGA-II Non-dominated Sorting Genetic Algorithm II.

RNSGA-II Reference point Non-dominated Sorting Genetic Algorithm II.

IAM Integrated Assessment Model.

DICE Dynamic Integrated Climate Change Model.

ODE Ordinary Differential Equation.

LTI Linear Time-Invariant.

PMP Pontryagin’s Maximum Principle.

HJB Hamilton–Jacobi–Bellman.

SIR Susceptible Infected Recovered

CDF Cumulative Distribution/Density Function.

PDF Probability Distribution/Density Function.

IQR InterQuantile Range.

CI Confidence Interval.
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