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Abstract

A Bell test is a hardware agnostic experimental procedure which can reject classes of

physical theories and be used to certify randomness or secure communications with

untrusted devices. Violating a Bell inequality without any of the major loopholes -

detection, freedom-of-choice, and locality - is an outstanding challenge which has been

achieved only in a handful of experiments, using either NV centers, trapped ions, or

optical photons. However, Bell tests with superconducting circuits, a top-contending

quantum computing platform, have so far ignored the locality loophole due to the

difficulty to entangle physically remote systems without an optical photon interface.

In this thesis, I report the work we have done at the Quantum Device Lab towards

realizing a loophole-free Bell test using superconducting qubits entangled using mi-

crowave photons. To minimize the distance required between the two Bell parties to

close the locality loophole, we have developed a new readout parameter optimization

procedure enabling the discrimination of a transmon qubit state with high fidelity in a

record speed. We have also designed and realized a modular cryogenic link technology

to connect superconducting circuits housed in separate dilution refrigerators and sep-

arated by a distance of up to 30 m with a milli-Kelvin temperature, lossless waveguide,

which acts as a microwave quantum bus between the remote quantum systems. Using

a microwave-activated sideband transition, we demonstrate the possibility to trans-

fer qubit excitation via the successive emission and absorption of a single microwave

photon with time-reversal-symmetric envelope, propagating within the cryogenic link.

We also demonstrate a simple method to unconditionally reset the transmon qubits in

record time and fidelity using this very sideband emission. Using the photon transfer

scheme, we transfer qubit states, generate entangled states, and violate Bell’s inequal-

ity with predetermined measurement settings, using two transmon qubits separated

by up to 30m.

In the same experimental setup, we demonstrate random measurement-basis choice

in less than 30 ns, and high-fidelity qubit readout in 50 ns. Therefore, this setup should

be able to realize a signifiant loophole-free Bell test, with repetition rates exceeding 10

kHz. This would put yet-unachieved device-independent tasks within reach and would

demonstrate the potential to use microwave photons for realizing local area quantum

networks.
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Résumé
Un test de Bell est une procédure expérimentale permettant de rejeter certaines classes

de théories de la physique de manière robuste, et avec un minimum d’hypothèse sur le

fonctionnement interne du dispositif utilisé. Un tel test permet notamment de certifier

le caractère aléatoire d’une source de nombres ou d’encrypter une communication

de façon fiable, sans postuler le bon fonctionnement du dispositif. La violation d’une

inégalité de Bell sans échappatoires - échappatoires de détection, de choix libre, et de

localité - est un défi exceptionnel qui n’a été accompli que rarement dans des expé-

riences utilisant des centres NV, des ions piégés ou des photons optiques. Cependant,

les tests de Bell conduits jusqu’à présent avec des circuits supraconducteurs, une des

plateformes de calcul quantique les plus prometteuses, omettent l’échappatoire de loca-

lité. En effet, en l’absence d’une interface cohérente entre les circuits supraconducteurs

et les photons optiques, il est difficile d’intriquer des systèmes distants.

Dans cette thèse, je présente le travail que nous avons effectué au Quantum De-

vice Lab, dans le but de réaliser un test de Bell sans échappatoire, avec des qubits

supraconducteurs intriqués par le biais de photons radiofréquences. Afin de mini-

miser la distance requise entre les qubits pour clore l’échappatoire de localité, nous

avons développé une nouvelle procédure d’optimisation des paramètres de mesure

afin déterminer fidèlement l’état d’un qubit transmon en un temps record. Nous avons

également conçu et réalisé une technologie de lien cryogénique modulaire, permettant

de connecter des circuits supraconducteurs, refroidis dans des réfrigérateurs à dilution

distants de plusieurs dizaines de mètres, avec un guide d’ondes à moins de 50 mK. Ce

guide d’onde fait office de bus quantique radiofréquence, sans perte, entre les systèmes

quantiques qu’il relie. En induisant une transition de bande latérale par une impulsion

radiofréquence externe, nous réalisons un transfert d’excitation d’un qubit à l’autre

via l’émission et l’absorption successives d’un photon radiofréquence singulier d’enve-

loppe temporelle symétrique, se propageant dans le guide d’onde. Nous présentons

également une méthode simple pour l’initialisation rapide, fidèle et inconditionnelle

de qubits transmons, grâce à cette même transition à bande latérale. Le protocole de

transfert de photon, appliqué à des qubits distants de 30m, en état de superposition,

nous permet de transférer l’état quantique d’un qubit à l’autre, d’intriquer les deux

qubits de façon déterministe, et d’utiliser cet état intriqué pour violer l’inégalité de Bell,

en utilisant des axes de mesures prédéterminés.

Nous démontrons qu’il est possible de sélectionner les axes de mesure de chaque

qubit en moins de 30ns, et de mesurer l’état des qubits fidèlement en 50ns, dans ce

même dispositif, prouvant ainsi que ce dernier permettrait de violer significativement



et sans échappatoire l’inégalité CHSH, avec des taux de répétition supérieurs à 10 kHz.

Un tel résultat ouvrirait la voie à la réalisation inédite d’expériences d’auto-certification

quantique, et constituerait une démonstration sans appel des atouts uniques des pho-

tons radiofréquences pour la réalisation de réseaux quantiques.
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Chapter 1

Introduction

I think I can safely say that nobody understands

quantum mechanics.

— Richard Feynman

Quantum information processing has fundamentally changed the way we under-

stand what information is by questioning what physical form it can take in a world

governed by quantum mechanics [Feynman82, Deutsch85]. Its framework embeds in-

formation in the wavefunction of quantum objects, which, in their most abstract version,

take the form of two-level systems known as quantum bits, or qubits. A quantum com-

puter is a system of mutliple qubits whose joint wavefunction can be manipulated and

measured to execute algorithms [Deutsch89]. The exponential growth of the Hilbert

space spanned by the wavefunction with the number of qubits enables an exponential

speed-up of some quantum algorithms over their most-efficient classical counterparts.

Therefore, the possibility to implement a physical quantum computer has major impli-

cations in the science of information. On a fundamental aspect, quantum computers

violate the strong [Vergis86] and extended [Bernstein93] Church-Turing theses, which

assert that any physical computing machine can be efficiently simulated by a probabilis-

tic Turing machine. A thesis which used to be widely believed among computer scien-

tists [Vergis86] until Peter Shor found a polynomial-time quantum algorithm for prime

factorization [Shor97]. On a practical end, thanks to the subsequent development of

many quantum algorithms displaying a speed-up, quantum computers promise a revo-

lution in many computational fields such as cryptography [Shor97, Bernstein09], linear

algebra [Harrow09], machine learning [Lloyd13], quantum chemistry and many-body

simulations [Reiher17, Babbush18a], protein-folding simulations [Robert21, Casares21],
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finance [Rebentrost18], optimization [Grover96, Farhi01, Brassard02], and many other

fields [Montanaro16, Clader13].

It is widely believed that this quantum speed-up in information processing comes

from the quintessential quantum property of entanglement [Penrose98, Jozsa03]: the

existence of multi-qubit superposition states which cannot be described by the state of

the individual qubits. As argued by R. Penrose [Penrose98] and R. Jozsa [Jozsa03], the

dimension of the Hilbert space spanned by non-entangled quantum states increases

only linearly with the number of qubits. Therefore, a quantum computer without

entanglement can be efficiently simulated by a classical one, and looses its exponen-

tial speed-up. A striking example of the role of entanglement in quantum computing

is the one-way computing framework developed by R. Raussendorf and H. Briegel,

in which arbitrary quantum circuits can be implemented efficiently with single-qubit

measurements performed on a highly-entangled initial cluster state [Raussendorf01].
Another example is the recent work by Y. Zhou et al., which highlights the direct con-

nection between the amount of entanglement in a quantum circuit and the possibility

to simulate it efficiently on a classical computer thanks to a compression into matrix

product states [Zhou20]. Finally, entangled states are direct resources in many crucial

quantum information primitives such as the quantum Fourier transform [Shor97], the

teleportation of quantum states [Bennett93, Bouwmeester97] or gates [Gottesman99,

Eisert00, Chou18], quantum error correction [Shor95, Bennett96b, Knill98, Steane96,

Kitaev03], or super-dense coding [Bennett92, Mattle96].

Beyond its computational properties, entanglement has intrigued physicist ever

since it has been highlighted by A. Einstein, B. Podolski and N. Rosen (EPR) in

1935 [Einstein35, Schrödinger35]. In this famous gedanken experiment, EPR consid-

ered an entangled state between two physically remote systems A and B. They high-

lighted that a projective measurement of subsystem B with one of two incompatible

observables B̂1 and B̂2 would instantaneously reduce the wavefunction of subsystem A

into an eigenvector of two incompatible observables Â1 or Â2, irrespective of the physi-

cal distance between the two subsystems. Therefore if the wavefunction representation

of quantum mechanics is real, which EPR defined as the wavefunction capturing at

least some elements of reality of our world, then an action taken locally (measuring

B) can instantaneously change elements of reality on a remote place (system A), be it

at the other side of the universe, in apparent contradiction with special relativity. In

other words, the wavefunction description of quantum mechanics is either not realistic

(complete), or not local.

In 1964, John Bell gave a generic description of realistic models, in which all
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elements of reality are captured by a variable λ, which is potentially multi-dimensional,

and whose structure and value can be partially or totally hidden to the observers.

He then showed that further assuming locality, i.e. that λ cannot be influenced by

future or space-like-separated events, leads to predictions, called “Bell’s inequalities”,

which are violated by quantum mechanics [Bell64]. In other words, John Bell gave

an experimental procedure to prove that the models describing our world must either

be non-local, or non-realistic. As Clauser and Shymony put it: "‘the conclusions are

philosophically startling: either one must totally abandon the realistic philosophy of

most working scientists, or dramatically revise out concept of space-time."’

A few years later, Stuart Freedman and John Clauser reported the first experimental

evidences to reject local realism [Freedman72]. However, the value which they used

to violate Bell’s inequality was calculated indirectly from correlation measurements

and auxiliary measurements, leaving room for criticism [Clauser78]. Ten years later, a

team lead by Alain Aspect demonstrated an experimental violation of Bell’s inequality,

directly calculated from the correlation measurements [Aspect82b], and with a fast

switching of the measurement settings [Aspect82a]. However, the conclusion of this

experiment suffered from loopholes stemming from assumptions made in addition

to local realism [Larsson14, Brunner14]. The remaining loopholes were first closed

individually, in independent experiments using entangled photon pairs [Weihs98] and

trapped ions [Rowe01], and then simultaneously in three landmark experiments per-

formed in 2015 at TU Delft [Hensen15], TU Vienna [Giustina15] and NIST [Shalm15],
thereby providing compelling statistical evidences against local realism.

Bell tests also turn out to have a practical relevance in quantum information pro-

cessing. For instance, a successful Bell test guarantees finite amount of secrecy in

quantum cryptography [Ekert91]. In general, because loophole-free Bell tests rely

on a minimal set of assumptions, they can be used to certify many properties of a

quantum protocol, such as security in quantum key distribution [Mayers98, Barrett05,

Pironio09, Vazirani14, McKague09, Arnon-Friedman18, Murta19], measurement in-

compatibility [Chen21a], entanglement [Verstraete02, Bowles18, Arnon-Friedman19],
or randomness [Colbeck09, Vazirani12, Colbeck12, Nieto-Silleras14, Kessler17], even

if the used devices are untrusted [Gallego10, Reichardt13]. Therefore, loophole-free

Bell tests lead to the most trustworthy benchmarks one can do of a quantum computing

network [Reichardt13].

In most physical implementations of qubits, quantum information is carried in the

state of a single quantum particle, like the polarization of an optical photon [Aspect82a,

Kok07], or an electronic or nuclear spin in a single atom [Saffman16, Reiserer15],
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in a trapped ion [Cirac95, Monroe95a, Leibfried03], in a molecule [Gershenfeld97,

Tseng99, Vandersypen01], in a localized solid-state defect in diamond [Jelezko04,

Wolfowicz21], or in a quantum dot [Hanson07, Urbaszek13]. In 1999, Nakamura et

al. demonstrated the first quantum bit encoded in a mesoscopic system, the Cooper-pair

box [Nakamura99], in which quantum states are defined by the coherent oscillations

of a superconducting phase (or current) across a Josephson junction [Josephson62,

Josephson74], involving the coherent motion of many electrons. This experiment

marked the birth of quantum information processing with superconducting circuits.

In the following decades, Ramsey interference [Vion02], two-qubit gates [Pashkin03,

Yamamoto03], and prototypical quantum algorithms [DiCarlo09] were demonstrated

using superconducting circuits. The demonstration of strong coherent coupling be-

tween superconducting qubits and microwave resonators [Wallraff04] enabled the

study of controlled light matter interaction in superconducting circuits. A setting known

as circuit quantum electrodynamics [Blais04, Blais21] which enabled flexible multi-

qubit architectures [Schuster08, DiCarlo09], and quantum non-demolition readout pro-

tocols [Blais04, Reed10a]. The steady increase of coherence times [Koch07, Reagor13,

Paik11, Somoroff21, Wang21] and of the number of controllable qubits [Steffen13,

Barends16, Arute19, Jurcevic20, Blok21] in superconducting quantum processors en-

abled the realization of landmark experiments, such as the demonstration of a quantum

computational advantage [Arute19] and quantum error correction [Ofek16, Andersen20a,

Campagne-Ibarcq20, Chen21b].

Nowadays state-of-the-art superconducting quantum processors contain a few dozens

qubits, and might find application in noisy-intermediate scale quantum computing ap-

plication [Preskill18, O’Malley16, Kandala17, Kandala19, Lacroix20]. Efforts in qubit

integration and packaging [Béjanin16, Das18, Foxen18, Lei20] will likely extend the

scale of these processors to thousands of qubits in the foreseeable future. A scale at

which such processors might encode a single, error-corrected logical qubit [Chen21b].
However, the most frugal yet provably useful quantum algorithms require orders of

magnitude more qubits: 106−8 to simulate nitrogen fixation by nitrogease, 105−7

to encode the electronic spectra of correlated electrons [Babbush18a], and 108 for

Shor’s factorization of a 2000 bits number. To reach such scale, it appears unavoid-

able that a superconducting quantum computer will require to be built as a net-

work, connecting multiple processors housed in different cryogenic systems to each

other [Awschalom21, Krinner19]. However, because superconducting qubits lack of a

natural interface with optical photons, they cannot be entangled at a distance in the

same fashion as single atoms [Moehring07], trapped ions [Hofmann12], or defects in
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diamond [Bernien13]. Realizing such superconducting quantum network is therefore

a challenging task.

In this thesis, we present the work we have conducted over the last five years to re-

alize the first superconducting quantum network, in the aim to violate Bell’s inequality

free of any loophole. This network consists of two superconducting circuits, housed

in distinct dilutions refrigerators, separated by several meters, and connected to each

other with a superconducting waveguide cooled to cryogenic temperatures, through

which itinerant microwave photons carry quantum information. In chapter 2, we give

a detailed introduction to quantum information processing with superconducting cir-

cuits and to the Bell test formalism. In chapter 3, we provide an analytical study of

dispersive transmon qubit readout at short integration times, which leads to a clear pa-

rameter optimization procedure for the design of the readout circuitry, and concludes

on the possibility to perform a Bell test closing the locality loophole in a quantum net-

work spanning a few tens of meters. In chapter 4, we give a detailed presentation and

characterization of the cryogenic link technology which we developed to connect qubits

with cold waveguides over distances of up to 30 m. In chapter 5, we present a fast and

high-fidelity qutrit reset scheme based on microwave pumping of a transmon-resonator

system. We have used this reset scheme in all subsequent experiments presented in this

thesis. In chapter 6, we report the experimental demonstration of quantum communi-

cation protocols, including a Bell test, between two superconducting circuits housed

in two cryogenic systems, separated by 5 and 30m, and connected to each other by

the cryogenic link presented in chapter 4. We also demonstrate how this unique setup

is geared to perform the first loophole-free Bell test using superconducting circuits.
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Chapter 2

Circuit QED and quantum
communication

The bession is a true particle, unlike the Transmon,

which is just a chunck of metal.

— Christopher Eichler

This chapter introduces concepts of electrical superconducting circuits and of quan-

tum information which are essential to understand the results presented in the rest

of the thesis. In the first section, we will give an introduction to superconducting

circuits applied for quantum information processing. We will present the elementary

circuits implementing quantum harmonic oscillators and quantum bits, then show how

to manipulate the quantum states of such circuits, and describe a small subset of the

rich phenonema which arise when combining these two elementary circuits, with a

particular focus on quantum communication and entanglement generation between

remote circuits. In the second section, we will describe the formalism of Bell tests

and detail the requirements to perform a loophole-free Bell test using superconducting

qubits and microwave photons.
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2.1 Quantum information with superconducting circuits

2.1.1 Harmonic Oscillator

Perhaps the simplest example of a quantum system is that of a quantum harmonic

oscillator. Such a system is described by the Hamiltonian

Ĥho =
p̂2

2m
+

1
2

mω2 x̂ , (2.1)

where m is the particle’s mass, ω is the resonance frequency of the harmonic oscillator,

and x̂ and p̂ are the conjugate quantum operators for position and momentum, which

obey the commutation rule [ x̂ , p̂] = iħh. The simplest electrical circuit implementing a

harmonic oscillator is the lumped-element LC circuit, where the only node of the circuit

is connected to ground via a capacitor and an inductor in parallel [Fig. 2.1 (a,b)]. The

classical Hamiltonian of the system amount to the total energy stored in the circuit

HLC =
CV 2

2
+

LI2

2
(2.2)

=
Q2

2C
+
Φ2

2L
, (2.3)

where C is the capacitance to ground, L is the inductance of the inductor, V is the

node voltage, and I the current flowing in the inductor. In the second line of Eq. (2.3),

we have introduced the capacitor’s charge Q =
∫

I(t)d t = CV and the flux Φ =
∫

V (t)d t = LI threaded through the inductor. Since Φ and Q are canonical conjugate

0
Φ

E

ℏω
ℏω
ℏω
ℏω
ℏωC

Φ, Q

L

(a) (c)(b)

C

ground

L

Figure 2.1 (a) LC-circuit electrical diagram. (b) Optical photograph of a planar LC-circuit
pattern via photolithography (credits: A. Potoc̆nik). The dark and clear part are sapphire
and niobium, respectively. (c) Potential landscape and energy levels of a quantum harmonic
oscillator.
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variables, the canonical quantization of Eq. (2.3) leads to the quantum Hamiltonian

ĤLC =
Q̂2

2C
+
Φ̂2

2L
, (2.4)

where the canonically conjugate operators Φ̂ and Q̂ follow the commutation rule

[Φ̂, Q̂] = iħh. Identifying flux to position and charge to momentum, the quantum LC

oscillator is analogous to a harmonic oscillator with mass C and resonance frequency

ω = 1/
p

LC . In the second quantization formalism, one introduces the creation and

annihilation operators

â =
1
2

�

Φ̂

Φzpf
+ i

Q̂
Qzpf

�

, and â† =
1
2

�

Φ̂

Φzpf
− i

Q̂
Qzpf

�

, (2.5)

where Φzpf =
p

ħhZr/2 and Qzpf =
p

ħh/2Zr are the flux and charge zero-point fluctu-

ations, and Zr =
p

L/C is the characteristic impedance of the resonator [Girvin14].
These operators obey the bosonic commutation rule [â, â†] = 1, and can be used to

express the Hamiltonian as

ĤLC = ħhω(â†â+ 1/2). (2.6)

The bosonic commutation rule leads to two important properties of the quantized

harmonic oscillator. First, the eigenenergies of â†â are positive integers n ∈ N. The

corresponding eigenstates, typically labelled |n〉, are called Fock states. Second, the

annihilation (creation) operator acts on a Fock state |n〉 as â |n〉=
p

n |n− 1〉 (â† |n〉=
p

n+ 1 |n+ 1〉). Therefore annihilation (creation) operator removes (adds) one quanta

of energy ħhω from (to) the oscillator. These quanta of energies are plasmon-polariton

particles, i.e. they involve both the electronic field via the collective motion of electron

charges (as a plasma) and the electromagnetic field it generates. However, because of

the linear and the electro-magnetic nature of the LC circuit, it’s elementary excitations

are typically called microwave photons [Girvin14]. Third, the energy levels are spaced

evenly, by ħhω [Fig. 2.1 (c)]. Therefore, it is not possible to drive one transition selec-

tively. Instead, driving the resonator with a classical drive, e.g. a coherent tone, will

map the harmonic oscillator to a classical state, such as a coherent state.
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Cr Lr

(a) (b) Z0 , λ/4

0
k

1
2

Figure 2.2 Electrical circuit diagram of, (a) an LC-circuit, and (b), a λ/4 resonator. The
blue curves in (b) represent the voltage profile inside the λ/4 resonators for modes k =
0, 1,2.

Lumped-element LC resonator

In typical circuit QED experiments, LC-resonators are fabricated from a thin film of

superconducting metal, such as niobium or aluminum, deposited on top of a clean sub-

strate, such as silicon or sapphire. A metal pad and a meandering inductor shunting it

to ground is then patterned in the film through a photolithographic step [Fig. 2.1 (b)].
The metal pad constitutes a natural capacitor to ground. The capacitance and induc-

tance of the system are defined by the specific geometry of the metal pad and the

inductor, and typically lead to frequencies in the range of 1 to 10 GHz and impedances

of 20 to 200 Ohms [McKay15, McRae20].

However, the typical size of these circuits is just an order of magnitude below the

typical millimeter-long resonant wavelength. These systems are therefore not strictly

lumped-elements and we must consider the parasitic inductance (capacitance) of the

capacitor (inductor) to estimate the systems parameters precisely [Pozar12, McRae20].

λ/4 resonator

Alternatively, microwave resonators can be built from distributed electrical elements

(Fig. 2.2). For instance, a transmission line terminated with a short-circuit on one end,

and an open-circuit on the other end, can support standing waves with a current node

on the short-circuited end and a voltage node on the open one [Fig. 2.2 c]. Such a

resonator is called a λ/4 resonator, because its fundamental mode, of frequency

ω0 =
πvp

2l
,

supports a standing wave which spans the transmission line with a quarter of it’s

wavelength. Here, l is the length of transmission line, and vp = c/
p
εeff is the phase

velocity in the transmission line, with c the speed of light in vacuum, and εeff ≥ 1 the

effective dielectric constant of the transmission line. Harmonic modes appear at each
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Lr

Z0 
out

Cg

Z0 
out

Z0 

out
(a) (b) (c)

Figure 2.3 Electrical circuit diagram of, (a) an LC-circuit capacitively coupled to an output
port, (b), a λ/4 resonator capacitively coupled to an output port, and (c), a λ/4 resonator
galvanically coupled to an output port. The output port transmission line is in blue.

frequency compatible with the boundary conditions, i.e.

ωk = (2k+ 1)ω0, for k ∈ N.

To first order, a λ/4 resonator is well approximated near resonance by a parallel LC-

circuit with parameters [Pozar12]

Ck =
π

4Z0ω0
, Lk =

Z0

ω0

4
π(2k+ 1)2

, and Zr,k = Z0
4

(2k+ 1)π
, (2.7)

with Z0 the characteristic impedance of the transmission line.

External coupling

In order to control or characterize the parameters of a resonator, the resonator should

couple to a drive port. In this sub-section, we present useful formulae to derive the

impedance Zr , the resonance frequency ωr , the output coupling rate κext, and the

corresponding quality factor Qext :=ωr/κext of resonators coupled in various ways to

an output port. A detailed derivation of these formulae can be found in appendix A.

For a parallel LC-resonator coupled via a capacitance Cg � Cr to an output port of

constant impedance Z0 [Fig. 2.3 (a)], the external coupling rate is [Göppl08, Houck08]

κext ' C2
g Zr Z0ω

3
r , (2.8)

where the resonance frequency ωr ' 1/
p

Lr CΣ and the impedance Zr '
p

Lr/CΣ
are shifted by the coupling capacitor by susbstituting Cr with the total capacitance

CΣ := Cr + Cg .

For a λ/4 resonator of length l, and whose coupling capacitor is located at a distance

εl from the shorted end [Fig. 2.3 (b)], we show in appendix A that Eq. (2.8) generalizes
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to

κext ' sin2
�

ε
π

2

�

C2
g Zr Z0ω

3
r , (2.9)

where the resonance frequency ωr ' 1/
p

Lr CΣ and the impedance Zr '
p

Lr/CΣ are

shifted by the coupling capacitor by substituting the equivalent circuit capacitance Cr

with the total capacitance CΣ := Cr + Cg sin2(επ/2). Here again, we assumed that

Cg � Cr . Such a capacitive output coupling is convenient when high quality factors are

needed because it requires a small coupling capacitance. Indeed small capacitances

can be easily implemented in a planar geometry, and the lumped-element coupling

approximation Cg � Cr stays valid in this regime.

Alternatively, a distributed resonator can be coupled with arbitrary rate to an out-

put port by contacting the center conductor of the latter to that of the resonator, in a

T-junction located at a distance εl from the shorted end [Fig. 2.3 (c)]. As derived in ap-

pendix A, the resonance frequency and the impedance of the resonator are unchanged,

and the external coupling is

κext =ωr
4
π

sin2
�

ε
π

2

�

. (2.10)

The output coupling rate is proportional to the square of the voltage fluctuation at

the coupling port. Equivalently, the external quality factor is simply π/[4 sin2(επ/2)].
From this expression, we see that any quality factor can be reached, from very high

quality factors, with ε� 1, to a complete destruction of the resonance for ε= 1. Such

a galvanic output coupling is convenient when low quality factors are desired. Indeed,

we have seen in the last paragraph that a low-Q capacitve port would break the lumped

element approximation Cg � Cr , whereas Eq. (2.10) is correct for any quality factor.

CPW geometry

In this thesis, we realized all transmission lines, including those used in distributed res-

onators, using a coplanar waveguide (CPW) geometry [Wen69, Pozar12, Simons01].
In a CPW transmission line, the inner conductor is a metal strip of width s and thickness

t, separated from the in-plane ground plane by a gap of width w [Fig. 2.4 (a)]. The

fabrication of a CPW line is therefore compatible with standard photolithography, as

described above for LC lumped-element resonators [Göppl08]. When the film thick-

ness t is very small compared to w and s, then half of the electric field lives in the

vacuum above the chip, and the other half in the substrate below the metal film. As a

result, the effective dielectric constant of a CPW transmission line is the mean between
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vacuum
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Figure 2.4 (a) Schematical cross-sectional-view of a CPW transmission line. The metal is
in orange and electric field lines going from the center conductor to the ground plane are
represented with blue arrows. (b) False-color optical image of a λ/4 resonator (green) used
in [Magnard20]. Microscope image of, (c) the input capacitor, (d) the galvanic output port
tee-junction, and (f), the shorted end of the resonator shown in (b). The images shown in
(c,d,f) have the same scale. (e) Scanning electron microscope image of the airbridge shown
in panel (d), taken at an angle of 85deg from the axis normal to the plane.

that of the two media εeff ' (1+ εsub)/2. An important feature of CPW transmission

lines is that their characteristic impedance is determined by the ratio s/w, rather than

by the absolute values of s and w, in stark constrast to other planar geometries like

strip lines and microstrip line. Conveniently, for a typical substrate dielectric constant

εsub = 10, the standard 50Ω characteristic impedance is obtained for s = 2w. CPW

transmission lines can therefore be easily miniaturized while being impedance matched

with standard RF components.

For instance, the device which we will present in chapter 6 [Magnard20], possesses

a CPW 4.7GHz λ/4 resonator with film thickness t ' 150nm, length l ∼ 4.5mm

and planar dimensions s = 10.5µm and w = 5.5µm, leading to a footprint as small

as 0.1mm2 [Fig. 2.4 (b)]. Conveniently, the resonator can be coupled using simple

geometries to implement lumped-element capacitors and tee-junctions [Fig. 2.4 (c,d)].
The CPW center conductor splits the ground plane into two parts whose voltage we

equalized at critical places such as bends and tee-junctions with an Al/Ti/Al airbridges

to suppress unwanted slotline modes [Lee99], see Fig. 2.4 (e). Finally, the shorted

end of the resonator simply consists in merging the center conductor with the ground

plane just next to it [Fig. 2.4 (f)].

2.1.2 Josephson Junctions

Harmonic oscillators and linear circuit elements play an essential role in quantum in-

formation processing. However, because the energy levels of a harmonic oscillator are

evenly spaced, it is not possible to selectively drive a single-transition. Instead, a classi-
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Figure 2.5 (a) Schematical cross-sectional-view a Josephson junction consisting of two
layers of aluminum separated by an aluminum oxide insulating barrier. Scanning electron
microscope images of, (b) an Al/AlOx/Al Josephson junction, (c) a SQUID loop, and (d),
a flux-tunable transmon qubit. In (b-d) the colors from darkest to brightest are the silicon
substrate, the niobium film, and the aluminum electrodes of the Josephson junctions, re-
spectively. (e) Electrical diagram of a transmon qubit. The equivalence between the SQUID
loop and a flux tunable nonlinear inductor is enclosed in the gray box. (f) Cosine potential
energy and first energy levels of the transmon qubit. The grey dashed line is the quadratic
expansion of the potential energy.

cal drive will generate a particular type of superposition of multiple Fock states known

as a coherent state. Such state can be well described classically as the coherent oscilla-

tion of the classical variables Φ and Q. To generate non-classical states and harness the

advantages of quantum information processing, one needs to add a non-linear lossless

element to the electrical circuit toolbox: the Josephson junction [Josephson62].

The Josephson junction

A Josephson junction consists of two superconducting leads separated by a thin insu-

lating or normal metal barrier. The Josephson junctions presented in this thesis consist

of two layers of aluminum deposited with double-angle evaporation using a Dolan

bridge technique [Dolan77], and separated by a ∼ 1 nm thick aluminum oxide barrier

grown in between the two deposition steps [Fig. 2.5 (a,b)].

The tunnelling effect of supercurrent through the barrier leads to the non-linear
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Josephson relation [Josephson62]

I = I0 sin
�

Φ

Φ0

�

(2.11)

where Φ0 = ħh/2e is the flux quantum, and the critical current I0 is is the maximum

current which can flow through the junction before it turns into a normal resistor.

Integrating the right-hand-side of Eq. (2.11) leads to an expression of the potential

energy associated with a Josephson junction

U(Φ) = −I0Φ0 cos
�

Φ

Φ0

�

= −EJ cos(ϕ), (2.12)

where we introduced the dimensionless flux ϕ = Φ/Φ0, and the Josephson energy

EJ = I0Φ0. The Josephson energy is proportional to the area of the Josephson junction

and decreases exponentially with the barrier thickness, with prefactors which depend

on the junction materials. It can be conveniently estimated from a measurement of

the normal state junction’s resistance Rn at room temperature, with the Ambegaokar-

Barattoff formula [Ambegaokar63b]

EJ =
Φ0π∆

2eRn
,

where e is the electron charge, and ∆ the superconducting gap of the superconductor.

SQUID loop as a tunable Josephson junction

A superconducting quantum interference device (SQUID) is a circuit consisting of two

Josephson juntions in parallel [Fig. 2.5 (c)], which behaves effectively as a single

Josephson with tunable Josephson energy. To see that we first consider the potential

energy of a SQUID,

USQUID = −EJ ,1 cosϕ1 − EJ ,2 cosϕ2,

where EJ ,i and ϕi are the energy of, and the dimensionless flux across, each of the two

junctions. Because the two junctions form a loop, Faraday’s law constrains the phase

drops across the two junctions

Φext/Φ0 = ϕ2 −ϕ1, (2.13)
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where Φext is the external magnetic flux theaded through the SQUID loop. Using

Eq. (2.13), we can eliminate a variable and re-write the potential energy of a SQUID

as

USQUID(ϕ) = −EΣ

√

√

d2 + (1− d2) cos2

�

Φext

2Φ0

�

cos(ϕ), (2.14)

with EΣ = EJ ,1 + EJ ,2 the total Josephson tunnelling energy, d = (EJ ,1 − EJ ,2)/EΣ the

SQUID asymmetry, and ϕ = (ϕ1 + ϕ2)/2 − arctan(d tan(Φext/2Φ0)) [Vool17]. Iden-

tifying Eq. (2.14) with Eq. (2.12), we see that the SQUID loop is an element which

behaves like a single Josephson junction with a Josephson energy

EJ = EΣ

√

√

d2 + (1− d2) cos2

�

Φext

2Φ0

�

tunable between a maximum value of EΣ = EJ ,1+EJ ,2 forΦext = 2nπΦ0 and a minimum

value of dEΣ =
�

�EJ ,1 − EJ ,2

�

� for Φext = (2n+ 1)πΦ0, where n ∈ Z.

2.1.3 The Transmon qubit

Electrical circuits consisting of a Josephson junction or a SQUID loop in parallel with

a combination of, a shunt inductor, a shunt capacitors and/or a Josephson junction

array, will exhibit a complex level structure which typically allows to address transi-

tions between quantum energy levels individually. Such circuits behave as artificial

atoms who can be treated as qubits. Different types of qubits can be obtained, depend-

ing the choice of elements shunting the Josephson junction, and the relative energy

associated with each element. All the experiments which we will present in this the-

sis use transmon qubits, which consist of a Josephson junction shunted by a large

capacitor. Therefore this section and the next ones focus solely on this type of qubit.

We refer the reader interested in other types of superconducting qubits to specific

reviews [Kjaergaard20, Wendin17].
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Hamiltonian

A Josephson junction can also be viewed a non-linear inductor. This becomes explicit

when inverting Eq. (2.11)

Φ=Φ0 arcsin (I/I0)

=
Φ0

I0

�

1+
1
6

�

I
I0

�2

+O

�

�

I
I0

�4
��

︸ ︷︷ ︸

LJ (I/I0)

I , (2.15)

which corresponds to the I −V relation of an inductor with current-dependent Joseph-

son inductance LJ ∼ Φ0/I0 = Φ2
0/EJ . Therefore, the circuit consisting of a Josephson

junction (or a SQUID loop) in parallel with a capacitor, also called a cooper-pair box

(CPB) [Shnirman97, Nakamura99], acts as a non-linear LC-circuit [Fig. 2.5 (d,e)]. We

see from Eq. (2.15) that, as long as Φ < Φ0, the inductance of the CPB increases

with increasing power. Therefore the resonance frequency ω(Φ) = 1/
p

L(Φ)C of the

Cooper-pair box decreases with power.

Similar to the quantization of the harmonic oscillator [Eq. (2.4)], we use canonical

quantization to obtain the quantum Hamiltonian of the CPB [Bouchiat98, Girvin09],

ĤCPB = 4EC(n̂− ng)
2 − EJ cos(ϕ̂), (2.16)

where we introduced the Coulomb charging energy EC = e2/2CΣ, the total capacitance

of the CPB CΣ, the charge number operator n̂= q̂/2e, and the gate offset charge number

ng = qt/2e.

Identifying again charge with momentum and phase with position, we see that

in the transmon regime where E j � EC , adding charges to the CPB island adds little

“kinetic energy” to the system relative to the depth of the “potential well”. Therefore we

expect the lowest energy eigenstates to be deep in the potential well of the Josephson

junction, and that the boundary condition ψ(ϕ) =ψ(ϕ + 2π) can be lifted [Koch07].
The cosine term can then be expanded to fourth order in ϕ, and the gate offset charge

number ng neglected, to give the transmon Hamiltonian

Ĥt = 4Ec n̂+ EJ
ϕ2

2
− EJ

ϕ4

24
+O(ϕ6), (2.17)

where we omitted a global energy offset. Similar to the case of the harmonic oscil-

lator, we go through a second quantization by introducing the bosonic creation and
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annihilation operators for the transmon

b̂ =
4
√

√ EJ

32Ec
ϕ̂ + i

4
√

√2EC

EJ
n̂, and b̂† =

4
√

√ EJ

32Ec
ϕ̂ − i

4
√

√2EC

EJ
n̂. (2.18)

The bosonic commutation rule [b̂, b̂†] = 1 can be easily verified. Up to leading order,

neglecting operators which do not conserve the number of excitations, and omitting a

global energy offset, we obtain

Ĥt =
�p

8EJ EC − EC

�

b̂† b̂−
EC

2
b̂† b̂† b̂ b̂. (2.19)

Similar to the case of the harmonic oscillator, we find that Ĥt has a discrete set of

eigenstates which we label |k〉, with k ∈ N in increasing order of energy, and on which

the creation and annihilation operators act as

b̂ |k〉=
p

k |k− 1〉 , b̂† |k〉=
p

k+ 1 |k+ 1〉 , and b̂† b̂ |k〉= k |k〉 . (2.20)

Using Eq. (2.19) and Eq. (2.20), we can find the eigenenergies Ek and transition

frequencies ωk,k+1 of the transmon circuit (ħh= 1)

Ek = 〈k| Ĥt |k〉= k
�p

8EJ EC − EC

�

−
k(k− 1)

2
Ec (2.21)

ωk,k+1 =Ek+1 − Ek = (
p

8EJ EC − EC)− kEC . (2.22)

We see that the levels of the transmon circuit are not evenly spaced, and that the tran-

sition frequency gets smaller and smaller as we climb the energy ladder [Fig. 2.5 (f)].
This picture is the quantized version of the classical interpretation which we made

earlier, of the transmon cicruit being a non-linear resonator whose resonant frequency

decreases with power [see Eq. (2.15)].

Remarkably, because each transition has a different frequency, it is possible to

address them selectively. Therefore, if the transmon circuit is initialized in its ground

state, it can be used as a quantum object with a finite number of dimensions d + 1 by

addressing only the transitions from |0〉 to |d〉. For d = 2 or 3, we will refer to the

transmon circuit as a transmon qubit or qutrit. In this case, we will label the three

lowest energy states |g〉, |e〉 and | f 〉 [Fig. 2.5 (f)]. The qutrit transition frequencies
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are then given by (ħh= 1)

ωq :=ωge =
p

8EJ EC − EC , (2.23)

and ωe f =ωq +α, (2.24)

with α=− EC . (2.25)

We specify the anharmonicity α even though we intend to use the transmon circuit

as a qubit because this quantity has a practical impact in quantum information pro-

cessing. For instance, as we will see in Sec. 2.1.4 and chapter 3, it sets an upper limits

to transition drive rates [Motzoi09] and the measurement speed [Walter17]. The an-

harmonicity of the transmon qubit is negative, but we will often omit the negative sign

and refer implicitly to its modulus from here on.

From Eq. (2.25), it seems that α is determined by the total capacitance of the

transmon qubit CΣ. However, the transition frequencies given by Eq. (2.25) are

asymptotic limits as EJ/EC → +∞. As soon as E j/Ec > 50, this asymptotic limit

is a very accurate approximation of the exact qubit frequency ωq obtained by diag-

onalizing the CPB Hamiltonian [Fig. 2.6 (a)]. However, for typical values of EJ/EC

ranging from 30 to 150 [Koch07, Magnard18], Eq. (2.25) underestimates α by more

than 10% [Fig. 2.6 (a)]. It is also useful to notice that the relative anharmonicity

αr := α/ωq ' 1/(
p

8EJ/EC − 1) is a decreasing function of EJ/EC , which is below

10 % for EJ/EC > 25 [Fig. 2.6 (b)].

At this point, we need to make three important remarks about the perturbative

treatment we have made to derive Eq. (2.19). First, a rigorous perturbative derivation

of the eigenstates of the transmon circuit yields a perturbed creation (and annihilation)

operator, and we decided to omit this part for conciseness and clarity. The reader may

find a complete perturbative analysis to firsrt order in Ref. [Koch07] and to arbitrary

order in Ref. [Didier18]. Second, because the transmon approximation holds only

if the phase of the wavefunction is focused deep inside the cosine potential well, it

necessarily breaks down at high enough excitation number. In particular, the negative

transition frequencies obtained from Eq. (2.22) for n + 1 >
p

8EJ/EC indicate that

the transmon approximation is already invalid for these high excitation numbers. Last

but not least, the perturbative treatment of the CPB Hamiltonian simply removes any

dependence on the gate offset charge number ng .
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Figure 2.6 (a) Ratio between the approximate [Eq. (2.25)] and exact value for the qubit
frequency and the anharmonicity, vs EJ/EC ratio. (b) Absolute value of the relative anhar-
monicity αr := α/ωq vs EJ/EC ratio calculated with an exact diagonalization of the CPB
Hamiltonian, and with the approximate transmon formulae (2.25). (c) Worst case scenario
charge dispersion quality factor Qcd

2 of the g-e and e- f transitions vs relative trasmon an-
harmonicity αr . The ticks in the top and right axis show the corresponding anharmonicity
α and Ramsey coherence limit T cd

2 for a nominal qubit frequencyωq/2π= 5 GHz. The pink
and the gray vertical grid lines at 5% and 6% correspond to the relative anharmonicity at
which the charge dispersion quality factor is 106 (blue line), for the e- f and g-e transitions,
respectively.
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Charge dispersion suppression

Understanding the dependence of the CPB energy levels on ng is important however,

because the charge noise in the enviroment of the CPB translate in random fluctua-

tions of ng which then leads to random fluctuation of the qubit frequency, or qubit

dephasing. To do so, one needs to solve the eigenenergies from the CPB Hamiltonian

Eq. (2.16). This can be done analytically by expressing Schrödinger’s equation in the

phase basis and using Matthieu’s characteristic functions, or numerically by using a

truncated charge basis [Koch07]. One then finds that eigenenergies, and therefore

transition frequencies, are 1-periodic in ng with extrema at ng = 0 and ng = 1/2. Us-

ing the asymptotics of Mathieu characteristic values, one can approximate the charge

dispersion εk = Ek(ng = 1/2)− Ek(ng = 0) of level k with [Koch07]

εk ' (−1)k EC
24k+5

k!

√

√ 2
π

�

EJ

2EC

�
k
2+

3
4

e−
p

8EJ/EC . (2.26)

The charge dispersion is exponentially suppressed in
p

EJ/EC and increases exponen-

tially with k. To determine the maximum amount of Ramsey dephasing induced by

this charge dispersion, we consider the worst case scenario where the charge offset al-

ternates randomly between ng = 0 and ng = 1/2. This induces the k-(k+1) transition

frequency to randomly alternate between its two extrema

ωk,k+1(ng = 0 or 1/2)'ωk,k+1(ng = 1/4)±
εk+1 − εk

2
, (2.27)

which implies that the coherence between states |k〉 and |k+ 1〉 depends on time t as

cos((εk+1 − εk)t/2). Defining the Ramsey dephasing time T ∗2 as the time it takes for

the coherence to reach 1/e, we find that the worst case scenario T ∗2 limit imposed by

charge noise is

T cd
2 =

2
εk+1 − εk

arccos(e−1)'
2.4

εk+1 − εk
. (2.28)

Equations (2.25), (2.26) and (2.28) highlight the most important feature of the

transmon qubit: for a fixed qubit frequency, the dephasing effect of charge noise is expo-

nentially suppressed in
p

EJ/EC whereas the anharmonicity of the transmon α' −Ec

decreases inversely proportionally to
p

EJ/EC . Thanks to this feature, it is possible

to set
p

EJ/EC high enough to virtually suppress charge noise dephasing, while main-

taining high enough qubit anharmonicity. Indeed, by expressing
p

EJ/EC as a function

of the relative anhaomanicity αr [see Fig. 2.6 (b)], we see that the quality factor
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Qcd
2 :=ωq T cd

2 associated with charge dispersion, can exceed 106 for αr < 6 % and even

109 for αr < 4% [Fig. 2.6 (c)]. For a typical qubit frequency ωq/2π= 5GHz, the an-

harmonicity can be as high as 300 MHz (240 MHz), corresponding to a minimum qubit

gate time of∼ 2×2π/α= 6.6 ns (8.3 ns) [Motzoi09, Gambetta11b], before the charge

noise coherence limit on the g-e (e- f ) transition drops below 30µs [Fig. 2.6 (c)].

2.1.4 Qubit Control and Coherence

Initialization

To control the quantum state of a transmon qubit, the circuit should first be initialized in

a pure, fiducial state [DiVincenzo00]. This is typically achieved by letting the transmon

qubit thermalize to its cryogenic environment. Then the qubit ends up in its ground

state, with a residual thermal excitation nth = exp(−ħhωq/kb T ), which is negligible if

the thermal energy of the environment is small enough, i.e. T � ħhωg/kb. Here kb is

the Boltzmann constant. Noting that,

h
kb
' 48 mK/GHz,

this condition corresponds to T � 250mK for a qubit with a typical transition fre-

quency ωq/2π= 5 GHz. For this reason superconducting circuits need to be operated

at temperatures of a few dozens mK, far below the critical temperature of the super-

conducting metals.

The dynamics of initialization by passive thermalization are governed by qubit

decay, and one should wait for a thermalization time that is several times the qubit

decay time to reach good ground state with this scheme. Alternatively, it is possible

to actively initialize the transmon qubit to its ground state with tunable dissipation or

using measurement and feedback. We will discuss this topic in details in chapter 5, in

which we present a demonstration of our own reset scheme.

Rabi oscillations

To perform qubit rotations, the qubit needs to be coupled to a drive line: a dedicated

transmission line whose open end couples capacitively to the transmon qubit island.

Applying a microwave tone with carrier frequencyωd through the drive line effectively

modulates the gate charge offset ng in Eq. (2.16), which leads to an additional time-
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Figure 2.7 (a) Bloch sphere representation of a qubit rotation (dark blue circling arrows)
around the Boch vector ~Ω (red arrow) induced by a drive of amplitude |Ω| (teal) and phaseϕ
(orange), detuned from the qubit frequency by δ (yellow). (b) Qutrit energy level diagram
in the frame rotating at the qubit frequency, in the presence of a resonant g-e drive. The
dashed blue and green lines are the |e〉 and | f 〉 states dressed by the off-resonant drive-
induced e- f coupling term (purple arrow), and ac-stark-shifted by ±ξ ' ±2Ω/α in the
weak drive limit Ω� α. (c) Real amplitude spectrum of a Gaussian, and Gaussian DRAG
pulse, in the frame rotating at the qubit frequency. The vertical ticks and gridlines denote
the e- f transition (ω= α), the bare g-e transition (ω= 0) and the dressed g-e transition
[ω= ξ, see panel (b)], respectively.

dependent drive term to the Hamiltonian

Ĥd = Ωeiωd t b̂+ h.c.,

where the Rabi drive rate Ω is a complex quantity whose phase and amplitude are

given by that of the drive tone. In the frame rotating at the drive frequency, the total

Hamiltonian becomes

Ĥ = Ĥt + Ĥd(t) = δ b̂† b̂+
α

2
b̂† b̂† b̂ b̂+ (Ωb̂+Ω∗ b̂), (2.29)

where δ =ωq−ωd is the detuning between the drive and qubit frequencies. Assuming

that the drive is detuned far enough from the e- f transition frequency, we can omit

the | f 〉 level and consider the transmon circuit as a qubit, i.e. express the bosonic

operators in terms of the Pauli operators: b̂† b̂→ σz/2 and b̂(†)→ σ± = (σx ± iσy)/2.

Then Hamiltonian 2.29 takes the form of a qubit experiencing Rabi oscillations: a

periodic rotation of the wavefuntion on the Bloch sphere around the Bloch vector
~Ω= (Re(Ω), Im(Ω),δ) at rate |~Ω|=

p

|Ω|2 +δ2 [Nielsen11], see Figure 2.7 (a). There-

fore, any arbitrary qubit rotation Rθ
~u , of angle θ around the Bloch unit axis ~u, can be

performed by driving the qubit with a Rabi rate Ω and a detuning δ for a time t g such



24 Chapter 2 Circuit QED and quantum communication

that

~Ω
p

|Ω|2 +δ2
=~u,

and t g

Æ

|Ω|2 +δ2 =θ .

(2.30)

In particular one can perform rotations around the X or Y axis of the Bloch sphere by

driving the qubit resonantly (δ = 0) with a drive phase of 0 or π/2. The rotation angle

θ is set by the drive amplitude and the gate duration. We will often refer to the pulse

which induce the rotations Rπ/2X/Y and RπX/Y as π/2 and π pulses, respectively. Z axis

rotations can be performed virtually, by changing the phase of the rotating frame. This

abstract change of referential is instantaneous and its effect in the lab reference frame

consists in updating the phase of all subsequent control pulses [McKay17].

To calibrate the amplitude of the π/2 and π pulses, we initialize the qubit in its

ground state and apply a resonant Gaussian-envelope pulse of fixed duration of which

we sweep the amplitude Age. We then fit the measured |e〉 population with a cosine to

extract the amplitudes yielding π/2 and π rotations [Fig. 2.8 (a)].

DRAG pulses

The gate duration t g is inversely proportional to the Bloch vector amplitude, and

Eq. (2.30) seems to indicate that it can be decreased arbitrarily by increasing the drive

amplitude. However when the Rabi amplitude starts to be comparable to the detuning

δ + α between the drive and the e- f transition frequencies, the | f 〉 level cannot be

neglected any more. This is well explained by considering a resonant drive (δ = 0),

and rewriting Hamiltonian 2.29 in the form of a matrix in the {|g〉 , |e〉 , | f 〉} basis,

Ĥ =







0 Ω 0

Ω∗ 0
p

2Ω

0
p

2Ω∗ α






. (2.31)

The drive term couples states |e〉 and | f 〉 non-resonantly [Fig. 2.7 (b)]. If
p

2Ω �
α, then |e〉 and | f 〉 are coupled dispersively, i.e. there is only negligible population

transfer from |e〉 to | f 〉, but the dressed |e〉-level energy is ac-stark shifted by ξ '
2Ω2/α [Stark14, Tamarat95]. The drive is therefore detuned by ξ from the dressed

g-e transition instead of being resonant, which leads to a phase error in the qubit

rotation [Fig. 2.7 (b)]. If
p

2Ω is comparable or bigger than α then the drive will
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induce non-negligible population transfer from |e〉 to | f 〉, leading to leakage of the

population outside of the computational subspace, referred to as leakage errors.

These detrimental effects of the | f 〉 level can be mitigated by shaping the drive pulse

appropriately. This can be done using numerical methods [Khaneja05, Werninghaus21],
or a sub-optimal but analytical approach called derivative removal by adiabatic gates

(DRAG) [Motzoi09]. The Gaussian DRAG method consists in parametrizing the Rabi

drive as

Ω(t) =G(t) + i
q
α

Ġ(t)

with G(t) =







Ω0

�

e−
1
2 ( t

σ )
2

− e−
1
2

� t g
2σ

�2�

−
t g

2
≤ t ≤

t g

2

0 otherwise.

(2.32)

The pulse consists of a truncated Gaussian pulse in-phase, with width σ and total

duration t g , and its derivative in quadrature scaled with a factor q/α. Looking at the

expression of the drive in Fourier space (assuming no truncation)

Ω̂(ω) =Ĝ(ω) + i
q
α

ˆ̇G(ω)

=Ĝ(ω) + i
q
α
(−iωĜ(ω))

=Ĝ(ω)
�

1+
q
α
ω
�

,

(2.33)

we see that the frequency component which is resonant with the e- f transition (ω= α)

cancels for q = −1, thereby suppressing the leakage errors [Fig. 2.7 (c)]. The phase

error is also mitigated because the mean frequency of the pulse is shifted upwards,

in the same direction as the ac-stark shift, see Fig. 2.7 (c). The rest of the phase

error can be independently mitigated with an appropriate change of the instantaneous

drive frequency [Motzoi09, Gambetta11b, McKay17, Chen16]. The DRAG correction

typically reduces the rotation error by more than an order of magnitude, down to 10−3

for gate durations longer than tmin = 2 × 2π/α [Motzoi09, Gambetta11b]. For an

anharmonicity α/2π= −300 MHz, representative of the transmon qubits used in this

thesis, the corresponding minimum gate time is tmin = 5.3 ns.

In this thesis, we used a simplified, though less optimal, pulse shape parametriza-

tion, where the instantaneous drive frequency is fixed and only the phase error is

minimized by optimizing the DRAG parameter q [Lucero10, Chow10]. To do so, we

initialize the qubit in its ground state, then apply an Rπ/2X rotation followed by either

RπX , R−πY or RπY , and measure the qubit state. We repeat the experiment multiple times,
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Figure 2.8 (a) Rabi calibration: excited state population vs amplitude of a fixed-duration
resonant gaussian DRAG pulse (dots), fitted with a cosine (line). (b) DRAG parameter
calibration. (c,d) T1 measurement of levels |e〉 and | f 〉, respectively. (e) Ramsey (red
dots) and Hahn echo measurement (clear red dots). (f) Measurement of the e- f Ramsey
dephasing time. For each calibration measurement, the pulse scheme is shown on the top
axis. In (e), the optional Hahn echo π pulse is shown in light gray. These calibrations were
performed on the qubit labbelled A in Ref. [Kurpiers18].

sweeping the parameter q, and select the value of q for which the average excited

population is the closest to 0.5 for all three sequences [Fig. 2.8 (b)].
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To manipulate higher levels of the transmon qubit, we use DRAG pulses which are

resonant with higher transitions [Bianchetti10].

Qubit Decay

As for all qubits, the transmon qubit is not perfectly isolated from the environment,

which leads to finite coherence of its quantum state.

Qubit decay is a process by which the the state of the transmon qubit spontaneously

decays from |k〉 to |k− 1〉. It can emerge from the transverse coupling of the electric

field generated by the transmon qubit to lossy elements of the environment, such as:

infinite, or semi-infinite transmission lines [Houck08], pieces of normal metal in the

package surrounding the transmon qubit chip [Huang21a], or the thin oxide layers

which typically grow at the substrate-air, substrate-metal, and metal-air interfaces on

the chip [Wenner11, Wang15, Dial15, Woods19]. The probability of a qubit decay

event is given by the exponential law

P [|ψ(τ)〉= |ψ(0)〉= |k〉] = e−τ/T
k−1,k
1 , (2.34)

characterized by the characteristic decay time T k−1,k
1 . To probe decay from |e〉 to |g〉

experimentally, we initialize the qubit in |e〉 with a π pulse and wait for a time τ

before measuring the qubit state. The average qubit population in |e〉 then follows the

exponential law of Eq. (2.34), from which we can retrieve T ge
1 [Fig. 2.8 (c)]. The T1

time of higher energy levels can be obtained by running a similar experiment with the

qubit initialized in |k〉, with k > 1 [Fig. 2.8 (d)].

Qubit Dephasing

Interactions between the qubit and the environment can also suppress the quantum

coherence of the qubit. We have seen earlier that the transmon qubit frequencyωq can

depend on external quantities, such as the gate offset charge ng applied to the transmon

qubit, or the external magnetic flux Φext threaded through its SQUID loop. Classical

noise in these quantities translate into random fluctuation of the qubit frequency, and

therefore, of the qubit phase. Let’s take an example with a qubit initialized in the equal

superposition pure state (|0〉+ |1〉)/
p

2. As it idles, the qubit frequecny differs from

it’s mean by the randomly fluctuating term δωq(t), and after a time τ, the qubit is in

state |φ〉 = (|0〉+ eiφ |1〉)/
p

2, where φ =
∫

δωqd t. Because the process is random,

the final state is described by a density matrix which is the mixture of all possible final
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states

ρ =

∫

|φ〉 〈φ| fφ(φ)dφ

=
1
2

�

1 V

V∗ 1

�

,

(2.35)

with fφ(φ) the probability density function of the random variable φ, and the qubit

coherence V=
∫

fφ(φ)eiφdφ. If the phase fluctuation is small, then fφ(φ) is narrowly

peaked around 0, and V' 1. By contrast if the phase fluctuation is large, then fφ(φ)
is close to uniform over [0,2π], and V ' 0. In other words, the coherence V of the

qubit decreases with increasing uncertainty of φ. This is why this decoherence process

is often referred to as qubit dephasing.

Assuming that the phase φ follows a centered Gaussian distribution with standard

deviation σ, then integrating Eq. (2.35) leads to

V= e−
1
2σ

2
.

Using the fact that

σ2(τ) = Varφ =

∫ τ

0

∫ τ

0

〈δωq(t),δωq(t
′)〉d td t ′,

we find that σ2 ∝ τ, in the case of white frequency noise (i.e. 〈δωq(t),δωq(t ′)〉 ∝
δ(t, t ′)), and thatσ2∝ τ2 in the case of low-frequency noise (i.e. 〈δωq(t),δωq(t ′)〉=
cst). As a result, in the more general case that δωq fluctuates with a combination of

white and low-frequency noise, we find that

V= exp

�

−
τ

T wn
2

�

× exp

�

−
�

τ

T wn
2

�2�

,

where T wn
2 and T 1/ f

2 are the characteristic dephasing times associated with white and

low-frequency noise, respectively.

Another source of dephasing comes from entanglement between the qubit and

the enviromenment. This can be modeled with the general unitary performing the

following map

|0〉q |Ei〉 7→ |0〉q |E0〉 , and |1〉q |Ei〉 7→ |1〉q |E1〉 ,
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where |Ei〉 denote the initial state of the environment, and |E0/1〉, it’s final state after

having interacted with the qubit initialized in |0/1〉q. Starting with the qubit in |+〉,
and tracing out the environmental degrees of freedom, the reduced density matrix of

the qubit takes the form of Eq. (2.35), with

V= 〈E0|E1〉 .

If the qubit is not entangled with the environment at all, then |E0〉= |E1〉 andV= 1: the

qubit keeps a perfect coherence. But for maximal entanglement with the environment,

|E0〉 and |E1〉 are orthogonal and V = 0: the qubit is completely dephased. Up to a

unitary transformation of the environment, we can rewrite |E0〉= |0〉E as the vacuum

state, and |E1〉= |β〉E . In many cases, including that of a continuous measurement of

the qubit, |β〉E is a coherent state whose number of photons increases linearly with

the interaction time |β |2∝ τ. Then we obtain

V= 〈0|β〉= e−
1
2 |β |

2
= e−τ/T

ent
2 . (2.36)

The qubit decoheres exponentially with the characteristic time T ent
2 , at which the qubit

gets entangled with the environment. Because |E〉 can be considered as the pointer state

in a Von Neumann measurement, we generally refer to this mechanism as measurement-

induced dephasing.

To extract the dephasing time of the qubit, we perform a Ramsey measurement.

We initialize the qubit in state |+〉 with a π/2 pulse and wait for a time τ. The qubit

density matrix then has the form of Eq. (2.35). We then apply a second π/2 pulse, in

phase with the first one and measure the qubit state. The average population in state

|e〉 is then

Pe(τ) =
1
2
(1+V cos(δτ)) =

1
2

cos(δτ)
�

1 + cos(δτ)e−τ/T
exp
2 e−(τ/T

lf
2 )

2
�

, (2.37)

where δ is the detuning between the qubit and the drive frequency, and 1/T exp
2 =

1/T ent
2 + 1/T wn

2 is the overall characteristic exponential decoherence time. We use fits

of Eq. (2.37) to Ramsey measurements to extract the dephasing time and frequency

ωq =ωd +δ of the qubit [Fig. 2.8 (e)].

The Hahn echo sequence is an adaptation from the Ramsey sequence, where a

π pulse is introduced in the middle of the two π/2 pulses [Fig. 2.8 (e)]. This extra

π pulse generates a spin echo and effectively filters the frequency noise with a band

pass centered at ωc = 1/τ [Bylander11]. As a result, the low-frequency noise is
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filtered out, leading to exponential decay of V with an improved decoherence time T e
2

[Fig. 2.8 (e)]. Similar to all the calibrations presented so far, it is possible to probe

the transition frequency and the coherence times of the e- f (or higher) transition by

performing a Ramsey or Hahn echo sequence with the transmon qubit initialized in

(|e〉+ | f 〉)/2. The fit function then needs to be adapted from Eq. (2.37) to also account

for decay towards |g〉 [Fig. 2.8 (f)].

2.1.5 Jaynes-Cummings Hamiltonian

In the previous section, we have seen how to build two essential tools of quantum

information processing with superconducting circuits: a harmonic oscillator and an

artificial atom. We shall now see how these two building blocks interact.

Coupling between two resonators

We will start with the simpler case of two LC-circuit coupled to each other with a

capacitance Cg . This circuit, which is shown in Fig. 2.9 (a), implements the classical

Hamiltonian

H2LC =
1
2
~Φ>L−1~Φ+

1
2
~Q>C−1 ~Q, (2.38)

where ~Φ = (Φ1,Φ2) and ~Q = (Q1,Q2) are the flux and charge vectors of the system,

and the inductance and capacitance matrices are

L=

�

L1 0

0 L2

�

, and C=

�

C1 + Cg −Cg

−Cg C2 + Cg

�

.

Assuming that the coupling capacitor is small (Cg � C1, C2), we can expand the

inverse of the capacitance matrix to first order in Cg/C1/2

C−1 '

 

1
C1+Cg

Cg

C1C2
Cg

C1C2

1
C2+Cg

!

,

and use this simpler form in Eq. (2.38) to obtain

H2LC '
Q2

1

2C ′1
+
Φ2

1

2L1
︸ ︷︷ ︸

H.O. 1

+
Q2

2

2C ′2
+
Φ2

2

2L2
︸ ︷︷ ︸

H.O. 2

+
Cg

C1C2
Q1Q2

︸ ︷︷ ︸

coupl.

, (2.39)
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Figure 2.9 (a) Electrical circuit diagram of two LC-circuits coupled capacitively to each
other. As indicated in the grey box, for each LC-circuit the inductance could stem from
a linear inductor a Josephson junction or a SQUID loop. As shown in the main text, the
quantization of circuit (a) leads to the three Hamitlonian terms of Eq. (2.42), graphically
represented in (b).

where we introduced the total capacitances C ′1/2 = C1/2 + Cg . As indicated by the

brackets in Eq. (2.39), the Hamiltonian decomposes into three terms: the Hamiltonian

of the two independent harmonic oscillator (H.O.) LC-circuits and a coupling term

involving Q1 and Q2. We go through first and second quantization by replacing all

the charge and flux variables with their corresponding quantum operators, and by

introducing the creation and annihilation operators

âk =
1
2

�

Φ̂k

Φzpf,k
+ i

Q̂k

Qzpf,k

�

, and â†
k =

1
2

�

Φ̂k

Φzpf,k
− i

Q̂k

Qzpf,k

�

,

where the flux and charge zero-point fluctuation are defined as in Eq. (2.5). The

Hamiltonian in the second quantized form is then

Ĥ2LC ' ħhω1(â
†
1â1 + 1/2)

︸ ︷︷ ︸

H.O. 1

+ħhω2(â
†
2â2 + 1/2)

︸ ︷︷ ︸

H.O. 2

−
ħhCg

2
ω1ω2

p

Z1Z2(â
†
1 − â1)(â

†
2 − â2)

︸ ︷︷ ︸

coupl.

,

(2.40)

where ωk = 1/
Æ

LkC ′k is the resonance frequency of the uncoupled harmonic oscil-

lators, and Zk =
Æ

Lk/C
′
k their characteristic impedance. Invoking the rotating wave

approximation the coupling term can be reduced to

Ĥcoupl. ' ħh
Cg

2
ω1ω2

p

Z1Z2
︸ ︷︷ ︸

g

(â†
1â2 + â1â†

2). (2.41)
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Therefore the circuit of Fig. 2.9 (a) can be interpreted as that of two quantum harmonic

oscillators coupled with a photon-exchange term with rate g = Cgω1ω2

p

Z1Z2/2

[Fig. 2.9 (b)].

Jaynes-Cummings Hamiltonian

To obtain the Hamiltonian of a transmon qubit capacitively coupled to a resonator, we

can simply replace the inductor of one of the LC-resonators with a Josephson junction

or a SQUID loop. The Hamiltonian then takes the form

Ĥqr

ħh
=ωq b̂† b̂+

α

2
b̂† b̂† b̂ b̂

︸ ︷︷ ︸

Ĥq

+ ωr â†â
︸ ︷︷ ︸

Ĥr

+ g(â† b̂+ â b̂†)
︸ ︷︷ ︸

Ĥint

, (2.42)

whereωr = 1/
p

LC ′ is the resonator frequency,ωq =
p

8EJ EC−EC is the g-e transition

frequency of the transmon, and α ' −EC is the transmon anharmonicity [Fig. 2.9].
Here we have omitted several constant energy terms for simplicity. The coupling rate

g in Ĥint takes exactly the same form as for the two-resonator case [Eq. (2.41)], i.e.

g '
Cg

2
ωrωp

Æ

Zr Zq

=
p

2
Cg

CΣ
eVzpf

4
√

√ EJ

8Ec

(2.43)

where we used the plasma frequency ωp =
p

8Ec EJ = 1/
Æ

LqCΣ and the impedance

Zq =
Æ

Lq/CΣ of the transmon circuit in the first line. The second line is obtained by

using the expressions of ωp and Zq in terms of CΣ, EC , EJ and Vzpf =
Æ

ħhω2
r Zr/2, and

corresponds to the formula of Ref. [Koch07].

In practice, the coupling capacitance Cg is a small but non-negligible fraction of

the transmon capaticance to ground Cq, therefore the assumption that Cg � Cq is

excessive and Eq. (2.43) can be significantly off. A more accurate estimate of g can be

obtained by taking the exact inverse of the capacitance matrix C.

The reader might have already recognised that, when truncating the transmon

Hamiltonian Ĥq to its first two levels, Hamiltonian (2.42) takes the form of the standard

Jaynes-Cumming Hamiltonian [Jaynes63]

ĤJC

ħh
=
ωq

2
σz +ωr â†â+ g(â†σ− + âσ+), (2.44)
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(a) (b)

(c)

Figure 2.10 (a) Energy-level diagram of the transmon-resonator Jaynes-Cummings Hamil-
tonian (2.42), in the case where ωq < ωr . The gray double arrows represent the qubit
resonator transverse coupling term arising from Hint. The black arrows highlight relevant
detunings, with the direction of the arrow indicating the sign of the detuning. The dashed
colored horizontal bars represent the dressed energy levels. (b) Dressing of states |g, n+ 1〉
and |e, n〉 in the resonant case∆= 0. (c) Dressing of states |g, 1〉 and |e, 0〉 in the dispersive
regime g �∆.

under the rotating-wave approximation. Therefore, the simple circuit shown in Fig. 2.9 (a)

can reproduce the rich properties and phenomena captured by the Jaynes-Cumming

model [Haroche89, Blais04]. In particular, it can implement the Jaynes-Cumming

Hamiltonian (2.44) in the strong coupling regime, where the coupling strength g is

much larger than the loss and dephasing rates of the qubit and the resonator [Haroche92,

Wallraff04], thereby forming an electrical circuit analogue to the setting of cavity quan-

tum electrodynamics (QED) [Mabuchi02, Hood00, Raimond01], which is often termed

circuit QED [Blais04, Haroche20].

Jaynes-Cummings eiegenenergies

In the Jaynes-Cuming Hamiltonian, the bare states of the individual systems are cou-

pled pairwise, as indicated by the arrows in Fig. 2.10 (a) (ignoring higher transmon

levels). Therefore, Hamiltonian (2.44) can be diagonalized by blocks of two dimen-
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sional subspaces to obtain the exact exact expression of the dressed states [Blais04]

|e, n〉= cosθn |e, n〉+ sinθn |g, n+ 1〉

|g, n+ 1〉=− sinθn |e, n〉+ cosθn |g, n+ 1〉

with θn =
1
2

arctan

�

2g
p

n+ 1
∆

�

,

(2.45)

and of their corresponding eigenenergies

Eg/e,n

ħh
=(n+ 1)ωr ±

1
2

Æ

4g2(n+ 1) +∆2

Eg,0

ħh
=
∆

2
.

(2.46)

Here we have introduce the detuning∆=ωq−ωr between the qubit and the resonator.

Resonant regime

When the resonator is resonant with the qubit, i.e. ∆ = 0, the bare states |e, n〉 and

|g, n+ 1〉 hybridize completely. The corresponding dressed states are equal symmetric

and antisymmetric superpositions of the bare states [Eq. (2.45)], split by an energy

difference 2
p

ng [Fig. 2.10 (b)]. An alternative interpretation is to see the coupling

term as a resonant Rabi drive, which induces oscillations between the bare states

|e, n〉 and |g, n+ 1〉 at a rate
p

n+ 1g around the X axis. This Rabi oscillation can be

interpreted as a that of a photon swapping back and forth between the qubit and the

resonator. For finite detuning ∆ = ωq −ωr , the interaction leads to a non-resonant

Rabi oscillation around the Bloch vector (g, 0,∆).

Dispersive regime

In the limit of large detuning g �∆, also known as the dispersive regime, the transmon

qubit and the resonator hybridize very little, but the dressed energies are pushed away

from each other by nχ where χ = g2/∆ is the dispersive shift [Fig. 2.10 (c)]. Using

a Schrieffer-Wolf transormation of the Hamiltonian, or Bogoliubov transformation of

the bosonic operator, one can re-express the Jaynes-Cumming Hamiltonian in the

approximate form of the dispersive Hamiltonian [Blais20]

ĤJC

ħh
'

Ĥdisp

ħh
=
ωq +χ

2
σ̂z +ωr â†â+χ â†âσ̂z . (2.47)
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This Hamiltonian has several important properties. First, the dispersive Hamiltonian

commutes with both σz and â†â. As a consequence, the number of photons in the

resonator and the qubit state population are constant with time, which is a mathemat-

ically rigorous way to say that population swaps between the qubit and the resonator

can be neglected. Second, the frequency of the qubit is Lamb shifted by χ. Finally,

factorizing the interaction term χ â†âσ̂z with the first term, the dispersive Hamiltonian

reads
Ĥdisp

ħh
=
�ωq +χ

2
+χ â†â

�

σ̂z +ωr â†â.

The interaction term can be seen as as a quantized ac-stark shift: a photon number

dependent shift of the qubit frequency by 2χ â†â. Alternatively, the dispersive term

can be factorized with the second term, to yield

Ĥdisp

ħh
=
ωq +χ

2
σ̂z + (ωr +χσ̂z) â

†â,

and be interpreted as a qubit-state-dependent shift ±χ of the resonator frequency.

Dispersive readout

This second interpretation highlights a convenient way to readout the state of the

qubit by driving the resonator with a tone close to it’s resonance frequency. Indeed,

the amplitude and phase of the signal escaping through the resonantor output port

will depend on the resonance frequency of the resonator, which itself depends on the

state of the qubit via the dispersive interaction term [Fig. 2.11]. The amplification and

detection of this qubit-state-dependent microwave signal therefore constitutes a mea-

surement of the σ̂z operator of the qubit [Blais04]. More details about this dispersive

readout scheme can be found in chapter 3 of this thesis, where we demonstrate how

to optimize the speed of this scheme.

It is also possible to measure an arbitrary Pauli observable ~n · ~σ of the qubit, with

~n a unit vector of R3 and ~σ := (σ̂x , σ̂y , σ̂z) the vector of Pauli matrices. Indeed, be R

a unitary qubit rotation mapping state (I + ~n · ~σ)/2 to |0〉 〈0|, we see from the identity

~n· ~σ = R† ·σ̂z ·R that such a measurement can be done by first applying the rotation R to

the qubit, then measure its σ̂z observable via dispersive readout, and finally applying

the inverse rotation R† to map the projected states on the (I ± ~n · ~σ)/2 basis. The final

inverse rotation R† can be omitted if the qubit state is not re-used in the algorithm

after the measusurement.
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Figure 2.11 (a) Electrical circuit diagram of a qubit dispersively coupled to a λ/4 resonator.
The resonator can be probed in transmission by applying a readout tone of frequency ωd

on its input port. (b) Amplitude (top) and (phase) of the signal transmitted through the
output port vs readout frequency, when the qubit is in the ground, or excited state. (c) Path
of the transmitted signal in the I-Q plane for ωd = ωr . The gaussian blob represent the
probability distribution of the noisy signal.

Dispersive interaction and higher transmon levels

Hamiltonian (2.42) considers the full level structure of the transmon qubit, and thus

cannot be diagonalized analytically. However, using the same methods as for the qubit

case, it is possible to approximate it in the dispersive regime by

Ĥdisp

ħh
=ω̃q b̂† b̂+

α

2
b̂† b̂† b̂ b̂+ (ωr +χk |k〉 〈k|) â†â (2.48)

with χk =











−
g2

∆
if k = 0

−
kg2

∆+ (k− 1)α
+

(k+ 1)g2α

(∆+ (k− 1)α)(∆+ kα)
otherwise,

(2.49)

where |k〉 denotes the kth transmon level, and where the Lamb shift of the qubit fre-

quency is already absorbed in ω̃q =ωq+g2/∆. The transmon qubit state dependent dis-

persive shifts of Eq. (2.49) can be obtained by considering that each pair of bare states

|k, n+ 1〉 and |k+ 1, n〉 is coupled with an interaction rate gk,n '
p

k+ 1
p

n+ 1g much

smaller than their detuning ∆k,n =∆+ (k− 1)α and reperl each other by ±g2
k,n/∆k,n

[see Fig. 2.10 (a)]. At ∆ = −kα for all k ∈ N, states |k+ 1, n〉 and |k, n+ 1〉 are res-

onant and the dispersive approximation is invalid, which explains the non-physical

divergence of the dispersive shifts χk at these points.

Returning to an effective 2-level approximation of the transmon qubit, we obtain
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Hamiltonian (2.47), but where the dispersive shift

χ =
αg2

∆(∆+α)
, (2.50)

is negative as long as∆ is not in the interval [α, 0], and is reduced by a factor α/(∆+α)
compared to the true qubit case. Here also, we will often omit the negative sign of χ

and implicitly refer to its modulus. In the limit α → 0 where the transmon qubit is

turned into a harmonic oscillator, Eq. (2.47) simplifies to

Ĥdisp,2LC

ħh
=

�

ωq +
g2

∆

�

b̂† b̂+

�

ωr −
g2

∆

�

â†â.

The two harmonic oscillator get an opposite Lamb shift of modulus g2

∆ and the disper-

sive interaction disappears. In general, the larger the anharmonicity, the larger the

dispersive shift.

As a last remark, we would like to note that a similar analysis can be conducted for

the case of two transmon qubits coupled to each other [Fig. 2.9 (a)]. The results are

similar, with the exception of the values of the dispersive shifts χk given in Eq. (2.49),

which should account for the anhamonicity of the second transmon circuit.

2.1.6 Purcell decay

So far, we have only considered perfectly lossless and isolated circuits, which in a

quantized setting lead to unitary evolution of the wavefunction describing the circuits.

However, the different circuit elements need to be connected in some form to control

and measurement apparatuses in order to manipulate their quantum states. However,

coupling a quantum system to an output port creates a channel in which the quantum

state can decay.

For instance, a transmon qubit of frequency ωq and impedance Zq, capacitively

coupled to a dedicated drive line of characteristic impedance Z0 with capacitance Cg

decays into the drive transmission line with rate [Houck08]

Γd = C2
g Zq Z0ω

3
q. (2.51)

This can be easily shown by considering the Josephson junction as a linear inductor,

and calculating classically the external coupling of the resulting LC-oscillator [see

Fig. 2.3 and Eq. (2.8)]. This decay rate is a also the coupling rate of the drive line
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(a) (b)

Figure 2.12 Electrical circuit diagram of a qubit of frequency ωq coupled with rate g to a
λ/4 resonator of frequency ωr in the dispersive regime (g � |ωq −ωr |) . The resonator
couples to an output port, (a) directly with rate κ, or (b), with rate J to a Purcell filter
resonator of frequency ωp which itself couples with rate κ f to the output port.

to the qubit: for a given Rabi rate, the required drive power is proportional to 1/Γd.

Therefore, Cg should be chosen in such a way that Γd is small enough that it does

not limit the coherence of the qubit, while maintaining the ability to drive the qubit

withtout excessive power. In this thesis, we typically chose Cg such that 1/Γd lies

between 100 and 200µs.

A second qubit decay channel comes from the its hybridazation with an output

coupled resonator, a mechanism known as the Purcell effect [Purcell46, Haroche92,

Blais04]. For instance, let us consider the system shown in Fig. 2.12 (a), consisting of a

qubit of frequencyωq, coupling with rate g to a resonator of frequencyωr and external

coupling rate κ. A convenient way to account for the external loss is to consider the

Jaynes-Cummings Hamiltonian (2.42) with an extra non-Hermitian term −iκâ†â. The

subspace spanned by states |e0〉 and |g1〉 is coupled to no other states [see Fig. 2.10 (a)]
so we can write the non-Hermitian Hamiltonian in this subspace only, yielding

HnH

ħh
=

�

∆ g

g −iκ

�

, (2.52)

in the frame rotating at the resonator frequency. The real and imaginary parts of the

eigenvalues of HnH/ħh correspond to the dressed state frequency and amplitude loss

rate respectively. From this, a simple diagonalization of HnH yield the Purcell decay

rate

Γp =
κ

2



1−Re





√

√

√

�

1+ i
2∆
κ

�2

−
�

4g
κ

�2









'
g2

∆2
κ assuming (4g)2� κ2 + (2∆)2,

(2.53)
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which is valid in the dispersive regime. The Purcell decay is proportional to κ and the

square of the small parameter g/∆.

However, some applications require large values of both g/∆ and κ to improve

speed and fidelity, such as qubit readout [Jeffrey14, Walter17, Heinsoo18], photon

transfer [Kurpiers18] or single photon detection [Besse18, Kono18] via the resonator.

In this case the Purcell decay can dominate, but fortunately, it can be further suppressed

by introducing a Purcell filter at the output of the resonator. For instance, let us consider

the circuit shown in Fig. 2.12 (b), where the resonator is coupled with rate J to a Purcell

filtering resonator of frequency ωp and external coupling rate κ f . In the limit where

J2� (κ f /4)2+(δ/2)2, the Purcell filter resonator can be adiabatically eliminated and

the system considered as a qubit coupled to a single, effective resonator with effective

output coupling rate [Sete15]

κ'
�

2J
κ f

�2

κ f
1

1+
�

2δ
κ f

�2 , (2.54)

with δ the detuning between the resonator and the filter. This expression highlights

the Lorentzian dependence of κ on δ with a full width at half maximum of κ f . For a

fixed bandwidth κ f , κ is maximized when the resonator is inside the bandwidth of the

filter, |δ| � κ f , and increases with the ratio J/κ f .

Using the same non-Hermitian Hamiltonian method as above, one can derive the

qubit Purcell decay rate [Sete15]

γP '
g2J2κ f

∆4
(2.55)

'
�κ f

2J

�4 � κ

2∆

�2

︸ ︷︷ ︸

suppression factor

g2κ

∆2
, (2.56)

where the second line is obtained from the first one by expressing J and κ f as func-

tions of the effective resonator output coupling rate κ and the ratio J/κ f . Comparing

Eq. (2.56) to Eq. (2.53), we see that for a fixed effective resonator linewidth κ, the

filter suppresses the Purcell effect by a factor (κ f /2J)4(κ/∆)2� 1.

The suppression is more effective with higher detuning ∆, and higher J/κ f ra-

tio. For high J/κ f ratio, the approximation used to derive the effective decay rate

in Eq. (2.54) breaks down, and the effective decay rate is only given by the exact
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expression [Sete14]

κ=
κ f

2



1−Re





√

√

√

�

1+ i
2δ
κ f

�2

−
�

4J
κ f

�2






 ,

As a conclusion, we would like to give the reader an intuitive picture of the Purcell

effect using the language of classical filter theory. From the point of view of the qubit,

in the absence of a Purcell filter, the resonator acts as a first order Lorentzian, band-

pass filter centered at ωr . The transmission of signals at the qubit frequency from the

qubit to the output port is suppressed by a factor (g/∆)2, which corresponds to 20 dB

suppression per decade in ∆. In the presence of the Purcell filter, the qubit couples to

the output through two filters in series, which act together as a second order bandpass

filter. Transmission of signals at the qubit frequency from the qubit to the output port

is therefore suppressed by a factor g2J2/∆4, corresponding to 40dB suppression per

decade. Following this reasoning, using a nth order bandpass filter behind the resonator,

the Purcell effect should decrease exponentially with the filter order as ∝ ∆−2(n+1).

By constrast, the resonator is in the bandpass of the filter. The output coupling rate

of the resonator is therefore only limited by the filter linewidth. So arbitrarily large

external coupling of the resonator can be obtained with arbitrarily low Purcell decay

rate by employing higher order Purcell filters [Cleland19, Kim21, Chamberland20].
Alternatively, the Purcell effect can be also suppressed by using a bandstop filter before

the output port, with the qubit (resonator) frequency being inside (outside) the stop

band of the filter [Bronn15b, Bronn15a, Lescanne20].

2.1.7 Tunable light-matter interaction

The ability to exchange quantum states on-demand between two sub-elements of a

circuit is a primary task of quantum information processing [Nielsen05]. This can

be done in multiple ways by enginnering the Jaynes-Cumming Hamiltonian. For in-

stance, using a flux tunable qubit, the transition frequency can be tuned to switch

between a resonant (∆ = 0) and a dispersive (|∆| � g) Jaynes-Cummings interac-

tion. This leads to Rabi oscillation between |e, 0〉 and |g, 1〉 around the time-varying

Bloch vector (g, 0,∆(t)) [Mariantoni11a]. Control over more degrees of freedom of the

resonator-qubit Bloch vector can be obtained using tunable-couplers [Yin13, Zhong19],
parametric drives [Besse20a, Naik17, Leung19] or strong microwave drives [Leek09,

Gasparinetti16, Zeytinoğlu15].
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Figure 2.13 Energy level diagram of the transmon Jaynes-Cumming Hamiltonian under a
drive resonant with the f 0-g1 transition. The qubit-resonator coupling terms, the transmon
qubit drive coupling terms , and the two effective Raman coupling terms are represented by
gray, purple and light blue arrows, respectively. The horizontal, dashed, red line represent
the virtual |e0〉 and |e1〉 levels which are resonant with the drive and the qubit-resonator
transverse coupling.

In the following, we will focus exclusively on one type of microwave-activated qubit-

resonator interaction between states | f , n〉 and |g, n+ 1〉 [Zeytinoğlu15, Pechal14,

Gasparinetti16, Rosenblum18], which has been used in all experiments presented in

this thesis [Kurpiers18, Magnard18, Magnard20]. When applying a microwave tone of

carrier frequency ω f 0g1 = 2ωq +α−ωr on the transmon qubit, one effectively drives

the g-e transition with rate Ω detuned by ∆+α and the e- f transition with rate
p

2Ω

detuned by∆ (purple arrows in Fig. 2.13). In addition, the coupling term of the Jaynes-

Cummings Hamiltonian (2.42) can effectively be seen as drives acting on the e0-g1

and f 0-e1 transitions, with rates g and
p

2g detuned by ∆ and ∆+ α, as indicated

by the gray arrows in Fig. 2.13. The Hamitonian therefore presents two simultaneous

Raman transition between states | f 0〉 and |g1〉, going through the intermediate state

|e0〉 and |e1〉, respectively, as indicated by the light blue arrows in Fig. 2.13. Focusing

on the first Raman transition (via |e0〉), in the limit where
p

2Ω, g � |∆|, the inter-

mediate level |e0〉 can be eliminated adiabatically and the Hamiltonian simplifies to a

single coupling term [Gerry90, Alexanian95, Wu97]

ĤRam,|e0〉 = g̃|e0〉 | f 0〉 〈g1|+ h.c.,

with g̃|e0〉 =
p

2Ω2g
2∆

.
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Similarly, the adiabatic elimination on the second Raman transition (via |e1〉) leads to

an effective coupling term

ĤRam,|e1〉 = g̃|e1〉 | f 0〉 〈g1|+ h.c.

with g̃|e1〉 =
p

2Ω2g
2(−∆−α)

.

Adding the coupling terms of both Raman path, and rewriting | f 0〉 〈g1| → b̂† b̂†â, we

obtain a single effective coupling term [Zeytinoğlu15]

Ĥf0g1 = g̃ b̂† b̂†â+ h.c.

with g̃ = g̃|e0〉 + g̃|e1〉 = Ω
gα

p
2∆(∆+α)

.

Driving the transmon at the f 0-g1 transition frequency therefore induces Rabi oscilla-

tion between state | f , n〉 and |g, n+ 1〉. The drive rate
p

ng̃ of this transition is propor-

tional to the complex amplitude Ω of the qubit drive, and the effective detuning is set

by the qubit drive frequency. Therefore, all three components of the Bloch vector can be

controlled in time with a single microwave drive. Because for each Raman transition,

one of the coupling term stems from the transverse qubit-resonator coupling, we call

this f 0-g1 transition a cavity-assisted Raman transition [Zeytinoğlu15, Alexanian95].
The conditions for the validity of the adiabatic elimination lead to g̃ � Ω, |α|. Therefore

f 0-g1 drive rate is more than an order of magnitude smaller than the transmon qubit

anharmonicity α and the transmon drive rate Ω, as expected from the second-order

nature of this transition.

The off-resonant qubit drive will also lead to an ac-Stark shift of the qubit, (see

Sec. 2.1.4). In the limit Ω�∆, one can approximate the f 0-g1 drive induced ac-Stark

shift with

∆f0g1(Ω)' Ω2 α(2∆+α)
∆(∆2 −α2)

, (2.57)

by adding the ac-Stark shift Ω2/(∆ + α) induced by the g-e drive term on state |g〉
and the opposing ac-Stark shifts 2Ω2/∆ and 3Ω2/(∆−α) induced by the e- f and f -h

drive terms on state | f 〉. The ac stark shift is a quadratic and decreasing function of

the drive amplitude Ω, in the typical case where |α|< |∆| and α < 0.
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2.1.8 Remote entanglement generation

Photon shaping schemes

Such a tunable light-matter coupling can be used in conjunction with the output cou-

pling of the resonator to emit itinerant photons with precisely defined quantum state

and envelope inside the output transmission line [Pechal14, Pfaff17, Morin19]. For in-

stance, as shown by M. Pechal et al. [Pechal14] this can be done by first initializing the

transmon qubit in state | f 〉 and applying a strong drive on the f 0-g1 transition with

precise shape. As shown in [Morin19] and in appendix B, it is possible to emit a fraction

a2 ≤ 1 of a photon with arbitrary real amplitude time-envelope f (t) and detuning δ(t)
from the resonator frequency by driving the f 0-g1 transition with the time-dependent

complex drive rate g̃ exp[−iϕ] of amplitude and instantaneous frequency

g̃(t) =

√

√

√

√

�

ḟ + κ
2 f
�2
+ (δ f )2

κ
�

1
a2 − F2

�

− f 2
,

ϕ̇ =ωf0g1( g̃) +
δ

κ
�

1
a2 − F2

�

− f 2

�

f 2 +
f f̈ − ḟ 2

g̃2

�

.

Here we constrain the photon envelope to have unit L2 norm

∫ +∞

−∞
f 2(t) d t = 1

and introduced the short notation

F2(t) :=

∫ t

−∞
f 2(τ) dτ.

The quantity a2F2(t) is the fraction of a photon which has been emitted at time t. We

account for ac-Stark shifts induced by the strong f 0-g1 drive with the drive-amplitude-

dependent f 0-g1 resonant frequency ωf0g1( g̃) [Pechal14, Zeytinoğlu15, Kurpiers18,

Magnard18], see also Eq. (2.57). Any photon shape f can be emitted under the

constraint that g̃ does not diverge, i.e.

∀t ∈ R, κ
�

1− a2F2

�

> a2 f 2,

whose physical meaning is that, at any time t, the power a2 f 2 of the emitted photon

cannot be bigger than the resonator external coupling rate κ times the amount of
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excitation 1− a2F2 left in the transmon-resonator system.

Using this formula, it is possible to emit single photons (a2 = 1) with time-symmetric

envelope f (t) = f (−t), such as f ∝ cos(Γ t/2) [Pechal14], or f ∝ sech(Γ t/2) [Kurpiers18,

Magnard20]. This case is particularly interesting, because it give a simple mean to

absorb the itinerant wavepacket with unit fidelity, when it impinges on a second, iden-

tical chip. Indeed, as pointed out by I. Cirac et al. in 1997 [Cirac97] and illustrated

in Fig. 2.14 (a), from the point-of-view of the receiving chip, absorbing a quantum

wavepacket with time-envelope f (t) is simply the time-reversed problem of emitting

the same wavepacket with envelope f (−t) = f (t). In principle, qubit B can therefore

absorb the incoming photon with unit fidelity by applying the time-dependent drive

of amplitude g̃(−t) and instantaneous frequency ϕ̇(−t).

Such a photon shaping technique was used in three landmark experiments by

P. Kurpiers, P. Magnard et al. [Kurpiers18], C. Axline, L. Burkhart, W. Pfaff et

al. [Axline18], and P. Campagne-Ibarcq, E. Zalys-Geller et al. [Campagne-Ibarcq18],
to demonstrate the first fully deterministic protocols to transfer qubit states and gen-

erate entanglement between physically remote qubits. All three experiments were

carried out at the same time, but used a different type of light-matter coupling scheme.

Our demonstration, whose setup is illustrated in Fig. 2.14 (b), made use of the f 0-g1

transition and photon shaping method presented above to perform the following map

|g0〉 7→ |g0〉 , |e0〉 7→ |e0〉 , and | f 0〉 7→ |g1〉 (2.58)

where the first and second labels in |k, n〉 denote the transmon qubit state, and the state

of the itinerant photon in the mode of envelope f [see Fig. 2.14 (a) and Fig. 2.15 (a)].
The absorption process is simply the reverse of Eq. (2.58). Using these maps, it is

possible to transfer any qubit state from qubit A to qubit B by initializing qubit B in

|g〉, applying an e- f π pulse and an emission pulse on qubit A, absorbing the incoming

photon with a matched absorption pulse and applying a final e- f π pulse on on qubit

B [Fig. 2.15 (b,c)]. Indeed, such a sequence of pulse maps |g g〉 to |g g〉, and |eg〉 to

|ge〉. Similarly, by preparing qubit A in (|e〉+ | f 〉)/
p

2 and qubit B in |g〉, then applying

the emission and absorption pulses, followed by a final e- f π pulse on qubit B, one

can in principle obtain the pure Bell state |Ψ+〉= (|ge〉+ |eg〉)/
p

2 [Fig. 2.15 (d,e)].

Accounting for errors which arise from finite qubit coherence and the finite proba-

bility (1−ηA) that the photon is either not emitted, or lost while travelling from chip

A to chip B, or not absorbed by qubit B, the joint state shared by the two qubits is of
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Figure 2.14 (a) Quantum optical schematic of a deterministic unidirectional entanglement
protocol between two cavity QED nodes of a quantum network. At the first node, a three-
level system is prepared in its second excited state | f 〉 (grey half-circle) and coherently
driven ( g̃(t), blue arrow) to |g〉 (blue half-circle) creating the transfer cavity field |1〉 (light
yellow). The cavity field couples into the directional quantum channel with rate κT as a
single photon wavepacket of bandwidth Γ (yellow hyperbolic secant shape). In the second
quantum node, the time reversed drive g̃(−t) transfers the excitation from |g〉 to | f 〉 in
the presence of the transferred photon field |1〉. Finally, the protocol is completed with a
transfer pulse between | f 〉 and |e〉 (red half-circle) to return to the qubit subspace. Addi-
tionally, each three level system is coupled to a readout cavity (green). (b) Implementation
of the system depicted in (a) in a planar, chip-based, circuit QED architecture. At each
node, a transmon (red and blue) is capacitively coupled to two λ/4 coplanar waveguide
resonators and Purcell filter circuits [Walter17] acting as the transfer (yellow) and readout
(green) cavities, respectively. The output transmission lines are galvanically coupled to the
corresponding circuit. A directional quantum channel is realized using a semi-rigid coaxial
cable and circulator connecting to the output port of the transfer circuit Purcell filter at
each node. Figure adapted from [Kurpiers18], see reference for more details.
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Figure 2.15 (a) Energy level diagram of the qutrit-transfer resonator system. The blue
arrow indicates the f 0-g1 drive, and the yellow arrow represents the resonator coupling
to the waveguide. (b) Pulse scheme used to transfer a qubit state from qubit A to qubit
B. (c) Absolute value of the process matrix χ of the qubit state transfer. (d) Pulse scheme
used to generate entanglement. (e) Expectation value of the Pauli operators of the resulting
two-qubit entangled state. In (c) and (e), the solid blue bars, the red wireframes and the
gray wireframes indicate the measured, the simulated and the ideal values, respectively.
Figure adapted from [Kurpiers18], see reference for more details.
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the form

ρAB =
ν

2











2− (ηA+ηB) 0 0 0

0 ηA V
p
ηAηB 0

0 V
p
ηAηB ηB 0

0 0 0 0











, (2.59)

where ηB results from decay of qubit B, V < 1 results from dephasing, and ν ≤ 1 is

the fraction of the population that has not leaked to higher levels of the transmon

qubits. Such a leakage to higher levels can for instance happen due to decay from | f 〉
to |e〉 before the final e- f pulse on qubit B, and is witnessed in the fact that 〈I I〉 < 1

in Fig. 2.15 (e). Using this parametrization, the fidelity to the target state,

〈Ψ+|ρAB |Ψ+〉=
ν

4
(ηA+ηB + 2V

p
ηAηB) ,

is proportional to ν, decreases with increasing photon and qubit loss ηA and ηB and

decreases with the coherence term V.

To characterize the amount of entanglement, it is convenient to calculate the con-

currence, which is defined for 2× 2 states as

C(ρAB) =max[0,λ1 −λ2 −λ3 −λ4],

where λi are the eigenvalues of

qp
ρAB(σy ⊗σy)ρ∗AB(σy ⊗σy)

p
ρAB,

in increasing order, and ρ∗AB is the conjugate of ρAB when expressed in the standard

basis [Wootters98]. Indeed, the concurrence is an increasing function of the entan-

glement of formation [Bennett96b], is 0 for separable states, non-zero for entangled

states, and 1 for maximally entangled states: it is therefore a measure of entanglement

of its own [Hill97]. For states ρAB of the form of Eq. (2.59), the concurrence is simply

given by two times the off-diagonal term of ρAB

C(ρAB) = νV
p
ηAηB. (2.60)

As long as ν, V, ηA and ηB are non-zero, the concurrence is above 0 and the state is

genuinely entangled.

In Refs. [Kurpiers18, Axline18, Campagne-Ibarcq18], the fidelity to the target Bell

state is on the 80% level. The dominant source of error comes from ηA ∼ 0.7, where
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∼ 10% infidelity comes from qubit decay during the protocol, and 20− 25% comes

from photon loss in the transmission line, which includes 10−15% insertion loss from

the circulator used to make the transfer line unidirectional.

Resonant mode schemes

To reduce photon loss and improve the protocol’s fidelity, N. Leung, Y. Lu et al. [Leung19]
developed an alternative scheme which bypasses the need for a lossy circulator in be-

tween the two chips. Without a circulator, the transfer transmission line behaves like

a lossy multi-mode resonator with free-spectral range

FSM= vp/2l ' 100 MHz,

for a length l ' 1m of transfer line. If the transfer resonators have matched frequen-

cies, they hybridize in a mode which has zero amplitude in the lossy cable mode. The

authors then used a parametric drive-based tunable light-matter coupling scheme to

transfer excitations from qubit A to qubit B via the shared, low-loss mode, and gen-

erate entanglement with this scheme [Leung19]. Following the idea of [Leung19],
several circulator-free schemes were developed, where an excitation can be trans-

ferred via a low-loss mode of the transfer line. Concomitant efforts to reduce loss, e.g.

by using low-loss superconducting cables connected directly to the chip, bypassing

lossy connectors and printed-circuit boards, further improved the fidelity to the 90%

level [Burkhart21, Zhong21]. Alternatively, it is possible to avoid populating the lossy

bus mode using stimulated Raman adiabatic passage [Chang20] or far-detuned Ra-

man transition [Burkhart21]. We refer to this category of schemes as resonant-mode

quantum communication protocols.

Higher fidelities can be achieved in both photon-shaping and resonant-mode schemes

by detecting photon loss errors, using either a time-bin [Kurpiers19b] or a bosonic en-

coding [Axline18, Burkhart21]. Note that, in all remote entanglement schemes which

we have presented in this section, the entangled state can be well parametrized as

Eq. (2.59) with ηA < ηB ∼ 1, up to local basis changes. This parametrization is there-

fore a useful tool to understand the limitations of each protocol which we will re-use

throughout this thesis.
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E�ect of bus length

In general, resonant-mode schemes are more favorable than photon-shaping schemes

when the bus length l is less than a few meters. In this regime, high coupling rates to the

mode can be achieved, without being limited by the free-spectral range of the transfer

line. In addition, the absence of a circulator decreases the photon loss and allows bi-

directional communication. Finally, unlike photon-shaping schemes, resonant-mode

schemes do not necessarily require frequency matching of the transfer resonators, or

complex calibration of the control-pulse shape.

However, for larger lengths l, the speed of resonant-mode protocols might be lim-

ited by the low free-spectral range of the bus, because only one mode should be utilized.

By contrast, the duration of photon-shaping methods just increases by the propagation

delay τAB = l/vp. Moreover, because no emitted field can come back to the emitter

for a time 2τAB, the transfer line can be considered as a Markovian environment for

this duration even in the absence of a circulator. Therefore, photon shaping schemes

could in principle work the same way, with or without a circulator, as long as l is large

enough for 2τAB to be longer than the emission duration.

2.2 Bell test with Superconducting circuits

In the previous section, we have discussed how superconducting circuits could be

used to process quantum information. In particular, we have shown how these cir-

cuits can be used to generate entangled states between physically remote quantum

bits, which can be be locally measured along any Pauli observable. Therefore, a natu-

ral direction is to use such remote entangled states to verify the “spooky action at

a distance” experienced by one of the qubits when the other one is measured lo-

cally [Einstein35, Eintein71] by carrying out the experimental test proposed by John

Bell for this purpose [Bell64]. In this section we describe what a Bell test is and how to

perform one with superconducting circuits, following closely the review from N. Brun-

ner et al. on the topic [Brunner14]. We first give an introduction to the formalism of

Bell tests, give the definition of a local-hidden variable theory within this framework,

and explain how this class of theories can be rejected experimentally by quantum

mechanics with a Bell test. We then discuss loopholes in experimental Bell tests and

the ways to close them. Then we work out useful formulas to quantify the expected

violation of the Clauser-Horne-Shimony-Holt (CHSH) inequality [Clauser69], based

on a realistic set of experimental error channels. Finally, we conclude this chapter by
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summarizing the requirements which need to be fulfilled to perform a loophole-free

Bell test with superconducting circuits, and the subsequent constraints these require-

ments put on the experimental setup. This last subsection serves as an outline to this

thesis.

2.2.1 Bell test formalism

In a Bell experiment, we consider two physically separate parties, named Alice and Bob,

which can interact before each measurement run [Fig. 2.16 (a)]. This "‘interaction"’ can

take any form, such as communicating classical information, sharing a joint quantum

state, or more generally do anything which could correlate future behaviors of Alice

and Bob. At the beginning of a measurement run, all interactions between the parties

are cut, and each party receives a classical input, x for Alice, and y for Bob, which

is not to be communicated to the other party before the end of the measurement

run. After a time ∆t, each party locally returns an output, a for Alice and b for Bob,

and interaction can resume. A Bell experiment estimates the probability p(ab|x y)
that Alice and Bob return the answer (a, b), for a given input pair (x , y). Many Bell

scenarios can be considered depending on the number of possible values which can be

taken by the inputs x and y , and the outputs a and b. Also, more than two parties can

facet i 

(a) (b)

interaction
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Alice Bobtim
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Figure 2.16 (a) Illustration of a generic Bell test experiment. Two physically separate
parties, Alice and Bob, are represented by physically separated black-boxes each receive
an input at time t = 0, and returning a classical output at time ∆t to estimate the prob-
abilities p(ab|x y). The yellow arrows represent the interaction taking place before each
measurement run. (b) Illustration of the convexity and strict inclusion of the local set L
(gray), the quantum set Q (purple) and the non-signaling set NS (red) to which the vector
~p must belong, as well as the polytopic geometry of L and NS. The dashed line represents
a facet of L.
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be considered to form a generalized multipartite Bell experiment [Brunner14]. We will

focus exclusively on the bipartite, binary-input, binary-output scenario, where x and

y take values in {0, 1} and a and b in {−1, 1}. In this setting, the vector ~p, whose 16

elements are the probabilities p(ab|x y), evolves in the set P defined by the positivity

constraint

∀a, b, x , y p(ab|x y)≥ 0, (2.61)

and the normalization constraints

∀x , y
∑

a,b

p(ab|x y) = 1,

of probabilities. Because the 4 normalization constraint are linear, P is included in a

12 dimensional subspace.

Mathematically, the constraint that the inputs are not communicated to the other

party before the latter gives an output can be formalized as [Brunner14]

∀b, y, x , x ′ p(b|x y) :=
∑

a

p(ab|x y) =
∑

a

p(ab|x ′ y) =: p(b|x ′ y)

and ∀a, x , y, y ′ p(a|x y) :=
∑

b

p(ab|x y) =
∑

b

p(ab|x y ′) =: p(a|x y ′).
(2.62)

In words, eqs. (Eq. (2.62)) states that the output a of Alice cannot be influenced

by the input y asked to Bob (first line), and vice versa (second line). This means

that no information can be communicated between the two parties during a single

run of the Bell test. The non-signaling set NS, defined as the set of points following

constraints (2.62) is 8-dimensional and is strictly included in P.

A tighter constraint can be obtained by assuming that the two parties live in a

physical world governed by quantum mechanics. In this case, there must exist two

Hilbert spaces HA and HB, each of dimensions greater than one, a quantum state ρAB

of the joint Hilbert space HA⊗HB, such that for any x , y, there exists measurement

operators Ma|x and Mb|y [positive operator valued measure (POVM) elements] acting

on HA and HB, which satisfy the relation

p(ab|x y) = Tr
�

ρAB Ma|x ⊗Mb|y
�

. (2.63)

The quantum set Q is defined by constraint (2.63).

Finally, a general definition of a local-hidden variable (LHV) models can be given

in terms of a constraint on ~p. Indeed, in a LHV model, the output of one party should
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not have any causal influence on the output of the other party. However, they can be

correlated via their dependence on past classical events, which we group in the local

hidden variable λ. Mathematically, the independence of a and b given a common

hidden variable reads

p(ab|x yλ) = p(a|xλ)p(b|yλ) (2.64)

Averaging over all possible values of λ, we obtain the constraint

p(ab|x y) =

∫

λ

p(a|xλ)p(b|yλ)q(λ)dλ, (2.65)

which defines the local set L, and where q(λ) is the unknown probability density

function of λ.

One can show that the non-signaling, the quantum and the local sets have the same

number of dimensions [Pironio05], are all closed and convex [Pitowsky86], and follow

a strict inclusion rule [Khalfin85, Popescu94, Rastall85]

L  Q  NS,

as illustrated in Fig. 2.16 (b).

The second inclusion has a profound meaning: if quantum mechanics is non-

signalling, it prevents distant parties from communicating information without further

interaction, even if they share an entangled state. A direct consequence is that supra-

luminal communications cannot occur in a world governed by quantum mechanics:

quantum mechanics is compatible with special relativity. The first inclusion might have

an even more profound impact. It implies that, in a quantum world, it is possible to

perform a Bell experiment where ~p is incompatible with any LHV model. This can

be used to experimentally refute all LHV theories. We will discuss how in the next

paragraph.

Let ~pQ be a vector of Q outside of L. Because L is closed, bounded and convex,

invoking the hyperplane separation theorem [Boyd04], we can find a vector ~n and a

threshold value t such that

∀~p ∈ L, ~n · ~p ≤ c, and ~n · ~pq > c. (2.66)

Such a relation defines a Bell inequality, which must hold true for LHV models, but

can be violated by a quantum mechanical setting. A Bell test is then a statistical null-

hypothesis rejection test, with null hypothesis H0 : “reality can be explained by a LHV
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model”. To reject this hypothesis, one prepares the shared state ρAB, and measure it’s

sub-system localy with operators Ma|x and Mb|y chosen such that ~p = ~pq, runs the same

experiment N times, and estimate the quantity S̄ = ~n · p̄q with the average estimators

p̄Q(ab|x y) :=
Nx yab

Nx y
,

where Nx y(ab) denotes the number of runs with inputs (and outputs) x , y (, a, b). From

the central limit theorem, assuming that the measurement runs are independent and

identically distributed (i.i.d.), the probability law of S̄ is well approximated by a Gaus-

sian law of mean S := ~n · ~pq > c and variance s2/N , with s2 the variance of S for a

single run of the Bell test. Suppose we observe S̄ = c + ε with ε > 0, the probability

that the outcome of S̄ is bigger than what is observed under the null hypothesis H0 is

bounded by the P-value, formally defined as

P-value :=max
H0

P(S̄ ≥ c + ε|H0)

'
1
2

erfc

�

ε
p

N

s
p

2

�

<
1
p

2π

s

ε
p

N
exp

�

−
1
2
ε2N
s2

�

,

(2.67)

and informally defined as the highest probability that a random variable compatible

with LHV model violates the Bell inequality by a value equal or more extreme than

that observed. The lower the P-value, the more confidently we can reject the null hy-

pothesis. The approximate equality in Eq. (2.67) stems from the central limit theorem,

and the last inequality originates from the asymptotically tight upper bound to the

complementary error function erfc. Because the P-value tends towards zero for large

N , the finite violation of a Bell inequality can in principle reject LHV theories with

arbitrarily high statistical confidence.

The local set has other useful properties. First, it can be shown that the set of

quantum correlations obtained from a separable state ρAB = ρA ⊗ ρB is included in

L [Brunner14]. The direct consequence is that a Bell inequality can be violated only if

the shared quantum stateρAB is entangled. The reverse however is not true [Verstraete02,

Hyllus05]. Second, L can be shown to be a polytope: a closed, convex set whose

boundaries are flat facets [Brunner14], as iluustrated in Fig. 2.16 (b). According to

Minkovski’s theorem, L can therefore be equivalently defined by a minimal and finite
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set of Bell inequalities, known as facet inequalities

~p ∈ L ⇐⇒ ∀i ∈ I, ~ni · ~p ≤ ci , (2.68)

where I is the finite set of facets of L, ~ni is the normal vector of facet i pointing

outwards, and bi are real numbers [see Fig. 2.16 (b)]. Facets inequalities are tight Bell

inequalities, in the sense that they are the minimal set of inequalities which define L.

By symmetry, a facet inequality is transformed into another facet inequality under any

combination of the permutations a→−a, b→−b, x → (1− x), y → (1− y), a↔ b

and x ↔ y . Such permutation relations define equivalence classes of Bell inequalities.

In the following, each Bell inequality will implicitly refer to its equivalence class.

Also, some facets, called trivial facets, are shared between the local and quantum sets,

i.e. their corresponding Bell inequalities also bound the quantum set and cannot be

used to refute LHV models experimentally. A simple example of such a trivial facet is

the facet defined by the positivity constraint (2.61) of p(ab|x y).

A particularly well studied class of facet inequality is the Claude-Horne-Shimony-

Holt (CHSH) inequality [Clauser69],

SCHSH := 〈ab〉00 + 〈ab〉01 + 〈ab〉10 − 〈ab〉11 ≤ 2, (2.69)

where we introduced the correlators 〈ab〉x y :=
∑

ab ab p(ab|x y). In fact, M. Froissart

and A. Fine showed in independent works that in a bi-partite, binary-input, binary-

output Bell scenario, the CHSH inequality is the only non-trivial facet inequality [Froissart81,

Fine82], which means that any non-local quantum state must violate a CHSH inequal-

ity. This inequality, which can be easily proven from Eq. (2.65), is maximally violated

when using the pure singlet Bell state

|Ψ−〉 :=
1
p

2
(|01〉 − |10〉) ,

between Alice and Bob [Fig. 2.19 (a)]. Let the input x correspond to the measurement

axis ~x ∈ R3 associated to the observable ~x · ~σ, and equivalently for y. Then a simple

calculation yields 〈ab〉x y = −~x · ~y , from which one can show that SCHSH is maximized

when

~x0 = ~e0, ~x1 = ~e1, ~y0 = −(~e0 + ~e1)/
p

2, and ~y1 = (~e1 − ~e0)/
p

2,

where ~e0 and ~e1 can be any pair of orthonormal vectors in R3. Such an optimal configu-
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Figure 2.17 Measurement axes leading to a maximal violation of the CHSH inequality for
ρAB = |Ψ−〉 〈Ψ−|. Here, ~e0 and ~e1 are two orthonormal vectors of R3 defining a plane cut in
the Bloch sphere.

ration of measurement axes is represented in a 2D cut of the Bloch sphere in Fig. 2.17.

Then we have 〈ab〉00 = 〈ab〉01 = 〈ab〉10 = 1/
p

2 and 〈ab〉11 = −1/
p

2, which leads to

SCHSH = 2
p

2' 2.828> 2.

which saturates the quantum bound for CHSH type inequalities [Cirel‘son80].

We have seen that a Bell inequality can only be violated if the joint state is entan-

gled. In fact, the amount of CHSH violation gives a lower bound on the degree of

entanglement of the joint state ρAB. Franck Verstraete and Michael Wolf showed that

the CHSH value S gives a lower bound to the concurrence [Verstraete02]

C(ρ)≥

√

√

√

�

S
2

�2

− 1 for S > 2.

This lower bound reaches 1 for S = 2
p

2, so reaching the CHSH quantum bound

certifies that the joint state was maximally entangled.

The key aspect of the Bell test formalism is it’s agnosticism to hardware and theory:

no assumption other than the null hypothesis is made on the the internal working

principle of the two parties, or on the physical theory which governs reality. Instead,

the two parties are treated as black-boxes, and a statistical analysis of their binary

inputs and outputs suffices to reject entire classes of physical theory. Thanks to this

agnosticism, Bell tests can be used to certify entanglement [Verstraete02, Bowles18,

Arnon-Friedman19], secure communication [Mayers98, Barrett05, Pironio09, Vazirani14,

McKague09, Arnon-Friedman18, Murta19] or randomness [Colbeck12, Nieto-Silleras14],
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even when the experiment relies on untrusted devices, a property also known as device

independence [Gallego10].

However, systematic errors, which can arise in an experimental setup without being

noticed by the experimentalist, can significantly change the conclusions of a Bell test.

For instance, cross-talk between the devices generating the input on one side, with

the one generating the output on the other side can lead to a violation of the locality

constraint (2.62), which could lead to a violation of Bell inequalities in a LHV model.

So in practice, systematic errors lead to experimental loopholes, which should be all

closed with a rigorous treatment. We will discuss the various loopholes which can arise

in a Bell test in the following subsection.

2.2.2 Loopholes

To derive the condition defining the local set L, and thus all Bell inequalities which

stem from it, the following assumptions need to be valid: (i) Alice’s output cannot be

influenced by Bob’s input, and vice versa, (ii) there is only two possible outcomes per

party for each measurement run. However, most experimental setups cannot guarantee

that these two conditions are met, without requiring extra assumptions on the inner

workings of the device in addition to H0. Making such an extra assumption breaks the

agnosticity of the Bell test, and is said to open a loophole. Here we will describe the

four main loopholes and the way they can be closed experimentally. Other loopholes,

such as the coincidence loophole and the coincidence-postselection loophole, can be

considered as particular cases of the four main ones. We will therefore not discuss

them. The interested reader may find a complete discussion on loopholes in Bell tests

in [Larsson14].

The freedom-of-choice loophole

In a practical experiment, the inputs x and y given to Alice and Bob at each run

need to be generated by a physical setup. For assumption (i) to hold, one needs

to assure that these numbers cannot be part of the LHV λ. To that end, Weihs et

al. used quantum random number generators (QRNG) at each site to generate the

input [Weihs98]. Then, because the inputs are generated at random, they are fully

uncorrelated with both λ and the output of the remote party. This was considered as

the first experiment to conclusively tackle this loophole, however without fully closing

it. Indeed this reasoning still relies on a physical description and theory of the random

number generators. If one assumes that physics is described by a LHV model, then so
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do the QRNGs and one cannot affirm that the generated numbers are not correlated

with λ without further assumptions.

Several other propositions were made to close this freedom-of-choice loophole [Scheidl10].
One idea consists of choosing the input settings based on very remote sources of ran-

domness, such as light emitted from stars or quasars at the opposite side of the universe.

In such a setting, the LHV could still fake quantum correlations, but to influence or guess

x and y , it would need to do it when the past light-cones of the randomness sources

crossed each other, years, or billions of years in the past [Vaidman01, Larsson14].
This idea was implemented recently in two independent experiments by Rauch et

al. [Rauch18] and Li et al. [Li18]. In such a case, an LHV model would need to “con-

spire on the galactic scale” to produce non-local correlations in a Bell test [Vaidman01].
It is super-deterministic in the sense that all events are included in λ, even those that

appear truly random and occur very far in the future [Bell85, Brans88]. However,

superdeterminism is in contradiction with an essential axiom of Physics: the idea that

reality is governed by universal laws [Bell85]. A consequence is that superdeterminism

cannot be tested. One can therefore argue that superdeterminism is not a Physical

theory per se, and close the freedom-of-choice loophole by rejecting superdeterministic

LHV models based on this philosophical reasoning [Bell85, Larsson14].

A third alternative is to invoke human free-will to justify that the hidden variable

cannot predict or influence the input choices if they are made by humans [Bell04,

Bell85, Vaidman01, BBT18].

In any case, the freedom-of-choice loophole can only be closed based on a philo-

sophical argument to justify the existence of unpredictable events.

Finite predictability of the inputs

Before discussing another type of loophole, we first introduce the notion of finite pre-

dictability of the randomness sources. Indeed, a typical random number generation

(RNG) process used to define the input x and y relies on the detection of light emitted

from a random source with photo-detectors (PD) or single-photon detectors (SPD).

However, a realistic random light source will have non-Dirac-like autocorrelation func-

tion, and realistic detectors suffer from classical local noise (e.g. dark counts in SPDs

or voltage noise in PDs). Therefore, a LHV model can use the information it has about

past RNG outcomes, and local classical noise sources in the detectors to increase the

probability of guessing the inputs for the next run, and increase the CHSH value it can

reach [Kofler06, Hall10].
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Formally, we write the probability of guessing correctly the input zn given to Al-

ice (z = x) or Bob (z = y) at the nth run of the experiment knowing the LHV λn

as [Abellán15]

max
i

P(zn = i|λn) :=
1
2
(1+ εz,n). (2.70)

The parameter εz,n defines the excess predictability or the random number generator

at round n. The apparently random input transitions from fully unpredictable to pre-

dictable with certainty to the LHV model, as εz,n ranges from 0 to 1. Therefore the

excess predictability is a measure of how random and predictable the inputs are to

LHV models. In typical RNG processes, known as Santha-Varizani sources [Santha86],
the excess predictability can be bounded by

εz,n ≤ εz , ∀n ∈ N. (2.71)

In the most paranoid scenario where the classical noise in each RNG process is fully

correlated, the maximum probability of guessing the input pair {xn, yn} is

P :=max
i, j,n

P(xn = i ∧ yn = j|λn)≤
1
4
(1+ εx)(1+ εy)≤

1
4
(1+ ε)2, (2.72)

where we introduced ε :=max[εx ,εy]. Jason Pope and Alastair Kay showed that for

a given probability P, the maximal expectation value of the CHSH for a LHV model

increases with the number of experimental Bell runs N and converges to the asymptotic

value S given by [Pope13]

P =
�

4+ S
24

�(4+S)/8 �4− S
8

�(4−S)/8

. (2.73)

As shown in Fig. 2.18, the maximum mean CHSH value S that a LHV model can

reach is an increasing function of the excess predictability ε. For ε = 0, we get S = 2,

which is nothing else than the standard CHSH inequality in the ideal setting. Surpris-

ingly, the best LHV model can reproduce all quantum correlations, with S = 2
p

2, when

the excess predictability is as low as ε ' 1.62%, or equivalently P ' 0.258. Beyond this

threshold, no quantum settings can reject LHV models, and the best LHV model can

even reproduce some post-quantum, non-signaling correlations. The RNG excess pre-

dictability should therefore be much lower than 1.62%. In this low excess predictability

regime, the maximum CHSH violation for LHV models can be well approximated by

the power law

S − 2 ' 6.866ε0.49982 ' 6.866
p
ε, (2.74)
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Figure 2.18 Maximum CHSH violation S − 2 allowed by a LHV model vs the maximum
excess predictability ε of the two RNG sources, in the case of fully correlated RNG pre-
dictability, and in the limit of infinite number of Bell runs N . The blue dots are calculated
from Eq. (2.73), and the black line is a power law fit to the points yielding expression (2.74).

as shown by the black solid line in Fig. 2.18. Reverting Eq. (2.74), we obtain that ε

should be lower than ∼ 2.08(S − 2)2 for a given CHSH threshold S.

As discussed in Sec. 6.7, in the Bell test presented in this thesis, the QRNG have

an excess predictability ε lower than 4.23 × 10−6. According to Eq. (2.74), the cor-

responding CHSH threshold increases to S > 2.015 [Eq. (2.74)]. This is far below

the maximum quantum bound S = 2
p

2 and should therefore be within experimental

reach.

The locality loophole

Even if the freedom-of-choice loophole is closed, a LHV model could violate assumption

(i) by communicating the outcome of x to Bob before he outputs his answer b, and

vice versa. If the pairs of events x and b, and y and a, are space-like separated, like

in Fig. 2.19, then assertion (i) is a consequence of the null hypothesis because no

information can be transferred faster than at the speed of light in a local theory, and no

extra assumption is needed. Otherwise, one needs to make an extra assumption about

the internal working of the device to assert (i), which opens the locality loophole.

Note that closing the locality loophole requires to determine rigorously where the

input generation and output events occur in space-time. However, defining the space-
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time position of the input events comes back to closing the freedom-of-choice loophole,

which we have seen earlier cannot be closed without an external, philosophically-

backed, assumption. Similarly, defining the output event space-time position requires a

model of wavefunction collapse, which creates a loophole here again [Kent05]. Closing

this collapse-locality loophole therefore requires to define an acceptable event at which

we consider the outputs to be classical. In the setting of a transmon qubit dispersively

read out, such an event can be, in increasing order of paranoia: when the qubit is

entangled with a measurement field, when the measurement field is first amplified,

when the measurement field starts or stops being digitized, when the digitized signal

is processed by a classical computer to generate the binary output, or when this output

is read by a conscious human experimenter [Kent05].

One should always keep in mind that the locality loophole cannot be fully closed

and state explicitly what assumptions are made to define the space-time positions of

the input and output events.

The detection loophole

In an ideal Bell test, the experiment is to produce a pair of binary outputs each time it

is ran, but this might not always be the case in a real experiment. For instance, in a

photonic experiment, where the shared quantum state consists of a pair of entangled

photons, there is a finite probability that at least one of the the measurement devices

does not detect a photon, due to photon loss and detector inefficiencies. In the Bell

yx

a b

RNG

classical 
output

(a)

Figure 2.19 Space time diagram schematically representing a Bell experiment, in which
the interaction prior to the experiment leads Alice and Bob to share the singlet state ρAB =
|Ψ−〉 〈Ψ−|. The red and blue shaded regions correspond to the future light cone of events x
and y , respectively.
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formalism, these “no-click” events are to be recorded as a third output possibility, which

violates assumption (ii). There are two ways of treating this third output possibility.

The first one consists in assuming that “no-click” events happen independently from the

hidden-variable, and that the subset of experimental runs where both photons were

detected is statistically representative of the correlations which would be obtained in

the absence of detection inefficiencies. This extra fair-sampling assumption creates the

detection loophole. The second treatment consists in testing Bell inequalities derived

for a ternary outputs scenario, or to consider assigning the “no-click” output to either

1 or −1. However, as discovered by Philipp Pearle, accounting for these “no-click”

events reduces the CHSH value, and Bell inequalities cannot be violated if the detec-

tion efficiency is below ν ' 82.84% [Pearle70]. Indeed, as was shown two decades

later, it is possible to construct explicit LHV models which perfectly reproduce the Bell

correlations observed from a maximally entangled state in the subset of measurement

runs where both photons are detected, if the detection probability is below a certain

threshold [Santos96, ÅkeLarsson99, Gisin99].

In a Bell test using transmon qubits, the equivalent of such a “no-click” event would

be that one of the transmon qubit has leaked outside of the qubit subspace, e.g. to state

| f 〉 or higher energy levels. These events are accounted for by the parameter ν in the

parametrization (2.59) of ρAB. Typically, 1− ν� 1, therefore the detection loophole

can be systematically closed without significantly reducing the CHSH violation.

The memory loophole

The derivation of the P-value in Eq. (2.67) relies on the assumption that the random

variables desbribing the experimental runs of the Bell test are independent and iden-

tically distributed (i.i.d.). This means that the LHV model has a hidden-variable λ

which is not affected by the result of past Bell runs, i.e. which has no memory of the ex-

periment. This assumption creates the memory loophole [Barrett02, Gill03a, Gill03b].
Fortunately, it is possible to derive an upper bound to the P-value without the i.i.d.

assumption with a more complex statistical analysis. The CHSH value produced by a

LHV model can be described by a supermartingale, whose probability to violate a Bell

inequality by a given amount which can be bounded using Hoeffding’s or Bentkus’s

inequalities [Gill03a, Elkouss16, Bentkus04]. For instance, assuming that the input

x and y are uniformly distributed, one can obtain the simple bound for the CHSH
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inequality based P-value [Gill03b]

P-value :=max
H0

p(S ≥ 2+ ε|H0)≤ exp

�

−
1
2
ε2N
16

�

, forε > 0. (2.75)

Small corrections need to be made for the case of biased inputs x and y [Barrett02],
and tighter upper bounds can be obtained using the methods described in [Elkouss16].
Compared to the i.i.d. case [Eq. (2.67)], the upper bound to the P-value decreases

more slowly with respect to ε/
p

N , but it sill holds that the P-value becomes arbitrarily

small with increasing number of experimental run N for any finite amount of CHSH

violation ε > 0. In other words, if LHV theories are rejected with the i.i.d. assumption,

they will also be rejected when closing the memory loophole, at the cost of a relatively

higher P-value.

2.2.3 Bell violation with a realistic error model

We have seen in Sec. 2.1.8 that several experiments demonstrated the possibility to

generate entanglement between superconducting qubits fabricated on distinct chips,

and physically separated by meter distances, using microwave photons. In these ex-

periments, the entangled states are imperfect, with fidelity to the target pure Bell state

ranging from 80% to 90%, limited mostly by two mechanisms: qubit decoherence and

photon loss. Moreover, as we discuss in Secs. 3.1 and 5.6, the single-shot readout

protocols in these experiments have errors: the measurement of a qubit initialized in

state |s〉 is not always assigned correctly to the output s (see Secs. 3.1 and 5.6). How

do these experimental imperfections affect the CHSH value that could be reached in a

Bell test? What are the measurement axes ~x and ~y which maximize the CHSH value

for these imperfect Bell states and measurement operations? This section is devoted

to answer these two questions.

Part of the answer to the first question was given in 1995 by the Horodecki fam-

ily [Horodecki95]. In this publication, the authors demonstrated that the maximum

CHSH value which can be obtained from a joint state ρAB, maximized over all possible

local measurement operators is

Smax = 2
q

s2
1 + s2

2 (2.76)

where s1 and s2 are the two largest singular values of the 3 × 3 real matrix TρAB
, of
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coefficients

TρAB ij = Tr
�

ρAB σ̂i ⊗ σ̂ j

�

, for i, j ∈ {x , y, z}. (2.77)

For imperfect entangled statesρAB of the form Eq. (2.59) generated with circuit QED

photon-shaping or resonant-mode methods (see Sec. 2.1.8), we obtain the Horodecki

matrix

TρAB
= ν







V
p
ηAηB 0 0

0 V
p
ηAηB 0

0 0 1− (ηA+ηB)






. (2.78)

As a reminder, ν is the fraction of the population that stayed in the two-qubit com-

putional subspace, V is the phase coherence of the Bell state, 1 − ηB ∼ 0 accounts

for decay of qubit B, and 1−ηA ∼ 0.1− 0.3 account for decay of qubit A and photon

loss during the entanglement generation protocol. Because TρAB
is diagonal, finding

its singular values is trivial. From theorem (2.76) we see that

Smax =







νV
p
ηAηB 2

p
2 if V2 ≥

(1−ηA−ηB)2

ηAηB
,

ν
Æ

V2ηAηB/2+ (1−ηA−ηB)2/2 2
p

2 otherwise.

(2.79)

A proper treatment of leakage outside of the 2-qubit subspace leads to an additional

term ε < 2(1− ν)2, which we will neglect as it is very small for ν∼ 1 [Brunner14].

Setting the measurement bases to

~x0 = ~e0, ~x1 = ~e1, ~y0 = (~e0 + ~e1)/
p

2, and ~y1 = (~e0 − ~e1)/
p

2, (2.80)

with ~e0 and ~e1 two orthogonal vectors in the X Y plane of each party’s Bloch sphere,

the CHSH value for ρAB is

SX Y = νV
p
ηAηB 2

p
2. (2.81)

Conversely, setting the measurement bases to

~x0 = ~e0 = (0, 0,1), ~x1 = ~e1, ~y0/1 =
V
p
ηAηB~e1 ± (1−ηA−ηB)~e0

p

(1−ηA−ηB)2 +V2ηAηB

, (2.82)

with ~e1 a unit vector in the X Y plane , the CHSH value for ρAB is

SZ = ν
Æ

V2ηAηB/2+ (1−ηA−ηB)2/2 2
p

2. (2.83)
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Comparing Eqs. (2.81) and (2.83) to Eq. (2.79), we find that

Smax =







SX Y if V2 ≥
(1−ηA−ηB)2

ηAηB
,

SZ otherwise.

(2.84)

Therefore, Eqs. (2.80) and (2.82) yield an explicit optimization of the measurement

bases for each case. As mentioned before, in practice, ηB is typically much closer to 1

than ηA and photon loss dominates over decoherence. We therefore have V2 ≥ ηA '
(1−ηA−ηB)2/VηAηB and Smax = SX Y .

To account for readout classification errors, we first introduce the readout classifi-

cation error probabilities

εg := P(e| |g〉) and εe := P(g| |e〉),

and remark that the expectation value of the σz operator under these readout assign-

ment errors becomes

〈σz〉 → Fr〈σz〉, (2.85)

where we define the readout fidelity

Fr := (1− εg − εe).

As described earlier (Sec. 2.1.5), in typical circuit QED system, the other Pauli observ-

ables are measured by doing a pre-rotation and measuring theσz observable. Therefore

the subtitution (2.85) is also valid for the Pauli vector ~σ. Doing this substitution in the

Bell operator used in the demonstration of the Horodecki theorem [Horodecki95], we

find that the maximum CHSH violation becomes

Smax→ Fr,AFr,BSmax. (2.86)

In conclusion, in a practical circuit QED implementation of a Bell test, we expect

to obtain the CHSH value

Smax =Fr,AFr,BνV
p
ηAηB 2

p
2

=Fr,AFr,BC(ρAB) 2
p

2,
(2.87)

where we used Eq. (2.60) to get the second equality. As a consequence, the CHSH

inequality can be violated if and only if the readout fidelities and the concurrence are
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Figure 2.20 Expected experimental CHSH value vs the concurrence of the prepared state
C(ρAB) and the geometric mean of the readout fidelities Fr, calculated using Eq. (2.87) and
assuming that ρAB is of the form given in Eq. (2.59). The shaded region is the parameter
space leading to local correlations, in which no Bell inequality can be violated.

large enough so that Fr,AFr,BC(ρAB)> 1/
p

2' 0.707. We show in Fig. 2.20 a contour

plot of the expected experimental CHSH values as a function of the concurrence, and

of the geometric mean of the readout fidelities Fr =
Æ

Fr,AFr,B.

2.2.4 Toward a loophole-free Bell test with superconducting circuits

Now the we have presented all key aspects of circuit QED and Bell tests, we can assess

the requirements to perform a Bell test using superconducting qubits and microwave

photons, free of any loophole. Let us first see what requirements are added by the

constraints of closing all loopholes.

To close the freedom-of-choice loophole, we intend to use a pair of quantum random

number generators (QRNG) to generate the inputs. For instance, the QRNGs developed

at ICFO [Abellán15] were used in the first three Bell test experiments to be considered

loophole-free [Hensen15, Shalm15, Giustina15], and shall therefore lead to suitable

assumptions to close the freedom-of-choice loophole and to conservatively define the

space-time position of the input events. The detection loophole is systematically closed

in a setup using superconducting circuits, because each time we run a dispersive

measurement, we record a measurement trace which is systematically classified into

either a, b = −1 or 1 [Ansmann09].

To close the locality loophole, we must first determine the time∆t which will elapse

between the input and output events. This time can be divided into four contributions:

the time ∆t1 to generate a low excess predictability random number, the time ∆t2 to
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convert that number into a measurement basis, the measurement time ∆t3 needed to

discriminate the qubit state with high readout fidelity, and the propagation time∆t4 of

all the signals which enter this critical timing path, from the QRNG to the digitization

of the measurement signal on an analogue-to-digital (ADC) acquisition card. The

QRNG of [Abellán15, Hensen15, Shalm15, Giustina15]was shown to generate random

inputs in current-mode logic in 11ns every 5ns, with an excess predictability per bit

bounded by ε ' 0.1. The successive bits need to be added modulo 2 to decreases the

excess predictability to acceptable levels (see Sec. 2.2.2 and [Abellán15]). In Sec. 6.7,

we present an adaptation of this QRNG which parallelizes the process to generate

a random bit with ε ' 4 × 10−6 in time ∆t1 ® 17ns. Translating this random bit

into a measurement basis requires to send a rotation pulse to the qubit conditioned

on the QRNG output, to map the desired measurement axis to the z axis before the

measurement of σz starts. In Sec. 6.7, we present a scheme allowing to do both in

∆t2 ≤ 12 ns. The σz measurement consists of a dispersive readout scheme, which can

be reach fidelities higher than 98% for an integration time ∆t3 ≤ 50ns [Walter15].
Finally, propagation delay ∆t4 accounts for the time taken by: the control signal

travelling from the QRNG output port to the switch control port, the rotation pulse

travelling from the switch input port to the qubit, and the readout signal travelling

from the readout resonator to the input port of the ADC. The optimized cabling scheme

presented in chapter 4 is expected to reduce ∆t4 to 20ns. Therefore, we expect the

Bell test run to last ∆t = ∆t1 +∆t2 +∆t3 +∆t4 ≤ 100ns . To close the locality

loophole, the two qubits should be separated by a distance strictly larger than c(∆t1 +
∆t2 +∆t3) ' 24m. To be conservative, we decide to separate the two qubits by a

distance c∆t ' 30m.

The two qubits thus need to be connected via an approximately 30m long trans-

mission line or waveguide, for entanglement generation. This enforces two other

constraints on the setup. First, in the absence of a circulator in the transmission line,

the latter would form a multi-mode cavity with a free spectral range smaller than

1/2∆t ' 5MHz, which would limits the speed and hence the fidelity of a resonance-

based entanglement protocol. Therefore we choose to resort to a photon shaping

method. Second, to generate a joint state with high concurrence, the transmission

line should be superconducting, to be low loss, and should have low thermal occu-

pation [Xiang17], which require it to be held at cryogenic temperatures. Our Bell

test therefore requires to build a 30 m long cryogenic link to cool the communication

transmission line. As we detail in chapter 4, the electronics which define the start

(QRNG) and stop (ADC) events of the Bell test should be positioned 1.1m and 1.9m
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away from the centers of the two dilution refirgerators, respectively. This extra 3m

distance between the input and output events gives 10 ns extra margin to close the

locality loophole [Fig. 2.21 (a)].

In conclusion, the experimental setup would consist of two transmon qubits housed

in dilution refrigerators separated by 30m and connected by a waveguide held at

cryogenic temperature [Fig. 2.21 (a)]. A Bell test run then consists of two phases: a

preparation phase during which the qubits are reset and entangled using a microwave

photon shaping technique, and a Bell test phase of duration ∆t ≤ 100 ns in which the

Entangled state preparation Bell test

30 m

33 m

input event
output event

PTR, DR
CryoLink mod.

meas.

0 100-100-200-300

time (ns)

100 ns

RNG MBC prop. delayreadout signal acquisition
17 ns 12 ns 50 ns 20 ns

Alice

Bob

(a) (b)

(c)

Figure 2.21 (a) Illustration of the setup, and (b) space-time diagram of the pulse scheme
suggested to perform a loophole free Bell test with superconducting circuits [blue and red
circuit elements in (a)] and microwave photons (yellow arrows). The future light cones
of the input events x and y are shaded in red and blue, respectively. The rotation pulse
implementing the measurement basis choice is colored in a lighter shade, and has an input-
dependent rotation angle x ×π/2 for Alice and y ×π/2 for Bob. (a) and (b) display the
spatial position, and the spatio-temporal position input (star) and output (cross) events,
respectively. The former event is located at the drive input of the QRNG, and the latter
at the input port of the ADC. The critical timeline for a single instance of the Bell test,
represented in (b) as a line matching the input to the output, can be divided into four
contributions detailed in (c): the random number generation process (RNG, brown), the
qubit rotation implementing the measurement basis choice (MBC, gray), the readout signal
acquisition (green) and the propagation delay of time critical signals in the cables (orange).
PTR: pulse-tube refrigerator; DR: dilution refrigerator
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two qubits are measured on local bases chosen at random [Fig. 2.21 (b,c)]. The key

ingredients to perform a loophole-free Bell test with superconducting qubits entangled

via microwaves are the following:

• a cryogenic link technology allowing to connect separate dilution refrigerators

with a cold, lossless transmission line,

• a deterministic and high fidelity reset protocol,

• a high fidelity remote entanglement protocol,

• a fast and random measurement basis choice mechanism,

• and a readout scheme optimized for speed and fidelity.

In the remainder of this thesis, we discuss how we implement all these key aspects

to converge toward the loophole-free experimental violation of Bell inequalities, using

superconducting circuits.



Chapter 3

Parameter optimization for fast
dispersive readout

Would you like to have your bed flipped?

— David van Woerkom

Distinguishing the state of a qubit with high fidelity is an essential tool for quan-

tum information processing tasks such as quantum error correction [Shor95, Knill98,

Kitaev03], teleportation [Bennett93, Gottesman99], distillation [Bennett96a, Bravyi05]
or state initialization [Reed10a, Campagne-Ibarcq13, Salathé15]. The most popular

method to measure superconducting qubits consists in measuring the signal trans-

mitted through a coupled resonator, whose frequency is dispersively shifted condi-

tioned on the qubit state [Blais04, Wallraff04, Mallet09, Reed10a]. The fidelity of

qubit readout protocols is limited by qubit decay happening during the measurement,

therefore minimizing the measurement time is key to improve on the readout qual-

ity [Jeffrey14, Walter17]. Moreover, optimizing readout speed can significantly reduce

idling errors in quantum error correction codes [Andersen20b, Heinsoo18, Chen21b],
or any algorithm requiring feedback or feedforward [Steffen14, Chou18, Córcoles21]
and is necessary to close the locality loophole in a Bell test [Aspect82a, Hensen15,

Giustina15, Shalm15]. See also Sec. 2.2. Theoretical studies so far have focused on

optimizing the measurement speed assuming that the readout resonator field is in a

steady-state regime [Gambetta08]. However, as we demonstrated in [Walter17], the

information acquired during the transient regime of the readout, during which the

resonator field gets populated, can be significant. A systematic optimization of the

measurement speed should therefore account for the transient dynamics of the readout
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resonator.

In this chapter, we detail a systematic procedure to optimize readout speed in the

weak-drive dispersive regime, including the effects of the transient dynamics. We

first define the signal-to-noise ratio (SNR) of the transmitted field and derive useful

properties of the SNR in Sec. 3.1. In Sec. 3.2, we show how to optimize the SNR

for a given measurement time in the case of a single resonator coupled to the qubit,

from which we show how to minimize the measurement time. Section 3.3 extends

the readout optimization to Purcell filtered circuits, and Sec. 3.4 provides a clear

compromise between Purcell decay suppression and SNR tolerance to the experimental

uncertainty of parameters. We discuss considerations on weak-drive and strong-drive

non-linear effects in Sec. 3.5, and assess qualitatively how they can improve or limit

readout performance. Section 3.6 will conclude with a generic protocol to optimize

readout parameters for speed.

3.1 Quantifying qubit readout with the SNR

We consider a single transmon qubit with frequency ωq and anharmonicity α, coupled

with rate with rate g to a resonator of frequency ωr , which couples with rate κ to

a single output port [Fig. 2.12 (a)]. We assume that the system is in the dispersive

regime, where g is very small compared to the detuning ∆=ωq −ωr , and that it has

no internal loss. We consider that at t = 0, the transmon qubit is in the eigenstate |k〉,
and the resonator is driven from the vacuum state by a drive tone of amplitude ε(t)
and carrier frequencyωd . To further simplify the problem, we consider the weak drive

limit, where the mean number of photons n in the resonator is always much smaller

than the critical photon number nc = ∆2/4g2, and the dispersive approximation is

valid [Blais04].

In this regime, σz commutes with the dispersive Hamiltonian describing the motion

of the qubit-resonator system [Eq. (2.47)]. Therefore the measurement is a quantum-

nondemolition (QND) process, i.e. it does not affect the mean population of the qubit

states. As a consequence, the qubit stays in state |k〉 during the whole process. The

resonator behaves like a linear system, whose inner and output field can be described

the input-output relations [Gardiner85]

ȧk = −i(ωk −ωd)ak −
κ

2
ak −

p
κain (3.1)

aout,k =
p
κak + ain, (3.2)
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expressed in the frame rotating at the drive frequency, and where ωk =ωr −χk is the

dressed, qubit-state-dependent, resonance frequency of the resonator [see Eq. (2.49)],
and the time-dependent operators ain, ak and aout,k corresponding to the input, res-

onator and output fields are expressed in the Heisenberg picture. The drive amplitude

is then defined as ε := −i
p
κ〈ain〉. Because the system is linear, if the drive input field

ain |0〉 is in a coherent state then so are the resonator and output fields. The system can

be treated semi-classically and its evolution is determined by the quantum Langevin

equation applied to the expectation values α := 〈a〉 of the field operators

α̇k = −i(ωk −ωd)αk −
κ

2
αk− iε (3.3)

α̂out,k =
p
καk +

i
p
κ
ε + ξ̂ (3.4)

Here, the time-dependent output field α̂out,k is treated as a random variable (which

are specified by hats in this section) by the addition of the quantum noise term ξ̂,

which follows a proper, complex centered Gaussian distribution with white noise,

〈Re[ξ̂](t), Re[ξ̂](t ′)〉 = 〈Im[ξ̂](t), Im[ξ̂](t ′)〉 = δ(t − t ′)/4. Without loss of gener-

ality, the qubit-state independent term iε/
p
κ, which stems from direct reflection of

the input field, can be set to zero via an abstract displacement operation on the out-

put field. This way, our analysis generalizes to measurement geometries other than

reflection measurements.

For a given measurement time τ > 0, the output field α̂out,k follows a multi-variate,

complex, Gaussian distribution of mean
p
καk, covariance matrixΣ(t, t ′) = δ(t− t ′)/2,

and null pseudo-covariance matrix [Eriksson09], in the infinite-dimensional Hilbert

space Lτ2 of square integrable complex functions on the interval [0,τ]. The means of

the distributions followed by α̂out,g and α̂out,e are distant by 2
p
κ‖αe −αg‖2,τ standard

deviations, so the corresponding power SNR between the two distributions is

SNR= 4κ‖β‖2
2,τ, (3.5)

Here we define β := αe −αg , and introduced the Lτ2 norm

‖u‖2
2,τ :=

∫ τ

0

|u|2d t, (3.6)
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associated with the inner product

〈u, v〉 ≡ u† · v :=

∫ τ

0

u∗vd t. (3.7)

In steady-state, the intra-cavity field αk are constant, Eq. (3.5) simplifies to the well

know formula SNR ' 4|β(+∞)|2κτ [Gambetta08], and the SNR increases linearly

with time.

Interestingly, all the information needed to distinguish between states |g〉 and |e〉
is encoded the real part of the component of the field along the unit vector

w(t) =
β(t)
‖β‖2,τ

.

Indeed one can show that the random variables Ŝg/e = Re[w† · α̂out,g/e] follow marginal

distributions which are Gaussian, real-valued, and single-variate with means that are

distant by 〈Ŝe〉 − 〈Ŝg〉 =
p
κ‖β‖2,τ, and standard deviation σ =

p

w† ·Σ/2 ·w = 1/2,

so their relative SNR is the same as for the full multivariate distributions [Eq. (3.5)].

Therefore the following qubit state discrimination procedure given a measured

trace
p
κα is optimal [Gambetta08]. (i) Integrate

p
κα with the weight function w

to obtain the integrated trace S =
p
κRe[w† · α]. (ii) Choose k ∈ {g, e} such that

the likelyhood S is maximum for the distribution followed by Ŝk. The second step is

equivalent to a threshold discrimination rule which assigns the measurement outcome

to g if S < (〈Ŝe〉+〈Ŝg〉)/2, and to e otherwise. Then the measurement fidelity is limited

by the overlap error between the two Gaussian distributions

F := 1− P(e|g)− P(g|e)< erf
�Æ

SNR/8
�

, (3.8)

with P(k|k′) the probability to assign the measurement outcome to k when the qubit

was in state |k′〉, and erf the error function. The readout fidelity is typically smaller due

to initialization and qubit state-mixing errors. Table 3.1 links typical readout fidelities

to their corresponding SNR.

There is a relation between the measurement SNR and the amount of dephasing

the measurement induces on the qubit. Indeed, the measurement process has the effect

of mapping |s〉 |0〉 |E0〉 7→ |s〉 |αs(τ)〉 |Es〉, where the first, second and third kets denote

the qubit, resonator, and output field states, respectively. Because |Eg〉 and |Ee〉 are

two propagating coherent states which differ from each other by κ‖β‖2
2,τ photons, we

find using Eq. (2.36) that the qubit coherence is reduced by the measurement process



3.1 Quantifying qubit readout with the SNR 73

to

V=〈αg(τ)|αe(τ)〉〈Eg |Ee〉

=exp
�

−
1
2
|β(τ)|2

�

exp
h

−
κ

2
‖β‖2,τ

i

=exp
�

−
1
2
|β(τ)|2 −

SNR(τ)
8

�

.

(3.9)

We note that the left term in the exponential disappears if the drive pulse is finite and

the resonator fields have returned to vacuum at time τ. Also, if the resonator stops

being driven at time τ f then the coherence V stops decreasing, the field remaining in

the resonator will eventually leak into the detection line leading to an increment in

the SNR

lim
τ→+∞

SNR(τ) = SNR(τ f ) + 4|β(τ f )|2.

This formula is useful in order to estimate the SNR accumulated with a finite drive

pulse, but semi-infinite acquisition window. In steady-state, the SNR is proportional to

τ, therefore the right term of Eq. (3.9) dominates and the qubit coherence is approxi-

mately

V' exp
�

−
SNR(τ)

8

�

' exp
�

−
1
2
|β |2κτ

�

,

i.e. the qubit experiences an exponential measurement-induced dephasing at rate Γm =
|β |2κ/2.

So far, we have only considered the quantum limited SNR, i.e. the signal to noise

ratio that the field leaving the chip carries with it. However, extra noise will be added

to the signal during the amplification and measurement process leading to a reduction

of the detected SNR by a factor η compared to the ideal SNR of Eq. (3.5). To limit the

amount of added noise, most experiments use a near-quantum-limited Josephson para-

metric amplifier (JPA) as the first amplifier [Caves82, Yurke96, Castellanos-Beltran08,

Clerk10], whose detection efficiency η must be below 1 if only one quadrature of the

1−F SNR
5% 15.4
2% 21.6
1% 26.5
0.5% 31.5
0.1% 43.3

Table 3.1 Maximum readout fidelity that can be achived for a given SNR [Eq. (3.8)].
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signal is amplified (phase-sensitive mode), and below 1/2 if both quadratures are am-

plified (phase-preserving mode) [Caves82, Clerk10]. Because of extra inefficiencies,

like signal loss or noise added before or after the JPA, typical detection efficiencies

range between 0.15 and 0.35 for phase-preserving reflective [Roy15, Eichler14a], or

traveling wave amplifiers [Macklin15, Planat19], and between 0.5 and 0.8 for phase-

sensitive amplifiers [Ristè12b, Walter17, Eddins19].

The finite bandwidth of JPAs and other components in the detection line will also

lead to time-correlations in the noise term ξ̂. The noise covariance matrix Σ(t, t ′)
is no longer diagonal and therefore an orthogonal projection of the signal along u is

no-longer SNR-preserving. However, because that
p
Σ
−1 · ξ has a white noise matrix,

projecting the signal along vectorΣ−1·u is SNR preserving, and the linear discrimination

algorithm described above is optimal. Note that, unlike u, Σ−1 · u is not necessarily

zero at negative times. Therefore, in order to preserve SNR, the integration window

should start at a negative time −τBW which is several times the characteristic response

time of the detection chain. More formally, −τBW should be large enough so that

∫ −τBW

−∞
|Σ−1 · u|2 d t �

∫ τ

−τBW

|Σ−1 · u|2 d t.

3.2 Readout parameter optimization in the weak drive limit

To optimize the SNR for a given measurement time τ, we should first express it in terms

of the readout circuit parameters. To that end we consider the weak-drive dispersive

readout setting illustrated in Fig. 2.12 (a) and introduced in the beginning of Sec. 3.1,

from which we derived Eq. (3.4). To keep the problem analytically tractable, we further

assume that the drive rate ε is a unit-step pulse of constant amplitude. Then, solving

Eq. (3.4) provides an analytical solution to Eq. (3.5) which shows that the SNR is

proportional to the drive power |ε|2. In practice, high drive powers lead to a breakdown

of the dispersive approximation, and the linearity and QND-ness assumptions used to

obtain Eq. (3.4) are no longer valid. While quantifying the limit on the applicable power

is a on-going research topic [Boissonneault09, Boissonneault10, Sank16], a common

way to parametrize the drive power is to relate the number of photons n it induces in

the resonator in steady-state with the critical photon number nc [Blais04, Gambetta08,

Boissonneault09, Boissonneault10, Reed10a, Jeffrey14, Sank16, Walter17]. To be able

to compare the SNR for different parameter choices and to restrict ourselves to the

linear case, we set the drive power such that n :=max(ng , ne) is set to a fixed, small
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fraction of nc . The SNR is maximized when ng = ne = n which sets the optimal readout

drive frequency to ωd = (ωg +ωe)/2 [Gambetta08]. The SNR can then be expressed

as

SNR(τ) =

4n

(κ2 + 4χ2)2

�

4χ2
�

2κ3 + 8κχ2
�

τ+ 8χ2(4χ2 − 11κ2)

+ e−κτ/216χκ
�

4χκ cos(χτ) + (κ2 − 4χ2) sin(χτ)
�

+ e−κτ
�

−
�

κ2 + 4χ2
�2
+κ2

�

κ2 − 12χ2
�

cos(2χτ) +κχ
�

8χ2 − 6κ2
�

cos(2χτ)
�

�

,

(3.10)

where χ := |χg−χe|/2 is the amplitude of the effective dispersive shift of the transmon

qubit [Eq. (2.50)].

At first glance, Eq. (3.10) looks barbaric, but several of its aspects are instructive.

Indeed, noting that

nc = 1/(4χ)×α∆/(∆+α),

Eq. (3.10) can be rewritten as

SNR(τ) = 4
n
nc
α̃τ f (κτ,χτ), (3.11)

with f a function varying between 0 and 1 which depends only on χτ and κτ, and

α̃ := α∆/(α + ∆) defining the modified anharmonicity. This expression is useful

because it allows to write the SNR as a function of three independent terms which can

be optimized separately, the relative readout power n/nc , the modified anharomnicity

α̃ := α∆/(α+∆), and the time-dependent term τ f (κτ,χτ).

Optimizing power

As expected from the linearity of Eq. (3.4), the SNR is proportional to the drive power

n. Therefore, the drive power should be increased until measurement-induced state-

mixing limits the readout fidelity. This step is typically done with an experimental

sweep of drive power [Walter17].
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Optimizing the modified anharmonicity

In typical transmon/resonator systems, α/∆ � 1, so the modified anharmonicity

expands as

α̃= α
�

1−
α

∆
+O

� α

∆

�2�

with this small parameter, which highlights the linear dependence of the SNR on the

anharmonicity α. Therefore, a large α is desirable to improve the SNR. However,

the anharmonicity of a transmon qubit increases with charging energy Ec , therefore

large values of α either come at the cost of a reduced EJ/EC ratio, which leads to

greater sensitivity to charge noise, or at the cost of a higher qubit frequency (see

Fig. 2.6 and [Koch07]). Also, the spurious ZZ coupling rate between neighboring qubits

is typically proportional to α [Krinner20]. These considerations must be accounted

for by the experimenter to determine how large α can be. Choosing the frequency

arrangements such that α and ∆ have opposite signs leads to an increase of the SNR

by a fraction 2|α/∆| compared to the opposite situation. The detuning ∆ only has

minor effect on α̃ and can therefore be chosen based on other constraints.

Optimizing f (κτ,χτ)

The dependence of f on κτ and χτ is instructive. To study it, we first introduce the

variables θ := arctan(2χ/κ) and τ̃ :=
p

κ2 + 4χ2τ. These variables are the modulus

and argument of the complex quantity (κ+ i2χ)τ, with the argument θ ranging from

0 to π/2 as the ratio χ/κ increases. We find that f is zero for τ = 0 and for θ = 0

(⇐⇒ χ = 0) orπ/2 (⇐⇒ κ= 0), and increases with integration time τ̃ [Fig. 3.1 (a)]
to reach the asymptotic steady-state value

lim
τ̃→+∞

f (θ , τ̃) = sin(2θ ), (3.12)

A consequence is that f varies between 0 and 1. It can therefore be seen as a scaling

factor to the maximum SNR possible SNRmax = 4(n/nc)α̃τ. Equation (3.12) corrobo-

rates the well-established result that the SNR in steady-state is maximum when 2χ = κ
( ⇐⇒ θ = π/4) [Gambetta08]. In practice this steady-state regime is reached for

τ̃¦ 30. For a fixed τ̃ < 30, the optimal θ0(τ̃) is close, but not equal toπ/4, as indicated

by the black line in Fig. 3.1. However, for a fixed χτ (light blue lines in Fig. 3.1), there

is a single optimal value of κτ (thick blue line) which is typically such that κ > 2χ.

Conversely, for a fixed κτ (light red lines in Fig. 3.1), there is a single optimal value

of χτ (thick red line) which is typically such that κ < 2χ.
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Figure 3.1 Normalized SNR f (κτ,κτ) vs the variables θ = arctan(2χ/κ) and τ̃ =
p

κ2 + 4χ2τ, in the case of (a), a single resonator coupled to the transmon qubit and
(b,c), a Purcell filtered resonator coupled to the qubit with a J/κ f ratio of 1/10 and 1/3,
respectively. For (b,c), δ is set to zero and κ is calculated from J and κ f with Eq. (2.54).
The black, red and blue line correspond to the argument maximizing f for fixed τ̃, κτ and
χτ, respectively. The thin light blue and light red lines correspond to fixed values of κτ
and χτ, respectively. The purple line corresponds to 2χτ= 5.

To maximize the SNR, and therefore f , with a fixed, short integration time, one

needs to increase the absolute value of χ and κ, to increase τ̃. Qualitatively, this

corresponds to shortening the transient period of the readout. In principle, κ can be

arbitrarily high as long as the corresponding increase in Purcell decay is suppressed with

Purcell filters. However, noting that χ = α̃(g/∆)2, and that α̃ is already maximized,

there is a limit χmax = α̃(g/∆)2max to how large χ can be set by the requirement

g/∆< (g/∆)max ® 0.1 for the dispersive approximation to hold.

The SNR sclaing function f should therefore be optimized under the constraint

χτ ≤ χmaxτ. This is done by setting χτ = χmaxτ and maximizing f with respect to

κ. Graphically speaking, let the purple line in Fig. 3.1 be χτ = χmaxτ, we want to

find the maximum of f in the region on the bottom left of that line. The optimal

solution is then at the crossing between the purple and the blue lines. We note f opt
χmax
(τ)

the value of f at this point. If 2χmaxτ < 7.5, this optimal solution leads to f < 1/2,

and corresponds to κ significantly bigger than 2χmax [Walter17]. In the opposite case

2χmaxτ≥ 7.5,setting κ= 2χ is close to optimal.



78 Chapter 3 Parameter optimization for fast dispersive readout

Optimizing τ

The optimization procedure detailed above for a given τ gives a simple mean to choose

the minimum integration time τ. Defining SNRtarget as the minimum SNR needed for

the application, and η the measurement efficiency, we find that the integration time

should be greater than a value τmin which fulfils the relation

τmin f opt
χmax
(τmin) =

SNRtarget

4η(n/nc)α̃
.

To illustrate the optimization routine, we use the external constraints and parame-

ters which apply for the realization of a Loophole-free Bell test with superconducting

circuits, as devised in chapter 2. The same optimization procedure can be applied to

different contexts by considering the particular constraints on τ, α and ∆.

We have seen in Sec. 2.2.4, closing the locality loophole requires to measure the

qubit state with high fidelity in less than 50 ns. Therefore we restrict our study of the

SNR to an integration time τ = 50ns. We set an upper-limit of −350MHz to α/2π,

after which we judge that the charge noise on the e-f transition becomes too important,

and set α to this upper-limit. Indeed, for a qubit frequency of 7.2 GHz, this leads to a

limit of 19µs on the e-f dephasing time in the worst-case scenario [Eq. (2.28)]. We set

the target detuning between the qubit and the resonator to∼ +1.5 GHz. This parameter

is typically constrained by frequency crowding considerations, but we shall see later

how it affects readout, independently of the other parameters, to derive readout-related

constrains on it. This choice for α and ∆ leads to α̃/2π ' 450MHz. Mimicking the

choice from [Walter17], we set (g/∆)max = 1/8, which leads to χmax/2π' 8 MHz and

(χτ)max ' 5 [purple line in Fig. 3.1]. Finally, assuming that, similar to [Walter17],
the phase-sensitive detection efficiency is η = 66% and the readout power can be

set to n/nc = 1/5 without introducing detrimental effects, the minimum integration

times needed to reach 99% SNR-limited fidelity (or equivalently SNRtarget ' 26.5) is

τmin ' 43ns, which is smaller than the budgeted 50, ns.

The corresponding SNR scaling is f opt
χmax
(τmin)' 0.4. We find that f opt

χmax
(τmin) varies

between 0.4 and 0.8 for typical parameters (SNRtarget ' 26.5, n/nc = 1/5, (g/∆) =
1/8,α̃/2π ' α/2π ∈ [150,450]MHz and η ∈ [0.15,0.75]). Therefore τmin can be

estimated by

τmin ∼
SNRtarget

2.4(n/nc)ηα̃
,

with ±30% accuracy. The fact that the optimal f is significantly below unity in most

cases demonstrates the necessity to account for transient dynamics when optimizing
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readout speed.

3.3 Including the Purcell filter in the SNR optimization

For sub-microsecond integration times, Purcell filters are needed to get high enough χ

and κ while keeping the Purcell decay rate negligible [Jeffrey14, Walter17, Bronn17,

Heinsoo18]. The semi-classical Langevin equation for such a system [Fig. 2.12 (b)]
in the frame rotating at the drive frequency ωd and when the qubit is in state |k〉
is [Sete14]

α̇k,r =− i(ωk −ωd)αk,r − iJαk, f

α̇k, f =− i(ωp −ωd)αk, f − iJ∗αk,r −
κ f

2
αk, f − iε

(3.13)

with αk,r and αk, f the coherent state number inside the resonator and Purcell filter

mode, ωk the resonator frequency, ωp the resonance frequency of the Purcell filter, J

the resonator-filter coupling rate, and κ f the Purcell filter linewidth. Using the same

method as for the single resonator case, one can find an analytical solution of the SNR

(= 4κ f ‖β f ‖2
2,τ). We assume without proof that, like in the single-resonator case, the

SNR is optimal when ng = ne = n and determine the drive frequency so that this

condition is fulfilled (see appendix C). Then the SNR can be expressed as in Eq. (3.11),

except that the normalized SNR function f is now a function of χτ, Jτ, κ f τ, and δτ.

Here δ = ωp − (ωg +ωe)/2 is the detuning between the Purcell filter and the mean

frequency of the resonator.

Finite values of δ typically degrade the SNR and therefore targeting δ = 0 is desir-

able. In practice, because the resonator frequencies are affected by parameters which

are sensitive to fabrication or wiring imperfections, such as the output impedance, sub-

strate over-etch or stray capacitances to airbridges, the value of δ obtained experimen-

tally can be significantly inaccurate [Heinsoo18, Kurpiers18, Magnard20]. However,

for simplicity, we first consider the ideal case where δ = 0.

Further, by fixing the ratio r = J/κ f , the normalized SNR function f can be ex-

pressed as a function of χτ and κτ, where we use Eq. (2.54) to define the effective

external coupling rate κ = 4r2κ f [Sec. 2.1.6]. Then we can compare the difference

of SNR in the the presence and absence of a Purcell filter. For r = 1/10, we have

(4J)2� κ2, the Purcell filter can be adiabatically eliminated, and the normalized SNR

is very similar to that in the non-filtered case [Fig. 3.1 (b)]. However, as discussed in

Sec. 2.1.6, larger r are beneficial to further suppress Purcell decay [Eq. (2.56)]. For
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higher ratios, e.g. r = 1/3, f differs from the non-filtered case in the following ways:

lower values of χ/κ (small θ) are favoured at low τ̃, f rises with a delay in τ̃, and

the optimal choice of κ is an even bigger fraction of χ when optimizing under the

constraint χτ < χmaxτ [Fig. 3.1 (c)].

3.4 SNR reduction due to experimental parameter uncer-
tainty

So far, we considered that the detuning δ between the resonator and the Purcell filter

is zero, but its experimental value will be finite because of its sensitivity to fabrica-

tion imperfections. Greater magnitudes of δ typically degrade the SNR. One way to

qualitatively understand the impact of Purcell filter misalignment is to determine its

effect on the effective external coupling rate κ. Noting from Eq. (2.54) that κ reaches

a maximum κ0 = 4J2/κ f at zero detuning, and expressing the Purcell decay rate

Γ = (g2/∆4)J2κ f = t2
c J2κ f , we can rewrite Eq. (2.54) in terms of κ0, Γ and δ by

substituting J2 =
p

κ0Γ/2tc and κ f = 2
p

Γ/κ0/tc:

κ= κ0
1

1+
�

δtc

q

κ0
Γ

�2 . (3.14)

κ depends on δ as a Lorentzian of amplitude κ0 and bandwidth 2
p

Γ/κ0/tc . Because

we already fix κ0 to optimize the SNR, improving the bandwidth of this Lorentzian,

and thus the robustness of the SNR on δ, must be achieved at the expense of larger

Purcell decay Γ .

Other elements which depend on δ, such as the optimal drive frequency, also affect

the SNR. Therefore our analysis based on Eq. (3.14) does not account for these effects,

therefore it should be seen as a qualitative description which helps gaining intuition on

the problem. To qualitatively assess the dependence of the SNR on δ, we use the SNR

derived from Eq. (3.13) for the full system (appendix C). Guided by our qualitative

analysis, we first observe the dependence of the SNR on readout parameters for fixed

Purcell decay times T p
1 .

For instance, using the parameter values introduced at the end of the previous

section, we fix J2κ f such that T p
1 = 500µs and compute the dependence of the SNR

on δ for various values of J and corresponding κ f . Interestingly, for a fixed T p
1 , there

is one particular choice of J and corresponding κ f which yields better SNR than any
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Figure 3.2 (a) SNR scaling factor f vs detuning δ between the readout resonator and its
Purcell filter, for fixed χ/2π= 8MHz, τ= 50ns and T p

1 = 500µs, and for various J (and
corresponding κ f ). The thicker black curve corresponds to the optimal choice of J and κ f ,
maximizing the SNR over the full range of δ. (b) SNR scaling factor f vs δ for various
Purcell decay time T p

1 using the optimal choice of J and κ f . The arrows in (a,b) indicate
the misalignment tolerance bandwidth δ1dB. (c) Optimal values of J (orange) and κ f (red),
and misalignment tolerance bandwidth δ1dB (blue) vs Purcell decay time T p

1 . The black
dashed line is a fit of the form δ1dB∝ 1/T p

1 .

other parameter, and for all detuning δ [black curve in Fig. 3.2 (a)], therefore, we can

unambiguously define an optimal choice of J and κ f [Fig. 3.2 (c)]. The comparison of

such optimal SNR curves for various T p
1 shows that higher T p

1 leads to a sharper SNR

reduction with δ without affecting the peak SNR at δ = 0 [Fig. 3.2 (b)], as expected

from our qualitative analysis (Eq. (3.14)).

To quantify the robustness of the SNR on δ, we introduce a new metric, the “mis-

alignment tolerance bandwidth” δ1dB, defined as the misalignment δ at which the

SNR is reduced by 1dB (∼ 79.8%) compared to the peak SNR at δ = 0 [arrows in

Fig. 3.2 (a,b)]. To illustrate the physical meaning of this metric: the readout fidelity is

equally affected by a misalignment δ = δ1dB and by a 1 dB reduction of the detection

efficiency (e.g. 1dB loss before the first amplifier). It is therefore important to ensure

that the experimental uncertainty on δ is small compared to δ1dB. From the
p
Γ depen-

dence of the bandwidth of κ in Eq. (3.14), we would expect that δ1dB is proportional to

1/
q

T p
1 , however, due to the dependence of the SNR on other δ-dependent parameters,

we rather observe that δ1dB ∝ 1/T p
1 [black dashed line in Fig. 3.2 (c)]. The Purcell

decay / tolerance bandwidth product δ1dB × T p
1 /2π ' 13000 is fixed by χ, α and ∆

and quatifies the compromise to make between δ1dB and ×T p
1 .
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3.5 Considering non-linear e�ects for readout

At low levels of n/nc , we expect Eq. (3.11) to faithfully predict the SNR [Walter17],
and second-order corrections can be applied for better accuracy [Boissonneault09].
We note that those second order correction terms lead to an improved (degraded)

SNR when ∆ and α have opposite (same) signs, which is another reason to design

a readout circuit where α/∆ < 0. However the linear model fails to account for

measurement-induced state mixing, which typically limits the readout fidelity in prac-

tice [Walter17, Reed10a, Jeffrey14]. We are aware of three mechanisms which can

lead to qubit state mixing during readout: (i) the power dependence of the qubit decay

and thermal excitation rates of dressed states [Boissonneault10], (ii) dressed-state

dephasing [Boissonneault09, Boissonneault10], and (iii) Jaynes-Cumming resonances

due to counter-rotating wave coupling terms [Sank16].

Spontaneous qubit decay and thermal excitation

According to Ref. [Boissonneault10], the qubit decay and thermalization rates between

dressed states decreases with increasing number of photons in the readout resonator.

However higher readout power increase leakage from the dressed state |e〉 to higher

levels. Because leakage from |e〉 to higher levels impacts QND-ness but not readout

fidelity, we do not consider (i) as a critical effect for our application.

Dressed dephasing

Dressed-state dephasing is a phenomenon where the qubit state can flip though a three-

wave mixing spontaneous up/down-conversion process involving a resonator photon,

a qubit excitation, and a photon which parametrically modulates the qubit frequency

at frequency ∆. The state-mixing rate is then proportional to the readout power n/nc ,

and the σz noise ν2Sφ(∆) on the qubit frequency [Boissonneault09, Boissonneault10],
as was demonstrated experimentally in Ref. [Slichter12]. Dressed dephasing can there-

fore be mitigated by lowering the sensitivity ν of the qubit frequency to flux or charge

noise (e.g. parking the qubit at a sweetspot during readout), or by selecting higher

values of ∆ to reduce the magnitude of the environmental noise at the relevant fre-

quency (Sφ(∆)∝ ∆−a with a ∼ 0.5− 1 [Slichter12, Bialczak07, Bylander11]). The

proportionality of dressed dephasing mixing rate with n/nc illustrates perfectly the

compromise one has to do on readout power to maximize the SNR while maintain-

ing low enough state-mixing errors. In practice, the optimal readout power is chosen
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Figure 3.3 (a) Energy level diagram of the Jaynes-Cumming Hamiltonian for ωq/2π =
7.2GHz, ωr/2π = 5.64GHz, χ/2π = −8MHz, α/2π = −350MHz and n = 58. The
dashed levels show the energy of the dressed states. The curved grey arrows represent the
interaction terms gk,k−1

p
m |k− 1, m〉 〈k, m− 1|+h.c kept under the RWA, and connect levels

belonging to the same RWA strip. Interaction terms dropped under the RWA are shown as
colored straight arrows. The black horizontal arrow highlight the resonance between states
|0, n+ 2〉 and |6, n− 6〉. (b) Renormalized energies ω̄i of states |i, n− i〉 (solid lines) and
|i, n− 2− i〉 (dashed lines) vs excitation number n. Red dots indicate resonances between
next-nearest-neighboring RWA strips.

experimentally [Walter17].

Level crossings beyond RWA

At high drive power (n ≥ nc), the transmon population can leak into highly excited

states due to resonances mediated by counter-rotating wave coupling terms [Sank16].
States with the same number of excitation n are coupled in a chain via excitation-

number-preserving terms, which are kept under the rotating-wave approximation

[RWA, see Fig. 3.3 (a)]. Under the RWA, population can be exchanged only within

such an “RWA strip”, but counter-rotating wave terms couple states from next-nearest

neighbour RWA strips, where n differs by 2 (e.g. | j, n− j〉 and | j + 1, n+ 1− j〉, where

the first and second number represent the transmon state, and the Fock state of the

readout resonator, respectively). Because the coupling between levels within an RWA

strips is proportional to
p

n, the dressed state within an RWA strip repel eachother more

as n increases. For some values of n, the state |0, n〉 or |1, n− 1〉 couples resonantly, via

multiple intermediate state, with a state from the next-nearest neighbouring RWA strip

and exchange population with it [black arrow in Fig. 3.3 (a)]. This is illustrated in

Fig. 3.3 (b), where we compute the renormalized energies (ħh= 1) ω̄i(n) =ωi,n−nωr
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of the dressed eigenstates |i, n− i〉 for a given RWA strip, where ωr is the resonator

frequency, using the method described in [Sank16]. As expected, we observe that the

RWA strip levels fan out with increasing drive power n (solid lines in Fig. 3.3). The

next-nearest neighbouring RWA strip has the same curve with an offset of 2ωr [dashed

line in Fig. 3.3 (b)]. Resonances between these RWA strips happen where lines cross

and are indicated by the red dots.

Transitions between nearest-neighboring RWA should in principle be forbidden,

due to the symmetry of the transmon potential, but such transitions were nonetheless

observed experimentally in [Sank16] and should therefore be considered. The nearest-

neighboring RWA strip is only offset by ωr , therefore it crosses with the main RWA

strip at much lower drive powers.

To push the resonances to higher powers, D. Sank et al. [Sank16] recommend to

decrease the ratio∆/ωr . Indeed, a resonance between (next-)nearest neighbours RWA

strips of order k cannot occur if the RWA strip frequency spread ∆(k)RWA = |ω̄k − ω̄0| is
smaller than the inter-RWA strip splitting (2×)|ωr |. From the approximate formula

∆
(k)
RWA '

�

�

�k∆+ k(k− 1)
α

2

�

�

� , (3.15)

we see that this condition can be achieved as long as ∆ is sufficiently low compared to

ωr . By considering more transmon states in the RWA strip, e.g. from |0, n〉 to |k, n− k〉
with a growing k, the RWA strip frequency spread increases. Therefore there is always

a value of k for which a resonance between |0, n〉 and |k, n+ 2− k〉 happens at low

enough power to be bothering. However, the number of intermediate states involved

in the resonance increases linearly with k (e.g. |1, n+ 1〉, |2, n〉 ... |k− 1, n+ 1− k〉),

therefore the effective coupling rate should vanish at large k, especially for low n/nc .

Finally, we note that ∆(k)RWA is smaller when ∆ and α have opposite signs, which is yet

another advantage of such a design choice for readout.

3.6 Parameter optimization procedure

From the arguments discussed above, we propose the following procedure to find the

optimal readout circuit target parameters:

1. Maximize the anharmonicity α of the transmon, under the constraint that charge

dispersion and qubit-qubit cross-talk stay at an acceptable level.

2. Consider opting for a circuit design where ∆ and α have opposite signs. It leads
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to higher SNR, higher χmax, favourable second-order corrections to the SNR and

smaller RWA strip frequency spread. Such a configuration might be inconvenient

for other applications, such as performing gates with flux-tunable qubits, so one

should weight pros and cons carefully.

3. Choose ∆, with considerations on frequency crowding, and making a trade-off

between Purcell decay, RWA strip crossings and dressed dephasing.

4. Prefer a qubit parking frequency with small Ramsey dephasing rate for readout,

to minimize dressed dephasing.

5. Set a short but realistic integration time τ, e.g. such that the expected SNR

∼ 0.6η(1/5)α̃τ is sufficiently high.

6. Maximize χ under the constraint to stay in the dispersive regime. If the optimal

normalized SNR maxκ f (χτ,κτ) is too small, come back to step 5 and set a

larger τ.

7. Choose T p
1 making a good compromise with δ1dB. If δ1dBT p

1 is too small, come

back to step 6 and set a smaller χmax.

8. Choose the optimal J and κ f for this fixed T p
1 .

9. If the SNR or δ1dBT p
1 is larger than necessary, consider choosing a higher χmax,

a smaller integration time τ, and start over from 5.

By applying this optimization procedure under the requirements formulated in

Sec. 2.2.4, where one needs to perform high fidelity readout in less than 50 ns to close

the locality loophole in a 30 m long Bell test setup, we obtain the parameters listed in

table 3.2. We choose a conservative value of T p
1 = 400µs for several reasons. First,

one should consider all Purcell decay channels to evaluate the Purcell limit on T1. For

the SuperQuNet project, setting T p
1 = 120µs for the drive line and T p

1 = 400µs for

the transfer resonator leads to a Purcell limit of 75µs, which already has noticeable

effects on T1. Second, the Purcell decay is stronger for the e− f transition, a fortiori

when ∆ and α have opposite signs, leading to an e− f Purcell limit of 28µs only.
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name symbol (unit) value
integration time∗ τ (ns) 50
qubit frequency∗ ωq/2π (GHz) 7.2
anhamonicity∗ α/2π (MHz) -350
g-e charge dispersion limit T ge

2,c (µs) 900

e-f charge dispersion limit T e f
2,c (µs) 18.6

qubit/res detuning∗ ∆/2π (MHz) 1560
readout power∗ n/nc 0.2
res /Purcell filt. detuning∗ |δ|/2π (MHz) < 15
res /Purcell filt. coupling∗ J/2π (MHz) 25.2
Purcell filt. ext. coupling∗ κ f /2π (MHz) 87
dispersive shift∗ χ/2π (MHz) -8
qubit res. coupling g/2π (MHz) 208
Purcell limit ge T p

1 (µs) 400
Purcell limit e f T p

1,e f (µs) 72
Misalignment tolerance BW δ1dB/2π (MHz) 33
detection efficiency η (%) > 65
readout fidelity F (%) > 98

Table 3.2 Readout circuit parameters optimized under the constraints derived in Sec. 2.2.4.
The asterisk∗ marks design parameters which are primarily set, and from which the other
parameters are derived.



Chapter 4

Prototyping of a Cryogenic Link
Technology

One Kelvin seems cold, but not from the point of

view of a microwave photon.

— An altruist high-energy boson

Superconducting circuits are one of the top-contending quantum computing plat-

forms [Blais21, Andersen20a, Arute20, Jurcevic20], but it is rarely considered to real-

ize quantum networks [Kimble08, Duan10, Awschalom21]. This is likely because of the

absence of a natural interface between superconducting circuits and optical photons,

the workhorse of quantum networks [Pirandola16]. Coherence-preserving microwave-

to-optical quantum transducers would realize this interface, but despite great ad-

vances, realizing such a device remains elusive [Hease20, Mirhosseini20]. By con-

trast, itinerant microwave photons can be interfaced with superconducting qubits with

near-unit fidelity [Wallraff04, Wenner13, Pechal14, Pfaff17, Ilves20, Besse20b], and

therefore constitute an ideal information carrier, enabling deterministic, high-fidelity,

bidirectional and error-correctable quantum communication between remote super-

conducting devices [Kurpiers18, Axline18, Campagne-Ibarcq18, Leung19, Burkhart21,

Zhong21]. However, unlike optical photons in fiber optics, microwave photons must

propagate in a cryogenic environment to reduce photon loss [Kurpiers17] and thermal

background to acceptable levels [Xiang17]. Therefore, a microwave quantum network

must take the form of a cryogenic network.

In this chapter, we present a modular cryogenic link solution to connect super-
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conducting circuits via cold and lossless microwave waveguides over tens of meters

distance. Thanks to a heat-transfer-optimized design, we realize elementary cryogenic

networks as large as 30 m, and anticipate this distance could be extended to 100m.

4.1 Dilution Refrigerator

Superconducting quantum devices operate at frequencies ωq in the few GHz regime,

which requires temperatures much lower than ħhωq/kb ∼ 200 mK. Such cryogenic envi-

ronment can be provided for macroscopic systems of a few kilograms by state-of-the-art,

commercial dilution refrigerators. In our experiments, we use the cryogen-free dilu-

tion refrigerator (BF-LD400 from BlueFors Cryogenics Oy Ltd.), shown in Fig. 4.1 (a),

which consists of five gold plated copper plates held at approximate temperatures of

50K, 4K, 1K (still plate), 100mK (cold plate) and 10mK (base temperature plate).

The system is housed in a vacuum can sealed with rubber o-rings and pumped to high

vacuum levels. This suppresses heat transfer through gas, from the lab environment

at room temperature, to the refrigerated parts, and between the temperature plates.

The 50K and 4K plates are cooled with a pulse tube cooler (PT-415 from CryoMech

Inc). Using a set of heaters and temperature sensors on the 50K and 4K plates, we mea-

sure the 50K and 4K plate temperatures vs the heat generated on each plate, to probe

how much power the pulse tibe can cool for a given plate temperature [Fig. 4.1 (b)].
We measure a cooling power of 20W at 55K on the 50K stage, and 1.5W at 5.5K to

the 4K stage. Interestingly, we observe that the 4K cooling power depends little on

the 50K temperature, as witnessed by the flat horizontal lines in Fig. 4.1 (b), whereas

the 50K cooling power decreases with increasing 4K temperature, as witnessed by the

slanted vertical lines in Fig. 4.1 (b).

To cool the still and base temperature (BT) stages to even lower temperatures,

the refrigerator uses a dilution unit which removes heat from the mixing chamber

via the dilution of 3He into a helium mixture phase rich in 4He [Lounasmaa74]. For

each stage, we measure the plate temperature for various values of applied heat. We

observe a quadratic increase of the cooling power with temperature, which reaches

20 mW at 1 K for the still stage, and 400µW at 100 mK for the base temperature stage

[Fig. 4.1 (c,d)].

The outer surface of the vacuum can is in contact with ambient air. It is therefore at

a room temperature of approximately TRT ' 295 K. Its inner surface behaves as a gray

body: i.e. it absorbs and emit a fraction ε, called the emissivity, of black-body radiation.

This corresponds to εσT 4
RT ∼ 20W/m2, where σ is the Stefan-Boltzmann constant,
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Figure 4.1 (a) Schematic of the the first of the two LD-400 BlueFors dilution refrigerator
used in the experiments presented in this thesis. (b) 50K and 4K stage temperature vs
heat applied on the 50K (red vertical lines) and the 4K stages (purple horizontal lines).
(c) and (d), stage temperature vs heat applied on the still and base temperature stages,
respectively. The solid lines are fits to power laws. VC: vacuum can; CP: cold plate; BT:
base temperature; MXC: mixing chamber; PT: pulse tube.
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and ε ∼ 0.05 is the emissivity of roughly polished aluminum [Estalote77, Musilova05,

Lienhard20]. The resulting heat load on the 50K stage is lower or comparable to

the 50K stage cooling power, but higher than the cooling power of any colder stage.

Therefore, a 50K radiation shield prevents room temperature radiation from heating

the colder stages. Similarly, radiation shields at the 4K and still stages shield the colder

stages from gray-body radiation emitted by the 50K and 4K shields, respectively [see

Fig. 4.1 (a)].

4.2 General Design of the Cryogenic Link

The dilution refrigerators constitute the nodes of cryogenic networks. To connect

these nodes with a cold microwave link suitable for quantum communication, we

design a cryogenic link system consisting of a vacuum can enclosing a set of concentric,

octagonal, radiation shields made of copper, which are connected to and cooled by the

50K, 4K, still and BT stages of the node nearby [Fig. 4.2 (a-c)]. A WR90, rectangular,

aluminum waveguide, serving as the quantum bus for microwave photons, is hosted

inside the BT shield, to which it is thermalized every 25 cm using flexible copper braids.

The cryogenic link is made of 2.5m long link modules, which can be connected

to each other to increase the link length [Fig. 4.2 (a,d)]. In a link module, each shield is

supported by two sets of three thin-walled, low-heat-conductance posts [Fig. 4.2 (b,d,e)].
The vertical post carries the weight of the shields, and the side-posts ensure the struc-

ture’s stability. The posts are fixed to a single shield. This allows the shields to slide

freely relative to each other in the longitudinal direction ensuring a stress-free differen-

tial thermal contraction of the shields [see blue arrows in Fig. 4.2 (d)]. The waveguide

can slide freely along the longitudinal axis of the link over ∼ 10 cm in each direction,

which is required to cope with its thermal contraction [Fig. 4.2 (d,e)].

To connect two link modules with each other, we first position them to accurately

align their vacuum cans. Then we connect the waveguide flanges with four brass screws

[Fig. 4.2 (f)]. For each temperature stage, we cover the gap in-between the two modules

with a small radiation shield which is mechanically and thermally attached to one of the

modules, and can slide over the shield of the other module. The two modules are then

thermally connected to each other by a set of flexible, high-conductivity, copper braids.

The braids give a ∼ 2cm slack, necessary for the shield of each module to thermally

contract without buildup of mechanical strain, see blue arrows in Fig. 4.2 (f). Indeed,

each shield shrinks by about 8 mm when cooled from RT to 50 K or below. We connect

the vacuum cans of the two modules with a sliding vacuum can [see Fig. 4.2 (f)].
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Figure 4.2 (a) Longitudinal cross-section of a schematic representation (left half) and a
3D model (right half) of a cryogenic link system. (b) Schematic representation, and (c)
picture of a transverse cross-section of a link element. (d) Longitudinal cross-section of
the 3D model of a link module. (e) Enlarged cross-sectional view of the set of posts which
mechanically support the shields of the link module. (f) Enlarged cross-sectional view of
the set of a connection between two link modules. The blue arrows in (d) and (f) show
the direction in which the copper shield ideally move during a cooldown due to thermal
contraction. N.A/N: node A/B; AM: adapter module; LM: link module; CM: connection
module.
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We refer to the set of braids, shields and cans used to connect two link modules as a

connection module.

The link connects to the side of a dilution refrigerator via an adapter module: a

1.25m long, special type of link module whose shields are rigidly connected to the

side-port flanges of the dilution refrigerator [see Fig. 4.1 (a)].

4.3 Heat Transfer

A key aspect in the successful design of the cryogenic link is to understand and optimize

it’s thermal properties. To that end, we developped a simplified model of heat transfer

between the different temperature stages of a cryogenic link, and another one describ-

ing how the propagating field of the waveguide thermalizes to the base-temperature

shield of the link.

4.3.1 Between Radiation Shields

Consider a cryogenic link connecting two nodes at a distance l from each other. We

model each temperature stage n of the cryogenic link as a one-dimensional object

subject to lateral heat loads, cooled at its ends [Fig. 4.3 (a)]. The heat loads stem

exclusively from heat exchanges with the enclosing stage n+1, either via gray-body ra-

diation or via thermal conduction through the support posts, as indicated in Fig. 4.3 (b)

by the wiggling and straight red arrows, respectively. We neglect heat exchange via

residual gas in the vacuum can.

As shown below, the lateral heat leaving stage n to stages n ± 1 is typically pro-

portional to T b
n , with 1 ≤ bleq4. Asuuming that Tn � Tn+1, it is therefore much

smaller than that entering stage n and can be neglected. Radiative heat loads can

be well approximated by that of two concentric cylindrical gray-bodies of emissivity

εn,εn+1� 1 [Lienhard20, Parma14, Kurpiers19b]

ϕrad ' λσT 4
n+1, (4.1)

with the attenuation factor λ defined as

1
λ
'

1
εn
+

F
εn+1

,

and with F = Cn/Cn+1 the form factor, and Ci the circumference of the shield at stage i.

Modeling the posts as one-dimensional bars with zero lateral heat flow and integrating
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Fourier’s law, we obtain the heat load per post

Qpost =
Ap

lp

∫ Tn+1

Tn

ρ(T ) dT '
Ap

lp

∫ Tn+1

0

ρ(T ) dT, (4.2)

with lp the post length, 1/Ap the 1D average of its inverse cross-section area, and ρ

its thermal conductivity. The approximation holds for Tn� Tn+1. An additional term

should be accounted for if the radiation load on the post is comparable to the conductive

load. As a result, heat loads on stage n are fully determined by the temperature profile

Tn+1 of stage n+ 1 and by fixed geometrical and thermal parameters.

Due to symmetry, we can consider only the left half of the link (x < l/2). In this

half, all heat loads must flow towards the left node and generate a left-flowing heat
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Figure 4.3 (a) Schematic representation of heat transfers from stage n + 1 to the next
colder stage n. The increasing width of the orange arrow depicts the increasing heat current
flowing along the link. (b) Equivalent electrical circuit used to model the heat transfer
from stage n + 1 to stage n. (c) Representative curves of the heat current (orange) and
temperature (blue) profiles along the link. Here, Qtot is the sum of all heat loads on the
half section of stage n, Tc is the temperature at the cooling unit, and Th is the maximum
temperature, reached in the middle of the link.
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current

Q(x) =

∫ l/2

x

ψeff(x) d x ,

which is fully determined by the effective heat load per unit lengthψeff(x). The current

Q(x) increases smoothly as is accumulates distributed heat loads (radiation), and by

steps at each point-like heat load (posts), as qualitatively shown by the orange arrow

and the orange curve in Fig. 4.3 (a,c).

The total heat load Qtot =Q(0) received by the cooling node determines the node

temperature Tc , according to the capacity curve of the cooling unit [see Fig. 4.1 (b-d)].
Knowing the boundary condition Tn(0) = Tc and the heat current distribution Q(x),
one can integrate Fourier’s law in one dimension

Q(x) = Anρ(Tn)
∂ Tn

∂ x
, (4.3)

to determine the temperature profile. Here An is the cross-sectional area of the shield

of stage n and ρ is its temperature-dependent thermal conductivity. Like the heat

current, the temperature gradient is maximal at the node, decreases with x and is

zero at the symmetry point of the link [Fig. 4.1 (c)]. Heat current across a contact

interface generates a finite temperature drop ∆T which can be characterized with the

temperature-dependent thermal contact resistance R :=∆T/Q [Salerno97]. Therefore

we model elements containing multiples contact interfaces, such as the node or the

connection modules, as thermal resistances [Fig. 4.1 (b)], across which the temperature

increase by a step ∆T = R(T )Q [Fig. 4.1 (c)]. This allows us to accurately model the

temperature profile Tn. From this profile, one can iterate the method described above

to model the temperature profile Tn−1 of stage n− 1, and by recursive iteration of the

method, that of all colder stages.

To gain a qualitative understanding of this recursive model of heat transfer, we

study a toy-model example in which Tn+1 is uniform, the thermal conductivity ρ of

the shields is independent of temperature, and the capacity curve of stage n is of the

form Tc,n = T0,n + αn
p

Qtot,n [see Fig. 4.1 (b-d)]. The heat load per unit length on

stage n is of the form ψeff = ψ̃T b
n+1, with b ∈ [2,4] (see Sec. 4.8.1), and ψ̃ a scaling

factor which depends on the geometry, the material and the emissivity of the shields

and posts [see Eqs. (4.1) and (4.2)]. The solution Tn(x) to Eq. (4.3) is a parabolic
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curve with a maximum at x = l/2 and extremal temperatures

Tc,n =T0,n +αn

q

ψ̃l/2T b/2
n+1, (4.4)

Th,n =Tc,n +
ψ̃

8Anρ
l2T b

n+1. (4.5)

The node temperature, Tc , increases as
Æ

lψ̃, and depends linearly to quadratically on

Tn+1. By contrast, the maximal link temperature depends linearly on ψ̃, quadratically

on l, quadratically to quartically on Tn+1 (depending on the value of b), and inversely

proportionally to the shield conductance Anρ.

Because Tn is non-uniform, the result is different for stage n− 1. Supposing the

link is long enough that T b/2
h,n � T b/2

c,n , and approximating Tn with Th,n ∼ Th,n − Tc,n,

the total heat load on stage n− 1 is lψ̃T b
h,n. Consequently the node temperature

Tc,n−1 ' T0,n−1 +
αn−1p

2

1
(8Anρ)b/2

l b+1/2ψ̃
b+1

2 T b2/2
n+1 ,

has a high power dependence on the length l, the heat load scaling factor ψ̃, the

resistivity per unit length 1/Aρ and temperature Tn+1. As a result, there is a critical

length the value of which increases with decreasing Tn+1, ψ̃ and 1/Aρ, and above which

Tc,n−1 and, by recursion, the temperature of all colder stages increase sharply, leading

to a cooldown failure. It is therefore critical to aim at minimizing the temperature

profile of all stages, which is achieved by minimizing ψ̃ and 1/Aρ, to maximize this

critical length.

4.3.2 Waveguide Field

To analyze the effective temperature of the microwave field propagating in the waveg-

uide, we model the heat exchange between this field and the bosonic heat bath of

the waveguide bulk as an interaction happening in a continuum of infinitesimal beam-

splitters of size d x and reflection coefficient αd x [Xiang17], see Fig. 4.4. This yields

the differential equation

∂x n= α(nth − n), (4.6)

on the thermal occupation number n of the propagating field, with

nth(x) =
1

exp[ hν
kb TBT(x)

]− 1
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Figure 4.4 (a) Schematic of fields propagating inside the waveguide. The arrows leaving
(entering) the waveguide represent signal lost to (noise added from) the waveguide bulk
heat bath. The graph on top represents a typical temperature profile of the waveguide
heat bath. (b) Infinitesimal beam splitter representation of the thermalization of the right-
propagating noise-field of the waveguide with the waveguide heat bath.

the thermal occupation of the bath at the frequency ν of the propagating field, given

by the Bose-Einstein distribution. Integrating Eq. (4.6) yields the relation

nout = ηnin +

∫ l

0

αexp[−α(l − x)]nth(x)d x

︸ ︷︷ ︸

nadded

, (4.7)

with 1−η= 1− exp[−αl] the total waveguide loss.

In the low loss limit αl � 1, the added noise simplifies to nadded ' αl〈nth〉, where

the average is taken over length. The added noise is directly proportional to the total

loss αl ' 1−η and the mean occupation number of the bath. Therefore, for a given

link length l, the added noise is minimized by decreasing the temperature profile TBT,

increasing the photon frequency ν, and minimizing the loss rate α.

If a cold isolator is placed at the input of the waveguide, the the input noise nin =
nth(TBT(0))� 1 can be neglected and the output noise corresponds to the added noise.

In the absence of a circulator, by symmetry nin = nout, yielding

nout =
nadded

1−η
' 〈nth〉

αl
1−η

. (4.8)
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If the total loss 1 − η is due uniquely to waveguide loss, then Eq. (4.8) reduces to

nout = 〈nth〉. Otherwise, if most of the loss comes from cold components connecting

the quantum devices to the waveguide, such as coaxial cables or PCB transmisison

lines, then the field is mainly thermalized by these cold elements and nout� 〈nth〉.

4.4 Design Considerations to Optimize Heat Transfer

Our link design takes particular care to minimize heat loads and the effective resistivity

per unit length at every temperature stages.

To mitigate the heat load Qp carried by the support post, we fabricate them from Ac-

cura Bluestone: a vacuum-compatible material with very high ratioσ/ρp between com-

pressive strength and thermal conductivity at cryogenic temperatures (see Sec. 4.8.1).

In addition, unlike other materials which require mechanical machining, Bluestone is

compatible with stereolithography 3D-printing, which enables the fabrication of posts

with very thin walls and complex geometries reliably and at low cost. We design a

cross-sectional area Ap such that the yield force Apσ is approximately five times the

weight the post is designed to carry. The post length lp ∼ 3 cm is set as a compromise to

minimize Qp ∝ 1/lp while keeping acceptable mechanical stability and compactness

of the link. A detailed characterization of posts thermal and mechanical properties is

presented in Sec. 4.8.1.

As depicted in Fig. 4.3 (b), the two elements contributing to the effective resistivity

1/Aρ of the link are the thickness and conductivity of the radiation shields, and the

thermal resistances of the connection module and the cooling node. The shields are

made of oxygen-free high-conductivity copper, with grade C10100, to ensure high

thermal conductivity at cryogenic temperatures without the need for annealing. See

Sec. 4.8.2 for details on the choice of copper and its material characteristics. The

thickness of the shields, 1mm for the BT and still stages, 2mm for the 4K stage, and

3 mm for the 50K stage, is chosen as a compromise between their conductance and their

weight. At low temperatures, the thermal contact resistances are proportional to T−2,

whereas the resistance of bulk copper pieces scales as T−1 (see Secs. 4.8.3 and 4.8.4).

As a result, contact resistances are negligible on the 50K stage, are significant on the

4K and still stages, and limit the effective conductance of the link at base temperature.

Therefore we mitigate contact resistances, by electrpolishing the contact surfaces and

greasing them with Apiezon N grease, on all stages except the 50K stage [Salerno97].
See Secs. 4.8.3 and 4.8.4 for a detailed characterization of contact resistances in the

node shields and in the connection modules.
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The largest heat load in the system stems from gray-body radiation emitted from

the room-temperature vacuum can. Due to the low emissivity ε ' 2% of the 50K shied

surface, the radiation load on the 50K shield is 7.5W/m2 in our system (see subsec-

CLProp50KRad). Covering the 50K shields with a custom-designed set of multi-layer

insulation (MLI) reduces this heat load further to below 1W/m2, a level comparable

to the effective post heat load per unit area. The MLI is therefore a crucial element to

increase the critical length of the system. See Sec. 4.8.3 for an experimental character-

ization of the radiative heat load on the 50K shield with and without MLI. By contrast,

because the radiative heat load decreases rapidly with the temperature of the radiating

shield (∝ T 4), it becomes significant on the 4K stage only for T50K ¦ 100K, and are

negligible on the colder temperature stages. However, radiative heat leaks from the

vacuum can or the 50K shields to the still and BT shields via cm2-sized holes in the

shields in between can be significant. Therefore it is important that each temperature

stage is assembled to be as radiation tight as possible.

We characterize the thermal parameters relevant for the heat transfer in a set of

independent measurements described in Sec. 4.8. The result of this characterization

is summarized in table 4.1.

4.5 Cryogenic Link Prototypes

We have assembled and cooled down three cryogenic link prototypes, bridging dis-

tances of 5 m, 10 m, and 30 m. See photographs in Fig. 4.5. The 50K and 4K stages of

the 30 meter long cryogenic link is cooled by an additional, home-built cooling node

in the middle of the link to keep their temperature profiles low enough for a successful

link cooldown to mK temperatures across that distance [Fig. 4.5 (c)].

The nodes of the 5 m, 10 m, and 30 m link are cold enough to start condensing the

Helium mixture 1.8 days, 3.4 days, and 5.7 days after the beginning of the cooldown,

respectively. In all systems, the base temperature at the nodes reached below 20mK

approximately 4 hours after condensation. The cooldown time is mainly limited by heat

diffusion in the 50K shield, from the middle of the link to the nodes, which happens

with a characteristic diffusion time proportional to l2 [Lienhard20] with l the distance

between two 50K stage coolers.

Several extra days after the systems are condensed, the link temperature profiles

reach the steady-state values shown in Fig. 4.6. For all systems, the 50K stage is

everywhere below 90K, the 4K stage below 6K, the still stage below 1K and the

base temperature below 50 mK. As expected, the temperature profiles display minima
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50K 4K still BT
T0 50K 4 K 1 K 10 mK
P0 46(T̃ − 3/4)0.7 W 2.5(T̃ − 3/4)1.2 W 80(T̃ − 0.5)2 mW 4T̃ 2µW

Qp 0.2− 0.6 W 10T̃ 1.8
h mW 34T̃ 2.2

h µW 120T̃ 3.3
h nW

ϕrad ≤ 1.1 W/m2 4T̃ 4
h mW/m2 0 0

ϕeff 2.2W/m2 (30T̃ 1.8
h + 4T̃ 4

h )mW/m2 150T̃ 2.2
h µW/m2 1T̃ 3.3

h µW/m2

ψeff 1.4 W/m (13T̃ 1.8
h + 2T̃ 4

h )mW/m 50T̃ 3.3
h µW/m 0.2T̃ 3.3

h µW/m

t 3 mm 2 mm 1 mm 1mm
RRR 230 220 140− 200 140− 200
Rn

0.5K/W
ρ̃Cu

75 (T )
2.4T̃−2 K/W 60T̃−2 K/W 5T̃−2 K/mW

RLM
1K/W
ρ̃Cu

230(T )
1.5K/W
ρ̃Cu

230(T )
20 K/W
ρ̃Cu

200(T )
5.4 K/mW
ρ̃Cu

140(T )

RCM
0.15K/W
ρ̃Cu

320(T )
0.5T̃−2.6 K/W 10T̃−1.7 K/W 40T̃−2 K/mW

Table 4.1 Summary of all extracted thermal parameters relevant for modelling heat trans-
fer inside a cryogenic link. Here, T0 is the reference stage temperature, T is the actual
stage temperature, Th is the temperature of the next hotter stage, and ρCu

RRR is the thermal
conductivity of copper with residual resistivity ratio RRR. Each quantity X is expressed with
its unitless, renormalized quantity X̃ := X (T )/X (T0). P0: cooling power of cooling unit; Qp:
post heat load; ϕrad/eff: radiative/effective heat load per unit area; ψeff: effective heat load
per unit length; t: shield thickness; RRR: residual resistivity ratio; Rn/LM/CM: thermal resis-
tance of the node / link module / connection module. See Sec. 4.1 for the measurement of
P0, Secs. 4.8.1 and 4.8.5 for the measurement of heat load parameters Qp, ϕrad/eff and ψeff,
and Secs. 4.8.2, 4.8.3 and 4.8.5 for the measurement of the RRR and thermal resistances.
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(d)

(a)

(b) (c)

(e)

Figure 4.5 Photographs of cryogenic link systems. (a) 10m link. (b) 5m link. (c) Inter-
mediate pulse tube cooler used to cool the center of the 30 m link, with side panels of every
temperature stages removed. (d) and (e), views towards the opposite ends of the 30 m link.

at the cooling nodes and maxima in the center point between the coolers, with an

exception for the still stage of the 5m system for which we heated the right node to

900 mK to optimize cooling power by increasing the flow of 3He. Moreover, as expected
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from Eqs. (4.4) and (4.5), for all stages we observe that the node temperatures and

the temperature drop across the link increase with the distance between two cooling

units. Over the course of the cooldown, the temperature in the middle of the 50K

shield increase slowly (0.5 K a day for the 30 m system). We suspect this is due to gas

diffusion through the orings of the vacuum can, which is adsorbed on the surface of

the 50K shield leading to an increase in emissivity over time.

From the attenuation factor α < 1 dB/km of the waveguide and the measured base

temperature distribution, we calculate with Eq. (4.7) that, in the waveguide of the 30 m

system, the total loss does not exceed 0.7% and the number of added noise photons is

below 10−6. The link waveguide itself should therefore introduce negligible amounts

of error in microwave quantum communication protocols [Magnard20, Kurpiers18,

Axline18, Campagne-Ibarcq18, Leung19, Zhong19, Chang20, Zhong21, Burkhart21],
below threshold for both entanglement purification [Bennett96a, Nickerson15] and

error correction [Fowler10, Xiang17, Vermersch17]. The excellent cryogenic perfor-

mance of our system on such different length scales demonstrates the robustness,

modularity, and high performance of the design.

We simulate the steady-state temperature profiles using the recursive method de-

scribed in Sec. 4.3, with heat load fuctions and thermal conductance parameters mea-

sured independently (see Sec. 4.8 and table 4.1). The temperatures at the nodes of

each stage are set to their measured values. The 50K temperature distribution is sim-

ulated with finite-elements on a 3D model of the 50K stage, see Sec. 4.8.5 for more

details. The temperature profile on all other stages is calculated from the 1D model

depicted in Fig. 4.3 (b). The fitted curves are in excellent agreement with the data

(solid lines in Fig. 4.6). Using the cooling power curves P0 and the temperature Tc at

the nodes, we can extract a total heat load Qtot = P0(Tc) on each node. This quantity

is greater than the heat load on the nodes Qtot =Q(x = 0, l) calculated from the heat

distribution, within 20%. We attribute this discrepancy to heat loads introduced by

the cabling at the node, and to the dependence of the cooling power at one stage on

the temperature of other stages [Krinner19]. The good agreement between the fitted

model and the data is evidence that the extracted thermal parameters are reliable, and

that the recursive model captures the complex heat transfers in the system to a good

approximation.
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Figure 4.6 Measured steady-state temperature distribution of the 5m long (blue dots),
the 10m long (purple dots) and the 30m long (pink dots) cryogenic link prototypes. The
pictograms above the panels represent the cryogenic prototypes and their corresponding
temperature sensor locations (dots), to scale with the x-axis of the plots below. The solid
lines are results of simulations, with the temperature of nodes on the 50K, 4K and still
stages as the only fit parameters.

4.6 Achievable lengths for cryogenic links

We use the recursive model described in Sec. 4.3, with the measured experimental

parameters compiled in table 4.1, to extrapolate the temperature profile of longer

cryogenic links, and quantitatively estimate the link length beyond which the cryogenic

link fails to cool down. For this, we define the following criteria for a successful cool

down. (i) The 50K plate in each cooling unit should be below 77K to ensure the

proper functioning of the internal cold trap located there. (ii) The 4K plate should be

below 5.2 K: the highest 4K plate temperature at which we successfully condensed the

Helium mixture. (iii) The still plate should be below 1.2K otherwise the circulation

of 3He becomes unstable and the base plate warms up. (iv) The base plate should

be below 50mK. (v) The thermal occupation nadded of the propagating field of the
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waveguide should small (e.g. < 1%), to be error correctable [Xiang17] and to induce

little qubit dephasing [Gambetta06]. Note that the thresholds for criteria (i) to (iii)

are strict, whereas those for criteria (iv) and (v) are subjective and could be set to

different values depending on the application.

We first simulate the temperature profiles of cryogenic links with length l varying

from 2.5m to 30m, in the absence of additional cooling elements in the link at any

temperature stage [Fig. 4.7 (a)]. The temperatures Tc at the node and Th in the middle

of the link both increase with l [Fig. 4.7]. Beyond a critical length l = 20 m, the 4K plate

temperature at each node exceeds 5.2 K, violating criterion (ii) [Fig. 4.7 (b)]. Criteria

(iii) and (iv) fail at slightly longer lengths, as expected from the rapid temperature rise

of all stages beyond the critical length, which we described at the end of Sec. 4.3.1.

Bridging larger distances therefore requires to actively cool the link at intermediate

locations between the nodes and at a selected set of temperature stages. If the 50K
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Figure 4.7 (a) Simulated temperature distribution of cryogenic links of various length,
from the hottest (top) to the coldest (bottom) temperature stage, assuming there is no
cooling element in between the nodes. (b) Corresponding coldest (filled blue) and hottest
(open red) temperature in the link vs cryogenic link length. For a 20 m long cryogenic link
[orange curves in (a)], the 4K plate temperature exceeds 5K [orange dot in (b)], beyond
which a successful condensation is uncertain.
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stage is uniformly cooled to 70 K, our simulation suggests that the 4K temperature at

the node [filled red dots in Fig. 4.8 (a)] stays below 5.2 K until the link length reaches

50m, beyond which criterion (ii) fails. As before, the other criteria fail at slightly

longer lengths [see filled red dots in Fig. 4.8 (b-d)]. Assuming that the 4K stage is

uniformly cooled to 4.2K (purples dots in Fig. 4.8), or that the 50K and 4K stages

are periodically cooled by a pulse tube unit every 15 m (blue dots in Fig. 4.8), lead to

similar results for all link lengths. Criterion (v) is the first one to fail [orange highlight

in Fig. 4.8 (d)], as the thermal occupation of the waveguide exceeds 1% beyond a link

length of approximately 120 m in both cases, when no intermediate dilution units are

used to cool the waveguide further.

In conclusion, with the current link design, a cryogenic network would need active

cooling elements every 15 m on the 50K and 4K stages and a dilution refrigerator every

100 m, approximately. These critical lengths could be further increased with attempts

at reducing the heat loads, the effective resistivity of the shields, and the waveguide

loss rate. Such attempts could include: using Kevlar strings to support the shields, sup-

pressing electrical and thermal contact resistances by soldering or welding the contacts,

improving the shield conductivity with oxygen annealing [Fickett82, Rosenblum77],
or using seamless MLI on both the 50K and 4K stages.

4.7 Discussion and outlook

This realization of cryogenic links suitable for microwave quantum communication,

covering distances of up to 30 m relies on a few key insights. First the design is modular,

providing simple means to scale up the system to larger distances. Second, the design

makes use of flexible elements, such as copper braids and sliding parts, to be resilient

to thermal contraction. Third, we attempt to minimize heat loads by covering the 50K

stage with MLI, by using high-yield-strength, low-thermal-conductivity, non-brittle

support posts, and by ensuring the shields are installed in a radiation tight fashion.

Fourth we maximize the thermal conductance of the link by using high-conductivity

copper shields and braids, and by mitigating contact resistances at interfaces. Fifth

and last, we use a low-loss waveguide to minimize the temperature of the waveguide

field.

The cryogenic link design presented here consists of a non-flexible link which can

be connected to cryogenic nodes only if the the two nodes are warm and vented. Future

versions of the cryogenic link could have fully flexible sections. This would ease the

requirement to precisely align the vacuum cans of all modules and greatly simplify
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Figure 4.8 Simulated temperature at the coldest (filled points) and hottest (open points)
location of, (a) the 4K stage, (b) the still stage, and (c) the BT stage of the cryogenic
link, vs link length. The simulation assumes either that the 50K stage is uniformly cooled
to 70K (red dots), or that the 4K stage is uniformly cooled to 4.2K (purple diamonds),
or that the 50K and 4K stages are cooled by a pulse tube unit every 15m (blue squares).
(d) Corresponding number of thermal photons, nth, injected per travel in the waveguide at
9.5 GHz (dots) and photon loss in the waveguide (solid back line), vs length of the cryogenic
link. The orange dots in (a) and (d) highlight the maximum link length before degrading
the performance of the link (see main text).
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the installation of the link. Another interesting feature would be to design a system

to connect a cryogenic link to a running dilution refrigerator, without warming up or

venting the system. With such a cryogenic link plug, one could change the topology of a

cryogenic network, for instance adding or removing nodes and links, while keeping the

network cold and running, and essential capability for a practical quantum network.

As we discuss in chapter 6, this system can be used to perform basic quantum

communication operations between superconducting qubits housed in separate dilu-

tion refrigerators, like deterministically transferring qubit states, preparing entangled

states on-demand and violating Bell’s inequality with high repetition rates. The 30 m

length scale which we demonstrated here brings several applications within reach,

such as performing a loophole-free Bell test, using the waveguide as a high den-

sity storage mode [Chakram20], exploring new regimes of non-Markovian waveguide

QED [Dinc20, Calajó19, Kim21], or generating high-dimensional cluster states [Besse20b,

Pichler17, Wan20]. Simulations suggest that campus-scale cryogenic networks of a few

100 m could be realized with the current design, and that intra-city km-scale networks

could be realized with further improvements, which highlights the practical relevance

of microwave cryogenic links for local area quantum networks.

4.8 Characterizing the properties of individual parts

As discussed in Sec. 4.4, we have conducted a series of experiments to extract the

thermal parameters, listed in table 4.1, describing heat transfers in our cryogenic link

design. In this section we present these different experiments.

4.8.1 Mechanical and thermal properties of the mechanical support
posts

The posts used to support the different stages of the link module, shown in Fig. 4.9, con-

sist of thin-walled, hollow tubes or cones which are stereolithographically 3D printed

with Accura BlueStone.

We test the mechanical properties of these posts with a compression-testing ma-

chine, schematically shown in Fig. 4.10 (a), which measures the strain l obtained when

applying a varying vertical force F . The posts contract proportionally to F at low forces

due to elastic deformation, and experience a plastic deformation, and then a mechani-

cal rupture as the force increases [Fig. 4.10 (b)]. The 0.2% offset yield strength (Rp0.2),

defined as the amount of stress resulting in a plastic strain of 0.2%, is a widely used
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metric to characterize the effective compressive strength of a material [Beer12]. We

calculate it by normalizing the force resulting in 0.2% plastic strain [Fig. 4.10 (b)]
with the mean cross-section of the posts. We find that Rp0.2 varies between 100MPa

and 130 MPa [Fig. 4.10 (c)]. We performed the same test on posts made of glass-, and

carbon-fiber-reinforced polyamid (Nylon), and PEEK, which showed comparable yield

strengths (see table 4.2).

To determine the thermal properties of a post at cryogenic temperatures, we prepare

the measurement setup shown in Fig. 4.10 (d): the foot of the post is clamped to the

base temperature plate of a dilution refrigerator, and its top is glued to a copper block

to which a heater and a temperature sensor (RX-102B from Lakeshore Cryotronics,

Inc.) are thermalized. The dilution refrigerator is pumped to high vacuum and cooled

down to a base temperature of 10mK, which is monitored by a second sensor on

the base plate. The leads of the heater and of the temperature sensors are made of

superconduting NbTi embedded in a low-conductivity CuNi matrix, to ensure that their

thermal conductance is much smaller than that of the post. This way, one can neglect

heat flow through the leads and the heat Q dissipated at the heater must flow almost

entirely through the post.

For heat current Q ranging from 0.1µW to 10µW, the base plate temperature Tc

varies only from 10 mK to 20 mK [Fig. 4.1 (d)], whereas we measure temperatures Th

at the top of the post ranging from 600 mK to 4 K [Fig. 4.1 (e)]. For a given Th < 2 K, the

Figure 4.9 (a) to (d), perspective view, and (e) to (h), cross-section of CAD representations
of the 3D printed posts used to support the 50K, 4K, still, and base temperature shields of
the link elements, respectively. Panels (e - h) are to scale, unlike panels (a - d).
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Figure 4.10 (a) Schematic representation of the compression test machine used to charac-
terize the compressive yield force of the posts. (b) Force applied on the post vs post length
contraction for several copies of each type of post. The dashed line indicate the mean elastic
limit after which permanent deformation occurs. (c) Estimate of the offset yield pressure
point at 0.2% plastic strain, Rp0.2 for each BlueStone post tested. The average offset yield
pressure for BlueStone 115± 2MPa is represented by the grey vertical line (region). (d)
Photograph of a typical experimental setup used to characterize the thermal conductance
of posts made of different materials (here, macor). (e) Dissipated heat vs measured tem-
perature drop across BT posts, anchored to the BT plate of the refrigerator, and fabricated
from the specified materials. The solid lines are power law fits. (f) Thermal conductiv-
ity extracted from (e). The solid line for BlueStone is obtained as a piecewise function
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[Marquardt02, Woodcraft09]. (g) Heat load of a post on stage n vs temperature of stage
n+ 1, simulated with a finite elements method. The solid lines are power law fits.
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corresponding heat current Q flowing through BlueStone posts is approximately two

times smaller than for any other material tested [Fig. 4.1 (e)]. Noticing that Tc � Th,

Eq. (4.2) rewrites
∫ Th

0

ρdT =
Qlp

Ap
,

with lp the length of the post, and 1/Ap is the average over length of the inverse cross-

section area, we first fit Q(Th) with a power law of the form a T b
h , which we then

differentiate to obtain the thermal conductivity ρ(Th) = lpab T b−1
h /Ap. We find that

the thermal conductivity of BlueStone below 2 K scales as T 2.3 and is the lowest of all

tested materials [Fig. 4.1 (e)]. We also measure the thermal conductivity of BlueStone

at temperatures ranging from 50 K to 300 K with a similar procedure, by applying heat

on a post thermalized to the 50K plate of the dilution refrigerator. In this measurement

however, we parametrize the thermal conductivity as a sum of a constant and a linear

term. We also need to account for radiation from the post to the 50K stage, which

we do with a 3D gray-body simulation of the experiment. We interpolate the thermal

conductivity between 4.2K and 50 K with a function of the form ρ(T ) = a+ bT c .

The ratio between yield strength σ and thermal conductivity ρ(T0) at T0 dictates

how much force can a post withstand per unit of thermal conductance at temperature

T0, for a fixed length. Therefore this ratio is a metric of the performance of a material for

heat insulating support structures. We find that, of all materials considered, Bluestone

has the highest σ/ρ ratio at 1 K. In addition, it is 3D printable, robust to shocks (not

brittle), cheap to produce and compatible with high vacuum. This combination of

advantages is unequalled by any other material we have considered (see table 4.2).

This lead us to choose BlueStone as the material for posts.

Material SS M PEEK PA BS

ρ(1 K) (mWK−1m−1) 70 5 5 3 1
Yield strength σ (MPa) 550 350 120 120 120
Ratio σ/ρ (GNK/Wm) 8 70 20 40 120
3D printable? no no no yes yes
Brittle? no yes no no no
Cost $$ $$$ $$ $ $
Vacuum compatibility UHV UHV HV no HV

Table 4.2 Comparison of the properties of different materials which are relevant for post
fabrication and performance. SS: stainless steel; M: Macor; PA: Polyamid (Nylon); BS:
Bluestone; HV: high vacuum; UHV: ultra high vacuum.

For simulation purpose, it is convenient to have an estimate of the heat load of each
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post as a function of the temperature at the hotter stage. To that end, we simulate the

heat current Q which flows through the BlueStone post supporting the 50K (resp. 4K,

still and BT) shield when it’s top is at a given temperature T and it’s outer surface is

exposed to a black-body radiation bath of temperature Tusing the thermal conductivity

curve shown in Fig. 4.10 (f). Note a big interpolation gap between 2 K and 100 K, for

which the simulations might be less accurate.

For the 50K post, we swept T from 293 K to 295 K, representative of room temper-

atures measured in our lab. Interestingly, the simulation suggests that if the post is a

black-body absorber (ε = 1), then the heat load induced by the post is 0.26 W whether

the post is in contact or not with the vacuum can [Fig. 4.10 (g)]. If the surface of the

post is fully reflective (ε = 0), then the post heat load reduces to 0.09W. For the 4K

post, the absorption of black body radiation by the post has a much smaller effect on

the post heat load, and the heat load is well approximated by a power law proportional

to T 1.7
50K. For the still and BT posts, black-body radiation is negligible for the considered

ranges of T , and the heat load is well approximated by a power law proportional to

T 2.2
4K and T 3.3

still, respectively [Fig. 4.10 (g)].

4.8.2 Thermal conductivity of copper

High purity copper, together with silver, is the best thermal conductor at cryogenic

temperatures and is therefore the material of choice to manufacture high conductivity

radiation shields [Pobell06, Woodcraft05, D’Addabbo18]. For such applications, one

typically use a class of high purity copper called oxygen-free high conductivity (OFHC)

copper, which exist in three industrial grades. Electrolytic-tough-pitch (ETP) copper,

also known as C11000, is a high conductivity copper containing at least 99.9% copper

content, or purity, and 200ppm to 400ppm oxygen content, and is the cheapest and

most commonly used type of high conductivity copper. Oxygen-free (OF) copper, also

known as C10200, is more than 99.95% pure, and has an oxygen content below 10 ppm.

Finally, oxygen-free electronic (OFE) copper, also known as C10100, is the purest and

most expensive grade of copper. It is 99.99% pure and contains less than 5 ppm oxygen

content.

To choose a cooper grade and a copper manufacturer for our radiation shields, we

measure the thermal conductivity of test pieces at cryogenic temperatures using the

dipstick shown in Fig. 4.11 (a,b). The test piece is a copper strip with a standard size

of 12mm× 150 mm, cut from the 1, 2, or 3mm thick copper sheet produced by the

manufacturer. One end of the cooper strip is mechanically and thermally anchored to
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Figure 4.11 (a) Perspective view, and (b), cross-section of a CAD representation of the
dipstick test setup used to characterize the thermal conductivity of copper strips. (c) Mean
temperature of each temperature sensor pair vs time for the non-annealed “good OF” copper
test sample. Each plateau corresponds to a different source heat applied to the sample. (d)
Temperature vs dissipated heat for the non-annealed “good OF” copper test sample. The
temperature is obtained from averaging in the steady-state of each heat setting, illustrated
by the grey regions in (c). (e) Thermal conductivity vs mean temperature for selected
copper samples before and after annealing. The black lines are theoretical curves of the
thermal conductivity of copper for various RRRs.

a thermalizing block acting as a heat sink, at the end of the dipstick. We attach a 25Ω

cryogenic heater with 100 W heating power to the other end of the strip which stands

freely. In between the heater and the heat sink, we place three pairs of temperature

sensors (CX1010 from LakeShore Cryotronics, Inc.) spaced 51mm away from each

other, which we label 1, 2 and 3 from the pair closest to, to farthest away from the

heat sink [Fig. 4.11 (b)]. The end of the dipstick is covered with a brass vacuum can

and is pumped to high vacuum (< 10−4 mbar at room temperature), to ensure that all

the heat dissipated at the heater flows through the copper strip down to the heat sink

[Fig. 4.11 (b)].
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The dipstick is then immersed in liquid helium stored in a dewar, to cool it to

4.2K. Once the dipstick reached equilibrium, we dissipated heat Q at the heater and

wait 20 minutes before increasing Q to another value. At each change of the heat

setting, the temperatures increase and reach a new steady-state after 2 to 10 minutes

[Fig. 4.11 (c)]. The temperature indicated by two sensors of the same pair never differ

by more than 50mK, thereby confirming that the sensors stay calibrated. For each

heat setting, we take the average temperature of each sensor over the steady-state

plateaus indicated by the grey shaded regions in Fig. 4.11 (c), to obtain the steady-

state temperature distribtions shown in Fig. 4.11 (d). Because of the finite thermal

resistivity R between the position of sensor pair 1, and the liquid helium surrounding

the dipstick, we observe that T1 = 4.2 K+ RQ increases significantly with Q. Similarly,

integrating Fourier’s law in-between sensor pairs i and j leads to

li jQ = A

∫ T j

Ti

ρ(T ′)dT ′, (4.9)

with li j the distance between the two sensor pairs, A the cross-section are of the cop-

per strip, and ρ(T ) its temperature-dependent thermal conductivity. Therefore, the

temperature differences ∆Ti j := T j − Ti increase with Q [Fig. 4.11 (d)]. Expanding ρ

to first order around its mean temperature T := (Ti + T j)/2 over the interval [Ti , T j],
Eq. (4.9) rewrites

ρ(T )'
li jQ

A∆Ti j
, (4.10)

with ∆Ti j = T j − Ti , which gives a mean to estimate the thermal conductivity of the

material.

We measured more than 60 copper strips of all grades and from various manufac-

turers, some of which were measured before, and after annealing them in vacuum at

approximately 450◦C for 2 hours, and of which we plot a selection in Fig. 4.11 (e).

The thermal conductivity of copper is uniquely determined by the RRR [Simon92].
It increases monotonously with the RRR, and depends linearly on it in the low tem-

perature regime where ρ is proportional to temperature [Fig. 4.11 (e)]. Therefore,

the RRR is a good metric of the thermal conductivity, particularly significant for low

temperatures. Note the maximum of the thermal conductivity in the 10K to 50K

range, which increases with RRR, and is 10 times larger than at room temperature for

RRR> 300. We fit the model given in [Simon92] to each thermal conductivity curve,

with the residual resistivity ratio (RRR)as a free parameter.
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ETP copper displays RRR ranging from 80 to 150. The RRR typically increases to

100 to 200 after annealing, but the effect is not systematically significant [Fig. 4.11 (e)].
OF copper usually is usually delivered with RRR values around 80 to 150, similar to

ETP. Annealing typically increases the RRR to values as high as 300, even though not

systematically. However, some OF copper strips display prohibitively low RRR, below

7, and do not improve after annealing, which can be due to the trace presence of

magnetic impurities [Woodcraft05, Fickett82, Rosenblum77]. Performing mas spec-

trometry revealed that the atomic composition of the low RRR samples differed from

that of the high RRR ones only by the fraction of Phosphorus impurities, which went

from less than 5 ppm to 15 ppm. We therefore suspect that Phosphorus impurity levels

which can be found in some OF copper can severely degrade the RRR. Finally OFE

copper systematically has RRR in excess of 140 upon receipt, and can reach up to 350

after vacuum annealing.

We decided to use OFE copper to manufacture the radiation shield, to obtain high

RRR values reliably without the need for annealing. We note that annealing copper

in a low-pressure oxygen atmosphere has been demonstrated to efficiently increase

the RRR of ETP, OF and OFE copper above 1000 by introducing oxgen atoms which

selctively oxidize the magnetic impurities inside the copper, but not the copper it-

self [Fickett82, Rosenblum77]. In addition, unlike vacuum annealing, oxygen anneal-

ing hardens copper, which is a desirable property for our radiation shields. We did not

try oxygen annealing because we could not find a commercial offer for this service,

which is typically done in laboratory conditions [Woodcraft05]. Developing an oxy-

gen annealing furnace could constitute a valuable next step to improve the radiation

shields.

4.8.3 Thermal resistance of the nodes

In each temperature stage of the dilution refrigerators, the radiation shield consists

of distinct sections which a screwed to each other [Fig. 4.12 (a)]. A vertical cylindar

section, referred to as the “tube”, which constitutes the largest part of the node shield,

is screwed to the bottom of the temperature stage plate. The tube is closed at its

bottom by a bottom blind. Finally on each side of the tube is a flange, meant to be

connected to the link, but which is closed by a side-blind in the experiment presented

in this subsection. The heat current coming from the link will therefore flow through

several contact interface, highlighted in Fig. 4.12 (a), between: the side-blind and the

side-flange (SF-SB, light green), the side-flange and the tube (T-SF, light blue), and the
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tube and the temperature plate (TP-T, dark blue). The thermal resistance of each of

these bulk and interface elements contributes to the temperature drop between the

top plate and the beginning of the link.

To characterize the thermal resistance of the node 50K, 4K and still shields, we

mounted temperature sensors on the top plate, along the tube, on the bottom blind,

on four locations of the side-flange, and on the side-blind, as indicated by the purple

dots in Fig. 4.12 (a) for the 4K shield. We also placed one heater at the center of the

side-blind, and one at the center of the bottom blind [orange diamonds in Fig. 4.12 (a)].
We used CX1010 sensors from LakeShore Cryotronics, Inc. on the still and 4K stages,

and CX1080 sensors on the 50K stage.

To determine the thermal conductivity of the tube, we generate the heat Q at the

bottom-blind heater, wait for steady-state, and record the temperature of the sensors

placed on the tube, i.e. those labelled from 2 to 6 in Fig. 4.12 (a). We repeat this

procedure for different applied values of Q. As expected from Fourier’s law, the tem-

perature increases with the distance from the cooling unit, and with Q [Fig. 4.12 (b)].
To extract the RRR of the tube, we simulate the process with a finite element method

in a 3D model of the shield at a given temperature stage. For each value of Q, we set as

a boundary condition that the temperature of the tube is T2 everywhere above the po-

sition of sensor 2. We fit the results of this simulation to the data with the copper RRR

and the radiative heat load ϕrad on the shield as free parameters, and find an excellent

agreement of the fit to the data [see solid lines and shaded region in Fig. 4.12 (b)].

For the still and 4K stages, we find an RRR of approximately 82 and cannot resolve

the radiative load ϕrad. This is expected because the radiation load ϕrad calculated

from Eq. (4.1) is supposed to be in the few tens of µW range, and in the few mW

range for the still and 4K stages, respectively, which is far below the minimum heat Q

necessary to resolve a temperature drop between sensors [Fig. 4.12 (b)]. For the 50K

stage, we obtain ϕrad = 14W/m2, but cannot resolve the RRR, because the thermal

conductivity of copper varies little with the RRR, for temperatures above 40K and

RRRs above 40 [see Fig. 4.11 (e)]. Therefore, for the rest of the simulations of the 50K

stage, we set the RRR to 82, the value measured on the other stages.

To extract the thermal contact resistance of the interfaces, we apply the heat Q

using the side-blind heater, and compare the temperature distribution measured in

steady-state with that of a finite element simulation in which contact resistances are

set to 0 [Fig. 4.12 (c)]. For each value of Q, we set the temperature at the plate in

the simulation to that measured by sensor 1. For each sensor, the discrepancy Tdiff

between the measured and simulated temperature stems from the temperature drops
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Figure 4.12 (a) Photograph (left) and schematic (right) of the 4K radiation shield of one of
the dilution refrigerators and its temperature sensor layout used to characterize its thermal
properties. (b) Temperature difference of sensors 3 to 6 relative to sensor 2 vs heat applied
at the bottom blind of the 4K shield. Solid lines are results of a finite element simulation with
the indicated RRR. The shaded regions corresponds to the RRR uncertainty. (c) Measured
(purple) and simulated (blue) temperature distribution for 2W heat dissipated at the 4K
SB heater. The simulation assumes no interface resistance. (d) Difference Tdiff between
measured and simulated temperature distribution. The vertical gray lines are the mean
Tdiff of each copper piece (from left to right: plate, tube, side-flange and side-blind). The
colored arrows highlight the contribution of each interface. In (c) and (d), the location of
the sensors can be identified by their position on the vertical axis (y-axis) and their “thermal
connectivity” (gray dashed lines), which are the same as in (a). (e) Total temperature drop
between the plate and the side-blind (diamond) vs heat generated at the SB heater. The
filling shows the contributions of interfaces (triangles) and finite bulk conductivity to ∆T .
(f) Thermal resistance of interfaces (triangles), finite bulk conductivity (diamonds) and their
sum (round) vs temperature as measured for the still, 4K and 50K shields (shaded regions).
The dahsed lines are extrapolation of interface resistances from power law fits. The brown
and gray solid lines are a fit of the form ∝ 1/ρCu

RRR=75(T ) to the 50K resistance, and an
illustrative R∝ T−2 curve, respectively. TP: temperature plate; T: tube; SF: side-flange;
SB: side-blind; BB: bottom blind.
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at the interfaces between the sensor and the top plate. Sensors placed on the tube

display the same discrepancy Tdiff =∆TTP−T, stemming from the contact resistance of

the interface between the plate and the tube (TP-T). For those on the side-flange, Tdiff =
∆TTP−T +∆TT−SF due to the contact resistance of the TP-T and the T-SF (tube / side-

flange) interfaces. And for that on the side-blind, Tdiff =∆TTP−T +∆TT−SF +∆TSF−SB

due to the contact resistance of the TP-T, T-SF and SF-SB (side-fange / side-blind)

interfaces [Fig. 4.12 (d)].

For the 4K stage, interfaces contribute to the majority of the temperature drop

independent of the applied heat [Fig. 4.12 (e)]. This is even more pronounced on the

still stage. On the 50K stage however, we were not able to resolve any discrepancy

Tdiff, suggesting that contact resistances are neglible in this temperature range.

For each value of applied heat Q and interface i, we extract the temperature-

dependent contact resistance

Rth,i(Ti) =∆Ti/Q,

with Ti the mean of the temperatures measured just across interface i [Fig. 4.12 (f)],
and observe that they vary approximately as ∝ T−2, as expected for contact resis-

tances [Salerno97]. The bulk resistance, which we calculate from the simulated plate-

to-side-blind temperature drops, is inversely proportional to ρCu
RR=82(T ) with a propor-

tionality constant given by the geometry of the shield. As a result, it is proportional to

T−1 at low temperatures and starts increasing again above ∼ 30K, as shown by the

solid brown line extrapolating the 50K bulk thermal resistance in Fig. 4.12 (f). This

different temperature scaling explains why the bulk resistance dominates above∼ 30 K

while interface resistances dominate below ∼ 10 K.

Our measurements highlight the importance of contact resistances at low temper-

ature. The node shields, which were provided by BlueFors, have 2 to 3 times lower

RRR than the link module shield, and display significant thermal contact resistances

at interfaces at 4 K and below. This explains why we observe large temperature drops

across the nodes in the still and 4K stages of the cryogenic link realizations (Fig. 4.6).

The performance of the cryogenic link could therefore be significantly improved by opti-

mizing the thermal conductance of the shield elements at each node. The design of the

intermediate pulse tube cooler addresses these issues presented in Sec. 4.5 addresses

these issues.
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4.8.4 Thermal resistance of link and braid modules

To extract the conductance along the cryogenic link, we assembled a cryogenic proto-

type consisting of a single cryogenic node connected to 4 m of cryogenic link consisting

of one adapter module and one link module [see Fig. 4.13 (a)]. The radiation shields

at the open end of the link were closed with radiation-tight caps. On each temperature

stage, we mounted temperature sensors at the positions indicated by the purple dots in

Fig. 4.13 (a), and a heater at the end of the cryogenic arm. Similar to what we described

in Sec. 4.8.2, the temperatures measured in steady state increase with the distance

from the cooling unit, and with the heat Q generated at the heater [Fig. 4.13 (a)].

The sensors labelled 3 and 4 in Fig. 4.13 (a) are mounted at opposite ends of the link

module. Approximating the heat transfer between these sensors as a one-dimensional
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Figure 4.13 (a) Schematic of the experimental setup used to characterize heat transfer in
the link and braid modules. (b) 4K stage temperature distribution vs heat applied at the
end of the link. (c) Temperature dependence of thermal conductivity of the BT, still and 4K
shields of the link module (LM), extracted from the temperature drops∆T43. Solid line lines
are fit with the RRR as a free parameter [Simon92]. (d) Temperature dependence of the
thermal resistances of the braid module (BM) and its contributions from bulk conductivity
and interfaces, and of the link module. The green line is a guide-to-the-eye highlighting the
approximate T−2 dependence of interface resistances. The solid gray line in an extrapolation
of the form∝ 1/ρCu

230(T ) of the 50K link module resistance.
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problem, Fourier’s law writes

Q+Q0(x) = Aρ(T (x))∂x T, (4.11)

with Q0(x) the sum of all heat loads applied to the system between position x and the

end of the link, A the cross-sectional area of the radiation shield of the link module,

and ρ its thermal conductivity. Integrating Equation (4.11) between sensors 3 and 4,

and expanding ρ to first order around the mean temperature T := (T3 + T4)/2, we

obtain

ρ(T ) =
Q+ Q̄34

∆T43

∆x
A

, (4.12)

with Q̄34 the mean value of Q0(x) between sensors 3 and 4, and ∆x and ∆T43 the

distance and temperature difference between sensors 3 and 4, respectively. We estimate

Q̄34 and the RRR of the radiation shield by minimizing the quadratic error between

a fit function ρCu
RRR(T ) parametrized by the RRR [Simon92] and the values obtained

with Eq. (4.12) [Fig. 4.13 (c)]. The obtained RRR values are similar to those extracted

using dipstick measurement of test samples, cut from the sheets used to fabricated the

radiation shields (see Sec. 4.8.2). For the 4K, still and base temperature shields, the

values of Q̄34 are within the error bars of what is expected from conduction through

the posts (see Sec. 4.8.1). We use a different analysis method, presented in Sec. 4.8.5,

for the 50K stage.

According to Eq. (4.12), the link module thermal resistance RLM
th (T ) :=∆T43/(Q+

Q̄34) is inversely proportional to ρCu
RRR(T ). It is therefore inversely propotional to

T at low temperatures but rises again after ∼ 30K [see gray dots and gray line in

Fig. 4.13 (d)] Similarly, we can estimate the thermal resistance RBM
th (T ) :=∆T32/(Q+

Q̄23) of the set of braids connecting the two modules, where we extrapolate the mean

heat current Q̄23 between sensors 2 and 3 when Q = 0 from Q̄34. The resistance

RBM
th is the sum of two terms: the bulk resistance RBM

bulk of the copper braids, and the

contact resistance RBM
c at the interface between the braid and the radiation shields.

We calculate the bulk resistance term from the geometry of the braids and their RRR,

which we extracted in independent thermal measurements similar to those described

in Sec. 4.8.2. From this, we extract RBM
c and fit it with power law which reveals a T−2

dependence [Fig. 4.13 (d)], characteristic of contact resistances [Salerno97]. There-

fore, we expect Rc/Rbulk to be large at low temperatures (∝ T−1) and negligible at

high temperatures (∝ T−2).

Indeed, contact resistances [green data points in Fig. 4.13 (d)] are negligible on
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the 50K stage, but they contribute to more than half of braid resistance RBM
bulk on the

4K stage, and dominate on the still and base temperature stages. On the still and base

temperature stages, the contact resistance of the braids is even comparable to the total

resistance RBM
th + RLM

th of the link module in series with a connection module [green vs

black and gray data points in Fig. 4.13 (d)]. For that reason, it is crucial to mitigate

contact resistances, which we do by electrpolishing the contact surfaces, and greasing

them with Apiezon N grease just before fastening the braids to the shields with as

much force as possible [Salerno97].

The temperature drops between sensors 1 and 2 arise from the thermal resistance

of the adapter module in series with the node shields [Fig. 4.13 (a)], and is consistent

with independent estimates of these two contributions (see Sec. 4.8.3).

4.8.5 Radiative heat load on the 50K stage

Unlike on the other temperature stages, on the 50K stage, radiation is the main source

of heat load, thermal contact resistance are negligible (see Secs. 4.8.3 and 4.8.4) and

the thermal conductivity of copper varies only weakly with the RRR [see Fig. 4.11 (a)].
Therefore we analyze heat transfers on the 50K stage differently, using a finite element

method on a 3D model of the 50K stage. We make a thin-shell approximation, in which

the temperature is approximated to be uniform across the thickness of the shields, to

reduces simulation times by modelling the shields as two-dimensional surfaces. We

assume radiative heat loads of the form φrad = λσ(T 4
RT − T 4) on the surface of the

50K stage, with TRT = 295K, where σ is the Stefan-Boltzmann constant, and the

attenuation factor λ ∈ [0, 1] comes from geometric factors and non-unit emissivity of

the surfaces [see Eq. (4.1)]. Note that Eq. (4.11) is not correct any more because of

the temperature-dependence of the heat load, which is the main motivation to model

the 50K stage heat transfer with a finite-element simulation.

We report on two cooldowns of the setup described in Sec. 4.8.4 and schematized

in Fig. 4.13 (a). In the cooldown which we refer to as “cooldown 1”, the outer surface

of 50K shields was directly exposed to the room temperature radiation of the vacuum

can. In the other cooldown, “cooldown 2”, we covered the 50K stage with MLI.

To analyze cooldown 1, we simulate the steady-state temperature profile sweeping

the attenuation factor λ. The best agreement between the simulated and the measured

temperatures is obtained for λ= 2±0.1 % which corresponds to a mean heat load per

unit area ϕeff = 8.5± 0.4W/m2, see empty circles in Fig. 4.14 (a).

For cooldown 2, we mounted three additional termperature sensors on the nodes
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Figure 4.14 (a) 50K steady-state temperature distribution in the presence (filled circles)
or absence (empty circles) of multilayer insulation, for the indicated heat applied at the end
of the link. The x-axis is non-linear from 0 to 40 cm, to differentiate sensors 1, a, b and c,
which have similar x-coordinates. The solid lines are results of finite elements simulation,
with the heat flux as a free parameter. (b) 50K temperature vs time after beginning of the
cooldown. Solid lines are results from a finite elements simulation whose parameters are
extracted from the steady-state temperatures [see panel (e)]. (c) Heat fluxes on the 50K
link element shield vs assumed heat load per post. The gray region corresponds to post heat
loads which are smaller than expected from independent measurements. The red shaded
region corresponds to negative radiative heat flux.

at positions labelled a, b, and c in Fig. 4.13 (a), which allowed us to better resolve the

spatial distribution of heat load at the node. As we discuss in more detail in the next

paragraph, the MLI is not installed with the same performance standard everywhere

on the system due to design constraints imposed by the geometry of the system. We

account for this by dividing the 50K stage into three absorption regions covering the

node, the side-flange and the link, parametrized with attenuation factors λn, λsf and

λl , respectively. Due to manufacturing problem of the node shield, in the real system,

the side-port flange is fixed to the vertical cylinder of the radiation shield using a press

contact fastened with screws realizing only a small fraction of the designed contact

area, on the sides of the flange. The absence of a physical contact between the vertical

cylinder and the top part of the side-flange increases the length of the path taken by the

heat current. To account for the extra thermal resistance this reduced contact induces

in the CAD model, we make the thickness tsf of the side-port flange a free parameter,

which can be arbitrary low. We obtain the best fit for tsf = 0.18mm, λn = 2.4%,

λsf = 48% and λl = 0.4%. The presence of MLI reduces the 50K heat load by a

factor of five, down to 1.7W/m2, which results in a significant reduction of the 50K

temperatures along the link, see Fig. 4.14 (a).

We note that the MLI is ineffective on the node (λn = 2.4%). Also, the value
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extracted on the side-flange (λsf = 48%) is close to the black-body radiation limit,

corresponding to a heat leak of 3.6W. We suspect that the poor performance of the

MLI at the node and its side-flange is caused by MLI design flaws. For instance, the

MLI piece covering the top plate has to be compressed to avoid a thermal short with

the vacuum can, and has many cuts to let space for the cooler, the support posts and

the cabling. In addition, the MLI piece covering the side-flange has open-ended edges,

which effectively behave as black-body absorbers. Such design imperfection are known

sources of heat leaks [Parma14, Marlow11], but could not be avoided in our design

due to constraints imposed by the geometry of the dilution refrigerator. For that reason,

in all two-node cryogenic link systems, we decided to cover the link elements with

MLI, but not the nodes. In a next generation system, we could increase the spacing

between the 50K shield and the vacuum can at the node, to enable a high-performance

installation of the MLI.

As a sanity check, we perform a simulation of the cooldown dynamics of the 50K

stage, using the fitted thermal parameters, and fixing the plate temperature to it’s

measured value at all times. Here again, the simulation are in very good agreement

with the data, as can be seen for cooldown 2 in Fig. 4.14 (b).

From the characterization described in Sec. 4.8.1, we expect that each post will

introduce a point-like heat load Qp ranging from 0.2W to 0.8W, which leads to an

effective heat load per unit area ranging from 0.7W/m2 to 2.9W/m2 . The lower

bound is obtained by assuming that the emissivity of the post is ε = 0.8 and that

its foot base is covered by MLI, while the upper bound is obtained assuming that

ε = 1 and that the foot base is fully exposed to radiation. In any case, when MLI

is used, post heat loads contribute to a significant fraction of the effective heat flux

ϕeff := ϕrad+ npQp, where ϕrad is the radiative heat flux and np ' 3.6 m−2 is the mean

number of post per unit shield area in the link. To analyze the contribution of posts

heat loads and radiative heat loads, we fit λl to the steady-state temperature profile

of cooldown 2, for a fixed heat load per post Qp which we sweep. The extracted value

of λl is anticorrelated with the value fixed for Qp, because the resulting effective heat

flux ϕeff varies little [Fig. 4.14 (c)]. This reflects the fact that Qp and λl cannot be

resolved from the steady-state temperature. The extracted ϕrad becomes negative for

Qp > 0.65W, which is not physical and therefore sets a stricter upper bound for Qp.

For a realistic post heat loads0.2W < Qp < 0.8W, we find that 0 < ϕrad < 1.2W/m2

and 2W/m2ϕeff < 2.3W/m2 [Fig. 4.14 (c)].

This suggests that the MLI leads to a five- to ten-fold reduction of ϕrad, and that

the post contribution to the total heat flux ϕeff is significant or even dominant. The



122 Chapter 4 Prototyping of a Cryogenic Link Technology

total heat flux ϕeff could therefore be further reduced by improving the 50K posts

design. For instance, surrounding the posts with a highly reflective metal shell, or

electroplating it with a 1µm thick copper or tin layer [Le Sage21] would effectively

null the emissivity of the post without significantly increasing it’s thermal conductance,

leading to a ∼ 70% reduction of its heat load [Fig. 4.10 (g)].

4.8.6 Waveguide attenuation constant

This subsection is adapted from [Magnard20].
To estimate the loss in the rectangular waveguide housed within the base tem-

perature shield of the link, we measure its attenuation constant using the resonant

cavity technique described in Ref. [Kurpiers17]. The device under test consists of two

pieces of rectangular waveguide of the WR90 type, made of AL6061 aluminum without

any surface treatment. The two pieces, of 12′′ (304.8 mm) and 2.5 m, respectively, are

joined in a flange-to-flange flat connection and held below 20 mK inside the single-node

prototype [Fig. 4.15 (a)]. Both ends of the waveguide are closed with aluminum plates

with an aperture hole, to form a multi-mode 3D cavity displaying an inter-mode fre-

quency spacing ranging from 30 MHz to 45 MHz through the X band. The dimensions

of the aperture holes are chosen such that the cavity modes are undercoupled.

Using a vector network analyzer (VNA), we measure selected resonance peaks

between 7.5GHz and 11GHz in transmission, and fit them to a Lorentzian curve to

extract their loaded quality factor Q [Fig. 4.15 (b,c)]. The loaded quality factor being

a lower bound to the internal quality factor Q i , we determine an upper-bound to the

attenuation constant [Pozar12, Kurpiers17]

α(ν) =
1

Q(ν)
2πν

c
Ç

1−
�

c
2aν

�2
,

where ν is the resonance frequency, c is the speed of light in vacuum and a = 22.86 mm

is the width of the waveguide. The attenuation constant is found to be below 1 dB/km

for all measured data points [Fig. 4.15 (d)].
We suspect that the attenuation constant is currently limited by seam loss, which

could be reduced using choke flanges or by welding the waveguide pieces to each other.

Quality factors as high as 108 can be obtained in seamless cavities made of high purity

aluminum with the proper annealing and surface etch treatment [Reagor13, Reagor16,

Chakram20]. Therefre, waveguide losses as low as 0.01dB/km may be achievable.
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Figure 4.15 (a) Schematic diagram of the waveguide loss characterization experiment.
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spectrum S12 around a waveguide cavity mode resonance at f0 = 8.405,608,6(2)GHz
[indicated with a red edge in panel (c)]. (c) Loaded quality factor Q, and (d), loss rate α
vs resonance frequency ν for selected waveguide cavity mode resonances.
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Chapter 5

Unconditional, All-Microwave Reset

If you call it Fast All-microwave Reset of a

Transmon qubit, you might be remembered as the

FART guy.

— Andreas Wallraff

The efficient initialization of a set of qubits into their ground state is one of the

DiVincenzo criteria for quantum information processing [DiVincenzo00]. Initialization

is also critical for the implementation of error correction codes [Schindler11, Reed12,

Chiaverini04] to reset ancilla qubits on demand to a fiducial state in short time and

with high fidelity. Indeed, reset times as short as a few hundreds of nanoseconds leads

to a non-negligible contribution to the physical errors in quantum error correction

codes [Chen21b]. For this reason, qubit reset procedures have been implemented

for a wide range of physical quantum computation platforms [Monroe95b, Jelezko04,

Elzerman04, Dutt07, Rogers14], including superconducting qubits [Valenzuela06, Reed10b,

Mariantoni11b, Johnson12, Ristè12b, Ristè12a, Campagne-Ibarcq13, Salathé18, Geerlings13,

Magnard18, Egger18, McEwen21, Zhou21]. In this chapter, we will give an overview

of the different types of reset protocols used for superconducting qubits, and present our

approach: an all-microwave reset protocol achieving high speed and fidelity, putting

little constraint on hardware or design, and actively reseting higher energy levels of

the transmon qubit.
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5.1 Literature Overview

Reset protocols for superconducting qubits can be categorized in two approaches A

common approach is to use the outcome of a strong projective measurement to ei-

ther herald the ground state [Johnson12] or deterministically prepare it using feed-

back [Ristè12b, Ristè12a, Campagne-Ibarcq13, Salathé18, Córcoles21]. Measurement-

induced state mixing limits the achievable single-shot readout fidelity and the per-

formance of this approach [Campagne-Ibarcq13, Boissonneault09, Slichter12]. The

fidelity of such reset-by-measurement protocols can be improved by using low-power

qubit readout and repeating the reset-protocol multiple-times until success, at the cost

of a slower total reset duration [Córcoles21, Elder20]. In addition, measurement-

induced mixing constrains the quantum-non-demolition nature of dispersive readout

giving rise to leakage out of the qubit subspace [Campagne-Ibarcq13, Sank16], which

is particularly detrimental to quantum error correction [Fowler13, Chen21b].

Alternatively, qubit reset can be achieved by coupling the qubit excited state to a

cold and rapidly decaying quantum system. Such driven reset schemes [Valenzuela06,

Grajcar08, Reed10b, Geerlings13, Egger18, McEwen21, Zhou21, Magnard18] make

use of ideas related to dissipation engineering [Murch12, Premaratne17, Tan17a, Liu16].
In one variant of this approach [Reed10b], the qubit is quickly tuned into resonance

with a Purcell filtered, large-bandwidth, resonator using magnetic flux. The qubit

then quickly thermalizes to its ground state due to Purcell decay, the rate of which

can be adjusted, on-demand, by three orders of magnitude. By tuning the qubit fre-

quency down adiabatically through that of the resonator, one can also reset higher

transmon levels [McEwen21]. The DC flux pulses employed in these schemes require

careful calibration, they may affect subsequent gates by bleedthrough and neighboring

qubits through cross-talk [Kelly14]. To bypass these inconvenients, another scheme

induces a qubit-resonator coupling by modulating the qubit frequency with an AC flux

pulse [Zhou21]. However, the need for AC or fast DC flux pulses renders these schemes

incompatible with fixed frequency qubit archtectures [Jurcevic20], or 3D qubits housed

inside a superconducting cavity [Wang16, Campagne-Ibarcq18]

An all-microwave reset protocol utilizing the qubit-state-dependent response of a

resonator [Geerlings13] avoids the use of flux tuning and its potentially detrimental

effects. This protocol [Geerlings13] has minimal hardware requirements, only a single

resonator, but requires a cavity linewidth κ smaller than the dispersive interaction

strength χ limiting both the speed of the reset process and the readout if the same

resonator is used [Gambetta07, Walter17].
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In this chapter, we demonstrate an alternative all-microwave reset protocol of a

three-level transmon coupled to a resonator with no constraint on κ. Driving the trans-

mon simultaneously with two coherent tones forms a Λ system in the Jaynes-Cumming

ladder [Pechal14] and unconditionally transfers any excitation in the two lowest ex-

cited states of the transmon to a single-photon emitted to the environment, thus reset-

ting the transmon qutrit on-demand. This protocol outperforms prior measurement-

based and all-microwave driven reset schemes in speed and fidelity Fig. 5.1, populates

the resonator with one photon at most, resets population leaked to the second excied

state of the qubit, and can be extended to other types of superconducting qubits. In

addition, this protocol is of practical interest as it is optimized when the resonator is

designed for rapid and high-fidelity transmon readout [Walter17]. A pulsed approach

using the same transitions as ours was demonstrated shortly afterwards [Egger18].

We compare experimental implementations of superconducting qubit reset proto-
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Figure 5.1 Experimentally achieved residual excited state populations Psat
exc (a) and reset

rates Γ (b) of selected implementations of superconducting qubit reset protocols group by
three categories. Green: single (diamonds) and repeated (square) qubit measurement and
feedback control [Ristè12b, Campagne-Ibarcq13, Salathé18, Córcoles21]. Yellow: qubit
frequency tuning via flux pulses [Valenzuela06, Reed10b, McEwen21, Zhou21]. Red: all-
microwave drive-induced dissipation [Geerlings13, Magnard18]. For flux and microwave
driven reset schemes, we distinguished those base on DC pulses (triangles), AC pulses
(rounds), and time-resolved π pulses (crosses). Scheme which also reset higher energy
levels are shaded in light gray.
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cols by two performance metrics, the reset rate Γ and the residual excited state popu-

lation Psat
exc (Fig. 5.1). Psat

exc is obtained at the end of the reset procedure (measurement-

based and π-pulse-based reset) or at steady-state (microwave and flux driven reset),

corresponding in all cases to the lowest residual excitation reached. For driven reset

protocols, Γ is defined as the rate at which the qubit approaches the ground state. For

measurement and π-pulse based protocols, Γ satisfies Psat
exc = e−Γ tp , where tp is the

total protocol duration. Overall, schemes based on flux pulses perform slightly better

than those using microwave drives which in turn outperform than those based on

measurement and feedback. Our all-microwave implementation performs as well as

the best flux based schemes.

5.2 Experimental setup and concept

The device used in our experiment and schematically illustrated in Fig. 5.2 (a), uses

a transmon qubit [Koch07, Schreier08] (orange), with transition frequency ωq/2π=
6.343 GHz, anharmonicity α/2π= −265 MHz and energy relaxation time T1 = 5.5µs.

We control the qubit state with microwave pulses up-converted from an arbitrary wave-

form generator (AWG), applied to the transmon through a dedicated drive line. To

perform the reset, the transmon is capacitively coupled with rate gr/2π = 335MHz

to a resonator of frequency ωr/2π= 8.400GHz, resulting in a dispersive interaction

with rate χr/2π = −6.3MHz (light blue). The reset resonator is connected through

a Purcell-filter resonator to cold 50Ω loads with an effective coupling κ/2π= 9 MHz.

This resonator can, in principle, be used for transmon readout. However, in the present

work, to decouple the reset from its characterization process, we read out the transmon

with a dedicated, Purcell-filtered resonator (light green). The parameters of the qubit

are extracted using the methods presented in Sec. 2.1.4 and are listed in table 5.1. The

parameters of the readout and reset circuits are obtained from fits to the transmission

spectrum of the respective Purcell filter using the technique and model discussed in

Ref. [Walter17].

We read out the transmon state using a gated drive applied to the input port of

the readout resonator at a frequency optimized for qutrit readout [Bianchetti10]. The

signal scattered off the readout resonator is amplified at TBT = 10 mK by a Josephson

parametric amplifier [Yurke96, Eichler14b]. The signal is then amplified at 4K with

high electron mobility transistors, down-converted using an I-Q mixer, digitized using

an analog-to-digital converter, digitally down-converted and processed using a field

programmable gate array.
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Figure 5.2 (a) Simplified schematic of the experimental setup. A transmon (orange) is
coupled to two Purcell filtered resonators. The readout resonator (green) is connected to
room temperature electronics (description in the main text), while the reset resonator (blue)
is connected to two 50Ω ports thermalized at base temperature. (b) Jaynes-Cummings
ladder diagram of the transmon/reset resonator energy levels. The purple and light blue
arrows represent the e-f and f0-g1 pulsed coherent drives, respectively, and the black arrow
labelled κ illustrates the resonator decay process. (c) Illustration of the pulse schemes used
to test the reset protocol. We initialize the qutrit to its ground state passively or optionally
with an unconditional reset, then prepare the desired state |g〉, |e〉 or | f 〉with control pulses
(labelled πge and πef). We reset the qutrit by simultaneously applying flat-top e-f (purple)
and f0-g1 (light blue) pulses for a reset time tr. The resulting qutrit state is then measured
by applying a microwave tone to the readout resonator (green).

ωq/2π 6.343 GHz
α/2π -265 MHz
nth 17 %
Tge

1 5.5 µs Tef
1 2.1 µs

Tge
2 7.6 µs Tef

2 4.2 µs
T∗ge

2 3.5 µs T∗ef
2 2.0 µs

χm/2π -5.8 MHz χr/2π -6.3 MHz
gm/2π 210 MHz gr/2π 335 MHz
ωm/2π 4.787 GHz ωr/2π 8.400 GHz
ωPFm/2π 4.778 GHz ωPF r/2π 8.443 GHz
QPFm 91 QPFr 60
Jm/2π 13.6 MHz Jr/2π 20.9 MHz
κm/2π 12.6 MHz κ/2π 9.0 MHz

Table 5.1 Sample parameters: From time resolved Ramsey measurements we extract the
ge transition frequency ωq/2π, and the anharmonicity α/2π. From resonator transmis-
sion spectroscopy we obtain the frequencies, quality factors and couplings of the measure-
ment (m) and reset (r) resonators: Purcell filter frequency ωPFm,r

/2π, resonator frequency
ωm,r/2π, quality factor of the Purcell filter QPFm,r

and the coupling rate of the resonator
to Purcell filter Jm,r/2π. We obtain the dispersive shifts χm,r/2π by performing resonator
spectroscopy with the qutrit initially prepared in |g〉, |e〉 and | f 〉. The coherence times of
the qutrit are extracted from time resolved measurements as described in Sec. 2.1.4.
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The reset concept, illustrated in Fig. 5.2 (b), is based on a cavity-assisted Raman

transition between | f , 0〉 and |g, 1〉which we described in details in Sec. 2.1.7 [Pechal14,

Zeytinoğlu15, Gasparinetti16]. Here, |s, n〉 denotes the tensor product of the transmon

in state |s〉, with its three lowest energy eigenstates |g〉, |e〉 and | f 〉, and the reset res-

onator in the n photon Fock state |n〉. By simultaneously driving the | f , 0〉 ↔ |g, 1〉
(f0-g1) transition and the |e, 0〉↔ | f , 0〉 (e-f) transition, the population is transferred

from the qutrit excited states, |e, 0〉 and | f , 0〉, to the state |g, 1〉. The system then

rapidly decays to the target dark state |g, 0〉 by photon emission at rate κ, effectively

resetting the qutrit to its ground state.

We model the dynamics of the reset by the non-Hermitian Hamiltonian

H/ħh=







−δef Ωef 0

Ω∗ef 0 g̃

0 g̃∗ −δf0g1 − iκ/2






, (5.1)

acting on the states |e, 0〉, | f , 0〉 and |g, 1〉. Here, the non-Hermitian term −iκ/2 ac-

counts for the photon emission process, and Ωef and g̃ are the e-f and f0-g1 drive-

induced Rabi rates, respectively. Because the f0-g1 drive acts on a second order-

transition, it requires a high amplitude Vf0g1 and induces significant ac Stark shifts

∆̄ef and ∆̄f0g1 of the e-f and f0-g1 transitions, see Sec. 2.1.7 and [Zeytinoğlu15]. In

Hamiltonian (5.1), δef and δf0g1 denote the detuning of the drives from their respec-

tive ac Stark shifted transitions. Therefore, gaining experimental control over the reset

drive parameters requires to characterize the dependence of ∆̄ef and ∆̄f0g1 on Vf0g1 as

well as the relation between the drive amplitudes and their corresponding Rabi rates.

5.3 Calibration

First, we determine the ac Stark shift ∆̄f0g1. We initialize the transmon in |g〉, then

apply a sequence of two π-pulses (πge, πef) to prepare the system in | f , 0〉 [Fig. 5.2 (c)].
We apply a flat top f0-g1 pulse of carrier frequency νf0g1, amplitude Vf0g1 and dura-

tion tr and read out the resulting transmon state populations. Here and in all cali-

bration measurements, the populations Pg,e,f of the transmon qutrit are extracted by

comparing the averaged signal transmitted through the readout resonator to refer-

ence traces [Bianchetti10, Kurpiers19b]. We repeat the process varying νf0g1 and Vf0g1,

while keeping Vf0g1 tr fixed to obtain comparable Rabi angles for the rotations induced

by the f0-g1 drive. For a given value of Vf0g1, we fit the dependence of Pg on νf0g1
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Figure 5.3 (a) Population Pg vs the frequency νf0g1 of a flat-top f0-g1 pulse, of input
voltage amplitude Vf0g1, applied to the qutrit initially prepared in | f , 0〉. (b) Measured ac
Stark shifts ∆̄f0g1 and ∆̄ef of the f0-g1 (blue diamonds) and e-f (purple triangles) transitions,
vs. amplitude Vf0g1 of the f0-g1 drive. The solid lines are quadratic fits to the data. (c)
Population Pe vs frequency νef of a flat-top e-fπ-pulse applied on the qutrit, initially prepared
in state |e, 0〉, in the presence of a continuous f0-g1 drive of amplitude Vf0g1. (d) Population
Pf vs duration t of a resonant flat-top e-f pulse, of amplitude Vef = 8 mV. (e) Extracted Rabi
rates Ωef and g̃, of the e-f (purple trianlges) and f0-g1 (blue diamonds) drives versus their
amplitude, Vef and Vf0g1. The solid lines are linear fits. (f) Population Pf vs the duration t
of a resonant square f0-g1 pulse, of amplitude Vf0g1. The pulse schemes used to acquire the
data shown in panels (a), (c), (d) and (f) are shown as insets, with the f0-g1 and e-f pulse
envelopes represented in blue and purple, respectively. The solid lines in (a) and (c) are
fits to Gaussians. The solid lines in (c) and (f) are fits to Rabi oscillation models described
in <INSERT SECTION OR EQ.>.

to a Gaussian whose center yields the ac Stark shifted frequency, at which the pop-

ulation transfer from | f , 0〉 to |g, 1〉 is maximized [Fig. 5.3 (a)]. The ac Stark shift

∆̄f0g1 extracted in this way shows a quadratic dependence on Vf0g1 [blue diamonds in

Fig. 5.3 (b)].
To determine ∆̄ef, we prepare the system in |e, 0〉 and apply a short square e-f π-

pulse of frequency νef in the presence of a continuous, resonant f0-g1 drive of amplitude

Vf0g1. For each Vf0g1, we extract the ac Stark shifted frequency of the e-f transition by
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finding the minimum of Pe vs. νef with a fit to a Gaussian [Fig. 5.3 (c)]. As before, we

observe a quadratic dependence of ∆̄ef on Vf0g1 [purple triangles in Fig. 5.3 (b)].

Finally, we perform resonant Rabi oscillation measurements on the e-f and f0-g1

transitions to extract the linear relation between the drive amplitudes Vef and Vf0g1, and

their corresponding Rabi rates [Fig. 5.3 (d-f)]. For the e-f Rabi ocsillation measurement,

we fit the time-dependence of the population Pe displayed in Fig. 5.3 (d) with the

function

fΩef
(t) =

1
2

e−γat∗
�

1− e−γbt∗ cos
�

Ωeft
∗

2

��

, (5.2)

where t∗ = t−t0 offsets the time t by t0 to account for the fact that the rising and falling

edges of the e-f pulse drive the e-f transition for a finite time. The fit parameters γa and

γb account for transmon relaxation to |g〉 and decoherence in the {|e〉 , | f 〉} subspace,

respectively. We verified numerically that Eq. (5.2) is a good approximation of the time

dependence of Pe during e-f Rabi oscillations and that it yields an unbiased estimate

of Ωef, by comparing it to the result of a master equation simulation. To reduce the

number of free parameters, we fit all data sets simultaneously and constrain t0, γa and

γb to be the the same for all sets as these parameters are expected to be independent

of Ωef.

To model the f0-g1 damped oscillations displayed in Fig. 5.3 (f), we use a two-level

model with loss described by the non-Hermitian Hamiltonian

Hf0g1 =

�

iγ/2 g̃

g̃∗ iκ/2

�

,

which acts on states | f , 0〉 and |g, 1〉, analyzed in a rotating frame. The non-Hermitian

terms iκ/2 and iγ/2 account for photon emission and transmon decay from | f 〉 to |e〉,
which bring the system to the dark states |g, 0〉 and |e, 0〉, respectively. Based on this

model we derive an analytical expression for the | f 〉 state population as a function of

time

Pf(t) = e−
(κ+γ)

2 t

�

�

�

�

cosh
�

Ωt
2

�

+
κ− γ
2Ω

sinh
�

Ωt
2

�

�

�

�

�

2

,

where Ω=
p

−(2 g̃)2 + (κ− γ)2/4 is real positive or imaginary depending on the drive

rate g̃. Using Pf(t) we obtain the fit function

fg̃(t) = λPf(t − t0) +µ, (5.3)

where the parameters λ andµ account for potential state preparation and measurement
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(SPAM) errors and the parameter t0 accounts for the fact that the gaussian rising and

falling edges of the flat top f0-g1 pulse drive the f0-g1 transition for a finite time.

For each drive amplitude Vf0g1, we obtain Rabi oscillation data which we fit with

Eq. (5.3). Similarly to the e-f Rabi rate calibration, we fit all data sets simultaneously

and constrain λ, µ, t0 and κ to be the the same for all sets.

5.4 Reset operating regimes

In all following experiments, we adjust the drive frequencies such that δef = δf0g1 = 0

to reset the transmon, leaving only g̃ and Ωef as tunable parameters. From Eq. (5.1),

we derive the time-dependence of the population

PH
s|s0
(t) =

�

�

�

�

�

∑

k

〈s| Âk |s0〉 e−iλk t

�

�

�

�

�

2

(5.4)

of state |s〉 ∈ {|e, 0〉 , | f , 0〉 , |g, 1〉} during the reset. Here, |s0〉 is the initial state of

the system, λk are the eigenvalues of Hamiltonian (5.1) and Âk are operators that

depend only on Hamiltonian (5.1). These populations oscillate at rates 2Re(λk) and

decay exponentially at rates 2|Im(λk)|. As the smallest decay rate dominates at long

reset times, we define the reset rate as Γ ≡min[2|Im(λk)|]. The reset can be operated

in two regimes. In the low drive-power region hatched in Fig. 5.4 (a), the eigenval-

ues λk are purely imaginary: the reset is in an over-damped regime where the qutrit

excited populations decay with no oscillation. When crossing the critical damping

boundary, two eigenvalues abruptly display a finite real part and the reset enters an

under-damped, oscillatory regime. The reset rate Γ is bounded by its maximum value

κ/3 which it reaches on a line in parameter space, defining an optimal branch (solid

red line in Fig. 5.4). The optimal branch intersects the critical-damping boundary at

an exceptional point (black cross in Fig. 5.4) where all three eigenvalues are identi-

cal [Heiss04]. At this point, the reset has maximum rate and displays no oscillations.

For a given g̃, there is a unique value of Ωef maximizing the reset rate to Γmax( g̃). The

parameter configuration then lies on the critical-damping boundary if g̃ is below its

value at the exceptional point g̃ep =
p

2/27κ (red dashed line in Fig. 5.4), and on the

optimal branch otherwise. As g̃ goes below g̃ep, Γmax( g̃) abruptly drops [Fig. 5.4 (b)].
Therefore, the ability to drive the f0-g1 transition with g̃ > g̃ep is crucial to achieve

fast reset.

We give a detailed thorough derivation of Eq. (5.4) and analysis of the different
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Figure 5.4 (a) Calculated reset rate Γ/κ, vs Rabi rates g̃/κ and Ωef/κ. The over-damped
parameter region is hatched. The red line shows the values ofΩef maximizing Γ as a function
of g̃, and corresponds to the optimal branch where it is solid. (b) Maximized reset rate
Γmax/κ vs g̃/κ (we follow the red line from (a)). In (a) and (b), the parameter configurations
A, B and C at which the reset dynamic was probed (see main text and Fig. 5.5) are indicated
with colored symbols and the exceptional point is represented by a black cross.

reset operation regimes in appendix D.

5.5 Experimental results

We probed the reset dynamics at the three parameter configurations labelled A, B and

C in Fig. 5.4 (a). We initialize the transmon in |e, 0〉 or | f , 0〉, apply the reset drive

pulses for a time tr, and then readout the transmon with single-shot measurements, as

illustrated in Fig. 5.2 (c). Utilizing the single-shot statistics, we correct for the qutrit

state assignment errors, to determine the population of the qutrit with systematic errors

below 0.3%, as we discuss in greater detail later in Sec. 5.6. We first probed the reset

in configuration A (Ωef/2π = 1.5MHz, g̃/2π = 2.9MHz), which is on the optimal

branch and is the closest to the exceptional point. During the reset, the transmon state

oscillates between |g〉, |e〉 and | f 〉while rapidly decaying to |g〉 on a time scale of 300 ns,

independent of the initial state [Fig. 5.5 (a,b)]. The excited population Pexc = Pe + Pf

drops to below 1% without displaying any oscillations [Fig. 5.5 (c)]. The reset dynamics

calculated from Eq. (5.4) is in excellent agreement with the data, as shown by the

solid lines in Fig. 5.5 (a,b). When increasing the e-f drive to Ωef/2π= 3 MHz (B), the

decaying state |g, 1〉 is populated earlier. As a result, we observe that Pexc drops faster

initially but at a slower rate at longer times since configuration B is not on the optimal

branch [Fig. 5.5 (c)]. Because this parameter set realizes the under-damped regime,

Pexc displays oscillatory features. Configuration C (Ωef/2π= 3 MHz, g̃/2π= 4.8 MHz)

is on the optimal branch and has higher drive rates than configuration A. Therefore, Pexc
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Figure 5.5 Qutrit populations Pg,e,f vs reset time tr with reset parameters in configuration
A (see main text), and system initialized in |e, 0〉 (a) or | f , 0〉 (b). The solid lines in (a) and
(b) are calculated from Eq. (5.4). (c) Excited population Pexc as a function of reset time tr,
when the qutrit is initialized in |e, 0〉, shown for reset parameter configurations A, B and
C. The solid and dashed lines are calculated from a master equation simulation, and from
Eq. (5.5), respectively.

drops faster initially, and with the same long-time rate, leading to a more efficient reset.

In this configuration, Pexc drops below 1% in only 280ns, and below measurement

errors (∼ 0.3%) in steady-state [Fig. 5.5 (c)], outperforming all existing measurement-

based and microwave-driven reset schemes by an order of magnitude (Fig. 5.1).

At long reset times, Pexc saturates to a non-zero steady-state value Psat
exc which is

determined by three effects: transmon rethermalization, finite temperature of the reset

resonator, and off-resonant driving of the g-e transition with the e-f drive.

The effective temperatures of superconducting qubits are typically higher than

the base temperature of the dilution refrigerator TBT, which implies that the thermal

excitation rate k↑ of the qubit is higher than expected from TBT [Jin15]. At equilib-

rium, thermalization competes against decay and the qubit has an equilibrium excited

population nth ' k↑T1 (in the limit where nth � 1). Similarly, for the unconditional

reset protocol, the competition between thermalization and reset rate should yield the

steady-state excitation population Psat
ecx = k↑Trst, with Trst a characteristic time of the re-

set. We model thermal excitations as quantum jumps to derive an analytical expression

for Psat
ecx. At any time τ, the probability of a transmon rethermalization event (jump

from |g〉 to |e〉) in a time window of width dτ is

(1− Pecx(τ))k↑dτ.
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If such an event happens at time τ, the excited population a time t ≥ τ is Pecx(t −τ)
as defined from Eq. (5.4). Integrating over all possible rethermalization jump times,

we obtain

Pecx(t) =PH
ecx(t) +

∫ t

0

Pecx(t −τ)[1− Pecx(τ)]k↑dτ

=PH
ecx(t) + k↑(1− Pecx) ∗ Pecx

'PH
ecx(t) + k↑(1− PH

ecx) ∗ PH
ecx,

(5.5)

where PH
ecx is the population dynamics given by Eq. (5.4) in the absence of competing

thermalization, ∗ is the symbol for convolution, and the third line is obtained by ap-

proximating Pecx with PH
ecx. In steady-state, PH

ecx = 0, which yields a simple expression

of the saturation excited population

Psat
ecx =k↑Trst

with Trst :=

∫ +∞

0

Pecxdτ,
(5.6)

which tends towards k↑/Γ for large drive rates. Faster drops of Pexc, obtained by in-

creasing the drive rates along the optimal branch, lead to a smaller Trst, which re-

sults in lower steady-state excited populations [Fig. 5.5 (c)]. Indeed, we calculate

Psat
ecx = 0.26%, 0.46% and 0.34% for configuration A, B and C, respectively, in good

agreement with the data [see dashed lines in Fig. 5.5 (c)].

In the level diagram of Fig. 5.2 (b), the black arrow labelled κ, connecting |g, 1〉
to |g, 0〉 represents the decay of the reset resonator. A finite temperature Trr of the

reset resonator can be accounted for by a transition in the opposite direction with rate

κ ·exp[−ħhωr/kbTrr]. If the unconditional reset is dominated by this rate, the entropy of

the transmon and of the resonator equalize and the temperature of the transmon would

reaches Trrωge/ωr in steady-state. Driving the e-f transition during unconditional reset

broadens also the g-e transition. The e-f drive, being detuned from the g-e transition

by approximately the anharmonicity α of the transmon, also drives the g-e transition

which leads to e-f drive induced thermalization. A trade-off between speed and reset

fidelity has to be made when this effect is limiting.

We account for all effects and qubit decoherence with a master equation simulation

of the process, which is described in details in appendix E.1. The numerical simula-

tions obtained with independently measured parameters (table 5.1) and a resonator

temperature set to zero, are in excellent agreement with the data and Eq. (5.5) for all
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probed reset parameter configurations [solid lines in Fig. 5.5 (c)]. This suggests that

the Psat
exc achievable in our experiment is limited by transmon rethermalization, and

that other limitations are negligible for the presented parameters.

5.6 Qubit measurement and population extraction

To study the reset dynamics (Fig. 5.5), we pre-reset the transmon with an unconditional

reset, and prepare it in state |e, 0〉 or | f , 0〉 with a sequence of π-pulses [Fig. 5.6 (a)].
Next, we apply the reset pulses for a duration tr and apply a microwave tone at the

readout resonator to readout the transmon. We record the I and Q quadratures of the

readout signal for a duration of tm = 120 ns starting at the rising edge of the readout

tone. We refer to each recorded readout signal as a single-shot trace S.

To define an assignment rule which discriminates the transmon state based on a

single-shot trace, we collect reference sets of 40000 single-shot traces obtained with

the transmon initialized in states |g〉, |e〉 or | f 〉. State initialization is performed using

a pre-selection readout pulse that heralds the transmon in its ground state (details

discussed later in this section) followed by control π-pulses to prepare states |e〉 and

| f 〉 [Fig. 5.6 (b)]. We integrate each reference single-shot trace with weight functions

w1 and w2, to calculate the integrated quadratures u =
∫ tm

0 S(t)w1(t)d t and v =
∫ tm

0 S(t)w2(t)d t, in post-processing. We choose w1 and w2 such that they maximize

the distinguishability between the three qutrit states (seeSec. 3.1). For each prepared

state |k〉, the set of integrated traces ~x = (u, v) forms three clusters in the u-v plane

[Fig. 5.6 (c)] following a trimodal Gaussian distribution of mixture density

fk(~x) =
∑

s

As,k

2π
p

|Σ|
e−

1
2 (~x−µs)>·Σ−1·(~x−µs).

We extract the parameters As,k, Σ and µs with maximum likelihood estimation. Based

on these parameters, we define regions in the u-v plane used to assign the result of the

readout trace: if an integrated trace ~x i is in the region labeled m, we assign it state m

[Fig. 5.6 (c)]. By counting the number of traces assigned the value m when the qutrit

was prepared in state |s〉, we estimate the elements Rm,s = p(m| |s〉) of the reference

assignment probability matrix R (see table 5.2).

To extract the qutrit state populations P = (Pg, Pe, Pf) after a reset of duration tr,

we also repeat the scheme illustrated in [Fig. 5.6 (a)] 40000 times, and record single-

shot traces for each run. As for the reference sets, the assignment probability Mm is
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Figure 5.6 (a) Schematic of the pulse scheme used to test the unconditional reset protocol.
(b) Schematic of the pulse scheme used to record reference single-shot counts. (c) Subset
of 500 reference traces displayed in the u-v plane, when the qutrit is prepared in state |g〉
(blue dots), |e〉 (red dots) or | f 〉 (green dots). The assignment regions labeled g, e and f are
shaded in blue, red and green, respectively, and are separated by a gray line at their bound-
aries. (d) Sub-sample of 1000 traces acquired during the pre-selection pulse, projected in
the principal component plane c1-c2. Here c1 and c2 are the two first principal components
of the set of traces. The red dashed line indicates the threshold for selection/rejection of
traces. The plots on the top or right axes of (c) and (d) show histogram counts of the
traces. The solid lines in these plots correspond to the density of the marginal probability
distributions of the traces, scaled to match the histograms.

|g〉 |e〉 | f 〉
g 98.2 2.5 2.4
e 0.9 95.7 4.6
f 0.9 1.8 93.0

Table 5.2 Reference assignment probability matrix of identifying prepared states
(columns) as the measured states (rows). The diagonal elements show correct identifi-
cation, the off-diagonal elements misidentifications.
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estimated by counting the number of traces assigned the value m and follows

Mm = p(m|P) =
∑

s

Rm,s · Ps, (5.7)

which can be expressed as M = R · P. A simple approach to estimate the population P

of the qutrit is to set P = M . This approach is, however, sensitive to assignment errors

due to readout imperfections: P = M holds true only if Rm,s = δm,s. To account for

readout errors, we invert Eq. (5.7) and set P = R−1 ·M . However, this procedure relies

on the accurate characterization of R, which is sensitive to errors in state-preparation

for the reference trace sets. The qutrit therefore needs to be initialized in |g〉 before

applying the reference readout tone, with a residual excitation that can be bounded,

and that is ideally smaller than that of the unconditional reset protocol presented

in this manuscript. As mentioned earlier in this section, to do so, we pre-reset the

transmon with our protocol, then herald the ground state of the transmon qbuit with

a pre-selection readout pulse [Fig. 5.6 (b)]. We record single-shot traces during the

last 72ns of the pre-selection pulse ther. The pre-selection traces form two clusters,

corresponding to ground and excited traces, that are maximally separated along their

first principal component axis [Fig. 5.6 (d)]. We model the distribution of the first

principal component c1 of the traces with a bimodal Gaussian distribution and extract

its parameters with maximum-likelihood estimation. Based on this model, we calculate

a threshold value cthr such that p(c1 > cthr|exc) = 10−5. Selecting only traces with c1 >

cthr heralds the ground state of the transmon. On the set of selected traces, the residual

excitation of the transmon qubit at the rising edge of the reference readout tone is

therefore dominated by transmon thermalization, which occurs at rate k↑/2π= 5 kHz

in our sample. We use the same waiting time tgap between initialization and readout

to characterize the unconditional reset dynamics [Fig. 5.6 (a)] and the reference trace

set [Fig. 5.6 (b)]. As a result, thermalization occuring during this time can be seen

as a source of readout error, which is compensated for. State preparation errors are

then mostly explained by transmon thermalization occuring during the pre-selection,

which we can bound by k↑ ther ' 0.25%.

In conclusion, the corrected single-shot readout method we developed suffers from

state preparation error resulting in a systematic under-estimation of the extracted pop-

ulations, bounded by 0.25%. This residual error is small compared to the populations

extracted during the unconditional reset for most measured points [Fig. 5.5 (c)]; this

readout method is therefore suitable for the analysis presented here.
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5.7 Discussion and outlook

High transmon anharmonicityα combined with large transmon-resonator coupling g al-

lows for reaching largerΩef and g̃ without driving unwanted transitions [Zeytinoğlu15].
Driving the reset at higher Rabi rates, we can reach the optimal branch, where Γ = κ/3,

for larger values of κ. As a result, increasing g, α and κ maximizes Γ and optimizes

the reset. Coincidentally, as showed in chapter 3, increasing these parameters also

optimizes speed and fidelity of qubit readout without degrading the coherence and

thermalization of the qubit, if Purcell filters are used [Walter17]. Therefore, our reset

protocol performs best if the reset resonator is designed for optimal readout. As an

illustration, using the results of the present work, we calculate that implementing this

reset protocol with the readout resonator of Ref. [Walter17] would reset the qutrit

below Pexc = 0.1% in 83ns, and to a steady-state value Psat
exc = 1.6 × 10−4 in 200ns,

provided that the f0-g1 Rabi rate exceeds
p

2/27κ' 2π× 10MHz.

We would also like to stress that parameters we chose to optimize the reset are

not the cause for the relatively large rethermalization rate k↑/2π ' 5kHz measured

in our sample (nth = 17% and T1 = 5.5µs). Indeed, plugging the parameters of

table 5.1 in Eq. (2.54), we estimate the Purcell decay through both resonators to limit

the relaxation times to 370µs. In addition, we observed thermal excitation levels

as low as nth = 0.3% in a sample with similar design and parameters in previous

work [Walter17]. Therefore, with improved fabrication processes we expect to be

able to decrease the rethermalization rate down to k↑/2π ' 0.2kHz (nth < 5% and

T1 ∼ 30µs). With such a rate, transmon rethermalization would not limit the reset

any more and we expect to reach saturation levels as low as Psat
ecx = 2× 10−4 with the

current sample parameters.

Interestingly our scheme can be adapted for other purposes. For instance, F. Bat-

tistel el al. proposed to use the f0-g1 transition alone, to suppress leakage errors in

data qubits used in a surface code computation [Battistel21]. In a second variation,

H. Zhang et al. demonstrated the active initialization a low frequency fluxonium qubit

(ħhωq � kB T) by simultaneously driving a transmon transition and a cavity-assisted

Raman sideband transition, which are the equivalent to the e-f and f0-g1 transitions

in our work, to transfer the qubit excitation to a fast decaying photon in the readout

resonator [Zhang21].

In a multi-qubit system, the protocol’s need for high f0-g1 drive power increases

the sensitivity to cross-talk and can cause spurious driving of two-qubit transitions.

Addressing these concerns in scaled up circuits will require improved shielding of drive
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lines, and careful selection of resonator and qubit frequencies, but we do not foresee

fundamental obstacles beyond these. We later demonstrated our f0-g1 reset scheme

works equally well when simultaneously applied to two qubits [Krinner20]. We envi-

sion our scheme to scale up to larger systems similar to two-qubit gates activated with

strong tones, such as the cross resonant gate [Sheldon16, Jurcevic20], or parametric

gates [Hong20, Otterbach17]. We did not observe any degradation of qubit coherence

and operation fidelity in the presence of the reset drive tones [Kurpiers18, Krinner20],
but a systematic study of these effects constitutes valuable future work.
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Chapter 6

Inter-Cryogenic Microwave Quantum
Communication

It’s hard to think when someone Hadamards your

brain

— Scott Aaronson

Superconducting circuits are an appealing platform to execute quantum infor-

mation processing algorithms on noisy-intermediate-scale or error-correctable quan-

tum hardware [Preskill18, Arute19, Kandala19, Ofek16, Andersen20b], and, also, to

study fundamental quantum phenomena [vanLoo13, Hacohen-Gourgy16, Cottet17,

Minev19]. Today’s state-of-the-art superconducting quantum processors contain a

few dozen qubits on a single chip, held at cryogenic temperatures in individual di-

lution refrigerators. Efforts in qubit integration and packaging [Béjanin16, Das18,

Foxen18, Lei20] will likely extend the scale of these processors to thousands of qubits

in the foreseeable future. However, limitations such as available wafer size, refrig-

erated space and cooling power may arise beyond that scale [Krinner19]. There-

fore, major innovations in both device integration and cryogenics are required to

realize error-corrected quantum computers able to tackle interesting problems in-

tractable on high-performance computing (HPC) systems, likely requiring millions

of qubits [Reiher17, Babbush18a]. Networking quantum processors housed in differ-

ent cryogenic nodes may provide a modular solution to scale up quantum comput-

ers beyond these limitations [Nickerson14, Brecht16]. The capabilities of quantum

computers may be extended by forming clusters of networked processors housed in

individual cryogenic modules, similar to the clusters of processing units used in HPC
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systems.

One approach to realize such networks is to use microwave-to-optical quantum

transducers [Fan18, Higginbotham18, Forsch19, Mirhosseini20, Hease20], with which

superconducting circuits may be entangled with optical photons to communicate over

long distances in a fashion similar to single atoms [Moehring07], trapped ions [Hofmann12],
or defects in diamond [Bernien13]. However, despite the constant improvement of

microwave-to-optical transducers, bringing their conversion efficiency, bandwidth,

added noise, laser-induced quasiparticle poisoning and heat loads to practical levels

on a single device remains a challenge.

A complementary approach is to connect dilution-refrigerator based cryogenic sys-

tems with cold, superconducting waveguides [Xiang17]. This approach could prove

advantageous to distribute quantum computing tasks in local cryogenic quantum net-

works, as it would benefit from readily available, fast, deterministic, error-correctable

and high-fidelity, chip-to-chip quantum communication schemes with microwave pho-

tons [Xiang17, Vermersch17, Kurpiers18, Campagne-Ibarcq18, Axline18, Zhong19,

Leung19, Chang20, Burkhart21, Zhong21]. In this chapter, which is based on [Magnard20],
we report the realization of such a cryogenic quantum microwave channel between

superconducting qubits located in two distinct dilution refrigerator units, based on the

cryogenic link technology detailed in chapter 4. Using the photon shaping technique

we demonstrated in [Kurpiers18] to transfer excitations deterministically [Cirac97],
we transfer qubit states and generate entanglement on-demand between the distant

qubits. We also report the violation of the CHSH inequality in this system, when

performing a Bell test with pre-determined measurement bases.

6.1 Connecting superconducting circuits located in di�er-
ent cryogenic systems with a cold waveguide

Our experimental setup consists of two cryogen-free, dilution refrigerators, each of

which houses a superconducting circuit with a single qubit cooled to below 20mK

temperature, and separated by 5 m (Figs. 6.1 and 6.2). The two identically designed

circuits have a frequency-tunable transmon qubit, each with relaxation and coherence

times T1 ' 12µs and T e
2 ' 6µs, coupled dispersively to two Purcell filtered resonators:

one for readout, and one for excitation transfer, shown in green and yellow, respectively,

in Fig. 6.1 (b). The |g〉 to |e〉 transition frequencies of transmon qubits labeled A and B

are tuned toωq,A/2π= 6.457 GHz andωq,B/2π= 6.074 GHz, respectively, by applying
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Figure 6.1 (a) Schematic representation, and (b), simplified circuit diagram of the exper-
imental setup. Each transmon qubit, at node A (red) and B (blue), is connected to two
Purcell filtered λ/4 resonators: one for readout (green) and one for excitation transfer by
emission of a shaped photon (yellow). The light blue background illustrates the refrigerated
space.

Figure 6.2 Photograph of the experimental setup during operation. The dilution refriger-
ator units, whose vacuum cans appear as white vertical cylinders, are connected to each
other by the cryogenic link (long horizontal aluminum cylinder). The superconducting
qubits and the cold waveguide are housed inside the dilution refrigerator units and the
cryogenic link, respectively. The electronic instruments are stored in two black racks seen
on the far sides of the picture.
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a magnetic field to their SQUID loops. This adjusts the dispersive shift on each transfer

resonator such that their frequencies ωt/2π= 8.406 GHz are matched [Kurpiers18].

We connect the transfer resonators to each other through a 4.9m long, supercon-

ducting, rectangular aluminum WR90 waveguide, in series with two flexible, coaxial

copper cables of 0.4m length each and a circulator. As shown in Sec. 4.8.6, at mil-

likelvin temperatures, the waveguide exhibits attenuation below 1dB/km over the X

band (8–12 GHz), which amounts to a total loss below 10−3 over 4.9 m of waveguide.

We cool the waveguide to temperatures below 20 mK by mounting it in a 5 m long

version of the custom-made modular cryogenic link system described in chapter 4,
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Figure 6.3 (a) Longitudinal cross-section of a schematic representation (left half) and a
3D model (right half) of the cryogenic system. The inset on the top right shows a transverse
cross-section of the link. (b) Measured temperature in steady-state vs sensor position x on
the axis along the link for all four temperature stages. Node A/B: N.A/B, adapter module:
AM, link module: LM.
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which consists of concentric, octagonal, radiation shields held at temperatures of ap-

proximately 50K, 4K, 850mK (still), and 15mK (base temperature), installed in an

o-ring sealed vacuum can [Fig. 6.3 (a)]. The waveguide is thermalized to the base

temperature shield every 0.25 m using flexible copper braids, and the radiation shields

are cooled to their equilibrium temperatures using the dilution refrigerators at each

end of the system. To compensate for thermal contraction during cool-down, we use

flexible coaxial cables to connect the samples to the waveguide.

To monitor the temperature profile of the link, we installed temperature sensors

at the positions indicated in Fig. 6.3 (a). Three days after commencing cool-down,

the system reaches the steady-state temperature distribution shown in [Fig. 6.3 (b)],
demonstrating excellent performance of the system. As expected, on each stage, the

temperature is lowest at the nodes and the highest in the middle of the link, with an

exception for the still stage where we heated node B to 900mK to optimize cooling

power by increasing the flow of 3He.

6.2 Experimental cQED setup

We fabricated the two samples on 4.3mm× 7mm silicon substrates (Fig. 6.4). We

patterned the qubit pad and the coplanar waveguide (CPW) structures in a 150nm

(a) (b)

(c)

1 mm 50 μm

200 μm

Figure 6.4 (a) False color photograph of a chip similar to those used in the experiment,
before deposition of the Josephson junctions, showing the transmon island (red), the drive
line (blue), the readout circuitry (green) and the transfer circuitry (yellow). (b) Microscope
image of the transmon qubit, after deposition of the Josephson junctions. (c) Enlarged view
of the Josephson junctions, see scale bars.
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thick niobium film sputtered on the substrate with reactive ion etching in a photolitho-

graphic process. In a second photolithographic step, we deposited Al/Ti/Al airbridges

to connect the ground plane at selected places across the CPWs. We fabricated the

Al/AlOx/Al Josephson junctions in a third step with electron-beam lithography and

double-angle shadow evaporation. Each sample was then mounted, glued and wire-

bonded to a copper PCB, which was packaged in a copper sample holder. We mounted

each sample holder to the base plate of the corresponding dilution refrigerator and

wired the devices to the instruments as documented in the wiring diagram Fig. 6.5.

Note that the cryogenic system is connected only via one transmission line to the

ground of the instrument setup. All other lines have inner/outer DC-blocks to avoid

ground loops, which could introduce detrimental noise to the setup.

For each chip, we characterized the parameters of the readout and transfer resonator

and Purcell filter circuitry, including resonant frequencies, coupling rates and dispersive

shifts, from the transmission spectra through their respective Purcell filtering resonator

with the transmon initialized in state |g〉 or |e〉, using methods and models similar to

those described in Ref. [Walter17]. Using Ramsey-type experiments, we extracted the

transition frequencies and coherence times of the three-level transmon qubits. Both

chips have similar parameters (table 6.1). However, because we tuned qubit A and

B to different operating frequencies, qubit frequency dependent parameters such as

the qubit/resonator dispersive shifts and the | f 0〉 ↔ |g1〉 transition frequencies are

different at node A and B. The transfer Purcell filter bandwidth differs significantly

between the samples, which we suspect to be due to the sensitivity of this parameter

to the output impedance.

Using the procedure described in Ref. [Geerlings13], we measured a transmon

thermal population at equilibrium of approximately 16% for each qubit. We suspect

that the absence of infra-red filters in the cables connecting to the samples, and of

radiation tight base temperature shields at the node cryostats, leading to poor infra-red

shielding, causes this high effective transmon temperature [Serniak18].

To perform single-qubit gates, we apply microwave pulses created by arbitrary

waveform generators to each qubit through dedicated drive lines. We use DRAG

pulses [Motzoi09], with 28 and 24ns duration, resonant with the g-e and e- f transi-

tions, respectively, to drive transitions between the three lowest energy states of the

transmon qubits.

To emit photons and reset the qubits, we apply microwave drives to the transmon

qubit at the f0-g1 frequency, following the methods described in Sec. 2.1.7 and chap-

ter 5, to convert transmon excitations into a single photon in the transfer resonator,
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quantity, symbol Node A Node B unit

qubit transition frequency ωq/2π 6.457 6.074 GHz
transmon anharmonicity α/2π -262 -262 MHz
energy relaxation time on ge T1ge 12.2 11.7 µs
energy relaxation time on e f T1ef 4.9 5.0 µs
coherence time on ge T e

2ge 7.6 5.0 µs
coherence time on e f T e

2ef 7.1 5.0 µs
thermal excitation at equilibrium nth 16.2 16.8 %
| f , 0〉↔ |g, 1〉 transition frequency νf0g1 4.022 3.485 GHz
readout resonator frequency ωr/2π 4.698 4.701 GHz
readout Purcell filter frequency ωPr/2π 4.704 4.723 GHz
readout resonator/qubit coupling gr/2π 202 214 MHz
readout circuit dispersive shift χr/2π -4.1 -7.9 MHz
readout resonator/filter coupling Jr/2π 19.9 20.0 MHz
readout Purcell filter bandwidth κPr/2π 71 67 MHz
readout resonator eff. bandwidth κr/2π 21.7 16.8 MHz
transfer resonator frequency ωt/2π 8.406 8.406 GHz
transfer Purcell filter frequency ωPt/2π 8.444 8.470 GHz
transfer resonator/qubit coupling gt/2π 307 306 MHz
transfer circuit dispersive shift χt/2π -5.75 -4.0 MHz
transfer resonator/filter coupling Jt/2π 20 20.8 MHz
transfer Purcell filter bandwidth κPt/2π 110 155 MHz
transfer resonator eff. bandwidth κ/2π 8.6 6.25 MHz

Table 6.1 Device parameters for chips A and B.
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which couple to the bus waveguide. We apply a microwave tone at frequency 4.249 GHz

(3.482GHz) with amplitude A to transmon A (B) to induce the effective drive rate g̃

between states | f 0〉 and |g1〉. The | f 0〉 ↔ |g1〉 drives are directly synthesized by a

separate AWG, then are amplified and combined with the DRAG pulse AWG channel

to the drive line of the transmon (Fig. 6.5).

Using the procedure described in chapter 5, we extract the drive rate g̃ and the ac-

stark shift∆ f 0g1 vs drive amplitude A, and fit each of them with a polynomial function to

get a continuous relation between g̃,∆ f 0g1 and A (Fig. 5.3). This calibration procedure

assumes that the transfer resonator decays into a Markovian environment. To realize

this condition, we mount a circulator at the far end of the waveguide.

To perform our protocol with high fidelity despite a significant initial thermal popu-

lation, we reset both transmon qubits at the beginning of each experiment cycle using

the method presented in chapter 5. We simultaneously drive the e- f and | f 0〉↔ |g1〉
transitions with two resonant, flat-top pulses to couple the states |e0〉 and | f 0〉 to state

|g1〉, which decays to |g0〉 at a high rate κ into a cold, 50Ω environment (the photon

detection line in this case).

To measure transmon A (B), we apply a 4.692 GHz (4.680 GHz), gated microwave

tone to the input port of the readout Purcell filter. Due to the qubit state dependent

dispersive shift χr/2π= −4.1 MHz (−7.9 MHz) of the readout resonator, the complex

amplitude of the transmitted signal carries information about the transmon state, which

results in a quantum non-demolition measurement of the transmon, see chapter 3 and

[Walter17].

For qutrit state detection, we amplify the signal using a near quantum-limited

reflective Josephson paametric amplifier (JPA) with 23.6 dB gain (21.3 dB) and 14 MHz

bandwidth (47MHz), pumped at 4.689GHz (4.668GHz). We cancel the JPA pump

interferometrically at base temperature to avoid pump-induced qubit dephasing and

saturation of subsequent amplifiers. We further amplify the signal at the 4K plate with

high-electron-mobility transistors (HEMT), then at room temperature with (ultra-)low-

noise amplifiers. The signal is then down-converted to 250MHz, digitized at 1Gs/s,

and digitally down-converted to complex DC values by an FPGA using custom firmware

(Fig. 6.5).

Over an acquisition window of duration τ= 248 ns, the FPGA integrates the signal

with two sets of weights to reduce the signal to two real-valued components u and v.

The integration weights are chosen to maximize contrast in the {u, v} plane between

measurement traces obtained with the qubit initialized in either one of the states |g〉,
|e〉 or | f 〉. Similar to what we described in Sec. 5.6, the integrated traces follow a
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Figure 6.6 (a) and (b) Scatter plot of the readout traces, integrated for 248 ns with opti-
mal weights, with the qubit prepared in state |g〉 (blue dots), |e〉 (red dots) and | f 〉 (green
dots), for transmon A and B, respectively. The marginal histogram along the integration
quadrature u and v is shown for each preparation state on the top and right axes, respec-
tively. Solid-lines are density functions of the marginal three-modal, gaussian distribution
estimated from the integrated traces, and scaled to fit the histograms. The |g〉, |e〉 and
| f 〉 assignment regions are shaded in blue, red and green, respectively. (c) [resp. (d)]
Three-state assignment probability matrix RA (resp. RB) extracted from the readout traces
and the assignment region displayed in (a) [resp. (b)], for qubit A (resp. B). (e) Two-
qutrit assignment matrix RAB calculated as the outer product of the single-qutrit assignment
matrices.
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tri-modal gaussian distribution, the parameters of which we estimate with a maximum

likelihood approach. Each gaussian mode corresponds to the probability distribution of

a measurement trace in the {u, v} plane conditioned on the qubit being in a given state

during the measurement. The FPGA then assigns the measurement trace to that state

with mode center closest in the {u, v} plane [see assignment regions in Fig. 6.6 (a,b)].

We calibrate the integration weights and mode centers used in the FPGA-based

state assignment process, and determine the readout assignment probability matrix R

of each transmon qubit [Fig. 6.6 (a,b)] following the procedure detailed in Sec. 5.6.

We determine an average readout error probability of 3.4 % (2.9 %) from RA (RB), and

of 6.2% from the joint system assignment probability matrix RA⊗ RB [Fig. 6.6 (e)].

6.3 Emission and absorption of shaped photons

To characterize the excitation transfer through the link, we first reset the transmon

qubits and apply two consecutive π-pulses to prepare the qubit/resonator system at

node A in the state | f 0〉 [Fig. 6.7 (a)], where |q〉 and |n〉 in |qn〉 denote the transmon

state and the transfer resonator Fock state, respectively. We then drive qubit A on the

| f 0〉↔ |g1〉 sideband transition to populate the transfer resonator with one photon.

This photon couples into the waveguide at rate κA/2π = 8.9MHz and propagates

to node B in 28ns, as estimated from the waveguide length and the relevant group

velocities. We shape the | f 0〉 ↔ |g1〉 pulse appropriately to emit the photon with a

time-symmetric envelope φ(t)∝ sech(Γ t/2), where the photon bandwidth Γ can be

adjusted up to a maximum value of min[κA,κB] (see appendix B.2). Here we choose

Γ/2π = κB/2π ' 6.2MHz to minimize the duration of the protocol. To absorb the

photon at node B, we then drive qubit B with an | f 0〉 ↔ |g1〉 pulse whose time-

reverse would emit a photon indistinguishable from the incoming one (see Sec. 2.1.8

and [Cirac97]). Finally, we apply an e-f π-pulse on qubit B to map the excitation back

to the g-e manifold, and then perform single-shot read out on both qutrits. For these

parameters, the excitation transfer sequence, consisting of the | f 0〉↔ |g1〉 pulses and

the final e- f π-pulse, completes in 311 ns.

Here and in following experiments, we present data which is corrected for readout

errors by multiplying the vector of single-shot assignment frequency associated with

each sequence with the inverse of the assignment matrix RAB. Because phase drifts of

readout instruments lead to an increase in readout assignment error probability, each

experiment contains measurements of reference states to estimate RAB at the time of

the experiment. We observe an increase of average readout errors to∼ 5 % and∼ 10 %
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Figure 6.7 (a) Pulse scheme used to characterized the excitation transfer dynamics. The
| f 0〉 → |g1〉 drives and the g-e and e- f π pulses are represented in blue, grey and bor-
deaux, respectively. We use solid and dashed lines for the time-truncated (τ = 140ns)
and the full excitation transfer sequence, respectively. The straight yellow lines illustrate
the propagation path of the rising and falling edges of the photon in space-time. The sub-
sequence defining the excitation transfer is enclosed in a grey box. (b) Population P in
selected two-transmon states |AB〉 vs | f 0〉 ↔ |g1〉 pulse truncation time τ. Solid lines
are results of master equation simulations. (c) Average electric field amplitude squared
|〈aout(t)〉|

2 vs time of photons emitted from node B (blue), or emitted from node A and
reflected from node B in presence (yellow) or absence (red) of an absorption pulse. The
y-axis is normalized to obtain a unit integrated power for photons emitted from B. The
solid lines are results of master equation simulations, with an offset in time to obtain the
best agreement with the measurement.
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for single and two qutrit readout, respectively.

Truncating the | f 0〉 ↔ |g1〉 pulses prematurely at time τ, we characterize the

time dependence of the state population of the two transmon qubits throughout the

transfer pulse [Fig. 6.7 (a,b)]. As the excitation transfers from node A to node B via the

photonic modes (the waveguide and both transfer resonators), the population swaps

from the state | f g〉 of the two spatially separated qubits |AB〉 to |ge〉 via the inter-

mediate state |g g〉. The final two-transmon state populations highlight the different

sources of errors in the excitation transfer. The ∼ 3% residual population measured

in both |g f 〉 and |eg〉 (not shown) is due to e- f decay. In case of photon loss or failed

absorption during the transfer process, the system ends up in the state |g g〉, which

happens with 25.4% probability. Finally, the transfer efficiency is characterized by

the 67.5% final population in |ge〉. Simulations of the transfer dynamics, using the

master equation model detailed in [Kurpiers18] and appendix E.2, and independently

measured parameters, are in good agreement with the data [solid lines in Fig. 6.7 (b)].

To assess the quality of the photon emission and absorption processes, we measure

the mean photon field in the photon detection chain after emitting a photon from

A, emitting a photon from B, or emitting a photon from A which we absorb at B, as

illustrated by the pictograms in Fig. 6.7 (c). In each case, we prepare the emitter qubit

in (|g〉+ | f 〉)/
p

2 and apply an | f 0〉↔ |g1〉 pulse to emit symmetric-shape photons

of state (|0〉+ |1〉)/
p

2, with a non-zero average electric field 〈aout〉(t) proportional to

the photon envelope φ(t).

We observe that photons emitted from B have the expected shape and bandwidth,

as shown by the close match between the data points and results from master equation

simulations using only an offset in time as a fit parameter [solid line in Fig. 6.7 (c)].
Photons emitted from A have a shape corresponding to the convolution of a hyperbolic

secant shaped envelope with the time-response function of a reflection from resonator

B. This has the effect of distorting the photon shape and delaying its peak power

by approximately 60ns. Here again, simulations agree well with the data. Photons

emitted from A have a 22.3% lower integrated power
∫

|〈aout(t)〉|
2 d t compared to

those emitted from B, which corresponds to the probability 1−ηAB of losing a photon as

it travels from A to B. We use this measured value of ηAB as a fixed parameter in master

equation simulations of the experiment. From the integrated power ratio of the photon

field emitted from node A and reflected from node B in presence (yellow), or absence

(red) of an absorption pulse at node B, we measure that 95.8 % of the incoming photon

is absorbed by node B. The combination of photon loss and absorbtion inefficiency
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leads to a 25.6% probability of qubit B not absorbing a photon1, in good agreement

with the 25.4 % probability of finding the two-qubit system in state |g g〉 at the end of

the transfer protocol [Fig. 6.7 (b)].

The time between the applications of the emission and absorption pulses is set

to experimentally maximize the transfer efficiency. The offsets in time fitted to the

photon emitted from A and B differ by 10ns. From this we infer that the emission

pulse is applied ∆τAB + 10ns before the absorption pulse, where ∆τAB ' 28ns is

the time it takes the photon to travel from node A to B, according to the length and

group velocities of each section of the transfer line. Simulations of excitation transfer

with different delays between the emission and absorption pulse also predict that this

optimal delay is 10 ns, in excellent agreement with the data.

6.4 Qubit State Transfer from one cryostat to another

To probe the quantum nature of the excitation transfer, we characterize the qubit state

transfer protocol with quantum process tomography. To do so, we reset the qubits

to their ground states, prepare A in one of the six mutually-unbiased qubit states |g〉,
|e〉, (|g〉 + |e〉)/

p
2, (|g〉 + i |e〉)/

p
2, (|g〉 − |e〉)/

p
2 or (|g〉 − i |e〉)/

p
2 [vanEnk07],

apply an e- f π-pulse on qubit A, then apply an excitation transfer pulse sequence

[Fig. 6.7 (a)]. For each input state ρi,s, we measure the three-level population of qubit B

with single-shot readout after applying a tomography gate G selected from the rotation

set: S= {1, geRπ/2x , geRπ/2y , geRπx , efRπ/2x , efRπ/2y , (efRπ/2x .geRπx ), (
efRπ/2y .geRπx ),(

efRπx .geRπx )},
where t denotes the qutrit transition, θ the rotation angle, and n the rotation axis.

We reconstruct the three-level density matrix out the final state ρf,s of transmon B

[Fig. 6.8 (b)] from this set of measured populations with a maximum likelyhood

method, assuming ideal tomography gates. From this we determine an average state

fidelity Fs =
1
6

∑

s F(ρi,s,ρf,s) = 82.4 ± 0.06%. When correcting for readout errors,

the average state fidelity reaches 85.8±0.06 %. Here and in all following tomography

reconstruction, the error bars are obtained from a bootstrapping method. We perform

simple random sampling from the set of qutrit single-shot assignments to generate 20

sets the same size as the original one. The standard deviation of the fidelity (or any

other metric) calculated from each set defines the estimation error.

To rigorously characterize the state transfer process, we define the transfer process

matrix χ as the representation of a completely positive trace-preserving map Λ which

11− 0.958× (1− 0.223)' 1− 0.744= 0.256.
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Figure 6.8 (a) Quantum circuit used to perform and characterize the qubit state transfer.
(b) Bloch sphere representation of the state transfer. Each input states on qubit A (red) is
linked via a gold arrow to its corresponding output states reconstructed on qubit B (blue).
(c) Absolute value of the qubit state transfer matrix |χ|, in the Pauli basis {1, X = σ̂x , Ỹ =
iσ̂y , Z= σ̂z}, where solid blue bars, red wireframes and gray wireframes are the measured,
simulated and target quantities, respectively.

maps the input state ρin of qubit A to the output state ρout of qubit B through the rela-

tion ρout = Λ(ρin) =
∑

i, j χi j PiρinPj , in which the operators Pi are in the set of modified

Pauli matrices {1, X = σ̂x , Ỹ = iσ̂y , Z = σ̂z} [Chuang97]. Considering only the com-

ponents of the output density matrices spanned by states |g〉 and |e〉, we reconstruct

the likelihood-maximizing, two-level process matrix χ shown in Fig. 6.8 (c), from

which we determine a process fidelity Fp = Tr(χidealχ) = 79.5± 0.1% (75.3± 0.1%)

relative to the ideal qubit state transfer process, with (without) correction for readout

errors. Simulations of the process are in good agreement with the measurement re-

sults, as quantified by the small trace distance
p

Tr(|χ −χsim|2) = 0.09 between the

reconstructed and simulated transfer process matrices [red wireframes in Fig. 6.8 (c)].

On average, the input states have equal population in |g〉 and |e〉, which are trans-

ferred in vacuum states, insensitive to loss, with close-to-unit fidelity, and single-photon

Fock states, suffering from loss, with a fidelity of 67.5% corresponding to the trans-

fer efficiency. Therefore the state transfer fidelities Fs and Fp can be larger than the

photon transfer efficiency, if the phase coherence of the process is sufficiently large.

6.5 Bell state generation

To generate entanglement across the link, we prepare qubit A in (|e〉 + | f 〉)/
p

2,

qubit B in |g〉, and apply the excitation transfer pulses [Fig. 6.9 (a)]. Using quan-

tum state tomography, we reconstruct the two-qutrit density matrix ρ3⊗3 of qubits A
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parameter reconstructed state, ρ simulated state, ρsim

ν .9684± 0.0005 .984
V .929± 0.003 .948
ηA .7035± 0.0005 .696
ηB 1.0126± 0.0004 .999
trace distance 0.01 10−10

Table 6.2 Results of a fit of the parametrized density matrix ρAB to the reconstructed and
simulated density matrices. The last column displays the trace distance

p

Tr(|ρ −ρAB|2).

and B [Fig. 6.9 (b-d)] from single-shot measurements of their population performed

after applying a pair of local gates GA ⊗ GB from the 81-gate set S ⊗ S. To quan-

tify the entanglement with standard metrics, we consider the density matrix ρ, con-

sisting of the two-qubit elements of ρ3⊗3 [Fig. 6.9 (e-g)]. This reduction method

leads to states with non-unit trace, but it preserves the state fidelity, and gives a con-

servative estimate to the concurrence and the expected CHSH value compared to a

projection of ρ3⊗3 on the set of physical two-qubit density matrices. We determine

the fidelity 〈ψ+|ρ |ψ+〉 = 79.5± 0.1% (71.9± 0.1%) with respect to the ideal Bell

state |ψ+〉 = (|ge〉+ |eg〉)/
p

2, and evaluate a concurrence of C(ρ) = 0.746± 0.003

(0.588±0.002), with (without) correction for readout errors. Simulations of the entan-

glement generation sequences are in good agreement with the measurement results,

as quantified by the small trace distances
p

Tr(|ρ −ρsim|2) = 0.023 between the re-

constructed and simulated entangled state.

To understand the different error channels in the entanglement generation process,

we fit the reconstructed and simulated states with the state parametrization (2.59)

ρAB =
ν

2











2− (ηA+ηB) 0 0 0

0 ηA V
p
ηAηB 0

0 V
p
ηAηB ηB 0

0 0 0 0











,

given in Sec. 2.1.8, where ηA differs from unity because of photon loss and emission

and absorption imperfections, ηB results from decay of qubit B after the final e-f pulse,

V < 1 results from dephasing, and ν < 1 is the fraction of the population in the two-

qubit subspace. The fitted density matrix, whose parameters are shown in table 6.2,

reproduces the data very closely (see trace distances in table 6.2) and suggest that

the main error mechanism stem from photon loss and Bell state dephasing. Notably,

the simulations lead to a leakage error 1− ν and a dephasing error 1−V twice and
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Figure 6.9 (a) Quantum circuit used to deterministically generate and characterize the
Bell state |ψ+〉. (b) Real part, (c) imaginary part, and (d) expectation value 〈λiλ j〉 of
the two-qutrit Gell-Mann operators of the density matrix ρ3⊗3 of reconstructed Bell states.
(e) Real part, (f) imaginary part, and (g) expectation value 〈σiσ j〉 of the two-qubit Pauli
operators of the density matrix ρ of reconstructed Bell states. In panels (b) to (g), solid
blue bars, red wireframes and gray wireframes are the measured, simulated and target
quantities, respectively.
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30% smaller than observed, respectively. The former discrepancy could arise from

drifts in the calibration of the emission pulse, and the latter one from low frequency

relative phase noise between the different instrument channels used to manipulate

the two-qubit state. We also note that the concurrence of the fitted matrix C(ρAB) =
νV
p
ηAηB = 75.9± 0.2% is slightly higher than that calculated directly from ρ.

6.6 Bell test

Considering the g-e single-shot readout fidelities Fr,A = 96.8%, and Fr,B = 96.7%,

obtained by attributing ’f’ assignments to ’e’ from the assignment probability matrices

shown in Fig. 6.6, we expect from Eq. (2.87) to be able to obtain a maximum CHSH

value Fr,BFr,AC(ρAB)2
p

2' 2.01, just above the threshold to violate Bell’s inequality.

To test Bell’s inequality, we generate the entangled state shown in Fig. 6.9. We

reset both qubits, prepare qubit A in the superposition state (|e〉+ | f 〉)/
p

2 and apply

the transfer pulse sequence [Fig. 6.10 (a)]. According to Eq. (2.84), the CHSH value

should be maximized when measuring the two qubits along axes belonging to the x-y

equatorial plane. We set the two measurement axes on qubit A to be A0 = ~x := (1, 0, 0)
and A1 = ~y := (0, 1, 0) in the Bloch sphere, and the two measurement axes of qubit B to

be B0 = cos(ϕB)~x+sin(ϕB)~y and B1 = − sin(ϕB)~x+cos(ϕB)~y [Fig. 6.10 (b)]. For each

measurement setting, defined by a choice of the relative angle ϕB, and of the inputs

x , y ∈ {0, 1}, we collect 216 = 65536 single-shot measurements for each qubit, which

we assign to output a, b = −1 if the qubit is measured as a ground state, and to output

a, b = +1 if the qubit is measured in state |e〉 or | f 〉. This way, every measurement

run ends in a binary output, thereby closing the detection loophole (see Sec. 2.2.2

and [Larsson14]). Note, however, that the measurement settings are predetermined,

leaving the freedom-of-choice and locality loopholes open.

From these single-shot statistics, we estimate the correlation terms 〈ab〉x y :=
〈Ax By〉 and observe their sinusoidal dependence on ϕB, as predicted by quantum

mechanics and the master equation simulation of the process [Fig. 6.10 (c)]. The am-

plitude of these oscillations is less than unity due to the imperfections in the prepared

state and the qubit state readout. The CHSH value

SCHSH := 〈ab〉10 + 〈ab〉01 + 〈ab〉10 − 〈ab〉11,

is a sinusoidal function of ϕB, with extrema at ϕB = 3π/8 mod π [Fig. 6.10 (d)]. In

particular, for ϕB = 3π/8, we obtain the counts shown in table 6.3, from which
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PPPPPPPPa, b
x , y

0,0 0,1 1,0 1,1

−1,−1 7811 7778 8238 24179
−1,+1 24400 24569 24136 8055
+1,−1 25209 24970 24919 8483
+1,+1 8115 8219 8243 24819
〈ab〉x y −0.514 −0.512 −0.497 −0.495
∆〈ab〉x y 0.0034 0.0034 0.0034 0.0034

Table 6.3 Number of runs which were assigned to the output pair a, b for input pair x , y ,
for ϕB = 3π/8. The last two rows show the values of the estimator of the correlations and
their uncertainty.

we calculate SCHSH = −2.0181 ± 0.067, corresponding to a violation of the CHSH

Bell inequality by more than 2.6 standard deviations [red dot in Fig. 6.10 (d)]. The

confidence with which we can reject local hidden variable (LHV) models is quantified

by the P-value of 0.01 associated with the null hypothesis of LHV models, in which we

account for all possible memory effects [Elkouss16].

6.7 Random basis choice

We plan to select the measurement basis randomly and rapidly using the scheme illus-

trated in Fig. 6.11 (a). In this scheme, we generate a π/2 pulse to rotate the qubit

just before it is dispersively read out. The pulse first goes through a microwave switch

whose state depends on the output of a quantum random number generator (QRNG).

If the QRNG outputs x = 1, the pulse goes through and the qubit is effectively mea-

sured along an axis in the XY plane of the Bloch sphere. If instead x = 0, the switch is

switched off, the pulse is blocked, and the qubit is measured along the z-axis.

The QRNG, a QuFresh model from QuSide Inc. shown in Fig. 6.11 (b), is an

adaptation of the QRNG described in [Abellán15] and used in the first three loophole-

free Bell tests [Hensen15, Giustina15, Shalm15]. The quantum entropy source (QES)

consists of a laser cavity driven at a 400 MHz rate in and out of its lasing mode to emit

a 1 ns long laser pulse with a random phase every 2.5 ns. An unbalanced Mach-Zender

interferometer (UMZI) converts the train of phase-random pulses into power-random

pulses. The pulse power signal is measured with a photodetector (PD) and digitized

with a 1-bit digitizer whose threshold is constantly adjusted to have equal probabilities

of outputing 0 or 1.

Due to a finite amount of predictable noise stemming from the photodetector, the
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1-bit digitizer, and from delayed contributions of previous pulses, the random bits

generated by a single QES have a large excess predictability εQES ∼ 0.2. To reduce

the predictability of the output bit, the QRNG makes use of eight QES, generating

high-excess-predictability bits in parallel, and computes the parity of these eight bits

in real-time with a set of XOR gates to extract the parity bit d with excess predictability

ε = ε8
QES. In the most paranoid scenario, ε = 4.23× 10−6 and a LHV model can reach

CHSH values up to S = 2.015 [Eq. (2.74)]. This sets the threshold to be violated to

reject local realism.

The value of d, which randomly flips every 2.5ns, is latched to the output bit x

by an external latching trigger. By default, in the absence of a trigger, x = 1, and if a

trigger rising edge is received at time t, then x = d(t) for the duration of the trigger.

Once the trigger stops, x is set back to 1. The output bit voltage is offset and amplified

to yield voltages VA = −5V and VB = 0V for x = 1, and VA = 0V and VB = −5V for

x = 0, at the output ports A and B, to control the state of the microwave switch.

The switch is a single-pole double throw microwave switch with 2ns specified

switching time, working from DC to 18GHz (CMD193C3 from Custom MMIC), and

which we use as a single-pole single-throw switch by terminating one of the output

ports [Fig. 6.11 (c)]. The signal is routed to the output port when VA = −5V and

VB = 0 V and towards the terminated port when VA = 0 V and VB = −5 V. Consequently,

the state of the switch is given by the values of the QRNG output bit x . By default,

when the QRNG is not triggered, x = 1 and the switch is on. When the QRNG is

triggered, either x = d = 1 and the switch stays on, or x = 0 and the switch switches

off in approximately 1ns after VB starts to drop and stays off for the duration of the

QRNG trigger [Fig. 6.11 (d)].

The freshness time of the QRNG is defined as the interval between the earliest

spontaneous-emission event used to generate the output bit x , and the moment the

switch is switched off (for x = 0, corresponding to VB < −3.5V). Measurements per-

formed by QUSIDE specify a freshness time below 17 ns, consisting of 6 ns propagation

delay of the laser pulses in the short optical path of the UMZIs, 3 ns to convert the out-

put x to the control voltages VA/B, and 8 ns from the rest of the elements: laser pulse rise

time, 1-bit digitizer, synchorning flip-flops, real time parity extraction of the 8 parallel

random bits, rise time of the random bits, and propagation time of the signals through

the tracks of the device. The fiber optics length of the UMZI could not be reduced

for manufacturing reasons. The QRNG design makes use of the long UMZI length to

physically separate the QES and the QRNG output by 1.2 m [Fig. 6.11 (d)]. This 1.2 m

increase of the distance between remote parties gives an extra 4 ns measurement time
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to the close the locality loophole in a Bell test.

To test how this setup implements a random measurement basis scheme, we modify

the measurement setup of qubit B as follows: we use a 25Gs/s AWG (70002A by

Tektronix) to directly synthesize the qubit pulses with high bandwidth and route the

pulses through the QRNG-controlled switch [Fig. 6.12 (a)]. We prepare qubit B in one

of the cardinal states |s〉 ∈ {|g〉 , |e〉 , |+i〉 , |−i〉 , |+〉 , |−〉}, rotate it with a π/2 pulse of

duration t g = 12ns and measure the qubit state dispersively. The QRNG is triggered

to switch off the switch at a time t = 0 and the rotation pulse starts at a time τ

[Fig. 6.12 (b)]. For τ > 0, the rotation pulse is blocked, and we measure 〈σz〉 =
2Pg − 1= ±1 when |s〉= |g/e〉, and 〈σz〉= 0 when preparing an equal superposition

state, as expected from a measurement of the σz observable [Fig. 6.12 (c)]. For

τ < −t g = −12ns, the rotation pulse passes entirely and maps states |±i〉 to |g/e〉,
implementing an effective measurement of the σy observable. At intermediate values

of τ, the pulse is partially blocked and realizes a rotation by an angle

θ =

∫ +∞

−∞
ΩDRAG(t −τ− t g/2) |S12(t)| d t, (6.1)

ranging between π/2 and 0. Here ΩDRAG(t) is the drive rate the rotation pulse would

induce if the switch would stay on [given by Eq. (2.32)], and |S12(t)| is the time-

dependent transmission coefficient of the switch. This leads to a an effective measure-

ment of the observable

R−θx .σz .R
θ
x = cosθσz + sinθσy .

For each τ, we reconstruct the axis ~n= (nx , ny , nz) of the effective measurement ~n · ~σ
by minimizing

∑

s

|〈s| ~n · ~σ |s〉 − 〈σz〉s|
2 ,

where 〈σz〉s is the measured 〈σz〉 when the qubit is initialized in |s〉. As expected

from Eq. (6.1), the reconstructed measurement axis angle θ varies from π/2 to 0 as τ

increases from −12ns to 0ns [Fig. 6.12 (d)]. Fitting Eq. (6.1) with an offset in time

as the only free parameter yields excellent agreement to the data [see solid lines in

Fig. 6.12 (c,d)], and calibrates the relative timing between the switch and the drive

pulse.

At a time τ = 1ns, the pulse is fully blocked when the QRNG outputs x = 0.

Therefore, the measurement axes ~nx=0 and ~nx=1 are orthogonal, which leads to optimal
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violation of Bell’s inequality, see Sec. 2.2.3 and [Brunner14]. In fact, it is possible to

implement a random selection between any arbitrary pair of measurement axes ~n0/1

by first applying a rotation Rp which maps ~n0/1 · ~σ to |g/s〉, with |s〉 and aritrary qubit

state, followed by a conditional rotation Rb mapping |s〉 to |g〉 [Fig. 6.12 (e)].

For instance, to select between a z-axis and an x-axis measurement, we prepare the

qubit in one of the cardinal states |s〉, apply the rotation Rp = Id, send a rotation pulse

Rb = Rπ/2y conditioned on the QRNG outcome and and record single-shot measurements

of the qubit and the QRNG output x . The expectation value 〈σz〉 conditioned on the

random output x is consistent with a measurement of the observable σz for x = 0 and

−σx for x = 1, as quantified by the average overlap Favg = (~n0.~z − ~n1.~x)/2= 99.94%

between the reconstructed and target measurement axes [Fig. 6.12 (f)]. Repeating

this experiment with Rp = Rπ/2y and Rb = Rπ/2−x , we select between an x-axis and a

y-axis measurement [Fig. 6.12 (e)], which optimizes the CHSH violation in a Bell

test using the type of entangled state we generate (see Secs. 2.2.3 and 6.5). In this

case, we determine an average overlap Favg = −(~n0.~x + ~n1.~y) = 99.85% between the

reconstructed and target measurement axes [Fig. 6.12 (e)].

In principle, the conditional rotation pulse can be as short to 2×2π/α' 7 ns while

retaining high fidelity and low | f 〉-level leakage [Motzoi09, Gambetta11a]. To confirm

this, we repeat the X/Y measurement basis choice experiment with rotation pulse

duration varying from 12 ns to 4 ns. For a pulse duration of 6ns or more, we observe

less than 1% leakage to the | f 〉, and near-unit overlap with the target measurement

axes.

6.8 Closing the locality loophole

6.8.1 Experimental setup

To close the locality loophole, we improve on the experimental setup described in

Sec. 6.1 to Sec. 6.6. We cool the transmon qubits in the opposite nodes of the 30m

long cryogenic link described in chapter 4 [Fig. 6.13 (a)]. As before, we connect

the transfer resonators of the circuits to each other through the 29.95m long WR90

waveguide housed inside the base temperature shield of the cryogenic link, in series

with two flexible coaxial copper cables of 0.4 m length each, and a circulator located

at node A. The transmon circuits are cooled to below 20mK and the waveguide is

entirely below 50mK (Fig. 4.6).

The room temperature electronics used to control and measure the qubits are split
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into two setups, one at node A (Alice), and one at node B (Bob), see Fig. 6.13 (a).

They are phase synchronized by a common 1GHz phase reference signal generated

by a reference oscillator in the middle of the link at point C (Charlie). The reference

signal is distributed to Alice and Bob through two cables of equal length (22 m) to en-

sure that the relative phase of the reference signal at A and B is insensitive to uniform

temperature changes in the laboratory environment. At each setup, the phase refer-

ence is distributed in a daisy-chain of 1 GHz reference signals between the microwave

generators (SGS100A from Rhode & Schwarz), to minimize phase drifts between el-

ements of the setup [Rhode&Schwarz16]. In each setup, the f0-g1 transition drive is

generated by a 25 Gs/s AWG (AWG70002 from Tektronix), which is clocked externally

at 12.5GHz by the first microwave generator of the reference-signal daisy-chain to

minimize phase noise and phase drifts of this instrument with the rest of the setup

[Fig. 6.13 (a)]. See [Copetudo21] for a detailed characterization of the phase stability

of this setup.

The cabling inside and outside the cryogenic system is optimized to reduce propa-

gation delay of signals which are time-critical for a Bell test. In each node, the drive

line [XY, in Fig. 6.13 (a,b)], which carries the conditional rotation pulse to imple-

ment the random measurement basis choice, and the readout output line [Rout, in

Fig. 6.13 (a,b)] are fed through the side port of the dilution refrigerator, described in

Sec. 4.1 [Fig. 4.1 (a)], to minimize their lengths. Characterizing the signal propagation

delays through each of the elements of the drive line and of the readout output line

with an oscilloscope, we determine the total propagation delay in the drive and output

lines to be below 18ns.

In addition, the line-of-sight geometry of the cabling through the side-port, of the

room temperature detection chain, and of the QRNG, increases the spatial separation

between the QRNG lasers on one side, and the ADC on the other side to 33m. This

leaves approximately 110 ns Bell-test-run measurement time to close the locality loop-

hole (see Sec. 2.2.2). Of that time budget, 17 ns is taken by the QRNG freshness time,

18 ns is taken by signal propagation delay in cables and components, and up to 12 ns is

needed by the conditional, mesaurement-basis-choice, rotation pulse. There remains

63 ns to integrate the readout signal.

The qubit chips used in this setup, illustrated in Fig. 6.13 (b,c), improve on the

design presented in Sec. 6.2 to optimize readout speed. To that end we target a

high bare qubit anhamonicity α/2π' −350MHz, or dressed anharmonicity α/2π'
−320MHz. To ensure that the e-f coherence is not limited by charge dispersion (see

Sec. 2.1.3), we design the qubit to target a frequency ωRO
q /2π≥ 7.2GHz for readout
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and ωq/2π= 7.7 GHz at the sweet spot, at which we intend to manipulate them. The

qubit couples dispersively to two Purcell filtered resonators: one for readout (green)

of frequency ωr/2π ' 5.64GHz, whose parameters are optimized as described in

chapter 3, and one of frequency ωr/2π' 9.5GHz for photon transfer (yellow).

The qubits have frequencies ωA
q/2π = 7.811GHz and ωB

q/2π = 7.875GHz at

their sweetspot, for which the transfer resonators have a matched frequency ωt/2π=
9.49GHz and the qubits have the highest coherence times T1 ' 18µs, T ∗2 ' 10µs,

and T e
2 ' 30µs. All target and measured sample parameters are listed in table 6.4. A

dedicated flux line inductively coupled to each qubit’s SQUID loop is used to rapidly

change the qubit frequency between its parking and readout values.

The sweetspot frequency increase relative to its designed value is unfortunate, be-

cause it brings the qubits (qubit A in particular) closer to a critical frequencyω f→g/2π=
(ωr +ωt − α)/4π ' 7.73GHz at which states | f 00〉 and |g11〉 are resonant. Labels

k, n, and m in |k, n, m〉 denote the number of excitations in the qubit, the readout

resonator, and the transfer resonator, respectively. This leads to an effective | f 〉 → |g〉
Purcell decay channel, which limits the | f 〉-level lifetime of qubit A. The negative AC

Stark shift induced by the f0-g1 drive brings the qubit closer toω f→g/2π, which limits

the maximum f0-g1 drive rate to 2 g̃max/2π' 25 MHz before | f 〉 → |g〉 decay limit the

photon emission fidelity. In addition, the coupling Jt between the transfer resonator

and its Purcell filter is significantly higher than expected, leading to an effective trans-

fer resonator external coupling rate κt/2p i ' 32 MHz larger than the maximum f0-g1

drive rate 2 g̃max. Therefore, as discussed in detail in appendix B.3, the f0-g1 drive rate

limits the speed of the photon emission.

6.8.2 Rapid Single-Shot Readout

To test the readout performance of qubit A (B), we initialize it in state |g〉 or |e〉 with

a reset pulse and an optional π pulse, then apply a flux pulse to rapidly tune the qubit

frequency from the upper sweetspot to ωq,RO/2π = 7.2GHz (7.55GHz) and apply a

5.622 GHz (5.636 GHz), gated microwave tone to the input port of the readout Purcell

filter [Fig. 6.14 (a)]. The readout tone frequency and power are chosen after a sweep

to maximize readout fidelity. Bob’s qubit couples strongly to a defect at ∼ 7.5GHz,

which causes ∼ 10% population decay when Bob’s frequency is rapidly tuned from

above to below the defect frequency. Therefore, we set ωB
q,RO = 7.55GHz, for which

the dispersive shift χr/2π = −5.4 is suboptimal, to avoid crossing this defect. We

define the measurement start time t = 0 as the end of the excitation π pulse. The
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quantity, symbol target Node A Node B unit

qubit upper sweetspot frequency ωq/2π 7.7 7.811 7.875 GHz
transmon anharmonicity α/2π -320 -299 -307 MHz
energy relaxation time on ge T1ge - 20 15 µs
energy relaxation time on e f T1ef - 3.4 7 µs
coherence time on ge T e

2ge - 28 18 µs
coherence time on e f T e

2ef - 10 9 µs
thermal excitation at equilibrium nth 0 3.3 3 %
| f , 0〉↔ |g, 1〉 transition frequency νf0g1 5.58 5.797 5.927 GHz
qubit frequency for readout ωRO

q /2π 7.2 7.22 7.55 GHz
readout resonator frequency ωr/2π 5.648 5.634 5.637 GHz
readout Purcell filter frequency ωPr/2π 5.64 5.623 5.611 GHz
readout resonator/qubit coupling gr/2π 210 215 218 MHz
readout circuit dispersive shift χr/2π -8 -8.15 -5.4 MHz
readout resonator/filter coupling Jr/2π 25 26.2 26.2 MHz
readout Purcell filter bandwidth κPr/2π 87 89 92 MHz
readout resonator eff. bandwidth κr/2π 31.4 38.3 24 MHz
transfer resonator frequency ωt/2π 9.5 9.490 9.491 GHz
transfer Purcell filter frequency ωPt/2π 9.5 9.489 9.477 GHz
transfer resonator/qubit coupling gt/2π 350 320 324 MHz
transfer resonator/filter coupling Jt/2π 25 36.2 36.4 MHz
transfer Purcell filter bandwidth κPt/2π 130 163.9 146 MHz
transfer resonator eff. bandwidth κt/2π 23.5 ∼ 30 ∼ 35 MHz

Table 6.4 Device parameters for chips A and B used in the 30m long setup.
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timing of the flux pulse and the readout drive are calibrated in such a way that they

start as early as possible, without degrading the fidelity of a qubit pulse ending at t = 0.

Because of a ring-up time td ∼ 5ns of the readout resonator, the rising edge of the

readout pulse arrives at a negative time −td [Fig. 6.14 (a)].

We amplify the information-rich quadrature Q of the readout signal using a near
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Figure 6.14 (a) Pulse scheme to perform and characterize single-shot readout of the
transmon qubits. The flux pulse starts at time t = 0 and rapidly sets the qubit frequency
from its sweetspot ωSS

q to the readout value ωRO
q . (b) Information-rich quadrature Q of

single-shot readout traces vs time t when the qubit is prepared in state |g〉 (blue) and |e〉
(red). The dashed line are the average traces and the shaded region around them correspond
to one standard deviation of the signal. The grey rectangles indicate the integration window,
and the corresponding measurement time. (c) Histograms of single-shot traces integrated
with optimal weights for 50 ns measurement time (75 ns integration time). The solid lines
are bi-modal Gaussian fits. The x-axis is offset such that the red and blue line cross at
u = 0, which defines the discrimination threshold. (d) Measurement infidelity 1−Fr , its
contribution from overlap error εo, and it’s decomposition into ground and excited state
errors εg and εe, as functions of the measurement time.
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quantum-limited reflective Josephson parametric amplifier (JPA) [Eichler11, Walter17]
with 31dB phase-sensitive gain (30.7dB) and 14MHz bandwidth (7MHz), pumped

at 5.622GHz (5.636GHz). We further amplify the signal at the 4K plate with high-

electron-mobility transistors (HEMT), then at room temperature with (ultra-)low-noise

amplifiers. The signal is then down-converted to 250MHz, digitized at 1Gs/s, and

digitally down-converted to complex DC values by the FPGA.

We collect 2000 single-shot traces for each qubit preparation state. The ground and

excited-state readout signal can be clearly distinguished in a single-shot measurement

after just a few tens of ns [Fig. 6.14 (b)]. For a given measurement time t, we integrate

the readout signal in the interval [−t r , t]with weights chosen to maximize the contrast

between the ground and excited state traces, accounting for the finite bandwidth of

the JPA, as described in Sec. 3.1. Here t r = 25ns is chosen to be larger that the

characteristic response time of the detection chain (Sec. 3.1).

The integrated signal u(t) follows a bi-modal Gaussian distribution, whose modes

correspond to the ground and excited state responses [Fig. 6.14 (c)]. The width of the

two Gaussian modes are different because of the strong readout tone, which drives

the resonator into a qubit-state-dependent, non-linear regime. We fit the ground and

excited-state histograms of u each with a bi-modal Gaussian curve. We define the

assignment threshold q at the intersection between the two fitted curves. A single shot

trace is assigned to outcome g if u< q and to e otherwise. We estimate the probability

P(i| j) to assign a measurement trace to outcome i when the qubit was prepared in

state j from the fraction of the integrated traces u assigned to i. At early measurement

times, t < 40ns, the readout fidelity

Fr = 1− P(e|g)− P(g|e)

is limited by the low signal-to-noise ratio (SNR) between the main modes of the ground

and excited traces. The SNR increases with measurement time resulting in lower

overlap errors εo = erfc[
p

SNR/8] and higher readout fidelity [Fig. 6.14 (d)]. At

t ∼ 50− 80 ns, qubit decay starts to limit the excited state errors P(g|e). The readout

fidelity reaches its maximum value Fr,A = 99% at t = 60ns, and Fr,B = 97.5% at

t = 55 ns, beyond which it decreases as qubit decay events become more probable over

longer measurement times.

In particular, the qubits can be read out with high fidelity (Fr,A = 98% and Fr,B =
97.2%) in 50 ns measurement time, which should allow to violate CHSH inequalities

while closing the locality loophole with 13ns margin. Bob’s readout fidelity could
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further increase in the absence of the 7.5 GHz defect. Indeed, in a previous cooldown

of the same chip, in which the defect was absent, we could readout Bob’s state with

Fr,B = 99.4% fidelity in 50ns by tuning its frequency to ωq,RO = 7.2GHz during

readout.

6.8.3 Quantum communication over 30 meters

We repeat the protocol described in Sec. 6.3 to emit single photons with approximate

shape φ(t) = sech(Γ t/2) from qubit A and absorb them with qubit B using the f0-g1

transitions. The photons propagate from Alice to Bob in τd = 142ns, as estimated

from the lengths and group velocity of each section of the waveguide. The photon

bandwidth, Γ/2π = 20MHz, is limited by the f0-g1 drive power which the device at

Alice can tolerate. Nonetheless, the photon is emitted in 60ns, which is a factor of

three faster than in the previous experiment (Sec. 6.3), and is also more than twice

shorter than the group delay τd of the waveguide. The transfer efficiency, defined as the

excited population at Bob at the end of the photon transfer protocol, is 70%, limited by

photon loss in the circulator and the lossy coaxial cables at each end of the waveguide,

and by qubit relaxation. The transfer efficiency is 3 percentage points higher than in

the previous experiment because the benefits of improved qubit relaxation time and

shorter photon emission duration outweights the ∼ 0.5% increase of photon loss due

to the longer waveguide (see Secs. 4.5 and 4.8.6).

Using this photon transfer protocol, we transfer qubit states from Alice to Bob in

the fashion described in Sec. 6.4. We reset both qubits to their ground state, prepare

Alice in one of the cardinal states |s〉 ∈ {|g〉 , |e〉 , |+i〉 , |−i〉 , |+〉 , |−〉}, apply an e-f π

pulse on Alice, transfer the f level excitation to Bob with f0-g1 emission and absorption

pulses, and apply a final e-f pulse on Bob [Fig. 6.15 (a)]. We perform a qutrit state

tomography on Bob to reconstruct the transferred state ρ f ,s for each initial state |s〉,
from which we determine an average state fidelity of the transferred states Fs = 85.5%.

We reconstruct the most likely transfer process matrix χ from the set of final states and

determine a process fidelity Fp = 80.2% to the ideal process, correcting for readout

errors [Fig. 6.15 (a)].

We generate and characterize an entangled state using the pulse scheme decribed in

Sec. 6.5 and illustrated in Fig. 6.15 (b). We reconstruct the entangled state ρ with two-

qutrit state tomography, correcting for readout errors [Kurpiers18]. We determine a

fidelity 〈Ψ+|ρ |Ψ+〉= 78.8% with respect to the ideal Bell state |Ψ+〉 and a concurrence

C(ρ) = 0.722, which are similar to the values obtained in the 5 m experiment (Sec. 6.5).
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parameter reconstructed state, ρ simulated state, ρsim

Population in two first levels, ν .938 .996
Bell state coherence, V .897 .985
Transfer efficiency, ηA .70 .748
Qubit A decay, ηB 1.09 .1.006
Trace distance .017 .015

Table 6.5 Results of a fit of the parametrized density matrix ρAB to the reconstructed and
simulated density matrices. The last column displays the trace distance

p

Tr(|ρ −ρAB|2).

However, unlike in Sec. 6.5, simulations of the process using parameters extracted from

independent measurement lead to a fidelity 〈Ψ+|ρs |Ψ+〉 = 86.2% and concurrence

C(ρs) = 0.85 clearly higher than what is measured, see red wireframes in Fig. 6.15 (b),

as one would expect from the improved coherence times and photon bandwidth.

To understand this discrepancy, we fit the the reconstructed and simulated states

ρ and ρs with the state parametrization (2.59) given in Secs. 2.1.8 and 6.5. The fitted

density matrices, whose parameters are shown in table 6.5, reproduces ρ and ρs very

closely (see trace distances in table 6.5).

We note three significant differences between ρ and ρs. First, the population

1− ν leaked outside the two-qubit subspace is large compared to simulation (' 6%

vs 0.4%). The population leaks mostly in state |g f 〉 (2%) and | f g〉 (3.4%), which

can be due to emission inefficiencies, e-f decay of qubit B just before the final e-f

π pulse, or poor calibration of the e-f single qubit pulses, which are used both in

the state generation protocol and in the tomography. Second, the Bell state coher-

ence V is significantly smaller than expected from simulation. This extra dephasing

could come from relative phase noise between the electronics setups of Alice and

Bob, to dephasing induced by the amplitude noise of the AC Stark-shift-inducing f0-g1

drive [Wei21, Caldwell18, Valery21], or to the incoherent emission process happen-

ing when state | f 00〉A couples to |g11〉A. The second possibility could be tested with

Ramsey measurements in the presence of a f0-g1 drive, and mitigated using emis-

sion methods inducing small amounts of AC Stark shift [Besse20b], or engineering

dynamical sweetspots with extra drive tones [Valery21, Huang21b]. Third, the trans-

fer efficiency ηA should in principle be larger by 5 percentage points, which could come

from imperfections in the absorption pulse, or impedance mismatches in the waveg-

uide. Characterizing and understanding these potential error sources would constitute

valuable work to further increase the fidelity of the generated entangled state.

We repeat the procedure described in Sec. 6.6 to perform a Bell test with predeter-

mined measurement bases. We generate the entangled state and measure Alice along
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PPPPPPPPa, b
x , y

0,0 0,1 1,0 1, 1

−1,−1 416 427 368 145
−1,+1 86 102 133 377
+1,−1 100 98 144 337
+1,+1 398 373 355 141
〈ab〉x y 0.628 0.6 0.446 −0.428
∆〈ab〉x y 0.024 0.025 0.028 0.029

Table 6.6 Number of runs which were assigned to the output pair a, b for input pair x , y ,
for ϕB = −5π/8. The last two rows show the values of the estimator of the correlations
and their uncertainty.

the x-axis or y-axis, and Bob along one of two orthogonal axes in the x-y plane, in single-

shots with a single-shot readout fidelities Fr,A = 98% and Fr,B = 96.4% [Fig. 6.15 (c)].
For each qubit and each measurement setting, we collect 1000 single-shot traces each

of which is assigned to output −1 or +1 by the FPGAs, thereby closing the detection

loophole.

The CHSH value oscillates with the angle ϕB between Bob’s measurement axis

B0 and the x-axis, with a fitted amplitude of 2.05 and extrema at ϕB = 3π/8 mod π

[Fig. 6.15 (c)]. For ϕB = −5π/8, we obtain the counts shown in table 6.6, from

which we calculate SCHSH = −2.102 ± 0.054. This corresponds to a violation of the

CHSH Bell inequality by more than 1.9 standard deviations, and a P-value of 0.028

to reject local hidden variable models assuming no memory effects. As expected from

previous discussions, simulations of the process predict a higher maximum CHSH value

S = 2.207 with our experimental readout fidelities. Understanding and correcting the

origins of the discrepancy between the experiment and the simulation would lead to a

larger violation of Bell’s inequality.

6.9 Conclusion

Conducting simulations in which all error sources but one are set to zero, we identify

that photon loss and qubit decoherence are the dominant sources of errors in transfer-

ring qubit states and generating entanglement. In the 5 m long setup, these sources of

errors contribute to 11.8% and ∼ 6% infidelity, respectively. In the 30m long setup,

photon loss causes the same amount of errors, but the decoherence-induced errors

reduce to ∼ 2% thanks to the improved photon bandwidth and qubit coherence times.

The additional error channels observed in the 30 m setup and discussed at the end of
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the previous section are not captured by the simulation and contribute to ∼ 8% error.

To improve the fidelity, the first step would be to understand and correct these

additional error channels. As a next step, one could tackle other sources of errors. For

instance, the photon loss may be reduced to 5 % by removing the circulator [Zhong19,

Leung19, Chang20, Burkhart21], by using a printed circuit board (PCB) metallized

with a superconductor, and by using low-loss coaxial cables between the device and

the waveguide. Simulations of the protocols with 5% photon loss indicate that Bell

state fidelities and state transfer process fidelities as high as 96% may be achievable,

which may enable distributed surface-code computation [Nickerson14] and commu-

nication [Fowler10] between distant cryogenic nodes. Such simulations also indicate

that CHSH values exceeding SCHSH = 2.6 could be obtained, putting yet-unachieved

device-independent tasks within experimental reach [Barrett05, Murta19, Tan20]. Fur-

ther improvement may be obtainable using protocols requiring less time compared

to the coherence of the circuit elements [Zhong19], or ones which are resilient to

photon loss [Kurpiers19b, Bergmann19, Chang20, Burkhart21] and thermal excita-

tion [Xiang17, Vermersch17].
This realization of milli-Kelvin temperature, microwave-frequency coherent quan-

tum links and their use for quantum state transfer, entanglement generation and Bell’s

inequality violation constitutes the very first demonstrations of meter-scale supercon-

ducting quantum networks. As a next step, we envisage to integrate the random-

measurement-basis-choice setup characterized in Sec. 6.7 with the 30m long setup

presented in Sec. 6.8 to reject local realism with a loophole-free Bell test. Such a re-

alization with superconducting circuits would open a number of directions for future

research which we detail in the outlook given in the next chapter.
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Outlook

Et qui m’empêchera de mettre en notre étable,

Vu le prix dont il est, une vache et son veau,

Que je verrai sauter au milieu du troupeau ?

Perrette là-dessus saute aussi, transportée.

Le lait tombe : adieu veau, vache, cochon, couvée.

— Jean de la Fontaine

All the work presented in this thesis has been motivated by the goal of conducting

a loophole-free Bell test using superconducting qubits. To that end, we developed a

protocol to entangle qubits fabricated on different chips connected by a microwave

link [Kurpiers18] and realized a cryogenic link technology to increase the distance

between connected qubits to tens of meters (chapters 4 and 6 and [Magnard20]).

We pushed transmon qubit dispersive readout to its speed limit to minimize the link

distance needed to close the locality loophole (chapter 3 and [Walter17]), and we

developed a microwave reset scheme to generate highly entangled states despite the

significant effective temperature of our transmon qubits (chapter 5 and [Magnard18]).

Assembling all these elements together, we were able to realize prototypes of a mi-

crowave quantum network, covering distances up to 30m, and successfully bench-

marked the network by determinstically transferring qubit states, generating highly

entangled states on-demand and violating Bell’s inequality. The very next step will

be to chose the Bell test measurement bases from the output of the quantum random

number generator to close the remaining loopholes as much as can be.

Local realism has already been rejected experimentally since a long time [Freedman72,

Aspect82a, Aspect82b, Weihs98, Rowe01], and more recently in loophole-free set-
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tings [Hensen15, Giustina15, Shalm15, Rosenfeld17, Kenny21]. However, the loophole-

free demonstrations have either suffered from low acquisition rates (sub-Herz), when

using atomic or solid-state bits, or from small Bell violation, when using pairs of en-

tangled photons. By contrast, we expect our setup to combine the benefits of both

platforms: high CHSH violations and tens of kHz repetition rates. This would put yet

unachieved tasks beyond Bell tests, such as device-independent randomness amplifica-

tion [Colbeck12, Kessler17, Ramanathan18] or quantum key distribution [Barrett05,

Murta19, Tan20], within experimental reach. It would also be possible to reject local

realism to a greater extent than in standard Bell test scenarios by testing chained Bell

inequalities [Pearle70, Tan17b].

The versatility of circuit QED systems opens a number of other interesting possi-

bilities. One could probe the interplay between local weak measurements and non-

locality and reject local-macrorealism by testing the hybrid Bell-Leggett-Garg inequal-

ity [Dressel14, White16]. Extending on [Katz08], one could reverse the effect of space-

like separated weak measurements on a pair of remote entangled qubits. Using a pair

of cavities at each node, with photon emission capabilities [Pfaff17, Axline18], and tun-

able beam-splitter interaction [Gao18, Gao19], one could test the interplay between

bosonic indistinguishability and non-contextuality, in a non-local fashion [Asadian21].
Finally, one could demonstrate probabilistic supraluminal teleportation of a randomly

chosen wavefunction by embedding quantum state teleportaion [Steffen13] in the Bell

test framework.

Another interesting research direction is to investigate the distribution of quantum

information processing tasks between quantum nodes hosting multiple qubits using a

coherent cryogenic network, an essential part of a modular quantum computer architec-

ture [Cirac99, Monroe14]. On a pratical level, one could develop tools to improve the

efficiency of microwave networks. For instance, one could increase the communication

bandwidth of the link by developping methods to multiplex in frequency the emission

and absorption of itinerant microwave photons, and developping rapid and lossless

multi-pole, multi-throw switches [Pechal16b] to reconfigure the graph topology of

the quantum network in situ would render the network considerably more flexible.

Using linear quantum emitters, one could study the robustness of bosonic encoded

wavepacket transfer against loss and thermal noise in the waveguide, to relax ther-

mal constraints on the cryogenic link, and thus its cost [Xiang17, Vermersch17]. On

a higher level, teleporting quantum state [Steffen13] and quantum gates [Chou18]
would demonstrate the possibility to perform universal computation across the network.

Remote entangled state purification [Bennett96a] would demonstrate the possibility
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to perform error-corrected quantum computation [Nickerson13, Nickerson14]. Finally,

one could stabilize a Bell state between remote data qubits with repeated parity mea-

surements using entangled ancilllae [Andersen19, Negnevitsky18], to demonstrate the

building block for distributed surface code error correction [Fowler10].

Another remarkable property of our setup is that photons are fully emitted from

one node before their wavefronts reach the other node. In this regime, one can re-

move the circulator without affecting the photon emission calibration procedure, and

obtain a low-loss, bidirectional long link. Many new experiments can be performed

in this bidirectional long-link setting. For instance, similar to the on-chip experiments

presented in [Zhong19, Bienfait19], one could perform a two-qubit SWAP gate be-

tween the remote qubits via a simultaneous qubit state transfer, in which the emitted

photons are criss-crossing in the waveguide. Emitting a photon from node A, letting

it perform a controlled phase gate with qubit B as it reflects off node B [Duan04,

Reiserer14, Kono18, Besse18], and absorbing it back at node A would effectively im-

plement a direct and deterministic two-qubit controlled-phase gate, which could be

benchmarked against gate teleportation [Chou18]. The significant propagation de-

lay introduced by the waveguide could also be used in combination with sequential

emission of entangled photonic states [Besse20b] and photon-photon gates [Reuer21]
to generate two-dimensional graph states of propagating microwave photon with a

single-emitter [Pichler17]. Finally, one could test measurement collapse models via

delayed entanglement and disentanglement of an emitter qubit with a propagating

measurement field.

In addition, the long waveguide setting offers a playground to investigate the

physics of qubits coupled to non-Markovian, open, waveguide fields. One could inves-

tigate the non-exponential decay of a qubit in front of a remote mirror [Ferreira20],
collective emission effects beyond super-radiance [Dinc19], or the so called bound states

in the continuum, which are quantum states of light trapped in between two remote

qubit-mirrors [Calajó19, Mirhosseini19]. The natural cutoff frequency of the waveg-

uide enables to generate qubit-photon bound states [Sundaresan19, Kim21], which

can interact with tunable strength from remote locations. Such effects can also be stud-

ied in metamaterial transmission lines [Mirhosseini18, Sundaresan19, Kim21], which

offers similar group delays on a single chip. However the three-dimensional geome-

try of the waveguide offers some advantages: losses are small [Reagor13, Kurpiers17,

Chakram20], qubits can be mounted and unmounted modularly to the waveguide [Burkhart21,

Rosario Hamann18], magnetic elements can be placed in the waveguide far away from

any qubits to introduce nonreciprocity [Owens18, Pozar12], the waveguide dispersion
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relation is simple and leads to small wavepacket distortion, and finally light can be

polarized using other waveguide modes [Pozar12]. These properties offer countless

possibilities to explore uncharted territories in open-waveguide microwave photonics.

In a decade or two, cryogenic quantum links might even represent a commercial

interest. Indeed, first error-corrected quantum computers will consist of more qubits

than a single cryostat, be it large, can handle [Reiher17, Babbush18b, Krinner19].
Therefore, inter-cryogenic quantum interconnects will play a vital role in scaling up

superconducting quantum computers. Most of current research on realizing such inter-

connects focuses on realizing microwave-to-optics quantum transducers [Andrews14,

Balram16, Fan18, Higginbotham18, Hease20, McKenna20, Jiang20, Mirhosseini20,

Chu20, Lambert20, Lauk20] to distribute quantum information with optical photons [Kimble08,

Duan11, Awschalom21]. Apart from the transducers, the hardware needed to imple-

ment such an optical-frequency quantum network would consists of optical fibers at

room temperature. Cryogenic links would be costly and impractical in comparison.

However, a multi-cryogenic-node quantum computing cluster would already look like a

giant cryogenic factory, and the inter-cryogenic distances would be on the meter scale.

Cryogenic links would therefore represent a small fraction of the cost and time spent to

install the cryogenics facility. Moreover, our demonstration is only the first prototype.

We anticipate that engineering and industrialization efforts would enable future cryo-

genic links to be 10 times cheaper than this prototype (approximately 15 M€/km), to

be mechanically flexible, to host multiple microwave buses and switching elements,

and to have the possibility to be plugged in-and-out of running cryogenic networks.

Finally, such cryogenic links enable microwave-based quantum communication proto-

cols, which will likely keep higher fidelity and bit rate than optical-transducer-based

protocols, thanks to their deterministic and low-noise features [Kurpiers18]. Cryogenic

links might therefore be the technology of choice for quantum intranets, the size of

a building or even of a campus. Microwave-to-optics transducers would then play a

complementary role: bridging larger distance and connect cryogenic microwave LANs

to the quantum internet [Kimble08].
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When designing the physical layout of a superconducting quantum chip, it it ex-

tremely important to relate physical parameters, such as inductances, capacitances and

lengths of distributed elements, to Hamiltonian parameters. During my thesis, I could

not find a reference which would present a large set of general formulae to calculate

the external coupling rate of microwave resonators coupled to output lines. Instead, I

had often to derive these formulae myself using methods introduced in [Pozar12]. In

this chapter, I derive the formulae giving the frequency shift and the external coupling

of lumped and distributed resonators, coupled capacitively or galvanically to an output

line.

A.1 LC-Resonator

We start with the circuit shown in Fig. A.1 (a), of a LC resonator coupled with ca-

pacitance Cg to an output line of impedance Z0. The output line can be equivalently

represented by a resistance Z0. The output admittance seen by the qubit is that of the

coupling capacitor and the output resistance in series

Yout(ω) =
1

Z0 +
1

iCgω

=
1
Z0

b2 + i b
1+ b2
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Cr

Cg

Lr

Z0 
out

Cg

Z0 
outZ0 

out
(a) (b) (c)

Figure A.1 Electrical circuit diagram of, (a) an LC-circuit capacitively coupled to an output
port, (b), a λ/4 resonator galvanically coupled to an output port, and (c), a λ/4 resonator
capacitively coupled to an output port. The output port transmission line is in blue.

where b := Cg Z0ω. The admittance of the full circuit is

Y (ω) =iCω+
1

i Lω
+

1
Z0

i b
1+ b2

+
1
Z0

b2

1+ b2

'i (C + Cg)
︸ ︷︷ ︸

CΣ

ω+
1

i Lω
+

1
Z0

b2
(A.1)

where we assumed b� 1 and expanded Yout to first order in b to get to the second line.

From standard microwave resonator theory [Pozar12], we see that the admittance (A.1)

corresponds to that of an LC-circuit with frequency ωr = 1/
p

LCΣ, impedance Zr =
p

L/CΣ and quality factor Q = 1/Zr Im[Y (ωq)]. Therefore external coupling of the

resonator is

κext=
ωr

Q
' Zr

b2

Z0
ωr = C2

g Zr Z0ω
3
r . (A.2)

A.2 CPW λ/4 resonator

We will now consider different cases of a λ/4 resonator coupled capacitively or galvani-

cally to an output port. A convenient method to calculate the resonance frequency and

the external quality factor of such an output-coupled distributed element circuit con-

sists in computing the normalized input admittance yin = Z0Yin or the normalized input

impedance zin = Zin/Z0 seen from the coupling port. For a lossless parallel(series)-LC-

type resonance, the normalized input admittance (impedance) zeros at the resonance

frequency ωr . The quality factor is then given by

Q =
1
2i

d xin

d( ωωr
)

�

�

�

ω=ωr

, (A.3)
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where xin is either the admittance or the impedance [Pozar12].

The formulae below can be easily extended to the case of λ/2.

A.2.1 Galvanic coupling

Targeting low quality factors with a capacitive coupling scheme requires large Cg . In

practice this regime can be difficult to reach without introducing parasitic effects due

to the size of the capacitor, like stray inductance. As an alternative, one can couple a

Consider a λ/4 resonator of length l, impedance Z0, and phase velocity vp, galvan-

ically connected via a tee-junction to the output port. The tee-junction separates the

λ/4 resonator into a shorted section of length εl and an open-ended section of length

(1− ε)l [see Fig. A.1 (b)]. Introducing the variable θ =ωl/vp, it can be easily shown

that the normalized input admittance

yin = −i [cot(εθ )− tan ((1− ε)θ )] ,

is zero when θ = π/2. Therefore the presence of the coupler does not disturb the

resonance frequency ωr =ω0. The derivative of the admittance at resonance is

d yin

dθ

�

�

�

θ=π/2
=− i

�

−ε(1+ cot2(εθ ))− (1− ε)(1+ tan2((1− ε)θ )
�

=i
�

ε(1+ cot2(εθ )) + (1− ε)(1+ cot2(εθ )
�

=i
�

1+ cot2(εθ )
�

=
i

sin2
�

επ2
� .

Using Eq. (A.3), we obtain the external quality factor and corresponding coupling rate

of the galvanic port

Qext =
π

4 sin2
�

επ2
� '

1
πε2

κext =
4 sin2

�

επ2
�

π
ω0 ' πε2ω0

where the approximation is valid up to third order in ε.
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A.2.2 Capacitive coupling

Let’s consider a λ/4 resonator of length l, characteristic impedance Z0 and propagation

velocity vp, capacitively coupled with capacitance Cg to the output. The coupling

capacitor is located at a distance εl from the shorted end [Fig. A.1 (c)]. For simplicity,

we first consider ε= 1, i.e. the coupling capacitor is at the open end of the resonator.

Because the input capacitor acts as an impedance inverter, the circuit should behave

as a series LC resonator near resonance [Pozar12]. The normalized input impedance

seen from the output port is

zin =
Zin

Z0
=

1
iZ0Cgω

+ i tan

�

ωl
vp

�

.

The calculation simplifies when introducing the variables θ =ωl/vp andη= Z0Cg vp/l =
Cg/C = Cg/2Cr , where C = cx l is the total capacitance of the resonator, and Cr is the

capacitance of the LC circuit equivalent to the uncoupled λ/4 resonator (Eq. (2.7)).

The input impedance is then

zin = −i
�

cotθ −ηθ
ηθ cotθ

�

.

A resonance occurs at the angle θr such that cotθr = ηθr Assuming that η� 1, or

equivalently that Cg � C , we see that θr is close to, but slightly below π/2. Writing

θ = π/2 + δθ and expanding up to second order in δθ , we obtain the resonance

condition

zin = 0 ⇐⇒ cotθr −ηθr = 0

⇐⇒ − tan(δθr)−η(π/2+δθr) = 0

⇐⇒ −δθr −η(π/2+δθr) = 0

⇐⇒ δθr = −
π

2
η

1+η

⇐⇒ θr =
π

2
1

1+η

⇐⇒ωr =
ω0

1+η
,

(A.4)

where ω0 = πvp/2l is the resonance frequency of the uncoupled λ/4 resonator.

To obtain the external quality factor associated with the coupling port, we use the
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fact that cotθr = ηθr at resonance and calculate

dzin

dθ

�

�

�

θ=θr

= i
1+η+ (ηθr)2

(ηθr)2
'

i
(ηθr)2

,

from which we get the external quality factor and corresponding output coupling rate

Qext =
π

(2ηθr)2
=

π

4Z2
0ω

2
r C2

g

(A.5)

κext =
ωr

Qext
= C2

g

4Z2
0

π
ω3

r (A.6)

Interestingly, the same results can be obtained by first representing the uncoupled

λ/4 resonator as it’s equivalent parallel LC-circuit, then applying the method used in

appendix A.1. The coupled circuit then reduces to that of Fig. A.1 (a), with Zr = 4Z0/π

[see Eq. (2.7)]. Using this in Eq. (A.2) we find that same output coupling rate as in

Eq. (A.6). Also, we had seen that the resonance frequency is shifted by the coupling

capacitor to

ωr '
1

Æ

Lr(Cr + Cg)

=
1

p

Lr Cr

1
Æ

1+ Cg/Cr

=ω0
1

p

1+ 2η

'
ω0

1+η

which is the result obtained in Eq. (A.4).

Combining the method used in appendix A.2.1 and this subsection, one can cal-

culate the resonance frequency and the external coupling of the resonator for any

ε ∈ [0,1]. However, the derivation is cumbersome and does not give new insight, so

we skip it and directly give the formulae

κext =κext ' sin2
�

ε
π

2

�

C2
g Zr Z0ω

3
r ,

ωr =
ω0

1+η sin2
�

επ2
� .
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A.3 Practical considerations for capacitive external coupling

In practice, to estimate the coupling capacitance, one performs a capacitance matrix

simulation on a finite section of length εl at the coupled end of the resonator to obtain

the coupling capacitance Cg , and a shunt capacitance to ground Cgnd = εC+C0, which

can be divided in a contribution C0 from the coupler, and a contribution εl from the

core of the transmission line. This end section is therefore treated as lumped element,

and it’s distributed inductance is neglected. To estimate the error which is made with

this approximation, we shall look at how the resonance frequency varies with the

fraction ε of the transmission line which is considered as a lumped element.

Definingω′0 =ω0/(1−ε) as the resonance frequency of the (1−ε)l long, uncoupled

λ/4 resonator, and η′ = (Cg +C0+εC)/(1−ε)C , the reasoning used in Eq. (A.4) leads

to

ω′r =ω
′
0

1
(1+η′)

=
ω0

1− ε
1

1+ η+ε
1−ε

=
ω0

1− ε
1− ε

1− ε+η+ ε

=
ω0

1+η

=ωr ,

(A.7)

where we defined η= η′(ε= 0) = (Cg + C0)/C . Because the equations used to derive

Eq. (A.7) make use of a second order expansion in η and η′ ' η + ε, the error in

estimating the resonance frequency with Eq. (A.4) is bounded as O((ε + η)3). For

realistic values of ε,η < 5%, the error is on the level of hundred parts per millions,

corresponding to sub-MHz precision for a 5 GHz resonator.

A corollary is that, the imaginary line dividing the distributed part of a resonator,

and the lumped-element part close to its coupling capacitor can be chosen arbitrarily,

as long as ε� 1. This result is useful to estimate the coupling rates and frequency of

a capacitively coupled resonator from a physical layout.
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B.1 Emitting photons of arbitrary shapes

We consider a two-level system with eigenstates |0〉 and |1〉 driven with detuning δ at

a time-dependent complex rate g̃ e−iφ . We also consider that population leaks from

state |1〉 to a dark state |D〉, by the emission of a propagating photon at a constant rate

κ. States |0〉, |1〉 and |D〉 would correspond to states | f 0〉, |g1〉 and |g0〉 in the photon

shaping scheme described in Sec. 2.1.8, and the drive term is induced by the second

order f0-g1 transition described in Sec. 2.1.7.

This system can be solved using a wavefunction framework by considering the

manifold spanned by |0〉 and |1〉 and describing loss outside of this manifold with a non-

Hemitian term. In a frame rotating at the drive carrier frequency, the non-Hermitian

Hamiltonian is

H/ħh= (δ− iκ/2) |1〉 〈1|+ g̃ e−iφ |1〉 〈0|+ g̃ e+iφ |1〉 〈0| (B.1)

Let |ψ〉 be the wavefunction obeying Hamiltonian (B.1). The photon emitted in

the process will have a real envelope

f (t) =
p
κ 〈1|ψ〉 , (B.2)
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and a carrier frequency detuned by δ from the |1〉 → |D〉 transition. Our goal is to

determine what shall the drive amplitude g̃ and phase φ be to emit a photon of target

shape f and carrier frequency detuning δ, when the system is initialized in state

|ψ〉t=−∞ = |0〉.

Due to the non-Hermiticity of Hamiltonian (B.1), the norm of the wavefunction

decays as

∂t 〈ψ|ψ〉= −κ 〈1|ψ〉
2 = − f 2(t),

which we integrate to obtain

〈ψ|ψ〉 (t) = 1−
∫ t

−∞
f 2(t) d t = 1− F2. (B.3)

Here, F2(t) is the primitive of the photon power f 2(t). It corresponds to the fraction

of a photon which has been emitted at time t. To solve the problem, we introduce the

normalized wavefunction

|ψ̄〉 :=
|ψ〉

p

〈ψ|ψ〉
:= e−iα cos

�

θ

2

�

|0〉+ sin
�

θ

2

�

|0〉 ,

which can be written as a function of the mixing angle θ (t) and the state phase α.

Using Eqs. (B.2) and (B.3), we obtain the following simple relations between the

photon shape and θ

sin
�

θ

2

�

= 〈1|ψ̄〉 =
f

p

κ(1− F2)
, (B.4)

cos
�

θ

2

�

=

√

√

1− sin2
�

θ

2

�

=

√

√κ(1− F2)− f 2

κ(1− F2)
, (B.5)

tan
�

θ

2

�

=
sin (θ/2)
cos (θ/2)

=
f

p

κ(1− F2)− f 2
. (B.6)

Now, let’s express the time derivative of |ψ̄〉 with respect to α and θ :

| ˙̄ψ〉= eiα

�

iα̇ cos
�

θ

2

�

−
θ̇

2
sin
�

θ

2

�

�

|0〉+
θ̇

2
cos

�

θ

2

�

|1〉 (B.7)

Using the Schrödinger equation iħh |ψ̇〉 = H |ψ〉, we can also express | ˙̄ψ〉 as a
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function of the Hamiltonian parameters

| ˙̄ψ〉=− i
�

H/ħh+ i
κ

2
sin2

�

θ

2

��

|ψ̄〉

=
�

−i g̃ e−iφ sin
�

θ

2

�

+
κ

2
cos

�

θ

2

�

sin2
�

θ

2

�

eiα
�

|0〉

+
�

−i g̃ ei(φ+α) cos
�

θ

2

�

+
κ

2
sin3−i

�

δ− i
κ

2

�

sin
�

θ

2

��

|1〉 .

(B.8)

Identifying the real and imaginary parts of the eigenstate coefficients of | ˙̄ψ〉 given

by Eqs. (B.7) and (B.8), we obtain the system of equations

α̇=− g tan
�

θ

2

�

cos (φ −α) , (B.9)

g̃ cos (φ −α) =−δ tan
�

θ

2

�

, (B.10)

g̃ sin (φ −α) =−
1
2

�

θ̇ + κ sin
�

θ

2

�

cos
�

θ

2

��

. (B.11)

Inverting the relation ∂t [sin(θ/2)] = θ̇ cos(θ/2)/2, whose left-hand-side can be

calculated from Eq. (B.4), we obtain

θ̇ =
1

p

κ(1− F2)− f 2

�

2 ḟ +
f 3

1− F2

�

.

Inserting this result in Eq. (B.11), we compute (B.10)2+(B.11)2 to obtain the the drive

amplitude as a function of time

g̃ =

√

√

√

√

�

ḟ + κ
2 f
�2
+ (δ f )2

p

κ(1− F2)− f 2
. (B.12)

Inserting Eq. (B.12) in Eq. (B.10) leads, after a lengthy calculation which we skip for

conciseness, to an analytical expression of the instantaneous drive frequency offset

φ̇ =
δ

κ (1− F2)− f 2

�

f 2 +
f f̈ − ḟ 2

g̃2

�

. (B.13)

Note, that the instantaneous frequency is constant (φ̇ = 0) when δ = 0.

Equations (B.12) and (B.13) constitute the main result of this section. They give

the drive amplitude and phase required to emit a photon with arbitrary real envelope
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and detuning from the emitter mode, under the constraint that g̃ does not diverge. This

condition is valid as long as the denominator of the right-hand-side of Eq. (B.12) is not

0, or equivalently κ(1− F2) = κ 〈ψ|ψ〉 ≥ f 2. In words, the emitted power f 2 cannot

be larger than the emission rate κ times the population 〈ψ|ψ〉 left in the manifold.

This result is also valid for a time-dependent photon detuning δ(t) as long as δ/ g̃

varies slowly compared to the transition frequencies of the system. To extend this result

to photons with fast frequency chirps, one would need to repeat the demonstration

allowing the envelope f to take complex values, and encode the target frequency chirp

in the argument of f .

B.2 Optimal photon shape

During he photon emission and absorption pulse, the qubit is subject to decoherence.

The resulting errors can be reduced by minimizing the emission time. In the following,

we will present some considerations to optimize the photon emission rate.

Fisrt, what is the shortest photon shape which one can emit? The mathematical

phrasing of this question takes the form of the following constrained optimization: one

need to find a photon shape f of unit norm
∫

f 2 d t = 1, such that at any time t, the

emitted photon fraction F2(t) is larger than for any other shape, under the physicality

constraint κ(1− F2)≥ f 2. To have a well-posed problem, we restrict it to shapes which

are zero at negative times: i.e. the emission starts at t = 0 at earliest.

A simple way to maximize F2 is to maximize its derivative, the photon power f 2.

Which leads to the equation f 2 = κ(1− F2), which can be written as F ′2 = κ(1− F2).
This equation accepts a simple exponential solution of the form F2 = 1−e−κt , with the

exponential photon amplitude ffastest =
p
κe−κt/2. The shortest photon shape which can

be emitted is a single-sided decaying exponential with rate κ limited by the emission

coupling rate. Such a photon can be emitted by applying an instantaneous π pulse

mapping state |0〉 to |1〉, and let the state decay to |D〉 at a rate |D〉.

However, the time-reversed of this photon shape clearly violates the emissibility

constraint κ(1−F2)≥ f 2. Therefore, such a photon shape cannot be absorbed with unit

fidelity. To enable perfect absorption, the rising edge of the photon should not increase

with a rate higher than κ. The shortest photon shape which can be both emitted and

absorbed is therefore a double-sided exponential of the form (symmetrized around

t = 0)

f 2 =
κ

2
e−κ|t|.
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Note that this shape has an infinite support. This means that perfect photon transfer

in finite time is impossible. In practice, the photon shape must be truncated. Thanks

to the exponential shape of the photons truncation errors tend exponentially towards

zero with the truncation interval. So near-perfect photon transfer can be achieved in

a finite transfer time of several 1/κ.

If nodes A and B have different emission rates κA 6= κB, the optimal shape is an

asymmetric double-sided exponential

f 2 =N
�

Θ(t)e−κAt +Θ(−t)e−κB t
�

, (B.14)

with Θ the Heavyside function and N a normalization constant.

These double-sided exponential shapes lead to a divergence of the required drive

rate g̃ at time t = 0, where the derivative of the photon power f 2 suddenly changes.

Photon with such shapes can be transferred in theory, but not in practice. To avoid this

divergence, we shall emit photons with a smooth shape. A near-optimal photon shape

is given by

f =
N

eκAt/2 + e−κB t/2
. (B.15)

Indeed, it is asymptotically equal to shape (B.14), and tends exponentially towards

this asymptotic curve away from t = 0. In the symmetric case where κA = κB = κ, this

shape becomes

f =
p
κ

2
sech(−κt/2). (B.16)

This is why, in this thesis, we emit photon shapes of the form Γ sech(−κt/2)/2, with

the physicality constraint Γ ≤ κ. In any case, the maximum emission rate is physically

limited by κ.

Both shapes symmetric and asymmetric sech shapes lead to analytical solutions of

the drive rate g̃ using Eq. (B.12). In the simple case δ = 0 and Γ sech(−κt/2)/2 with

Γ ≤ κ, the drive rate obtained from Eq. (B.12) is real and takes the form [Kurpiers18,

Pechal16a, Kurpiers19a]

B.3 Design considerations

We have seen that the photon bandwidth Γ is ultimately limited by the external coupling

rate κ. However, if κ is much larger than the maximum drive rate g̃max the that can

experimentally be applied, then drive power will limit the maximum photon bandwidth.

In this section, we discuss how to whoose κ to maximize thephoton bandwidth Γ , taking
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Figure B.1 (a) Photon bandwidth vs drive amplitude, both normalized by the external
coupling rate. The blue and red dashed lines are asymptotes at 2 g̃max ® κ and 2 g̃max� κ,
respectively. (b) Photon bandwidth vs external coupling rate, both normalized by the
maximum drive amplitude 2 g̃max.The gray dashed line is an an asymptote for κ� 2 g̃max

into account this drive power limitation.

We restrict ourselves to the simple case where δ = 0 and Γ sech(−κt/2)/2 with

Γ ≤ κ. Using Eq. (B.12), we find that the drive rate to obtain this photon shape is real

and takes the form [Kurpiers18, Pechal16a, Kurpiers19a]

g̃ =
Γ

4
sech

�

Γ t
2

�

�

1− eΓ t
�

+ κ
Γ

�

1+ eΓ t
�

Æ

κ
Γ (1+ eΓ t)− eΓ t

.

For photons with maximal bandwidth Γ = κ, the drive amplitude simplifies further to

g̃ =
Γ

4
sech

�

Γ t
2

�

.

From this last equation, it is obvious that the maximum drive amplitude needed

to emit this shape is 2 g̃ = Γ = κ. If 2 g̃max = κ, then the photon bandwidth is limited

by the external coupling and Γ = κ. Otherwise, if the maximum drive amplitude is

smaller than external coupling rate, we have Γ < 2 g̃max < κ: the photon transfer

speed is limited by drive power [Fig. B.1 (a)]. In this drive-power limited regime, we

distinguish to asymptotic cases: if 2 g̃ ∼ κ then Γ ∼ 2 g̃max, else if 2 g̃max � κ, then

Γ ∼ 4 g̃2
max/κ� 2 g̃max [see dashed lines in Fig. B.1 (a)].

In practice, to chose design parameters which maximize the photon bandwidth,

one should first seek to maximize the available drive amplitude g̃max. Taking the

exmaple of the f0-g1 transition, we have seen in Sec. 2.1.7 that the f0-g1 drive rate
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is [Zeytinoğlu15, Pechal16a]

g̃ = Ω
gα

p
2∆(∆+α)

,

where α is the transmon anharmonicity, ∆ = ωq −ωr is the detuning between the

qubit and resonator frequencies, and Ω is the qubit dive rate. To maximize g̃max, one

should therefore maximize α, g/∆ and Ω/∆, under the typical circuit QED design

constraints, like staying in the transmon regime (α� ωq), staying in the dispersive

regime (g �∆), staying in the adiabatic Raman regime (Ω�∆) and limiting Purcell

decay.

Once the target parameters maximize g̃max, one should find the optimal κ given

this value of g̃max. For a fixed g̃max, if κ < 2 g̃max, then the photon transfer speed is

limited by the external coupling and Γ = κ [Fig. B.1 (b)]. For κ ≥ 2 g̃max, the photon

bandwidth is power limited. For κ ¦ 2 g̃max, the photon bandwidth is close to it’s

maximum value g̃max, but if κ is much larger than 2 g̃max then the photon bandwidth

tends towards 4 g̃2
max/κ � 2 g̃max [see dashed line in Fig. B.1 (b)]. To mximize the

photon bandwidth, one should therefore target a value κ¦ 2 g̃max.
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Appendix C

SNR expressions for arbitrary readout
circuitries in the weak-drive limit

Inspiring citation

— Someone influencial

In this appendix, we demonstrate how to obtain an analytical formula of the SNR,

in the weak-drive linear regime, for arbitrary readout circuit topologies. Let us consider

m modes coupled arbitrarily to each other. We order the modes such that mode 1 is

dispersively coupled to the qubit with dispersive shift χ, and mode m couples to a

semi-infinite transmission line which leads to a matched detection device with rate κ.

We further suppose that the system is driven on mode k. The input-output relation of

the system writes

α̇1 = −i(δ1 ±χ)α1 + · · · − iJ1,kαk + · · · − iJ1,mαm

α̇2 = −iJ∗1,2α1 + · · · − iJ2,kαk + · · · − iJ2,mαm
...

...
. . .

...
...

α̇k = −iJ∗1,kα1 + · · · − iδkαk + · · · − iJk,mαm − iε
...

...
...

. . .
...

α̇m = −iJ∗1,mα1 + · · · − iJ∗k,mαk + · · · − i
�

δm − i κ2
�

αm

with αi the field amplitude of the ith mode, δi :=ωi−ωd the detuning of the ith mode

to the drive frequency, Ji, j the transverse coupling rate of modes i and j, and ε the

drive rate. The resonance frequency of resonator 1 isω1±χ depending on the state of

the qubit dispersively coupled to it. This system of equation can conveniently written
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in a matrix form

~̇α= −i (H · ~α+D) , (C.1)

with ~α = (α1, . . . ,αm) the vector of field amplitudes, D the vector of drive rates and

H the classical, non-Hermitian Hamiltonian of the resonator system. Equation (C.1)

can be account for more complex loss channels in the non-Hermitian Hamiltonian and

multiple-port simultaneous drive. Assuming that the resonators are initially in their

vacuum state (~α= 0) and that the drive is constant, the solution to Eq. (C.1) takes the

general form

~α(t) = −
�

1− e−iHt
�

· ~α+∞
= −

�

1− Pe−iD(Λ)t P−1
�

· ~α+∞
= −

�

1− PD
�

e−iΛt
�

P−1
�

~α+∞,

where Λ = (λ1, . . . ,λm) is the vector of eigenvalues of H, P is the matrix form of

the eigenvectors of H, D(~x) is a diagonal matrix filled with the elements of ~x , and

~α+∞ = −HD is the field amplitudes in steady-state. The field amplitude of each

resonator can thus be written as a simple sum of exponentially decaying terms

αi(t) = αi,+∞ −
m
∑

j=1

Ai, je
−iλ j t

= −
m
∑

j=0

Ai, je
−iλ j t ,

(C.2)

where the coefficients Ai, j = Pi, j

�

P−1 · ~α+∞
�

j , sum up to αi,+∞, and where we intro-

duced the notations Ai,0 = −αi,+∞ and λ0 = 0 for convenience. The SNR can then
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take the analytical form

SNR(τ) = 2κ

∫ τ

0

|α+1 −α
−
1 |

2d t

= 2κ

∫ τ

0

�

�

�

�

�

m
∑

j=0

�

A+i,me−iλ+j t − A−i,me−iλ−j t
�

�

�

�

�

�

2

d t

= 2κ

∫ τ

0

�

�

�

�

�

B0 +
2m
∑

j=1

B je
−iλ j t

�

�

�

�

�

2

d t

= 2κ

∫ τ

0






|B0|2 +

2m
∑

j,k=0
{ j,k}6={0,0}

B jB
∗
ke−i(λ j−λ∗k)t






d t,

(C.3)

where we introduced the notations B0 = A+0,m−A−0,m, B j = A+j,m, B j+m = −A−j,m, λ j = λ+j
and λ j+m = λ−j . The integrand can then be resolved, yielding

SNR(τ) = 2κ






|B0|2τ+

2m
∑

j,k=0
{ j,k}6={0,0}

B∗j Bk

i(λj −λ∗k)
�

1− e−i(λj−λ∗k)τ
�






(C.4)

In this last step, we have assumed that all bare modes have a coupling path to the output

mode m, which leads to all the eigenvalues λ j having a strictly negative imaginary

part, and thus λ j−λk 6= 0 when j 6= 0 and k 6= 0. This assumption can be done without

loss of generality because modes which do not have a coupling path to the output can

be omitted from the Hamiltonian.

To calculate the SNR as a function of time for an optimal drive frequency, we made

a program which goes through the following steps:

1. Set the drive frequency such that ng = |α1,g,+∞|2 = |α1,e,+∞|2 = ne.

2. Diagonalize the non-Hermitian Hamiltonians for each qubit state: find P± and

Λ± such that H = P±D(Λ±)P−1
± .

3. Compute the coefficients A±j,m [Eq. (C.2)], then the coefficients B j [Eq. (C.3)].

4. Compute Eq. (C.4).

We performed two sanity checks on the protocol described above and its imple-

mentation as a Mathematica function. First we verified that it leads to Eq. (3.10) for
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a single resonator. Second, as discussed in Sec. 3.3, we verified that the SNR for a

resonator coupled to a Purcell filter in the adiabatic elimination regime is the same as

that of the corresponding single, effective resonator.



Appendix D

Derivation of Reset Operating Regimes

Inspiring citation

— Someone influencial

The discussion about the reset operating regimes in Sec. 5.4 is based on Eq. (5.4).

To derive this equation, we start with the expression for the population

PH
s|s0
(t) =

�

�〈s| e−iH t |s0〉
�

�

2
,

of state |s〉 ∈ {|e, 0〉 , | f , 0〉 , |g, 1〉}, where s0 is the initial state. We introduce the diago-

nalization matrix

T =
∑

k

|λk〉 〈k| ,

where |λk〉 are the eigenvectors of H and the vectors |k〉 form an orthonormal basis in

which D = T−1 ·H · T is diagonal. Note that, since H is non-Hermitian, its eigenvectors

|λk〉 are not orthogonal and T is not unitary. We then obtain

PH
s|s0
(t) =

�

�〈s| Te−iDt T−1 |s0〉
�

�

2

=

�

�

�

�

�

∑

jklm

〈s| T jk | j〉 〈k| e−iDt T−1
lm |l〉 〈m〉 s0

�

�

�

�

�

2

=

�

�

�

�

�

∑

k

〈s|

 

∑

jm

T jk T−1
km | j〉 〈m|

!

|s0〉 e−iλk t

�

�

�

�

�

2

.
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We recover Eq. (5.4) by defining

Âk =
∑

jm

T jk T−1
km | j〉 〈m| .

As discussed in the main text, we can define operating regimes of the reset by

studying the eigenvalues λk of Hamiltonian (5.1). We set δef = δf0g1 = 0, both to

simplify the analysis and to ensure that the full three-level transmon is reset. To

reduce the notations, we tackle an equivalent problem and solve for the eigenvalues

Λk = i2λk/κ of the renormalized Hamiltonian

H̃ =







0
p
Ω 0

−
p
Ω 0

p
G

0 −
p

G −1






, (D.1)

where the dimensionless drive powers Ω = (2Ωef/κ)2 and G = (2 g̃/κ)2 are real and

positive. Hamiltonian (D.1) has the characteristic polynomial

PH̃(X) = X3 + X2 + (G+Ω)X+Ω,

whose roots are the eigenvalues Λk. The discriminants of this cubic equation are

∆0 = 1− 3(G +Ω), (D.2)

∆1 = 2− 9(G − 2Ω). (D.3)

Note that∆0 is a linear function of G+Ω, so (−∆0) indicates the amount of total drive

power. Conversely, ∆1 indicates the level of asymmetry between the power of the two

drives. Defining the sub-roots

C± =
3

√

√

√∆1 ±
q

∆2
1 − 4∆3

0

2
,

we find the expression for the eigenvalues

Λk = −
1
3

�

1+ ξkC+ + ξ−kC−
�

, (D.4)

where k ∈ {−1,0,1}, and ξk = exp [i2πk/3] are the cubic roots of unity. A conse-

quence of Eq. (D.4) is that the reset rate is bounded by Γ/κ≡min |Re(Λk)| ≤ 1/3. We
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can distinguish three cases based on the sign of ∆2
1 − 4∆3

0.

Under-damped regime:∆2
1 > 4∆3

0. In this case, the sub-roots C+ and C− are real and

distinct from each other. Therefore, the eigenvalues Λk are complex, with a non-zero

imaginary part: the populations display oscillations during the reset. Depending on

the sign of ∆1, we have

Γ/κ=















1
3

�

1− 1
2 (C

+ + C−)
�

< 1
3 , if ∆1 > 0

1
3 [1+ (C

+ + C−)]< 1
3 , if ∆1 < 0

1
3 , if ∆1 = 0.

(D.5)

The reset rate is thus maximized (Γ = κ/3) only when the drives are strong enough

(∆0 ≤ 0) and well balanced (∆1 = 0). The conditions ∆0 ≤ 0 and ∆1 = 0 define the

optimal branch (solid red line in Fig. 3a).

Over-damped regime: ∆2
1 < 4∆3

0. In this low power regime (∆0 has to be positive),

C+ and C− are complex conjugates of each other. As a result, all eigenvalues Λk are

purely real and the qutrit populations show no oscillatory features during the reset. In

this regime, the reset rate can be expressed as

Γ/κ=
1
3

�

1−
p

∆0

�

cos
θ

3
+
p

3sin
θ

3

��

,

where θ = arccos(∆1/2∆
3/2
0 ) is the argument of (C+)3, and ranges from 0 to π. Be-

cause ∆0 > 0, we have the strict inequality Γ < κ/3, which means that the optimal

branch does not cross the over-damped region.

Critical-damping: ∆2
1 = 4∆3

0. When this equality holds, we have C+ = C− =
3
p

∆1/2 =
p

∆0, and the eigenvalues are real. We parametrize the critical damping

equality by introducing the variable β = 3
p

∆1/2. We then have ∆0 = β2 and C± = β ,

which leads to

Γ/κ=







1
3 (1− β) , if β ≥ 0
1
3 (1+ 2β) , otherwise.

Inverting Eqs. (D.2) and (D.3) we obtain a parametrization of the critical damping

boundary region

G(β) =
8

27
(1−

3
4
β2 −

1
4
β3),

Ω(β) =
1

27
(1− 3β2 + 2β3),
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where β ranges from −1/2 to 1, to keep Γ , G and Ω positive.

For β = 0, we have Γ = κ/3. This point is an exceptional point, where all eigenval-

ues are identical [Eq. (D.4) with C± = 0] and the eigenvectors coalesce [Heiss04].
This point (G = 8/27 and Ω = 1/27, or equivalently, g̃ = g̃ep =

p

2/27κ and

Ωef = Ωef,ep =
p

1/108κ) is the only one that maximizes Γ without displaying os-

cillatory features of the populations.

For a given value of G, there is a unique Ωopt that maximizes the reset rate to

Γmax(G). For G ≥ 8/27, according to Eq. (D.5), the reset rate is maximized by chosing

Ω such that∆1 = 0. Using Eq. (D.3), we find thatΩopt(G) = G/2−1/9. The parameters

are then on the optimal branch and Γmax(G) = κ/3. For G < 8/27, the reset rate is

maximized by chosing Ω such that ∆2
1 = 4∆3

0 (critical damping) and ∆1 > 0 (upper

branch). This can be proven by showing that ∂ΩΓ ≥ 0 in the over-damped region, and

that ∂ΩΓ and ∆1 have opposite signs in the under-damped region. Using these results,

we obtain

Γmax(G) =
2
3

�

1− cos
�

1
3

arccos
�

1−
27G

4

���

.

The derivative of Γmax diverges as G → 8/27 from the left side (Fig. 3b). If one

cannot drive the f0-g1 transition with enough power to get G > 8/27, or equivalently

g̃ >
p

2/27κ, Γmax is abruptly reduced. To obtain a fast reset, one should therefore

target a value of κ that is as high as possible within the limit that κ < g̃max

p

27/2 '
3.67 g̃max, where g̃max is the maximum f0-g1 drive rate experimentally achievable,

without driving unwanted transitions [Zeytinoğlu15]. This ensures that the maximum

reset rate Γ = κ/3 is high and always attainable.
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Master Equation SImulations

Inspiring citation

— Someone influencial

E.1 Reset

To model the transmon qutrit reset process numerically, we model the transmon qubit

as an anharmonic oscillator with annihilation (creation) operator b̂ (b̂†) [Koch07],
which we truncate at the second excited state | f 〉 and denote the annihilation and

creation operators of the reset resonator â and â†, respectively. Setting ħh = 1, the

driven Jaynes-Cummings Hamiltonian is given by

Ĥ =ωr â†â+ωge b̂† b̂+Ω(t)(b̂+ b̂†)

+ gr(â
† b̂+ â b̂†)−

EC

2
b̂† b̂† b̂ b̂,

(E.1)

where gr denotes the coupling between the transmon and the reset resonator, EC the

charging energy of the transmon qubit and Ω(t) = Ω cos[ωi
d t+ϕi(t)] is the amplitude

of the microwave drive inducing the desired coupling g̃(t). Since the readout resonator

does not play a role in the reset dynamics, it is omitted from the Hamiltonian and the

static Lamb shift it induces is implicitly included in the parameters.

In order to make the effective coupling g̃(t) between the | f , 0〉 and |g, 1〉 states

apparent and to simplify the simulations, we perform a series of unitary transformations

on Equation (E.1). We first move to a frame rotating at the drive frequency ωd , and

then perform a displacement transformation b̂ → b̂ − β , â → â − γ and choose β ,γ
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such that the amplitude of the linear drive terms is set to zero. Next, we perform

a Bogoliubov transformation b̂ → cos(Λ)b̂ − sin(Λ)â, â → cos(Λ)â + sin(Λ)b̂, where

tan(2Λ) = −2gr/(ωr −ωge+2EC |β |) and, neglecting small off-resonant terms, obtain

the resulting effective Hamiltonian

Ĥ g̃ =∆r â†â+∆ge b̂† b̂+
α

2
b̂† b̂† b̂ b̂+

K
2

â†â†ââ

+ 2χr â†â b̂† b̂+
1
p

2
( g̃ b̂† b̂†â+ g̃∗â† b̂ b̂),

(E.2)

where α = −EC cos4Λ is the transmon anharmonicity, K = −EC sin4Λ is the qubit-

induced resonator anharmonicity, χr = −EC cos2Λ sin2Λ is the dispersive shift, ∆r =
ωr cos2Λ+(ωge−2EC |β |2) sin2Λ− gr sin 2Λ−ωd is the resonator-drive detuning and

∆ge = (ωge − 2EC |β |2) cos2Λ+ωr sin2Λ+ gr sin2Λ−ωd is the qubit-drive detuning.

In Equation (E.2), the desired effective coupling g̃ = −ECβ
p

2cos2Λ sinΛ between

the | f , 0〉 and |g, 1〉 states is now made explicit.

Adding the Rabi drive between the |e〉 , | f 〉 states of the transmon qubit required for

the unconditional reset protocol, the transmon-resonator system in a frame rotating

at ∆r for the resonator and ∆ge + α/2 for the transmon qubit is described by the

Hamiltonian

Ĥ = −
α

2
b̂† b̂+

α

2
b̂† b̂† b̂ b̂+ 2χr â†â b̂† b̂+

K
2

â†â†ââ

+
g̃
p

2
(b̂† b̂†â+ â† b̂ b̂) +

Ωefp
2
(b̂ eiαt/2 + b̂†e−iαt/2),

(E.3)

where Ωef is the Rabi rate between the |e〉 , | f 〉 states of the transmon qubit.

Numerical results are obtained by initializing the system in the |e, 0〉 state and

integrating the master equation

ρ̇ =− i[Ĥ,ρ]

+κD[â]ρ +κintD[â]ρ

+ γ1ge(1+ nth)D [|g〉 〈e|]ρ + γ1genthD [|e〉 〈g|]ρ

+ γ1e f (1+ nth)D [|e〉 〈 f |]ρ + γ1e f nthD [| f 〉 〈e|]ρ

+
γφge

2
D [|e〉 〈e| − |g〉 〈g|]ρ

+
γφef

2
D [| f 〉 〈 f | − |e〉 〈e|]ρ,

(E.4)
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where D[Ô]• = Ô • Ô† − {Ô†Ô,•}/2 denotes the dissipation super-operator, κint the

internal decay rate of the resonator, γ1nm = 1/T1nm the decay rates of the transmon

qubit between the |n〉 , |m〉 states, γφnm = 1/2T nm
1 −1/T nm

2 the dephasing rates between

the |n〉 , |m〉 states of the transmon qubit and nth the thermal population of the transmon

qubit in steady state.

E.2 Quantum Communication

To model photon transfer process numerically, we start by modelling each sample with

the driven Jaynes-Cumming Hamiltonian (E.1). Applying the same displacement and

Bogoliubov transformations as in appendix E.1, each sample can be modelled by a

dispersive Hamiltonian similar to Hamiltonian (E.2). Using the same notation as in

appendix E.1, introducing the subscript i = A, B to denote the emitter and receiver

samples, and setting ħh = 1, in a frame rotating at ∆i
T for the transfer resonator and

∆i
ge +α

i/2 for the transmon qubit, the driven Hamiltonian for sample i is given by

Ĥ i =−
αi

2
b̂†

i b̂i +
αi

2
b̂†

i b̂†
i b̂i b̂i +

K i

2
â†

i â†
i âi âi

+ 2χ i
T â†

i âi b̂
†
i b̂i +

1
p

2

�

g̃ i(t)b̂†
i b̂†

i âi + g̃ i(t)∗â†
i b̂i b̂i

�

.
(E.5)

The combined effective Hamiltonian of the two samples can be written as

Ĥeff = ĤA+ ĤB − i

Æ

κA
Tκ

B
Tηc

2
(âAâ†

B − â†
AâB),

where ηc is the photon loss probability of the circulator between the two samples, and

κi
T is the external coupling rate of the transfer resonator of sample i. Using this effective
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Hamiltonian, numerical results are obtained by integrating the master equation

ρ̇ =− i[Ĥeff,ρ]

+κA
T (1−ηc)D[âA]ρ +D[

q

κA
Tηc âA+

q

κB
T âB]ρ

+
∑

i=A,B

¦

κi
intD[âi]ρ + γ

i
1geD [|g〉 〈e|i]ρ

+γi
1e f D

�

|e〉 〈 f |i
�

ρ
©

+
∑

i=A,B

¦

γi
φgeD

�

|e〉 〈e|i − |g〉 〈g|i
�

ρ

+γi
φefD

�

| f 〉 〈 f |i − |e〉 〈e|i
�

ρ
©

,

(E.6)

where D[Ô]• = Ô • Ô† − {Ô†Ô,•}/2 denotes the dissipation super-operator, κi
int the

internal decay rates of the resonators, γi
1nm = 1/T i

1nm the decay rates of the transmon

qubits between the |n〉i , |m〉i states and γi
φnm = 1/2T i

1nm−1/T i
2nm the dephasing rates

between the |n〉i , |m〉i states of the transmon qubits. The last term in Ĥeff combined

with the resonator dissipators in the second line of the master equation (E.6), assure

that the output of the emitter A is cascaded to the input of the receiver B [Gardiner93,

Carmichael93] through a circulator with photon loss ηc .
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