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Abstract. Several studies have claimed to have found sig-
nificant weekly cycles of meteorological variables appearing
over large domains, which can hardly be related to urban ef-
fects exclusively. Nevertheless, there is still an ongoing sci-
entific debate whether these large-scale weekly cycles exist
or not, and some other studies fail to reproduce them with
statistical significance. In addition to the lack of the positive
proof for the existence of these cycles, their possible physi-
cal explanations have been controversially discussed during
the last years. In this work we review the main results about
this topic published during the recent two decades, includ-
ing a summary of the existence or non-existence of signif-
icant weekly weather cycles across different regions of the
world, mainly over the US, Europe and Asia. In addition,
some shortcomings of common statistical methods for an-
alyzing weekly cycles are listed. Finally, a brief summary
of supposed causes of the weekly cycles, focusing on the
aerosol-cloud-radiation interactions and their impact on me-
teorological variables as a result of the weekly cycles of an-
thropogenic activities, and possible directions for future re-
search, is presented.

1 Introduction

There is an increasing consensus about the anthropogenic im-
pact on the recent change of the Earth’s climate. The global
mean near surface air temperature has risen by 0.74±0.18 K
over the last century (1906–2005 period); with a warming
rate over the last decades that has no precedent in the in-
strumental records. This trend is projected to continue in the
future; nevertheless, climate projections are still affected by
important uncertainties, especially related with the role of
aerosols and clouds in the climate system (Solomon et al.,
2007).

Because there is no evidence of natural processes with
weekly cycles (hereafter referred to as WCs), the study of
such cycles in meteorological variables has become an inter-
esting way to establish links between human activities and
their influence on the climate. It is well known that human-
induced activities (e.g. commercial transportation, industrial
activity, etc.) are commonly reduced during weekends com-
pared to weekdays, especially in the western industrialised
countries. Consequently, if the mean values of meteorologi-
cal variables show a WC, these variations might be linked to
a human impact and considered as an anthropogenic signal.
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The study of WCs of different meteorological and air pol-
lution variables has become a common practice for detecting
local climate modification in “urban” areas. Studies go back
until 1929 (e.g. Ashworth, 1929) and an increased activity
during the 50’s and 60’s of the 20th century (e.g. see review
in Lawrence, 1971; Kanda, 2007) was observed. These pre-
vious studies focused on the impact of human activities near
the major sources of heat and air pollution emissions, which
are mainly concentrated in urban, semi-urban and industrial
areas. More recently, there is an ongoing interest in the study
of WCs of atmospheric pollutants and different meteorologi-
cal variables in large-scale domains that can hardly be related
to local or urban effects exclusively. This possible impact of
WCs of human activities on weather and climate modifica-
tion over larger scales is still not clear. A different mecha-
nism is required in order to explain the “large-scale” WCs,
being the most common approach to link these changes, i.e.
through atmospheric interactions at the mesoscale, with di-
rect and indirect aerosol effects (see Sect. 4.2.2). This paper
will focus on a review of studies about “large-scale” WCs
(for a review of urban WC’s see Arnfield, 2003 and Kanda,
2007), which is a more recent topic in scientific literature,
thus holding major uncertainties and some confusion. Also,
to our knowledge, a review of this subject is still lacking. It is
also important to clarify the terminology since during the last
years different terms have been used for periodic variations
of meteorological variables on the weekly scale: weekly pe-
riodicity, weekly cycles, day of the week variations, or week-
end effect. In fact, these terms are often used synonymously;
however, weekend effect implies that the analysis is designed
to find significant differences between the weekend and the
working week, normally using the Saturday through Mon-
day and Wednesday through Friday periods to define both
periods respectively. This implies that both periods are con-
sidered as independent populations. The terms weekly peri-
odicity or weekly cycle are used with two different mean-
ings: (i) the variation of day-of-the-week averages can be de-
scribed approximately by a sinusoidal function with a period
of exactly seven days and (ii) one or more weekdays is/are
on average significantly different compared to the rest of the
week. In this review we will use preferably the expression
“large-scale” WCs or simply WCs to describe differences in
the analysed variables within the week as a consequence of a
possible periodic signal in the data.

The main objective of the paper is to show a compre-
hensive review of existing studies about WCs classified by
regions (i.e. US, Europe and Asia) and for meteorological
variables such as temperature, rainfall, cloudiness, etc. The
second objective is to summarise the methods for detecting
and proving the existence of the WCs which are currently
in use and to discuss their advantages and limitations. The
current paper is structured as follows: after this introduction,
Sect. 2 presents a summary of the literature on the subject
that is currently available. Section 3 is dedicated to the main
uncertainties remaining in the statistical tests of the WCs.

In Sect. 4 potential causes and mechanisms for large-scale
WCs are discussed. In Sect. 5 possible directions for future
research of WCs are suggested, and Sect. 6 gives some con-
cluding remarks.

2 Studies about large-scale WCs

In this section the main results about large-scale WCs pub-
lished until now are presented. Table 1 summarizes the de-
tails of the reviewed publications, i.e. study region, variables
used, significance of the results, and statistical level of sig-
nificance (if provided).

2.1 Milestones in the history of the “non-urban” WCs

The start of the “large-scale” WCs studies can be dated
back to the early 1990s when a paper entitled “Weekdays
warmer than weekends?” was published in Nature (Gordon,
1994). In this paper Gordon analysed global temperatures,
for the lower troposphere (integrated between 1000 hPa and
400 hPa levels), recorded by NOAA satellites between 1979
and 1992. His results showed significant temperature differ-
ences reaching±0.02 K between Wednesday and Sunday in
the Northern Hemisphere, whereas no significant differences
were found for the Southern Hemisphere. Although the anal-
ysis was limited to the mean for the land and ocean data,
and no spatial representation of the differences along the
week was shown, Gordon concluded that the detected WC
in the Northern Hemisphere temperatures should be consid-
ered as a possible heat signal from human-induced activities.
Few months later Lenschow (1994) published a comment to
Gordon’s (1994) work, pointing out the weaknesses of the
human-induced heat signal suggested by Gordon (1994). On
the other hand, Lenschow suggested expanding the analy-
ses by using different variables and data sets, highlighting
the importance to improve our knowledge about the anthro-
pogenic effects on the climate system. Note that Gordon sug-
gests weekdays warmer than weekends which he implicitly
attributed to an enhanced greenhouse effect during week-
days, and which would be opposite to an anthropogenic cool-
ing during weekdays via enhanced aerosols.

Afterwards, Cerveny and Balling (1998) analysed differ-
ent independent datasets over the Atlantic coast of the US
and neighboring oceanic areas, concluding that WCs can be
observed in the rainfall and tropical cyclones activity, pos-
sibly linked to the downwind pollution transport from the
urbanised eastern seaboard of the United States. Five years
later, Forster and Solomon (2003) analysed surface diurnal
temperature range (DTR) over the major part of the North-
ern and also in some areas of the Southern Hemisphere (e.g.
Australia). They clearly showed significant differences be-
tween the weekends and central weekdays in different areas,
especially across the US, however, the identified patterns are
not spatially coherent neither in magnitude nor in sign. After
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Table 1.Summary of the reviewed studies, including information regarding the region studied, the type of data, period, variables and temporal
resolution. If significant WCs are reported, also the statistical level of confidence is given (if provided by author(s)), as well as the reliability
of the statistical analysis used in the manuscripts.

Region Reference Dataa Period Variablesb Temporalc Cycles Sig Reliabilityd

Global Gordon (1994) RS 1979–1992 T A Yes p ≤ 0.10 ↓

Global (land) Forster and Solomon (2003) SO 1980s–1990s T A Yesp ≤ 0.05 –
Northern Hemisphere Tesouro et al. (2005) RE 1958–2001 T A Yes p ≤ 0.05 –
Northern Hemisphere Sanchez-Lorenzo et al. (2009) RE 1961–2004 P W Yesp ≤ 0.05 –
North America Forster and Solomon (2003) SO 1940s–1990s T A, W, S Yesp ≤ 0.05 –
North America Kim et al. (2010) SO, RE 1940s–2000s T S Yes ? –
Southern North America Bell et al. (2008) RS, SO, RE 1998–2005 R S Yesp ≤ 0.05 ↑

Southern North America Bell et al. (2009a) RS 1998–2009 Lightning S Yes p ≤ 0.01 ↑

Southern North America Bell et al. (2009b) RS 1998–2005 R S Yes p ≤ 0.05 ↑

Southern North America Rosenfeld and Bell (2011) SO 1995–2009 Tornado, Hail S Yesp ≤ 0.01 ↑

United States Tuttle and Carbone (2011) RS, SO 1996–2007 R S Yesp ≤ 0.01 ↑

United States Schultz et al.(2007) SO 1951–1992 P A, S No – ↓

SE United States Cerveny and Balling (1999) RS, SO 1940s–1990s R, W A Yesp ≤ 0.05 –
Atlantic Basin Cerveny and Balling (2005) SO 1970–2003 W A Yes p ≤ 0.05 –
Northeast US DeLisi et al. (2001) SO 1973–2002 P A No – –
Phoenix, US Svoma and Balling (2009) SO 1980–2007 R W Yes p ≤ 0.01 –
Mount Washington Grant et al. (2005) SO 1935–2003 T A No – –
Atlanta, US Lacke et al. (2009) SO 2003–2004 R S Yes p ≤ 0.05 ↓

Japan Fujibe (2010) SO 1979–2008 T A, Seasonal No – –
China Gong et al. (2006) SO, RE 1979–2000 T, R, H, R A, W, S Yes p ≤ 0.10 ↓

China Gong et al. (2007) SO, RE 2001–2006 T, R, W S Yes p ≤ 0.10 ↑

China Choi et al. (2008a) SO, RE 2001–2005 R, W, C, P A Yes p ≤ 0.01 –
China Ho et al. (2009) SO 1980–2005 T, R, C, H S Yes p ≤ 0.05 ↓

Tibet Plateau You et al. (2009) SO 1961–2004 T A, Seasonal Yesp ≤ 0.01 –
South Korea Choi et al. (2008b) SO 1950–2007 T, R, ,C, I S Yes p ≤ 0.05 ↓

South Korea Kim et al. (2009) SO 1975–2005 T, C, R, I A, Seasonal Yes p ≤ 0.01 –
South Korea Kim and Roh (2010) SO, RE 1979–2008 T W Yes ? –
East Siberia Mullayarov et al. (2005) Radionoises 1979–1994 Thunderstorm W, S Yes ? –
SW France Dessens et al. (2001) SO 1889–1999 Hail A Yes p ≤ 0.05 ↓

Germany B̈aumer and Vogel (2007) SO 1991–2005 T, R, C, I A Yes p ≤ 0.01 ↓

Switzerland Hendricks Franssen (2008) SO 1864–2005 R. S A No – ↑

Germany Quaas et al. (2009) SO, RS, CS 2001–2006 T, R, C A No – –
Switzerland Barmet et al. (2009) SO 1872–2006 R A No – ↑

Central/North Europe Laux and Kunstmann (2008) SO 1871–2005 T,R A Yesp ≤ 0.01 ↑

Central Europe Stjern (2011) SO 1983–2008 T, R, C, P, W A, S No – ↑

Moscow region Sitnov (2010) RA 2000–2009 T, H, P, W S Yes p ≤ 0.05 ↓

Moscow region Sitnov (2011a) SO, RA 2000–2008 T, R S Yes p ≤ 0.05 ↓

Moscow region Sitnov (2011b) RA 2004–2009 T, W, H, P W, S Yes p ≤ 0.05 ↓

Spain Sanchez-Lorenzo et al. (2008) SO 1961–2004 T, R, C, I, P W Yesp ≤ 0.05 ↓

Spain Hendricks Franssen (2009) SO 1961–2004 P W No – ↑

a Type of data used in the specific studies: surface observations (SO), remote sensing (RS), reanalysis (RE), climate simulations (CS), and radiosonde (RA).
b Variables analysed in the specific studies: temperatures (T), rainfall (R), wind (W), cloud cover (C), insolation (I), humidity (H), and seal level pressure (P).
c Temporal basis used in the specific studies: annual (A), summer (S), and winter (W).
d Reliability of the statistical analysis used in the manuscripts based on a qualitative assessment taking into account the recommendations from Sect. 3: “↑”, “–”, and “↓” indicate
high, medium, and low robustness of the statistical analysis, respectively.

2003 there is an increasing interest in the WCs topic, with a
large number of studies that claim to have found significant
weekly changes in different atmospheric variables. These re-
sults have contributed to the general idea of the human im-
pact on weather and climate modification affecting large ar-
eas. All these papers are summarised in the following sub-
sections, where they are presented for different regions sepa-
rately.

2.2 Studies about WCs from a global or Northern
Hemisphere perspective

The analysis of WCs of different variables at the global scale
is still missing at present. The only known analysis has been
conducted by Gordon (1994) previously mentioned as one
of the pioneer studies. Forster and Solomon (2003) analysed
the possible weekend effect, which was defined as the differ-
ence between weekend (Saturday–Monday) and weekdays
(Wednesday–Friday), for DTR at more than 2000 land sur-
face stations for different countries over the world, mainly in-
cluding data from North America, Europe, the whole Russia
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(including former Soviet republics), Mongolia, China, Japan,
and Australia. Their results showed significant positive dif-
ferences (which means larger DTR during the weekends as
compared to the weekdays) mainly over the south-western
and east coast of the US, Mexico, south-western Canada, dif-
ferent locations over Russia, Mongolia, and eastern China.
Oppositely, significant negative differences (lower DTR dur-
ing the weekends) were observed for many stations placed
in the central areas of Canada and Japan. Other areas such
as Europe and Australia did not show any significant pattern.
This implies that the WC is a widespread phenomenon, al-
though it also shows a large-scale pattern. The strong spatial
differences in the WCs sign and magnitude are difficult to ex-
plain, as for example the absence of significant results over
Europe where the anthropogenic emissions and human activ-
ities are larger than in other areas that show significant WCs
(e.g. Canada, Mongolia, etc.).

Few other studies have analysed different climatic vari-
ables over the Northern Hemisphere. For example, Tesouro
et al. (2005) detected a WC in the 2 m air temperature, using
NCEP/NCAR reanalysis data, in a window covering 50 %
of the Northern Hemisphere centered in the Atlantic Ocean.
Their results confirm a significant WC with lower temper-
atures during the weekend, mainly on Saturday compared
to the weekdays, for large parts of the study area (around
75 % of the grid points included in the window). An oppo-
site behaviour with lower (higher) temperatures in the mid-
weeks (weekend) was observed in some areas (around 19 %),
mostly located in regions with important snow or ice cover.

More recently Sanchez-Lorenzo et al. (2009), using the
same window and NCEP/NCAR reanalysis dataset as in
Tesouro et al. (2005), checked the possible WCs in the sea
level pressure, but only for the winter period. They found
at least 3 atmospheric circulation patterns (among 20 tested)
with significant WCs. Each of these 3 patterns shows a differ-
ent WC, which emphasises the idea of a different large-scale
pattern and behaviour in the WCs.

2.3 Studies about WCs for North America

As pointed out in Sect. 2.1, Forster and Solomon (2003) de-
tected spatial patterns of significant DTR anomalies across
North America. The long time series, starting in mid-20th
century, suggested that the significant differences exist dur-
ing the whole period, despite of some evidence for strong
positive anomalies during weekends over the last 20 yr in the
south-western USA, while negative signals in the mid-West
are largest during the period 1960–1979. On a seasonal basis,
the WCs are clearer during the summer, and there are also
sectors with an opposite seasonal behaviour; e.g. the Great
Lakes region with positive (negative) anomalies during the
summer (winter). More recently Kim et al. (2010) revised
the possible DTR WCs over North America, using land ob-
servational series (1950–2000 period) and NCEP/NCAR re-
analysis data (1948–2008) for the summer period. They pro-

posed a method based on cyclostationary Empirical Orthog-
onal Function (EOF) analysis to remove a possible “natural”
weekly cycles in the time series data (see Sect. 4.1 for more
details). After their attempt to isolate the naturally occurring
weekly cycles, they claimed that there was a remaining sig-
nal, which is speculated to be anthropogenic, with positive
anomalies on weekends in mid-western US (mainly in Col-
orado and New Mexico) and a strong signal over the North-
east, with the main centre around 40◦ N and 85◦ W. Never-
theless, they speculated that the possible natural component
in the WC is of the same magnitude, if not stronger, than the
anthropogenic component.

Cerveny and Balling (1998), using rainfall remote sens-
ing data (1979–1995 period), analysed the sea area along the
eastern coast of the US between the 27.5◦ N and 45.5◦ N and
within 5◦ longitude from the coastline. They found a general
significant increase of rainfall during the week, with a peak
on Saturdays and a minimum on Mondays. They also found
a significant decrease (increase) during the week in maxi-
mum wind speed (pressure), as estimators of cyclonic activ-
ity, which seems to be inconsistent with precipitation WC.
Finally the results were compared with WCs detected for pol-
lutants such as CO and O3 measured in Sable Island (43◦57′–
59◦55′ N) during the period 1991–1995 (April to October).
The measured pollutants showed the highest values during
the late week (Thursday–Friday) and lowest in the early week
(Sunday–Tuesday). The WC detected in Sable Island could
be explained by the downwind advection of pollutants orig-
inating from the metropolitan areas at the East-coast, and a
corresponding delay of the maximum/minimum values re-
lated with the spatial distance between the source of the pol-
lutants and Sable Island. In another paper, the same authors
(Cerveny and Balling, 2005) identified significant WCs in the
diurnal variations of the tropical cyclone wind speeds for the
Atlantic Basin.

Bell and collaborators performed a comprehensive anal-
ysis of WC’s (Bell et al., 2008, 2009a, b; Rosenfeld and
Bell, 2011), which were well-designed to avoid the problem
of the “false discovery rate” (FDR) in order to evaluate the
field significance as shown by Wilks (2006). They focused on
possible WCs during the summertime. In Bell et al. (2008),
satellite rainfall data, reanalysis data and observations were
analysed (1998–2005 period), and a significant WC was de-
termined for the summertime mean rainfall amount and its
intensity over the southeast US. Summertime mean rainfall
was found to be higher during the weekdays than in week-
ends, especially during the afternoons. Wind patterns of re-
analysis data and pollutants emission data were found to be
in accordance to these results. The authors attribute their re-
sults to the hypothesis that anthropogenic air pollution sup-
presses rainout from shallow clouds and delays the onset of
the rainout (see Sect. 4.2 for more details). The detected sig-
nal is extended over the nearby Atlantic Ocean, although
showing an opposite sign to what happens over land. Bell
et al. (2008) suggested that the response over the nearby
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ocean area is a compensatory response of the WCs detected
over land. Their results suggest that the suppression of mid-
week precipitation over the ocean (instead of the invigora-
tion over land) is a dynamical response to the invigorated
convection over the land, “as air pumped into the upper tro-
posphere over the continent descends over the surrounding
oceanic area, suppressing convection there and reducing its
coverage and intensity”. Their results are in agreement with
the findings of Cerveny and Balling (1998), although this lat-
ter study focused the analyses on the whole year (and not
on summertime only), used another sensor to estimate rain-
fall data, and studied an earlier period non-overlapping with
the period analyzed by Bell et al. (2008). In later studies,
the same team showed more evidences of WCs over the land
in south-eastern USA and nearby ocean during the summer-
time, using different datasets of lightning (Bell et al., 2009a)
and storm heights (Bell et al., 2009b), as well as for tornado
and hailstorm activity in the entire eastern half of the US (east
of 100◦ W) (Rosenfeld and Bell, 2011). Recently, Tuttle and
Carbone (2011) analysed radar-estimated summer rainfall
during the period 1996–2007 over the US, and found a signif-
icant WC with weekday maxima at many areas in the north-
eastern quarter of the US and Central Plains after evaluating
the field significance in the data (e.g. Wilks, 2006). Equally,
an opposite behaviour was found in the southeastern Atlantic
coastal zone and northern Florida peninsula, in agreement
with other studies (Cerveny and Balling, 1998; Bell et al.,
2008). On a regional scale, Svoma and Balling (2009) de-
tected a WC in the winter precipitation frequencies in the
Phoenix region (Arizona), with a clear maximum for the
weekends (with the peak on Monday) and a minimum on
Thursday. Given the regional scale of this study and the fact
that these results were specific for the winter period, it is dif-
ficult to see if there are some consistencies between these
results and other previous findings over large-scales. The re-
sults from Svoma and Balling (2009) also suggest that the
magnitude of the WC is stronger over the Phoenix urban
area, as well as moving eastward (downwind) across the re-
gion. Thus, there are evidences of a possible human activ-
ity influencing the winter precipitation, possibly by means
of the suppression of rainfall due to a weekly fluctuation of
the anthropogenic aerosols emissions (Shutters and Balling,
2006). Lacke et al. (2009) analysed the weekly changes in
the precipitation for the Atlanta region, showing a general
increase of both rainfall and PM2.5 during the mid-week,
with a peak on Thursday. They found an opposite weekly
pattern compared to the results of Svoma and Balling (2009)
in Arizona, suggesting an enhanced precipitation due to the
increase in anthropogenic aerosols. Their analysis is based
on summer data during the 2003–2004 period and without a
control of the FDR, which limits their conclusions. On the
other hand, their results are in agreement to the results of
Bell et al. (2008, 2009a, b) in terms of enhanced convective
precipitation in the south-eastern US during weekdays.

Several papers have been published pointing to the lack
of WCs. Grant et al. (2005) did not find any significant
weekly differences for DTR for Mount Washington (above
the boundary layer) in the north-eastern US. This result is
consistent with the findings in Forster and Solomon (2003),
which showed no significant weekly DTR cycle in this area.
DeLisi et al. (2001) did not find any statistically significant
weekly signal for precipitation along the northeast corridor
of the US. Due to the controversy and some disagreement in
the literature, Schultz et al. (2007) analysed 219 rainfall se-
ries from different meteorological stations placed across the
whole US using data from the period 1951–1992. The re-
sults of their study indicate that neither the occurrence nor
the amount of precipitation differs significantly between the
days of the week, both for the full data set and for each station
on annual basis. They also claimed to find a non-significant
weekly signal during the summer period, in contrast to the
results reported by Bell et al. (2008), which was unpublished
at the time Schultz et al. (2007) submitted their paper, for
the south-eastern US. Bell and Rosenfeld (2008) published
a comment on the paper of Schultz et al. (2007) indicat-
ing that the two studies by Bell et al. (2008) and Schultz et
al. (2007) used different time periods and are thus not com-
parable, as well as the former was designed to study weekly
cycles in large-scales averages instead of single sites as in the
latter one. Equally, Bell and Rosenfeld (2008) suggested that
“a more focused approach – if guided by physical theory –
can extract far more useful information from a dataset than
generic statistical searches”.

2.4 Studies about WCs for Asia

Forster and Salomon (2003) found significant weekend ef-
fects in DTR for China and Japan for a 20 yr period
(1980–1999). Regarding Japan exclusively, Fujibe (2010) de-
tected statistically significant weekday-weekend temperature
anomaly differences at urban sites in Japan with large popu-
lation densities, but not significant differences at more rural
sites.

For China, analyses of WCs more detailed than in the
work by Forster and Solomon (2003) have been published
during the last years. Gong et al. (2006) analysed different
meteorological variables from 1979 to 2000 in East China.
They claimed that for some areas wintertime DTR anomalies
tend to be significantly larger for weekend days (compared
to weekdays), in association with increased maximum tem-
perature and total irradiance but decreased relative humidity.
Summertime DTR anomalies display a much stronger neg-
ative weekend effect (i.e. smaller DTR in weekend days),
in association with decreased maximum temperature and de-
creased total solar irradiance but increased relative humidity
and a greater number of rainy days. The authors suggested
that the weekly differences would be physically related to
the direct and indirect effect of anthropogenic aerosols. One
year later, Gong et al. (2007) reported important features
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(magnitude and phase) of the WCs of aerosol concentration
and the covariations in meteorological conditions in major
urban regions over east China for the period 2001–2006.
The PM10 concentrations show significant WCs with the
largest (smallest) values around midweek (weekend). Con-
sistently to the PM10 concentrations, the meteorological vari-
ables show significant WCs. The wind speed in the lower
troposphere is relatively low in the early part of the week
and increases after about Wednesday. At the same time,
the air temperature anomalies in low levels are positive and
then become negative in the later part of the week. The au-
thors hypothesize that the changes in the atmospheric circu-
lation may be triggered by the accumulation of PM10 through
diabatic heating of the lower troposphere. Similarly, Choi
et al. (2008a) studied the region-dependent anthropogenic
weekly variation of air pollutants and its relationship with
the meteorological conditions over China for the summers of
2001–2005. The mean PM10 concentrations have a regional
distribution that depends on the population and geographi-
cal setting of a city, its prevailing climatic conditions, and
the type and degree of human activities. Their results con-
firmed the presence of interactions between PM10 and me-
teorological conditions in the boundary layer. Furthermore,
they suggested a possible link of cloud formation and PM10
concentration on weekly scale. Ho et al. (2009) studied the
weekend-effect for DTR, relative humidity, cloud cover, and
light rain frequency over north-eastern China for the sum-
mers between 1980 and 2005. They found that the signals
are not stationary over time, resulting from a shift in the
phases. The authors speculated that the long-term change of
the weekend effect is associated with a decrease in the rel-
ative humidity over the region, most likely induced by re-
gional warming. You et al. (2009) examined the weekend ef-
fect of DTR in the eastern and central Tibetan Plateau during
1961–2004 at about 70 stations with elevations above 2000 m
above sea level. Negative (positive) anomalies were found for
autumn/summer (winter/spring). Principal Component Anal-
ysis (PCA) was performed to group the stations into regions
with similar weekend effect. As the WCs cannot be explained
by microclimate alone, the authors suggested an interaction
between local emission of anthropogenic aerosols and trans-
port by atmospheric circulation.

For South Korea, Choi et al. (2008b) examined daily
cloudiness, insolation, DTR, relative humidity, and precipita-
tion for 11 meteorological stations from 1950 to 2007. They
found that for summers during the years 1960–1980, the mid-
week cloudiness is greater than the weekend cloudiness. Af-
ter 1980, the weekend effect has become again as small as be-
fore 1960. Meteorological variables such as insolation, DTR,
relative humidity, and light rain frequencies show weekend
effects which are consistent with the cloudiness WC. Thus,
the cloudiness weekly variation in South Korea is assumed
to be associated with aerosol–cloud interactions that depend
on aerosol types and geographical and meteorological con-
ditions. Also for South Korea, Kim et al. (2009) identified

weekly periodicities in the daily Tmin, DTR, cloud fraction,
and insolation, although the cycles for these variables have
different phases and magnitudes. It is found that weekly pe-
riodicities are enhanced especially in autumn, more than 2–3
times greater than those of the annual mean. They speculated
that the WCs are most likely driven by changes in cloud frac-
tion, possibly through aerosol-cloud interactions induced by
aerosol concentrations which differ between working week-
days and Sunday. A last paper which focused on the WCs
topic in Seoul (South Korea), was published by Kim and
Roh (2010). They extracted the first three principal modes
of wintertime surface temperature variability in Seoul, for
the 1979–2008 period, using observed records and NCEP
reanalysis data via cyclostationary EOF analysis as Kim et
al. (2010). They found a near-7-day oscillation pattern which
they claimed to be the result of “natural” weekly cycles (see
Sect. 4.1 for more details), although the robustness of the
method needs further scrutiny as has been previously pointed
out.

Finally, Mullayarov et al. (2005) observed a WC in thun-
derstorm activity variations in East Siberia which they sug-
gested to be related to the industrial activities.

2.5 Studies about WCs for Europe

Ashworth (1929) claimed, for the first time, a possible de-
crease of rainfall on Sundays in some English cities. He de-
tected up to 13 % less rainfall on Sunday in Rochdale (near
Manchester), with a more clear signal during the winter sea-
son, and speculated that the industrial emissions of smoke
and hot gases from mill chimneys are responsible for this ef-
fect. His studies were confined to urban areas, and for this
reason he might be considered as a pioneer in “urban” WCs
of meteorological variables over cities. Interestingly, Ash-
worth also can be considered a precursor of the idea of large-
scale WCs, as he claimed (Ashworth, 1929; p. 347): “if it be
admitted that this emission of smoke and hot gases from fac-
tory chimneys can influence rainfall, then it may be asked –
how far does this influence extend? Or is it narrowly confined
to the immediate vicinity of factories?”

Dessens et al. (2001) found an increase of the kinetic en-
ergy per hail fall event of about two times on weekends, as
compared with weekdays, in an inland area of south-western
France. In fact, in their 11-yr of data they also confirmed a
decrease in the hailstone size during the weekdays, being the
WCs in the regional atmospheric pollution the most plausible
explanation for these evidences in their hail data set.

Forster and Solomon (2003) analysed also some European
stations. Their results confirmed a non-significant signal in
the major part of the analysed sites, pointing out that this
finding can be considered “interesting and perhaps surpris-
ing” as they found clear significant DTR weekend effect over
other developed/polluted areas in the world.

Bäumer and Vogel (2007) claimed for statistically signif-
icant WCs in different meteorological variables on annual
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basis over Germany. They used 12 meteorological stations,
with data comprising the period 1991–2005. Their analyses,
which are only based on applying a one-tailed t-test to the
days with the larger anomalies in their day-of-the-week av-
erages (see Sect. 3 for more details about the inappropriate-
ness of this approach), showed a general tendency towards
higher temperatures and reduced cloudiness and rainfall for
the first half of the week as compared with the second half,
with a maximum (minimum) centred on Tuesday or Wednes-
day (Saturday). They suggested that these periodicities are
non-local, as they are also visible in remote rural stations
(e.g. Mount Zugspitze, 2960 m a.s.l. in the Alps), and conse-
quently cannot be explained only by local pollution or local
heat emissions. The publication of Bäumer and Vogel (2007),
together with a second paper focusing on WCs of aerosol
optical thickness over Central Europe (Bäumer et al., 2008,
see Sect. 4.2.1 for more details), was followed by an impor-
tant increase in the interest for the large-scale WCs topic in
Europe. In a comment, Hendricks Franssen (2008) doubted
the statistical significance of the WCs claimed by Bäumer
and Vogel (2007). He analyzed rainfall and sunshine data
from two stations in Switzerland (Z̈urich and Lugano) cover-
ing the 1864–2005 period with help of a Monte Carlo boot-
strapping method and showed that even stronger WCs than
those observed in Germany could be obtained by chance.
Overall, Hendricks Franssen (2008) found that these two
Swiss stations did not show any significant WC for the in-
vestigated period. Thus, he questioned whether the results
found by B̈aumer and Vogel (2007) can be considered signif-
icant, and suggested that neglecting “spatial auto-correlation
while assessing the statistical significance of the merged
time series” could probably explain why Bäumer and Vo-
gel (2008) found significant WCs. In their reply, Bäumer
and Vogel (2008) argued that the analysis performed by
Hendricks Franssen (2008) for the two Swiss stations does
not imply any scientifically sound conclusions for Germany.
They also argued that daily precipitation shows a limited spa-
tial auto-correlation.

Laux and Kunstmann (2008) extended the work of Bäumer
and Vogel (2007), considering more meteorological stations
in Germany, as well as eight more countries over Central and
Northern Europe (Denmark, France, Finland, Great Britain,
Ireland, Iceland, Norway, and Sweden). They analysed an-
nual rainfall and temperature time series with help of a boot-
strapping method using observations partly dating back to
1871. Their results confirm significant WCs in Tmax, Tmin,
and DTR over Germany, which are partly in agreement with
Bäumer and Vogel’s (2007) results. Apart from the results
of Bäumer and Vogel (2007), Laux and Kunstmann (2008)
found Thursday being the day of the week with the largest
positive temperature anomalies. They found a significant
weekly signal for temperature in most European countries
(except for Finland), but with an unclear pattern in the spa-
tial distribution of the weekly anomalies (see Fig. 2 and Ta-
ble 1 in Laux and Kunstmann, 2008). In general, tempera-

ture anomalies show a positive maximum around midweek
days and a minimum on the weekends or Mondays. As the
data analysed by Laux and Kunstmann (2008) are for differ-
ent levels of urbanization and heat emission, it is concluded
that the spatial patterns of the weekday differences cannot
be explained by local effects exclusively. It is speculated that
the atmospheric circulation pattern, possibly triggered by re-
gional accumulation of air pollutants in the lower atmosphere
could play a major role. On the other hand, no significant
weekly differences are found in the rainfall series, which is
in contradiction with the results of B̈aumer and Vogel (2007).

Barmet et al. (2009) extended the analysis of Hendricks
Franssen (2008). They analysed 17 Swiss meteorological sta-
tions for possible WCs in annual rainfall for different pe-
riods since 1870. They also introduced different statistical
techniques for significance testing of WCs such as the non-
parametric Kruskall-Wallis test, showing how this test pro-
duces less spuriously significant results than parametric t-
test. In agreement with Hendricks Franssen (2008) they did
not find any statistically significant WC for rainfall in any
of the analysed periods. One year later Quaas et al. (2009)
published a work trying to verify the possible WCs over a
large area in Europe using, for the first time to our knowl-
edge, two state-of-art global climate models (GCM). The dif-
ferent GCM simulations are compared against ground-based
observations (2001–2006 period) and satellite data (2000–
2008 period). Their results showed that neither annual sur-
face temperature (TmeanandTmax) nor rainfall show a signifi-
cant WC linked to the indirect aerosol effect on clouds. They
conclude that their “... results suggest that WCs . . . cannot
readily be attributed to aerosol indirect effects, at least not
given the current state of the art as implemented in global
climate models”.

More recently, Stjern (2011) made another contribution to
the study of WCs in Central Europe, as she analysed 30 sur-
face stations in a highly polluted area on the borders between
Germany, Poland and Czech Republic. In this study annual
and seasonal (winter and summer) series for different mete-
orological variables (rainfall, cloud cover, temperatures, and
surface pressure) were considered for the 1983–2008 period.
Stjern (2011) did not find any significant WCs, except in
summer cloud cover and light precipitation events, with mid-
week minimum and larger values for the weekends. In some
agreement with these last findings, Sitnov (2010, 2011a, b)
found significant WCs during summer in the Moscow region.
The author claims that the significant cycles in temperature,
pressure, humidity and wind shown for the Moscow region
are not just confined to the surface, and also visible in the en-
tire troposphere and stratosphere. Compared with the possi-
ble summer WCs found by Stjern (2011) over Central Europe
in cloud cover or light rainfall events, the results obtained by
Sitnov (2010, 2011a) show an opposite sign in the anomalies,
as he detected a general increase (decrease) in the air pres-
sure and humidity during the weekends (central weekdays).
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Concerning Southern Europe, Sanchez-Lorenzo et
al. (2008) claimed to find significant winter WCs over Spain
for different meteorological variables (temperatures, rainfall,
cloud cover, sunshine duration, and sea level pressure)
using data for the 1961–2004 period. The results showed a
tendency towards positive (negative) anomalies of rainfall,
cloud cover (DTR, sunshine duration, and sea level pressure)
during the central days of the weekdays, and the opposite
anomalies for weekends. As they used series distributed
over different geographical areas with different levels of
urban influence, they argued that these WCs can hardly
be related only to local effects, suggesting a possible link
with periodicities in atmospheric circulation over Western
Europe. Hendricks Franssen et al. (2009) commented the
paper, pointing out some deficiencies in the statistical
analysis (mainly linked to neglecting the strong spatial
auto-correlation in the statistical analysis). They claimed, on
the basis of non-parametric testing, Monte Carlo bootstrap
methods and a periodogram analysis, that the WCs of air
pressure are not significant over Spain (for more details see
Sect. 3). In their reply, Sanchez-Lorenzo et al. (2009) agreed
with some of the deficiencies pointed out in the comment,
although suggesting that the analysis should be applied
for all the meteorological variables (not only air pressure),
specially for the ones with low spatial auto-correlation
(e.g. rainfall). Anyway, they also showed new evidences of
winter WCs in DTR over Spain after the application of more
robust statistical analysis by using PCA techniques and the
non-parametric Kruskall-Wallis test.

3 Weekly cycles dilemma: a statistical tale

We have seen in Sect. 2 and Table 1 that many of the pub-
lished papers report a significant WC in some of the mete-
orological variables. Therefore, it could be considered that
such WCs are widespread. However, the results should be
interpreted with caution and it is not so clear whether me-
teorological variables show WCs over large spatial scales.
Indeed, there are several reasons why significant WCs might
be less widespread than it may seem from the above reviewed
papers:

1. The occurrence of WCs in meteorological variables is
analysed with help of statistical tests, and the common
procedure is that a WC is considered to be significant
if the H0 hypothesis is rejected on the basis of a certain
significance level. In several papers (e.g. Bäumer and
Vogel, 2007; Sanchez-Lorenzo et al., 2008; Kim et al.,
2009) the t-test is applied on averaged time series. The
test is applied taking as number of data the total num-
ber of observations summed over all-time series. This
procedure is only correct if the different time series are
independent. However, this is rarely the case because
meteorological variables always show some degree of
spatial autocorrelation, which results in dependency for

time series among stations that are relatively nearby in
geographical space. As many studies focus on the anal-
ysis of time series from a limited region, like for ex-
ample a country, statistical dependency between time
series becomes an issue. Meteorological variables like
air pressure or temperature show a correlation over dis-
tances which are typically larger than 1000 km. Neglect-
ing statistical dependency between time series results
in an overestimation of the number of independent sta-
tions. Hendricks Franssen (2008), Barmet et al. (2009)
and Hendricks Franssen et al. (2009) showed that ne-
glecting this statistical dependency might result in con-
fidence intervals around estimates which are much too
small and non-significant stochastic fluctuations might
be interpreted as significant. The dependency of time
series is not an issue if the t-test is applied on individual
time series. However, the number of measurements is
often too small for a representative analysis for a certain
region. The use of the t-test for detecting significance of
WCs is problematic for other reasons. Also normality
of the observations is assumed, which is not always a
reasonable assumption. To what extent this affects the
results reported in papers is unclear and has not been
the specific subject of research. Equally, most studies
that use the t-test are implicitly examining 21 pairs of
day-of-the-week averages, and then they perform a pos-
teriori t-test on the pair with the largest differences in
the averages. This approach suffers of the effects of the
FDR, which should be taken into account to evaluate the
significance level of their findings.

2. Also the interpretation of significance testing is often
doubtful in scientific papers concerned with a WC in
meteorological variables. If an anomaly for a certain
weekday is significant at the 95 % level, this implies that
there is a chance of 1 out of 20 that this significance is
nevertheless an artifact of randomness. An example can
be found in the work of Gong et al. (2006). They re-
ported a significant WC (at the 90 % level) of the DTR
during winter time at 8 out of 171 stations (i.e. 4.7 %
of the stations). One would expect a significant cycle
at 10 % of the stations (i.e. 17 stations) just by chance.
Therefore, it should be concluded that during winter
time there is no evidence for a significant weekly DTR
cycle. During summer time the WC is significant for 36
out of 171 stations (i.e. 21 % of the stations). Gong et
al. (2006) focus their analysis therefore on significant
WCs during summer time. However, does the relatively
large number of stations with a significant weekly DTR
cycle really imply that this cycle is significant? In fact,
the maps that Gong et al. (2006) provide indicate that
the stations are not independent, and also in this case
spatial autocorrelation between stations has to be taken
into account for judging if 36 significant WCs (out of
171) is in itself significant. An additional problem in this
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respect is that several authors tend to focus their analy-
sis on a certain season, a certain region and a certain
decade. This approach could seriously affect the anal-
ysis through the FDR problem as the sites and/or sea-
sons used to examine the significance are selected post
hoc. As explained for the article of Gong et al. (2006),
it should be considered that WCs are not significant for
other seasons of the year or other decades, and repeating
statistical significance testing for many different scenar-
ios finally always will result in some significant results.
If significant results are only found for a certain sea-
son or a certain historical period a scientific reasoning
would be desirable to explain why one expects for that
season or a specific time period a more pronounced WC
than for other seasons or historical time periods. If such
a scientific reason cannot be given, it should be taken
into account in the analysis of the results that for other
time periods and other seasons testing results are not
significant.

3. It is also important to realize that tests which did not re-
sult in a significant WC were in general not published
in the scientific literature, whereas significant WCs are
much more likely to have been published. This is well
known under the name of “publication bias” in the med-
ical literature. It was found that statistically significant
results are three times more likely to be published than
papers without such significant results (Dickersin et al.,
1987), mainly because the investigator less likely will
submit non-significant results to a journal (Easterbrook
et al., 1991).

Other authors used some alternative testing procedures with
less restrictive assumptions for the analysis of WCs (Hen-
dricks Franssen, 2008; Laux and Kunstmann, 2008; Barmet
et al., 2009; Hendricks Franssen et al., 2009; Marani, 2010).
Monte Carlo bootstrapping methods can deal with arbitrary
probability distributions and dependencies between time se-
ries observed at different meteorological stations. For test-
ing the presence of the WC in a time series, which is av-
eraged over several stations, the original time series is ran-
domly resampled. A large number of samples are needed in
order to test the significance of a WC. For each of the sam-
ples the WC is reconstructed and from the large number of
samples the probability density distribution of the anomalies
(for each of the weekdays) can be calculated and compared
with the observed anomalies. In order to handle well the
temporal autocorrelation present in the time series the block
size of the sampling window is important to consider. The
block size should be large enough to include relevant tempo-
ral autocorrelation, but should be different from seven days
in order to remove a possible WC from the data. Hendricks
Franssen (2008) neglected temporal autocorrelation and used
a block size of only one day. Laux and Kunstmann (2008)
used in their Monte Carlo bootstrapping procedure a block
size of 1–50 days.

Instead of the popular t-test, an alternative for testing the
significance of WCs is the Kruskal-Wallis test, which has
been used by some authors (Barmet et al., 2009; Hendricks
Franssen et al., 2009; Sanchez-Lorenzo et al., 2009; Stjern,
2011). The Kruskal-Wallis test can be applied for testing the
whether the mean ranks of the sets are from different popu-
lations. It is a non-parametric test which is not restricted to
the normality distribution. Therefore, it is in principle more
flexible than the t-test. The Kruskal-Wallis test is able to test
simultaneously the difference between various groups (like
all the weekdays), whereas the t-test is limited to testing the
differences between two groups only (Barmet et al., 2009).
However, like for the t-test, care has to be taken for the anal-
ysis of different time series which show spatial autocorre-
lation. For the analysis with the Kruskal-Wallis test, the in-
dividual time series have to be used as basis for the testing
procedure (not the averaged time series from multiple obser-
vation locations).

The significance of the WC can also be evaluated by
a Fourier analysis (e.g. Barmet et al., 2009; Hendricks
Franssen et al., 2009; Quaas et al., 2009). The periodogram
should show a clear distinct spectral peak at 1/7 d−1. How-
ever, significance testing of the spectral peak is not trivial.
Therefore, often the periodogram is only used for a some-
what qualitative assessment of the significance of a WC.
Monte Carlo bootstrapping or the Kruskal-Wallis test pro-
vides a more quantitative framework to test the significance
of a WC.

It has proven useful to test the method by investigating hy-
pothetical 6- or 8-day weeks to corroborate the significant
results if a 7-day week shows significance, but both 6- and
8-day weeks do not. On the other hand, there is little confi-
dence in a method which shows significant cycles for 6- or
8-day weeks (Barmet et al., 2009; Quaas et al., 2009), al-
though it is worth noting that testing for cycles at different
frequencies should imply an adjustment of the significance
test to compensate for the FDR.

Finally, it is important to remind that a null statistical result
does not prove the non-existence of a significant WC, as a
lack of well-designed statistical test can produce a null result
when a better-designed might have revealed a significant one
(e.g. see Hasselmann, 1979; Bell, 1986).

Taking into account all the recommendations summarized
in this section, we have added a last column in Table 1 with
a qualitative indication of the complexity and robustness of
the statistical analysis used and described in the different
manuscripts. A full assessment of these analyses is, however,
beyond the scope of the current manuscript, as currently there
is no consensus on how to proceed in order to evaluate the
statistical reliability of WCs.

Finally, very recently, Daniel et al. (2012) have highlighted
and quantified some of the statistical problems pointed out in
this section, so this latter work must be considered an essen-
tial reading to complement this review.
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4 How can we explain large-scale WCs?

As we have seen, there are still uncertainties about the ex-
istence of large-scale WCs, e.g. due to the lack of statistical
significance in some studies (e.g. DeLisi et al., 2001; Schultz
et al., 2007; Barmet et al., 2009, see Sect. 2 and Table 1),
or the low robustness of the statistical tests used in some
of the papers reporting significant WCs (see Sect. 3). Any-
way, there is an important number of papers claiming for
the existence of significant large-scale WCs in meteorolog-
ical variables (see Sect. 2 and Table 1), most of them sug-
gesting possible causes to explain these periodicities in their
data sets. Thus, here we will briefly summarize the main fac-
tors suggested until now, mainly focusing our attention on the
possible role of the direct and indirect effect of aerosols on
climate, which is the main mechanism suggested by the lit-
erature as the possible responsible of the WCs. However, we
will start mentioning the natural causes that have also been
claimed to be related to WCs.

4.1 Non anthropogenic (or natural) factors

There is no known natural process generating constant cycles
of 7 days during long time periods. Anyway, it is interesting
to point out that Forster and Solomon (2003) wrote that Cer-
veny and Balling (1999) “suggested that lunar effects project
onto the weekly”, as possible cause of the WCs detected on
different meteorological variables. It is true that Cerveny and
Balling (1999), among others, claimed in different studies
for a significant influence of the different lunar phases (with
a complete cycle of 29.53 days) on the earth’s climate. How-
ever, a statement about a possible link between the WCs and
lunar phases cannot be found in Cerveny and Balling (1999),
neither in some of their other references about this subject
(R. S. Cerveny, personal communication, 2011).

On the other hand, Forster and Solomon (2003) suggested
that weekend differences might be related to a “nongeophys-
ical anthropogenic cause could arise from weekend differ-
ences in recording practices at individual stations”. They ar-
gued that this might be an important issue when few iso-
lated stations are considered which are not well-maintained,
but that it seemed a very unlikely explanation for the cycles
found in the major part of the current studies, as in these
studies mainly first-order and homogeneous stations, or au-
tomatically operated measurements such as from satellites,
were used. Forster and Solomon (2003) briefly cited as a pos-
sible cause (but not plausible for their analysis) the random
projection of the synoptic scale low pressure systems, which
typically have a life time around one week. Although sug-
gested as a cause, to our knowledge there was not too much
attention to this option in the subsequent studies. Only re-
cently, Kim and collaborators pointed out a possible impact
of the natural atmospheric circulation on the WCs. In their
study Kim and Roh (2010) determined the first three prin-
cipal modes of wintertime surface temperature variability in

Seoul (South Korea) from the 1979–2008 period using a cy-
clostationary EOF analysis – CSEOF – (a type of EOF anal-
ysis that takes into account the periodically time-dependent
covariance statistics). They found a second and third CSEOF
mode with around∼7–8 days oscillations, claiming that the
eastward propagation of the Rossby waves was the main
physical mechanisms explaining this finding. Similar con-
clusions were also reached in a second work (Kim et al.,
2010) analysing the DTR and other meteorological variables
over North America. In this study, Kim et al. (2010) pro-
posed to define a “natural” WC, linked to a Rossby waves
projection in the data, as opposed to the “anthropogenic”
WCs, being both components sometimes present in the cli-
mate data. Thus, they found a stronger natural component
in North America, showing a different spatial pattern in the
WCs after removing this component and only keeping the an-
thropogenic one. It is important to notice that although they
found this spatial change in the WCs signal, a remaining sig-
nificant anthropogenic cycle was still visible. Consequently
Kim et al. (2010) did not reject the possibility of WCs linked
to anthropogenic activity. In fact, they mainly suggested the
necessity to a more careful scrutiny of the data previous to
analysis. Future works are needed in order to confirm their
hypothesis and the suitability of the method. On the other
hand, Bell et al. (2009a, Supplementary Material) did not find
any evidence of weekly cycles in the synoptic-scale variabil-
ity over North America.

Thus, currently there are no conclusive evidences of nat-
ural (or at least non-anthropogenic) factors that can explain
the significant WCs signal found in different areas across the
world.

4.2 Anthropogenic factors

Although Forster and Solomon (2003) suggested other an-
thropogenic factors for a possible explanation in the WCs
such as changes in agricultural practices as flooding or
ploughing, Simmonds and Keay (1997) concluded that any
WC linked to an anthropogenic activity should be due to hu-
man heat generation or the release of atmospheric pollution.

Gordon (1994) hypothesised “that a human-induced heat
signal is present” in order to explain the weekly differences
in the temperatures over the Northern Hemisphere. The main
idea is that during the weekdays there is a greater generation
of heat when compared with the weekends, with a conse-
quent increase of the temperatures. This increase in the tem-
perature during the weekdays can enhance boundary layer
convection, e.g. as suggested by Simmonds and Keay (1997)
in order to explain the rainfall increase in Melbourne during
the weekdays. On the other hand, other studies (e.g. Kauf-
mann et al., 2007) also suggested a negative feedback of ur-
banization on large scale rainfall, invoking other mechanisms
which, however, are not expected to show weekly periodici-
ties (e.g. changes in vegetation, roughness, albedo, etc.).
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Although Simmonds and Keay (1997) found the connec-
tion between urban WCs and the anthropogenic heat emis-
sions in Melbourne, in line with the hypothesis of Gor-
don (1994), afterwards this mechanism has been not consid-
ered to be the main factor controlling the large-scale WCs.
Studies published later rejected this hypothesis because non-
significant differences in the WCs between stations located
in urban and rural areas were found. Also Bell et al. (2008)
stated that the heat produced by human activities “is too
small to affect circulation” in order to produce large-scale
WCs.

The impact of the anthropogenic pollution is a second pos-
sible anthropogenic cause to explain the WCs. In fact, the
possible effect of the urban pollution on the weekly mod-
ification of the rainfall was a long time ago suggested by
Ashworth (1929), and quickly considered as a possible fac-
tor also controlling the large-scale WCs (Lenschow, 1994).
Cerveny and Balling (1998) argued about the possible effect
of the pollution on the WCs found for the coastal Atlantic
near North America. Afterwards, the major part of the stud-
ies reporting significant WCs claimed that pollution was the
factor controlling the significant large-scale WCs. In fact,
the direct and, especially, indirect effects of anthropogenic
aerosols have been suggested as the main cause for WC’s,
with some studies showing evidences of this connection, i.e.
mainly linked to the indirect effects of aerosols including the
thermodynamic effects (e.g. Bell et al. 2008, Rosenfeld and
Bell, 2011). Thus, very often the analysis of possible WCs
in meteorological variables is accompanied by an analysis of
air pollution and anthropogenic aerosols.

Due to the ongoing interest in the possible aerosol ef-
fect in the large-scale WCs of different meteorological vari-
ables, in the next subsections we will briefly summarize
the main studies showing WCs of different pollution vari-
ables and anthropogenic aerosols, especially for the ones
focusing on large-scales (Sect. 4.2.1). Afterwards, we will
briefly summarize the main direct and indirect aerosol ef-
fects (Sect. 4.2.2) in order to give an idea about the possible
physical and chemical mechanisms maybe involved in the
large-scale WCs.

4.2.1 Evidences of WCs in pollution and anthropogenic
aerosols

The idea of investigating local scale pollution WCs is
quite old, dating back to the previous cited work of Ash-
worth (1929). Latterly, Haagen-Smit and Brunelle (1958)
initiated the investigation of the WC of photochemical pa-
rameters, while the WC of photochemical pollutants, ozone,
primary pollutants such as nitrogen oxides (NOx), carbon
monoxide (CO) and aerosols was studied in a significant
number of papers from mid 70s (e.g. Cleveland et al., 1974;
Elkus and Wilson, 1977), mainly for urban centres in the
US. Thus, many studies, particularly in America and Europe,
from the late 70s until today, suggested that ozone concentra-

tions are generally higher during the weekend when the emis-
sions of NOx and volatile organic compounds (VOCs) are
lower due to a decreased use of transport facilities in urban
areas, while ozone may minimize in the weekends in rural
areas or areas with high biogenic VOC emissions (see Heuss
et al., 2003 for a review).

Equally, during the recent years the ground-level aerosol
concentration differences during the week have been exam-
ined for sites situated in Central and North America (e.g.
Murphy et al., 2008), Europe (e.g. Barmet et al., 2009) and
Asia (e.g. Gong et al., 2007; Choi et al., 2008a; Kim et al.,
2009) suggesting lower values during weekends and higher
values during workdays, which can be attributed to decreased
industrial activity and traffic during weekends in urban and
industrialised regions, as well as the ban on heavy-duty ve-
hicle traffic on Sundays in some areas. Similarly, Murphy
et al. (2008), used measurements from both urban and rural
stations around the US arguing that the aerosol concentration
WC cannot be attributed exclusively to local sources.

Aerosols may potentially have a substantial contribution to
the triggering of the observed WC of meteorological and cli-
matic variables through their direct and indirect effects (see
Sect. 4.2.2 for more details). This clarifies how important is
the detection and quantification of the WCs in tropospheric
(not only measured on ground surface level) aerosol load
from both ground and satellite-based observations. WCs of
the aerosol optical depth (AOD) from the Aerosol Robotic
Network (AERONET) were reported by Jin et al. (2005)
over New York, and by B̈aumer et al. (2008) in Central Eu-
rope. Xia et al. (2008) investigated the WC of AOD440nm
over 169 AERONET stations around the world finding sig-
nificant midweek maxima and weekend minima over the US
and Central Europe, with the differences between weekend
and midweek being greater for the urban sites than for ru-
ral sites. Results for selected other regions (e.g. South and
East Europe, Africa, South America, China, and the region
of Middle East) show a less pronounced WC. In conjunc-
tion with the ground-based observations, Xia et al. (2008)
initiated the investigation of aerosol large scale WCs from
space using AOD550nmmeasurements from MODIS TERRA
(March 2000–May 2007 period). The remote sensing data
were used to complement the ground-based data, and to con-
firm if the WCs in AOD found in the AERONET stations
was a phenomenon of a larger-scale. The spatial analysis re-
vealed a clear WC over Central Europe and the East coast of
US with maximum-minimum day difference of∼ 8 % com-
pared to the weekly mean in both cases. However, the day
of maximum and minimum AOD550nm differed for the two
regions; Thursday and Sunday for the US East coast, while
for Central Europe there are no large differences during mid-
week with a striking minimum on Monday. Signs of an oppo-
site WC were observed over regions in China (Yangtze delta
region) and India. The Sunday maximum observed for this
region in Eastern China is in contrast with the clear summer-
time PM10 weekend minima reported by Gong et al. (2007).
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However, the first study that observed pollution WCs from
space focused on tropospheric NO2 (Beirle et al., 2003).
Satellite measurements from the Global Ozone Monitoring
Experiment (GOME) aboard ERS-2 revealed a clear Sunday
minimum with reduced NO2 tropospheric columns compared
to the working-day levels over the US, Europe and Japan.
Beirle et al. (2003) found no WC over China, with a clear Fri-
day (Saturday) minimum in the Middle East (Israel), indica-
tive of the cultural and religious differences in these regions.
Hayn et al. (2009) suggested on the basis of GOME measure-
ments that the variability of tropospheric NO2 is only signifi-
cant for densely settled and industrialised regions around the
globe. As far as Europe is concerned, they observed a clear
Sunday minimum over the whole Central Europe, a large part
of Spain and Italy, with the minimum being shifted to the be-
ginning of the week for regions of Eastern Europe due to
synoptic NO2 transport by the dominating westerly winds.
Supportive of the regional character of the NO2 WC over
Central Europe are the results of Gilge et al. (2010), who
found WCs of NO2 concentration even at mountainous sta-
tions in Germany (Hohenpeissenberg: 985 m) and Switzer-
land (Jungfraujoch: 3580 m). Also Stjern (2011) found a
clear NO2 WC for four rural stations situated around the
highly industrialised Black Triangle region (borders of Ger-
many, Poland and Czech Republic).

Quaas et al. (2009), following a different approach
used spatially averaged satellite AOD550nm observations
from both MODIS TERRA (March 2000–March 2008) and
MODIS AQUA (July 2002–July 2007) for a region covering
a large part of Europe. By modifying the climatological emis-
sions of anthropogenic aerosols and aerosol precursors in two
global climate models (HadGEM2 and ECHAM5) so that the
weekend emissions are about one third lower than the week-
day emissions they observed a statistically significant WC in
aerosols which is not observed when the standard emissions
are used. This shows that the existence of a WC in the emis-
sions could indeed lead to a WC of the aerosol load in the tro-
posphere. However, despite the fact that the observed Mon-
day minimum from satellite is relatively well captured by the
model simulations, the corresponding maximum-minimum
day difference calculated from the satellite data is much
lower than for the model calculations.

Georgoulias and Kourtidis (2011) presented a compre-
hensive spatiotemporal analysis of the aerosol WC over the
European region on the basis of MODIS TERRA (Febru-
ary 2000–February 2009) and MODIS AQUA (July 2002–
December 2008) AOD550nmmeasurements. Their results re-
vealed three major WC plumes, a strong positive (higher val-
ues during midweek) WC plume over central Europe and a
strong negative (higher values during weekend) WC plume
over the Iberian Peninsula and the north-eastern Europe.
The seasonal analysis showed that the annual WC pattern
over Europe is driven by the summer weekly pattern. The
use of a Fourier-based spectral analysis and a red noise fit
indicated the existence of a statistically significant 7-day

cycle over central Europe and the Iberian Peninsula. The
MODIS aerosol weekly patterns were studied in conjunction
with NCEP/NCAR reanalysis wind speed and direction data,
showing that the seasonal WC plumes over regions situated
in the eastern Europe and the Mediterranean Sea could be at-
tributed to the westerly transport of continental aerosols from
the dominating synoptic wind patterns which is in agreement
with the findings of Hayn et al. (2009) for tropospheric NO2.
The same was also observed at a smaller scale within the re-
gion of Central Europe by Georgoulias and Kourtidis (2012)
using high resolution level-2 MODIS TERRA data.

On the other hand, non-significant WCs have been ob-
served in the number of cloud condensation nuclei (CCN)
measured at several background stations over Europe (Asmi
et al., 2011; Asmi, 2012). Further research is needed in or-
der to reconcile these results with the observed WCs in the
aerosol mass and optical properties previously reported over
Europe.

4.2.2 Brief summary of direct and indirect aerosol
effects

Large-scale WCs due to anthropogenic emissions of gases
or particles can be expected to be significant only if these
species are short-lived, i.e. have lifetimes of much less than
one week. It is thus expected that no large-scale effects of
long-lived greenhouse gases such as CO2 can be reflected in
WCs. As discussed above (see Sect. 4.2.1), WCs in aerosols
have been observed, consistent with aerosol lifetimes of a
few days. It is interesting to note in this context that WCs
in aerosol precursor gases, and other short-lived reactant
gases, are much more pronounced than WCs in column-
concentrations of optically active aerosol particles, measured
as AOD.

Aerosols impact atmospheric processes in different ways,
which can be summarised as follows:

1. A “direct” effect on radiation exists: Aerosol particles
scatter and absorb solar (and also, but to a much lesser
extent, terrestrial) radiation (Ångstr̈om, 1929; Charl-
son et al., 1992). Variability in clear-sky solar radia-
tion is mainly controlled by variability in water vapour
and aerosol concentrations. AOD is the aerosol-related
quantity best suited to characterise its radiative effect.
At the urban scale, Cleveland et al. (1974) found a con-
sistent weekly cycle in surface solar irradiance. Gong et
al. (2006) found a weekly cycle in surface solar irradi-
ance over China consistent with the expected aerosol
direct effect in winter, but not in summer. Quaas et
al. (2009) did not find any significant signal in clear-sky
radiation as measured by TERRA and AQUA CERES
satellite instruments over Europe.

2. Aerosols also exert so-called “indirect” effects (e.g.
see a comprehensive review in Lohmann and Feichter,
2005): the subset of anthropogenic aerosols serving
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Table 2.Weekly cycle expected for selected variables in relation to the different hypothesised aerosol effects (see also Lohmann and Feichter,
2005). “–” indicates an expected reduction on weekends, “+”, an expected increase, “o” a neutral effect. The “*” symbol indicate a relatively
high level of scientific understanding.

Aerosol effect Cloudiness Surface solar Surface Diurnal Precipitation
radiation temperature temperature range

Direct effect o* + +* +* o*
Cloud albedo effect o* +* +* +* o*
Cloud lifetime effect – + + + +
Glaciation effect + – – – –
Thermodynamic effect1 – o o o –
Semi-direct effect + – – – o
Feedback from surface cooling + o o o +

1 The thermodynamic effect might act on cloudiness and subsequently surface solar radiation and temperature via an increase in cirrus cloud cover.

as cloud condensation and ice nuclei modifies cloud
droplet and ice crystal number concentrations and size
distributions. The immediate effect of such a pertur-
bation of the CCN number concentration on an oth-
erwise unperturbed cloud, is to enhance cloud droplet
number concentrations (CDNC), and ice crystal num-
ber concentrations in cold clouds, and thus the over-
all scattering cross section. This enhances cloud albedo
(Twomey, 1974) and is also called “first indirect effect”
in the literature. Since cloud particle size distributions
are altered by anthropogenic CCN, further effects can
be expected. It has been hypothesised for liquid-water
clouds that with droplet size spectra of generally re-
duced size, precipitation formation is delayed, enhanc-
ing cloud lifetime (Albrecht, 1989). This also implies
on average enhanced cloud fraction, larger cloud ge-
ometrical thickness and liquid water path (Pincus and
Baker, 1994), and subsequently a larger cloud radiative
effect. If anthropogenic aerosols are efficient as ice nu-
clei, a cloud which in unperturbed state would remain
liquid may glaciate (Lohmann, 2002) and precipitate
more efficiently. In a convective cloud, if precipitation
is reduced for liquid-water clouds, more liquid water
may reach the freezing level, and freezing is delayed
to higher altitudes, the so-called thermodynamic effect
or convective invigoration effect (Koren et al., 2005).
Such an effect would lead to deeper clouds, and more
intense precipitation, although Rosenfeld et al. (2008)
pointed out that effects of aerosols might be not lin-
ear on storm invigoration. There is a large variety of
processes “buffering” such aerosol effects on clouds
(Stevens and Feingold, 2009), such as a larger evapo-
ration rate of smaller droplets (Small et al., 2009), or
increased droplet spectrum dispersion (Liu and Daum,
2002). If anthropogenic aerosols are strongly absorbing
sunlight, they may alter the thermodynamic structure of
the troposphere. In particular, as has been hypothesised
by invoking the “semi-direct effect”, local heating may

lead to evaporation of clouds (Ackerman et al., 2000).
Finally, as a feedback, the effects of aerosols on surface
radiation, and subsequent surface cooling, may lead to
a reduction in cloudiness (Rosenfeld et al., 2008).

Taking into account these direct and indirect effects, Table 2
summarises the expected (hypothesised) impacts of the var-
ious aerosol effects on the WCs of a selection of observable
meteorological variables.

5 Further research

A general finding is that WCs in meteorological variables
are in general weak at small scales (i.e. at individual sites),
because tests often give non-significant or contradictory re-
sults. It is therefore important to test the existence of WCs
with help of a large amount of experimental data. However,
as WCs probably show spatial and even temporal variabil-
ity related with atmospheric dynamics, as suggested by some
authors (Laux and Kunstmann, 2008; Sanchez-Lorenzo et
al., 2009), it is important to have many measurements in a
relatively limited area. Information from precipitation radar
could also be interesting in this context, as has been recently
shown by Tuttle and Carbone (2011). Many data in a limited
area also means that spatial autocorrelation is very significant
and the effective sample size much smaller than the number
of stations. However, for precipitation there is still some po-
tential to explore datasets of regions with a very dense net-
work of rain gauges, as well as its shows a weaker spatial
autocorrelation than other meteorological variables. Never-
theless, it is crucial to take into account in the analysis that
the correlation distances of daily series can be much smaller
than the correlation distances for data on weekly time scales,
so that the number of effectively independent spatial samples
for statistical searches for weekly cycles may be substantially
smaller than the number of spatial samples. For such regional
studies that consider measurement data from several obser-
vation points, it is important that statistical testing is done
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taking into account the effects of the FDR, as well as the
spatial and temporal autocorrelation in the data.

Although there is still some potential for regional studies
(i.e. specific countries or regions within a continent), we be-
lieve that the main focus should lay on larger scales stud-
ies (i.e. continental or global scales) that will allow to get
an overview of the WC as function of the location in space.
This will give insights in the relation between the WC and at-
mospheric dynamics. If the significance of WCs is estimated
for individual grid points, testing is more trivial using for in-
stance the Kruskal-Wallis non-parametric test. It is, however,
important to realize, that we expect significant outcomes at
some grid points (depending on the chosen p-value) just by
the random character of the variable under study. Due to spa-
tial autocorrelation, the locations with significant WCs will
also tend to cluster, which should not be confounded with a
regionally significant cycle. Therefore it is important to ex-
tend the study for large spatial areas and to verify that for an
“unexpectedly” large number of grid points a significant WC
would be found, which will really support the existence of
large-scale WCs. In Bell et al. (2009a, Sect. 2 in the Supple-
mentary Material) there is a clear example of this approach in
order to differentiate between “real” weekly cycles and noise
in a gridded dataset. They compared at different grid resolu-
tions the number of grid points significant at different levels
with the expected number.

For the future it is a major task to better understand the
mechanisms that generate possibly weekly cycles. It is there-
fore important to compare the large-scale patterns of WCs
which are determined with atmospheric model calculations.
The work by Quaas et al. (2009) is an example of such an
approach that can be exploited further, analysing several pos-
sible mechanisms for understanding the WC. Equally, in or-
der to attribute a weekly cycle identified for one variable to
a specific aerosol effect, it is recommended to select spe-
cific aerosol-cloud regimes: the sensitivity of clouds and pre-
cipitation to changes in the aerosol concentration depends
upon the specific atmospheric conditions (Stevens and Fein-
gold, 2009). Equally, there is a need of a development of
the modelling on the scale of individual storms (mesoscale
modelling) and improvement of the parameterizations of the
effect aerosols on cloud dynamics and microphysics. Never-
theless, it must be noted that current state of the art GCM
lack of a good representation of the indirect aerosol effects
(e.g. Solomon et al., 2007).

6 Conclusions

In this paper we have reviewed the studies reporting sig-
nificant and non-significant WCs in different meteorologi-
cal variables over large-scales for different regions around
the world, highlighting the main weaknesses in the statistical
analyses commonly used in the WCs studies, and summaris-

ing the possible physical mechanisms suggested to explain
the reported significant WCs.

Regarding the reported significant large-scale WCs, there
is not a consistent spatial pattern in the results. In fact, the
different methodologies, meteorological variables, and data
periods used for the analyses make it difficult to conclude
that the large-scale WCs are real, or at least easily detectable
in climate series. Consequently, if WCs exist in the cli-
mate, they are difficult to discern from natural climate vari-
ability, and may be limited to specific regions and seasons
(or atmospheric regimes) where the anthropogenic emis-
sions/activities can interact with the atmospheric processes
and modify the weather conditions at least over mesoscale
areas.

Nevertheless, an existence of significant WCs over North
America seems plausible, especially in the south-eastern of
the US, as has been reported by different authors (Cerveny
and Balling, 1998; Bell et al., 2008, 2009a, b; Rosenfeld and
Bell, 2011). Equally, for Asia a large amount of evidence has
been published recently pointing out the existence of signifi-
cant WCs, especially in eastern China, for thermometric vari-
ables as a possible response to the temperature and pollution
increase in this region during the last decades. Nevertheless,
some concerns remain regarding the statistical analysis used
in some of these studies: for example, some of them have not
taken into account the FDR (e.g. Gong et al., 2006; Choi et
al., 2008b; Ho et al., 2009). On the other hand, even more
uncertainties exist in Europe as there is no general consensus
about the reliability of studies suggesting significant WCs
(Bäumer and Vogel, 2007; Sanchez-Lorenzo et al., 2008), as
well as there is a greater proportion of studies rejecting the
existence of significant WCs. A possible WC in temperature
is still likely, as there are significant results for different Eu-
ropean countries (e.g. Laux and Kunstmann, 2008; Sanchez-
Lorenzo et al., 2009). Although there is no concurrent signal
in the WC, it is still important to see whether they are dom-
inantly of a certain sign for a given weekday, and how the
spatial patterns can be explained.

On the other hand, the assessment of the statistical signif-
icance of the WC faces a number of challenges. These need
to be taken into account when the analyses are applied to cli-
mate data sets in search of WCs. The major weaknesses in
the studies focusing on the WCs topic are linked to (1) ne-
glecting spatial autocorrelation of the data, which if consid-
ered will reduce the number of independent series and the
degrees of freedom; (2) the need of a better design of the
methods in order to detect weekly cycles in large-scale aver-
ages; (3) the assumption of the normality in the series, which
it is not always present in the climate data, especially when
dealing with daily resolution; (4) the necessity of correcting
the significance testing for the effects of the FDR problem if
the analysis are performed on site by site or season by season
basis without specifying choices a priori; and (5) the publica-
tion bias towards papers reporting significant results, which
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are more likely to be published than papers showing non-
significant WCs.

Finally, a summary of the possible causes for the WCs
is listed, and the direct and indirect aerosol effects are the
most plausible candidates to explain large-scale atmospheric
changes in weekly time resolution. The direct and indirect
aerosol effects are possible causes for large scale WCs be-
cause a large scale WC in the anthropogenic aerosol emis-
sion is found. Moreover, the aerosols’ effects have a clear
impact on the energy balance, and especially on precipita-
tion processes and clouds. More research is needed on this
topic, especially in order to improve the statistical methods
and analysis of spatial and temporal patterns of the WCs. Ad-
ditionally it is necessary to identify, understand and quantify
the physical mechanisms beyond these atmospheric changes.
This will yield a better understanding of the anthropogenic
perturbations of the Earth’s climate system, and especially
the impact of the aerosol effects on the radiative balance.
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A., Garćıa-Soriano, G., and Beck, C.: Winter “weekend ef-
fect” in Southern Europe and its connections with periodici-
ties in atmospheric dynamics, Geophys. Res. Lett., 35, L15711,
doi:10.1029/2008GL034160, 2008.
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