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A B S T R A C T

This paper presents the numerical study of soot formation and oxidation processes across different ambient
temperatures (900K, 1000K, and 1100K) and oxygen levels (15% and 21% O2) using large eddy simulation
coupled with a two-equation soot model. The predicted ignition delay time, lift-off length and soot distribution
show good agreements with the corresponding experimental data. A stronger oxidation of the precursor (C2H2)
in the 21% O2 cases results in a lower C2H2 formed, as compared to the 15% O2 cases. The increasing ambient
temperature leads to the fuel-richer region (roughly equivalence ratio > 1.6) becoming more favorable for C2H2
formation and, consequently, soot formation. This is more apparent in the 15% O2 cases due to a weaker
oxidation of C2H2 via O and OH radicals. As a result, the difference in the soot mass between the 15% and
21% O2 cases becomes larger as the ambient temperature increases. The effects of ambient temperature and O2
level on soot sub-processes are investigated. In addition to the flame temperature, OH mass and soot surface
area are the dominant parameters in the oxidation processes via OH and O2 at varying O2 levels, respectively.
1. Introduction

Diesel engines have been widely used in the transportation sectors
due to their high thermal efficiency and fuel economy. However,
soot emissions from diesel engines remain as a main concern since it
brings negative impacts to our health and the environment. Different
strategies have been developed to reduce soot emissions, such as low
temperature combustion [1–3]. Numerous works have been carried out
to better understand the soot formation and oxidation processes when
these strategies are employed [4–9].

Experimental studies were carried out to gain a better insight into
the in-cylinder soot formation processes [4,5]. Shen et al. [10] in-
vestigated the soot particles in a heavy duty diesel engine at high
exhaust gas recirculation (EGR) levels. They found that an increasing
EGR level leads to a higher soot mass formation. An investigation of
soot oxidation at varying EGR levels in diesel engines was carried out
by Gallo et al. [6], in which they found that hydroxyl radicals (OH) are
the dominant oxidizer. Meanwhile, notable efforts were devoted to the
study of soot formation during the diesel spray combustion process in a
constant volume chamber with controllable temperature and pressure,

✩ The short version of the paper was presented at ICAE2020, Dec 1–10, 2020. This paper is a substantial extension of the short version of the conference
paper.
∗ Corresponding author at: Department of Mechanical Engineering, Technical University of Denmark, 2800 Kgs. Lyngby, Denmark.
E-mail address: walther@mavt.ethz.ch (J.H. Walther).

which are used to mimic diesel engine-like conditions [11,12]. In
recent years, Spray A from the Engine Combustion Network (ECN)
has gained the most attention, in which n-dodecane (C12H26) fuel is
injected into a constant volume chamber through an injector nozzle
with diameter of 90 μm. Skeen et al. [7] utilized the extinction-based
imaging to study the soot process over a range of diesel engine-like
operating conditions: 900K to 1200K under 15% and 21% oxygen (O2)
levels. The study demonstrated that the difference in the soot mass
between these two O2 levels becomes larger as the ambient temperature
increases. However, the reason behind this increasing difference in
the soot mass was not presented. Cenker et al. [8] investigated the
effect of varying ambient temperatures (900K and 1000K) and O2
levels (13% to 21%) on soot formation and oxidation in Spray A using
laser-induced incandescence imaging. Only the change of the global
soot mass trend with respect to varying ambient temperatures and O2
levels was presented. Their findings showed a monotonic increase in
the soot mass when the ambient temperature increases, but a non-
monotonic increase of the soot mass as the ambient O2 level increases.
However, the effects of the ambient temperatures and O2 levels on soot
vailable online 8 November 2021
306-2619/© 2021 The Authors. Published by Elsevier Ltd. This is an open access ar

https://doi.org/10.1016/j.apenergy.2021.118094
Received 30 April 2021; Received in revised form 30 July 2021; Accepted 18 Octo
ticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

ber 2021

http://www.elsevier.com/locate/apenergy
http://www.elsevier.com/locate/apenergy
mailto:walther@mavt.ethz.ch
https://doi.org/10.1016/j.apenergy.2021.118094
https://doi.org/10.1016/j.apenergy.2021.118094
http://crossmark.crossref.org/dialog/?doi=10.1016/j.apenergy.2021.118094&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Applied Energy 306 (2022) 118094M. Zhang et al.

M
d
O
f
s
i
s
t
e
f
d

f
o
t
e
t

𝑚
i
r
t
t
s
p
f
d
R
t
n
s
d
i
b
m
i
f
c
f
t
s

sub-processes, such as inception, surface growth, and oxidation, are not
fully examined. This is likely due to the limitation in the measuring
technologies to obtain additional information, e.g., the distribution of
soot-relevant species and the contribution of each soot sub-process.

In terms of numerical studies, computational fluid dynamics (CFD)
coupled with chemical kinetic and soot models, once validated, can
provide additional information that cannot be obtained in the exper-
iment. The effects of different ambient O2 levels (13%, 15%, and
21%) on soot formation at an ambient temperature of 900K were
investigated by Pei et al. [13]. They suggested that the strategies aiming
for soot reducing need to be adjusted according to different O2 levels.

ukut et al. [14] used a semi-empirical two-equation soot model and a
etailed method of moments (MOM) soot model to study the effects of
2 levels on soot formation. It was found that the peak soot volume

raction (SVF) increases with increasing O2 levels. For the study of
oot at different ambient temperatures, the trend where the soot mass
ncreases with increasing ambient temperature is captured in many
tudies [15–17]. Gong et al. [17] investigated the soot formation at
wo different ambient temperatures (900K and 1000K) using large
ddy simulation (LES). They pointed out that the difference in the soot
ormation under different ambient temperatures is mainly due to the
ifference in the local composition of mixtures.

It should be noted that the aforementioned works were solely
ocused on either the effects of ambient temperatures or the effect
f ambient O2 levels on soot formation. For the study of soot forma-
ion across different ambient temperatures and O2 levels, Pandurangi
t al. [18] investigated the soot onset process using Lagrangian particle
racking method under different ambient temperatures (850K, 900K

and 1000K), and O2 levels (13%, 15%, and 21%). Wang et al. [19]
developed a reduced n-dodecane-PAH (polycyclic aromatic hydrocar-
bons) mechanism to study the soot mass at quasi-steady state (QSS).
Their simulation results show that the difference in the total soot mass
between different O2 levels becomes larger as the ambient temperature
increases from 850K to 1200K under an ambient density of 22.8 kg∕m3.
Although they predicted similar difference in the soot mass at varying
ambient temperatures and O2 levels as that observed in the experi-
ment [7], detailed explanations on the results, in particular the effects
of ambient temperatures and O2 levels on the soot sub-processes, were
not provided in their studies. Setting against this background, the goal
of the present study is to elucidate the effects of ambient temperatures
and O2 levels on the global soot formation process as well as on each
of the soot sub-processes. To achieve this, LES of Spray A at two
different ambient O2 levels (15% and 21%) and three different ambient
temperatures (900K, 1000K, and 1100K) are carried out. The soot is
modeled by coupling the LES flow solver with a two-equation soot
model that takes the soot sub-processes into account [20].

This article is structured as follows: Descriptions of cases are in-
troduced in Section 2. Numerical methods including LES model, spray
model, combustion model and soot model are presented in Section 3.
Model validation as well as analysis of soot formation and oxidation
across different ambient temperatures and O2 levels are performed in
Section 4. Lastly, concluding remarks are provided in Section 5.

2. Case descriptions

The experimental data from ECN Spray A are used to validate and
evaluate the model performance in the present study. Details about
the experimental setup and measurement methods are reported in
ECN [11]. The main injection parameters of Spray A are described in
Table 1. Operating conditions of the simulated cases in the present
study are summarized in Table 2. It should be noted that the case with
15% O2 at the ambient temperature of 900K (Case 1) is selected as the
2

baseline case.
Table 1
Main injection parameters of Spray A.

Parameters Value

Injector nozzle diameter 90 μm
Injection pressure 150 MPa
Injection mass flow rate 2.295 g∕s
Injection duration 6.1 ms
Fuel temperature 373 K
Fuel density 693 kg∕m3

Liquid spray angle (half) 10◦

Discharge coefficient 0.89

Table 2
Main operating conditions of the simulation cases (𝑇𝑎𝑚: ambient temperature, 𝜌𝑎𝑚:
ambient density).

Case O2 (% mol) 𝑇𝑎𝑚 (K) 𝜌𝑎𝑚 (kg∕m3)

1 15 900 22.8
2 15 1000 22.8
3 15 1100 22.8
4 21 900 22.8
5 21 1000 22.8
6 21 1100 22.8

3. Numerical methods

In the present study, simulations are carried out using OpenFOAM-
v1712 [21], where the Eulerian–Lagrangian approach is used within
the LES framework to model fuel spray, gas flow, and combustion
processes.

3.1. CFD submodels

The gas-flow field is described in the Eulerian framework using the
filtered compressible Navier–Stokes equations [22,23]. To model the
sub-grid-scale stress, a one-equation dynamic structure LES model is
employed in the present study [23]. For the liquid spray, the standard
Lagrangian discrete phase approach is adopted to model the motion
of particles. The full geometry of the injector nozzle is not included
in the computational domain. Instead, the injector is represented as a
‘disc’ source and is placed at 0.1mm away from one side of the wall
along the wall centroid line. Liquid spray is modeled as Lagrangian
parcels, which are injected from the ‘disc’ source. The injection velocity
in the simulation is specified as an instantaneous injection velocity
with a consideration of cavitation, which can be calculated via 𝑈𝑓 =
̇ 𝑓∕(𝐶𝑑𝜌𝑓𝐴𝑓 ). 𝑈𝑓 , �̇�𝑓 , 𝐶𝑑 , and 𝐴𝑓 denote the fuel injection veloc-
ty, fuel mass flow rate, discharge coefficient, and orifice exit area,
espectively. The fuel mass flow rate is based on a tabulated injec-
ion profile recommended by ECN [11]. The aforementioned method
o model the injection process is similarly performed by numerous
tudies [14,24]. In the present study, temperature-dependent fuel
roperties are considered for the liquid spray parcels. Details of the
uel properties can be seen in Appendix A. The Rosin–Rammler size
istribution is considered as the primary breakup of droplets. The
osin–Rammler parameters are similar to those used in [25,26] where

he maximum droplet size is equal to the diameter of the injector
ozzle, while the minimum and mean values of the droplet size are
et to 10% and 70% of the maximum droplet size, respectively. The
etailed parameters for the Rosin–Rammler size distribution are listed
n Table 3. The Reitz–Diwakar model is used to model the secondary
reakup of droplets [27]. The model constants for the Reitz–Diwakar
odel are listed in Table 4. Collision between particles is not taken

nto account due to their minor effects on penetration [28]. Heat trans-
er between liquid and gas phases is modeled by the Ranz–Marshall
orrelation [20,29]. In the present LES, the effect of the resolved flow
ield on the droplets is modeled by the drag force model [30], while
he sub-grid turbulence effect on the droplets is accounted for via a
ub-grid droplet dispersion model [31].
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Table 3
Parameters for the Rosin–Rammler size distribution.

Parameters Value

Maximum droplet size 90 μm
Minimum droplet size 9 μm
Reference droplet size 63 μm
Exponent 3

Table 4
Model constant for the Reitz–Diwakar model.

Parameters Value

Bag breakup constant 0.785
Stripping breakup constant 10

3.2. Chemical mechanism and combustion model

In the present study, the reduced C12H26 mechanism with 54 species
and 269 reactions developed by Yao et al. [32] is implemented. The
well-stirred reactor is used as the combustion model, in which no sub-
grid turbulence chemistry interaction (TCI) effect is considered. To
improve the efficiency in integrating the source terms in the species
transport and also energy equations, the chemistry coordinate mapping
(CCM) approach is employed. A detailed description of CCM can be
found in [33–35].

3.3. Soot model

Soot mass fraction (𝑌𝑠𝑜𝑜𝑡) and soot particle number density (𝜙𝑁 ) are
simulated in the current work. The evolution of the two soot transport
equations is described by [36,37],

𝜕
𝜕𝑡
(𝜌𝑌𝑠𝑜𝑜𝑡) +

𝜕
𝜕𝑥𝑗

(𝜌𝑢𝑗𝑌𝑠𝑜𝑜𝑡) =
𝜕
𝜕𝑥𝑗

(

𝜇𝑡
𝑆𝑐𝑡

𝜕𝑌𝑠𝑜𝑜𝑡
𝜕𝑥𝑗

)

+
𝑑𝑀𝑠𝑜𝑜𝑡

𝑑𝑡
(1)

𝜕
𝜕𝑡
(𝜌𝜙𝑁 ) + 𝜕

𝜕𝑥𝑗
(𝜌𝑢𝑗𝜙𝑁 ) = 𝜕

𝜕𝑥𝑗

(

𝜇𝑡
𝑆𝑐𝑡

𝜕𝜙𝑁
𝜕𝑥𝑗

)

+ 1
𝑁𝐴

𝑑𝑁𝑠𝑜𝑜𝑡
𝑑𝑡

(2)

where 𝜌, 𝑢𝑗 , 𝜇𝑡, and 𝑆𝑐𝑡 denote the fluid density, flow velocity, turbulent
viscosity, and turbulent Schmidt number, respectively. The value of
Avogadro number (𝑁𝐴) is 6.022045 × 1026 kmol−1.

The source terms ( 𝑑𝑀𝑠𝑜𝑜𝑡
𝑑𝑡 and 𝑑𝑁𝑠𝑜𝑜𝑡

𝑑𝑡 ), required in the transported
equations, are modeled by a multi-step phenomenological soot model
[20]. The source term, 𝑑𝑀𝑠𝑜𝑜𝑡

𝑑𝑡 , is given as,

𝑑𝑀𝑠𝑜𝑜𝑡
𝑑𝑡

= 𝑀𝑊𝑐

(

100𝜔𝑖𝑛𝑐 [C2H2] + 2𝜔𝑠𝑔[C2H2] − 𝜔𝑂𝐻 [OH] − 𝜔𝑂2
[O2]

)

(3)

where 𝑀𝑊𝑐 is the molecular weight of carbon atom. Acetylene (C2H2)
is selected as the soot precursor and surface growth species. The
reaction rates of the sub-processes in terms of inception, surface growth
as well as oxidation via OH and O2 are represented by 𝜔𝑖𝑛𝑐 , 𝜔𝑠𝑔 , 𝜔𝑂𝐻 ,
and 𝜔𝑂2

, respectively. The reaction rate of each sub-process is expressed
in an Arrhenius form,

𝜔𝑖 = 𝐶𝑖𝑇
𝑏,𝑖 exp

(−𝑇𝑎,𝑖
𝑇

)

(𝑆𝑠𝑜𝑜𝑡)𝑚,𝑖 (4)

𝑆𝑠𝑜𝑜𝑡 = (𝜋𝑁𝑠𝑜𝑜𝑡)1∕3
(

6𝑀𝑠𝑜𝑜𝑡
𝜌𝑠𝑜𝑜𝑡

)2∕3
(5)

where 𝑇 , 𝐶, 𝑇𝑎, 𝑆𝑠𝑜𝑜𝑡, and 𝜌𝑠𝑜𝑜𝑡 denote the gas temperature, model
constant, activation temperature, soot specific surface area, and soot
density, respectively. 𝑏 and 𝑚 are the exponent for 𝑇 and 𝑆𝑠𝑜𝑜𝑡, re-
spectively. 𝜌𝑠𝑜𝑜𝑡 is set to 2000 kg∕m3. The corresponding descriptions
and constants for these sub-processes are summarized in Table 5. The
3

Table 5
Soot model constant values adopted [20].
𝑖 Description 𝐶𝑖 𝑏 𝑇𝑎,𝑖 𝑚

inc Inception 10 000 0 21 000 0
sg Surface growth 45(𝑝∕𝑝𝑟𝑒𝑓 )1.4 0 12 100 0.5
OH Oxidation by OH 0.36 0.5 0 1.0
O2 Oxidation by O2 10 000 0.5 19 778 1.0

Fig. 1. Mesh configuration of the computational domain. The mesh is axial symmetric.
The black dashed line represents the central axis (along with the injection direction)
of the computational domain.

surface growth constant (𝐶𝑠𝑔) is adjusted from 14 to 45 [38] in order
to match the experimental soot mass provided in the ECN [11].

The source term, 𝑑𝑁𝑠𝑜𝑜𝑡
𝑑𝑡 , is given as,

𝑑𝑁𝑠𝑜𝑜𝑡
𝑑𝑡

= 𝑁𝐴𝜔𝑖𝑛𝑐 − 𝜔𝑐𝑜𝑎𝑔 (6)

𝜔𝑐𝑜𝑎𝑔 = 𝐶𝑐𝑜𝑎𝑔

(

24𝑘𝐵𝑇
𝜌𝑠𝑜𝑜𝑡

)1∕2 (6𝑀𝑠𝑜𝑜𝑡
𝜌𝑠𝑜𝑜𝑡𝜋

)1∕6
(

𝑁𝑠𝑜𝑜𝑡
)11∕6 (7)

where 𝜔𝑐𝑜𝑎𝑔 is the coagulation rate. In Eq. (7), the model constant
(𝐶𝑐𝑜𝑎𝑔) and Boltzmann’s constant (𝑘𝐵) are 3 and 1.38054 × 10−23 J∕K,
respectively.

3.4. Computational domain and numerical schemes

The computational time step is set to 50 ns. Second-order schemes
are used for the discretizations of both time and space. The computa-
tional domain, which corresponds to the constant volume vessel in ECN,
is a cube with a length of 108mm for each side. The mesh configuration
of the computational domain is shown in Fig. 1. A uniform mesh
of 0.25mm (15mm axially from the nozzle location) is employed to
cover the spray region. A finer mesh of 0.125mm (6mm radially and
15mm axially from the nozzle location) is used to ensure sufficient
resolution for the liquid penetration region. In addition, a coarser mesh
is employed outside the spray region. The total mesh count is 6.8
million cells. The ratio of the resolved kinetic energy to the total kinetic
energy in the spray region is 84%, indicating a sufficient resolution of
the flow [39]. A full description of the convergence studies can be
found in the authors’ previous work [38].

4. Results and discussion

4.1. Validation of non-reacting and reacting spray simulations

The validation of computational model is first carried out by com-
paring the simulated and measured non-reacting spray characteristics
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Fig. 2. (a) Liquid penetration length (LPL) during the early stage (𝑡 < 0.2 ms), (b) LPL during steady state and (c) vapor penetration length (VPL) after the start of injection (ASOI)
as function of ambient temperature.
Fig. 3. Simulated and measured (a) ignition delay time (IDT) and (b) lift-off length (LOL) as function of the ambient temperatures (𝑇𝑎𝑚) at 15%, and 21% ambient O2 [7].
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t

n terms of liquid penetration length (LPL) and vapor penetration
ength (VPL). In this study, the LPL and VPL, as recommended in
CN [11,40], are defined as the farthest distance where 95% of the total
iquid mass and 0.1% of the vapor fuel mass are observed, respectively.
ig. 2(a) shows the temporal evolution of LOL during the early phases
f injection (𝑡 < 0.2ms), in which the present model is shown to be
ble to capture the fuel evaporation process. As shown in Fig. 2(b), the
easured LPL at the ambient temperature of 900K is used to validate

he associated prediction during the QSS. Considering that the LPL
easurements at the ambient temperature of 1000K and 1100K are
ot available, the LPLs obtained from the scaling law are hence used to
alidate the predicted LPLs [41]. It should be noted that the measured
PL at the ambient temperature of 900K is ensemble averaged based
n different individual injection events, while the simulated LPLs at
ifferent ambient temperatures are time averaged from 0.2ms to 1.5ms.
s shown in Fig. 2(b), although the predicted LPLs are overpredicted
s compared to those obtained from the experiment at the ambient
emperature of 900K and the scaling law at the ambient temperature of
000K and 1100K [41], the maximum relative error is within 9%. The
ame overpredictions can also be found in [23,24,26]. Nevertheless, the
verall trend where LPLs decrease as the ambient temperature increases
s well captured. Further information regarding the sensitivity of the
PL to the stripping breakup constant (𝐶𝑠) in the Reitz–Diwakar model
s shown in Appendix B. Considering that the ambient temperature
as a minor effect on the VPL [42], the predicted VPLs at different
mbient temperatures are only compared to the measurement at the
mbient temperature of 900K. Fig. 2(c) demonstrates that the predicted
PLs at varying ambient temperatures are in good agreement with the
easurement.

The LES reacting spray characteristics are validated using the ex-
erimental ignition delay time (IDT) and lift-off length (LOL). In the
4

O

resent study, the predicted IDT is defined as the time when the
aximum rate of change in maximum temperature in the domain is

bserved [43]. This definition is in accordance to the definition of
xperimental IDT recommended by ECN [11] and has been used in
arious studies [9,24,44]. The predicted LOL, based on ECN’s recom-
endation [11,45], is defined as the shortest downstream location
here the mass fraction of OH reaches 2% of its maximum value after

he spray flame stabilizes. The measured and predicted IDTs are shown
n Fig. 3(a) where the predicted IDTs follow the trend of measured
DTs [7], but are consistently underpredicted. The underestimation is
ikely due to the reduced mechanism used as similar underestimation of
DTs can also be found in [46,47], in which the same reduced chemical
echanism was employed. To examine the influence of 𝐶𝑠 on IDT, a

sensitive study of 𝐶𝑠 on IDT is shown in Appendix B. The current LES
captures the variation of LOLs with respect to the change of ambient
temperatures. This is shown in Fig. 3(b), where the predicted LOLs
agree well with the measured LOLs [7], except for the 21% O2 cases
at the ambient temperature of 900K and 1000K. The overpredictions
of LOLs for these two cases are likely due to the uncertainties in the
experiment. In another experimental work using the Sandia bomb with
21% O2, the measured LOLs were reported to be 13.2mm and 10.1mm
t the ambient temperature of 900K and 1000K [48], respectively. The
resent simulated LOLs for these two cases are 13.3mm and 10.6mm, re-
pectively, which leads to a maximum relative error of 5% as compared
o the experimental data in [48].

.2. Transient soot evolution and quasi-steady soot mass

The model performance in predicting the transient evolution of
he total soot mass in the baseline case (ambient temperature and

level of 900K and 15%, respectively) is assessed. Fig. 4 shows
2
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Fig. 4. Comparison of the simulated and measured soot mass evolution after the start
of injection (ASOI) for the baseline case (900K, 15% O2).

a comparison of the measured and predicted temporal evolutions of
the total soot mass in the baseline case. In the experiment, only the
soot within the region from the injector nozzle to 67.2mm downstream
location is measured [11]. Akin to the practice in the experiment,
only the simulated soot in the aforementioned region is considered
in the total soot mass calculation. It should be noted that the mean
value of the measured soot mass is ensemble averaged from at least
5 individual injection events of which the associated scatter of soot
mass in the 5 experimental injection events is shown as the shadow
region in Fig. 4. As shown in Fig. 4, both the predicted and measured
soot mass increase rapidly and then decrease before reaching the QSS.
This phenomenon is referred to soot spike and is well captured by the
present LES model. Extensive discussion on the soot spike is available
in the authors’ previous study [38]. Further discussion regarding the
variation of soot spike with the different ambient temperatures and O2
levels are beyond the scope of the present work, and hence is presented
in Appendix C. This rapid raise of the soot mass is similarly observed
under different ambient O2 levels and temperatures (cases 2 to 6). Fig. 5
compares the distributions of the simulated SVF and measured soot
optical thickness (KL) [11] at three different time instances (1.0ms,
1.4ms, and 2.5ms) in the baseline case (900K, 15% O2). As depicted
in Fig. 5, although the simulated SVF penetrates slightly shorter than
5

Fig. 6. Comparison of simulated and measured quasi-steady soot mass for all cases. The
simulated results are time averaged from 2.0 to 4.0ms, while the experimental results
are time and ensemble averaged within 4.0ms from 5 individual injection events [7].

the measured soot KL, the evolution of soot-containing regions in the
simulated SVF is well captured.

To further validate the model performance at QSS across different
ambient temperatures and O2 levels, a comparison of the simulated and
measured soot mass [11] at the QSS is presented in Fig. 6, where the
simulated soot mass is time averaged from 2.0 to 4.0ms. It should be
noted that both the measured and simulated soot mass are normalized
by their respective soot mass under the baseline conditions (900K, 15%
O2). Fig. 6 depicts that the normalized simulated soot mass agrees well
with the normalized measured soot mass. It can be found that the soot
mass increases with increasing ambient temperature, but decreases as
the ambient O2 level increases from 15% to 21%. It is also worth noting
that the difference in the soot mass between the 15% and 21% O2
cases becomes larger as the ambient temperature increases. Above all,
the variation of the soot mass with respect to the change of ambient
O2 levels and temperatures is consistent with that observed in the
experiment [7].
Fig. 5. Comparison of the distributions of the simulated soot volume fraction (SVF) and measured soot optical thickness (KL) [11] after the start of injection (ASOI) for the
baseline case (900K, 15% O2) [11].
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Fig. 7. Instantaneous distribution of equivalence ratio (𝜑) in a cut plane for different ambient temperatures and O2 levels at 2.5ms. Black, red and purple lines are iso-line of
soot volume fraction = 10−6, 2 × 10−5 and 3 × 10−5, respectively. The short cyan vertical lines denote the simulated lift-off lengths.
4.3. Effects of ambient temperatures and O2 levels on global soot process

Considering that the soot formation is highly related to local mix-
ture fraction [17], Fig. 7 shows the instantaneous distribution of equiv-
alence ratio (𝜑) at 2.5ms for different ambient temperatures and O2
levels. It is apparent that the soot-containing region in the 15% O2
cases is larger than that in the 21% O2 cases. This corresponds to a
higher soot mass observed in the 15% O2 cases, as shown in Fig. 6.
The soot onset appears more upstream due to the shorter LOL as the
ambient temperature increases. The soot is mainly formed up till the
50mm downstream location in the 21% O2 cases, while it is formed
up till the head of spray in the 15% O2 cases. The reason can be
attributed to the fact that the fuel-rich region penetrates to further
downstream location in the 15% O2 cases. In order to demonstrate
the local difference in 𝜑 between different cases, Fig. 8 shows the
scatter plots of 𝜑 − 𝑇 at different ambient temperatures and O2 levels.
It should be noted that the soot region extends to a higher value of 𝜑 in
both the 15% and 21% O2 cases as the ambient temperature increases.
Considering that the flame stabilization is established at QSS, only the
mean flame temperature profiles at 2.5ms as a function of 𝜑 at different
ambient temperatures in the 15% and 21% O2 cases are shown in
Fig. 9. As depicted, the O2 level has a more significant effect on the
maximum flame temperature than the ambient temperature. The mean
flame temperature in the case with a higher ambient temperature is
higher in both the 15% and 21% O2 cases. It is known that a higher
flame temperature leads to faster reaction rates for both formation and
oxidation rates based on Arrhenius relation. However, an increasing
flame temperature in the relatively fuel–rich mixture results in a faster
soot formation than oxidation due to a lack of significant oxidative
attack on the soot precursor, as reported in [43,49,50]. This is the
governing factor which leads to the increase in the soot mass with
increasing ambient temperature cf. Fig. 6.

As aforementioned, the soot mass difference at 15% and 21% O2
becomes larger when the ambient temperature increases. In order to
understand the mechanism behind this increasing difference in the soot
mass with increasing ambient temperature, the mass distributions of
6

soot and soot precursor (C2H2 selected as the soot precursor and surface
growth species) conditional on 𝜑 at different ambient temperatures and
O2 levels are shown in Fig. 10. The following observations in Fig. 10
are similar during the QSS (2.0 to 4.0ms), only the results at 2.5ms
are hence shown here. From Fig. 10(a), the soot mass in the 15% O2
cases is higher than that in the 21% O2 cases, which corresponds to
the observation in Fig. 6. It is also obvious from Fig. 10(a) that the
distribution of soot is extended to a higher 𝜑 value as the ambient tem-
perature increases. This agrees well with the spatial soot distribution
shown in Fig. 7. More importantly, the amount of soot formed in the
fuel-richer region (roughly 𝜑 > 1.6) is found to increase with increasing
ambient temperature. This is more apparent in the 15% O2 cases. As a
result, the difference in the soot mass appears in a wider range of 𝜑 and
increases between the 15% and 21% O2 cases with the rise of ambient
temperature. These observations may be attributed to the C2H2 formed
as a similar distribution is observed in Fig. 10(b).

An examination of C2H2 reaction pathways (not shown here) indi-
cates that the two most important pathways to affect C2H2 production
are C2H2 +O ↔ CO+CH2 and C2H2 +OH ↔ CO+CH3. Meanwhile, it is
expected that the productions of O and OH radicals decrease as the O2
level decreases. Hence, it is suggested that the lower amount of C2H2
formed in the 21% O2 cases is due to a stronger oxidation process via
O and OH radicals, as compared to that in the 15% O2 cases. However,
a lower C2H2 may not be the only governing reason for the lower soot
mass in the 21% O2 cases. Since a higher amount of OH produced
in the 21% O2 cases cf. Fig. 15(a), another important reason for the
lower soot mass observed at 21% O2 is found to be the stronger soot
oxidation rate via OH as compared to 15% O2 cases. When the ambient
temperature increases, the flame temperature also increases as shown
in Fig. 9. This results in the relatively high 𝜑 region becoming favorable
for the formation of C2H2. Within the relatively high 𝜑 region, the
oxidation of C2H2 is not significant. Hence, more C2H2 is formed at
the relatively high 𝜑 region, which also leads to the soot formed at
that particular region. In addition to this, the LOL decreases as the
ambient temperature increases cf. Fig. 3(b). This results in a larger
fuel-rich region due to a shorter mixing time between air and fuel.
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Fig. 8. Scatter plots of equivalence ratio-temperature (𝜑−𝑇 ) at different ambient temperatures and oxygen levels. Gray dots represent all computational cells. Colorful dots denotes
the cells with soot volume fraction (SVF) larger than 1 ppm (particle per million), which envelops the high SVF region.
Fig. 9. Mean temperature conditional on equivalence ratio (𝜑) at 2.5ms for different ambient temperatures under (a) 15% and (b) 21% O2 levels.
All these collectively lead to the increase of soot mass as the ambient
temperature increases. This is more apparent in the 15% O2 cases due
to having a weaker oxidation of C2H2 as compared to the 21% O2
cases. It is also worth noting that the relatively high 𝜑 region is the
most favorable region for soot formation cf. Fig. 7. As a result, the
formation of C2H2, especially in the relatively high 𝜑 region, increases
more drastically at 15% O than at 21% O . This, consequently, leads
7

2 2
to an increasing difference in soot mass formed between the 15% and
21% O2 cases as the ambient temperature increases.

A closer examination of Fig. 10(a) shows that soot is formed closer
to the stoichiometric line (𝜑 = 1) in the 15% O2 cases. The main reason
is likely due to the presence of C2H2 at the region near stoichiometric
mixture, as shown in Fig. 10(b). As mentioned earlier, the oxidation
of C H is mainly via O and OH radicals. Fig. 11 shows the mass
2 2
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Fig. 10. Distributions of (a) soot and (b) C2H2 mass as a function of equivalence ratio (𝜑) for different ambient temperatures and O2 levels at 2.5ms.
distributions of O and OH radicals as a function of 𝜑 at 2.5ms. It is
apparent that the O and OH radicals mass in the 21% O2 cases are
greater than that in the 15% O2 cases. This demonstrates that the
C2H2 oxidation near the stoichiometric region in the 21% O2 cases is
significantly stronger than that in the 15% O2 cases. This likely leads to
more C2H2 being consumed in the 21% O2 cases relative to the 15% O2
cases. Hence, C2H2 can be observed closer to the stoichiometric region
in the 15% O2 cases, as compared to that in the 21% O2 cases.

4.4. Effects of ambient temperatures and O2 levels on soot sub-processes

In this section, the effects of ambient temperatures and O2 levels on
each soot sub-processes are investigated. Fig. 12 shows the temporal
evolution of the soot mass contributed by the inception (𝑀𝑖𝑛𝑐) and sur-
face growth processes (𝑀𝑠𝑔) across different ambient temperatures and
O2 levels. It is apparent that both 𝑀𝑖𝑛𝑐 and 𝑀𝑠𝑔 increase with increasing
ambient temperature at both 15% and 21% O2 levels. This may be
attributed to the higher amount of C2H2 formed and increasing flame
temperature when the ambient temperature increases [50]. During the
inception process, 𝑀𝑖𝑛𝑐 in the 21% O2 cases is always higher than that
in the 15% O2 cases. Although the C2H2 mass in the 21% O2 cases
is lower than that in the 15% O2 cases, the local flame temperature
in the 21% O2 cases is higher than that in the 15% O2 cases. This
higher flame temperature results in a higher inception rates in the 21%
O cases. It should be noted that the surface growth process is more
8

2

dominant than the inception process as 𝑀𝑖𝑛𝑐 is lower than 𝑀𝑠𝑔 by an
order of magnitude of 100. During the surface growth process, 𝑀𝑠𝑔
in the 15% O2 cases is always lower than that in the 21% O2 cases
at the ambient temperature of 900K. For the ambient temperatures of
1000K and 1100K, 𝑀𝑠𝑔 in the 15% O2 cases is lower at the beginning
but overtakes that in the 21% O2 cases during the QSS. It is worth
noting that the soot sub-process rates are highly dependent on the
concentration of soot-related species, soot surface area, and local flame
temperature (see Eq. (3)). Fig. 13 shows the evolution of soot surface
area across different ambient temperatures and O2 levels. It is apparent
that the soot surface area in the 15% O2 cases is smaller than that in
the 21% O2 cases at the early stage, but larger during the QSS. At the
ambient temperature of 900K, 𝑀𝑠𝑔 in the 15% O2 cases is lower due
to the lower flame temperature cf. Fig. 9. At the ambient temperature
of 1000K and 1100K, the earlier soot onset and higher local flame
temperature in the 21% O2 cases result in a higher 𝑀𝑠𝑔 at the early
time. However, as the flame develops, the soot surface area in the 15%
O2 cases becomes larger than that in the 21% O2 cases cf. Fig. 13.
Hence, the larger soot surface area and higher C2H2 mass cause the 𝑀𝑠𝑔
in the 15% O2 cases to be higher than that in the 21% O2 cases during
the QSS. Fig. 14 shows the temporal evolution of soot mass oxidized
via OH and O2 (𝑀𝑂𝐻 and 𝑀𝑂2

) across different ambient temperatures
and O2 levels. It is noticeable that the 𝑀𝑂𝐻 and 𝑀𝑂2

increase with
increasing ambient temperature in both the 15% and 21% O2 cases.
Fig. 14 also shows that the soot mass oxidized via OH in the 21%
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Fig. 11. Distributions of (a) O and (b) OH radicals mass as a function of equivalence ratio (𝜑) for different ambient temperatures and O2 levels at 2.5ms.
Fig. 12. The temporal evolution of soot mass resulted from (a) inception (𝑀𝑖𝑛𝑐 ) and (b) surface growth (𝑀𝑠𝑔) after the start of injection (ASOI) across different ambient temperatures
and O2 levels.
O2 cases is consistently higher than those in the 15% O2 cases during
he entire soot evolution process for all three ambient temperatures.
n the contrary, the 𝑀𝑂2

values in the 21% O2 case are higher than
hose in the 15% O2 case at the early time but become lower during
he QSS. To better understand the observed results, Fig. 15 shows the
otal mass of OH and O2 across different ambient temperatures and O2
evels. As depicted, the OH mass in the 21% O2 cases is higher than
hat in the 15% O2 cases. Despite having smaller soot surface area,
he significantly higher flame temperature and OH concentration at
1% O2 are the main reason for 𝑀𝑂𝐻 to be consistently higher relative
o that at 15% O2. Fig. 15(b) shows the remained O2 mass for the spray
egion in the 21% and 15% O2 cases at different ambient temperatures.
he mixture fraction 𝑍 = 0.0001 is used as a threshold to define the
oundary of the spray region. From Fig. 15(b), there is no difference
n the remained O2 mass for the spray region between the 15% and
1% O cases. Hence, the difference in the 𝑀 can be attributed to
9

2 𝑂2
the soot surface area and flame temperature. At the early phase, the
higher flame temperature and earlier soot onset in the 21% O2 cases
lead to a higher 𝑀𝑂2

. However, the soot surface area in the 15% O2
cases becomes significantly larger during the QSS. This causes 𝑀𝑂2

to
become larger than that in the 21% O2 cases.

5. Conclusions

In this study, the soot formation and oxidation processes are inves-
tigated using large eddy simulation across different ambient tempera-
tures (900K, 900K, and 1100K) and oxygen (O2) levels (15% and 21%).
The predicted relative change of time-averaged soot mass during the
quasi-steady state agrees well with the experimental measurements.

A lower soot precursor (C2H2) mass is formed in the 21% O2 cases
due to a stronger oxidation of C2H2 via O and OH radicals, as compared
to the 15% O cases. This leads to a lower soot mass formed in the
2
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Fig. 13. The temporal evolution of soot surface area after the start of injection (ASOI)
across different ambient temperatures and O2 levels.

21% O2 cases. The increase in the ambient temperature causes the
fuel-richer region (equivalence ratio > 1.6) to be favorable for C2H2
formation, and consequently, soot to form. The effects of temperature
are more significant in the 15% O2 cases due to a lower amount
of O and OH radicals produced, which leads to a weaker oxidation
of C2H2. This eventually results in a significantly larger amount of
C2H2 formed at 15% O2 than 21% O2 as the ambient temperature
rises. Consequently, the difference in the soot mass formed between
the 15 and 21% O2 cases becomes larger as the ambient temperature
increases.

At the ambient temperature of 900K, a higher local flame temper-
ature in the 21% O2 case leads to a higher soot mass resulted from
surface growth process. At the ambient temperature of 1000K and
1100K, an earlier soot onset and higher local flame temperature lead
to a higher surface growth mass in the 21% O2 cases at the early time.
However, during the quasi-steady state , the soot surface area in the
15% O2 cases becomes larger than that in the 21% O2 cases, which
leads to the surface growth mass in the 15% O2 cases to become higher.
The soot mass oxidized via OH in the 21% O2 cases is consistently
higher than that at 15% O2 cases due to the significantly higher OH
mass and flame temperatures present in the former cases. On the other
hand, the difference in soot oxidation process via O2 mainly results
from the difference in soot surface area and flame temperatures in the
10

15% O2 and 21% O2 cases.
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Appendix A. Modeled fuel properties

Fig. A.1 shows a comparison of modeled fuel parameters in Open-
FOAM and experimental data from National Institute of Standards and
Technology, US (NIST) [51]. The main fuel physical properties to affect
LPL are surface tension, liquid dynamic viscosity, and fuel density. It
is apparent that the fuel physical properties are well modeled in the
present study.

Appendix B. Sensitive study of 𝑪𝒔 on LPL and IDT

The breakup model constant, stripping breakup constant (𝐶𝑠) in
the Reitz–Diwakar model, is the common tuning parameter to vary
LPL [52,53]. Fig. B.1 show the evolution of LPLs with respect to
different 𝐶𝑠 values at the ambient temperature of 900K and 0% O2,
respectively. As depicted, it is apparent that the LPL is insensitive to
the 𝐶𝑠 value in the present LES model.

Table B.1 shows the IDT with respect to different 𝐶𝑠 at the ambient
temperature of 900K and 15% O2. From Table B.1, the IDT is shown to
be insensitive to the 𝐶𝑠 value. Considering that 𝐶𝑠 = 10 is the default
value in OpenFOAM, the default value is used in the secondary breakup
model for the present study.
Fig. 14. The evolution of soot mass resulted from (a) OH oxidation (𝑀𝑂𝐻 ) and (b) O2 oxidation (𝑀𝑂2
) after the start of injection (ASOI) across different ambient temperatures

and O levels.
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Fig. 15. The temporal evolution of (a) total OH mass and (b) total O2 mass in the spray region after the start of injection (ASOI) between 21% and 15% O2 levels at different
ambient temperatures.
Fig. A.1. Comparison of fuel properties for (a) fuel density, (b) surface tension, and (c) dynamic liquid viscosity between modeling results and results from [51].
Fig. B.1. Comparison of LPLs between different 𝐶𝑠 values. The experiment data is from
ECN [11].

Table B.1
IDTs for different 𝐶𝑠 values at the ambient temperature of 900K and 15% O2.

Experiment [11] 𝐶𝑠 = 10 (Present) 𝐶𝑠 = 8 𝐶𝑠 = 12

IDT (ms) 0.40 0.33 0.33 0.32

Appendix C. Soot spike at different ambient temperatures and 𝐎𝟐
levels

A detailed explanation on the formation of soot spike was provided
in the authors’ previous work [38] for different oxygen levels at the
ambient temperature of 900K. As discussed in [38], the oxidation
11
process becomes more dominant than the formation process due to the
continually increasing OH radicals. This leads to a decrease in the total
soot mass and, hence the formation of soot spike.

Experimental studies from ECN [11] have shown that the soot
spike becomes less obvious as ambient temperature increases at a fixed
oxygen level of 15%. As mentioned in Section 4.3, when the ambient
temperature increases, the increasing flame temperature results in the
soot formation process increasing faster than the soot oxidation process.
This causes the oxidation process to be less dominant at high ambient
temperatures, even though OH radicals continue to increase. As a
consequence, a less significant soot spike is observed as the ambient
temperature increases.
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