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Abstract

Magnonics is an emerging research field in magnetism in which spin waves are used
to transmit and process information. Unlike traditional electronics, the propagation
of spin waves does not necessarily involve an electric current, and hence no Joule
heating is generated, which makes magnonic devices promising candidates for
the new generation of low energy dissipation devices. One important aspect in
magnonics is to achieve the capability to manipulate the precessional dynamics of
the magnetization in different magnetic systems in order to implement controllable
functionalities in magnonic devices. In this thesis, we focus on two promising
systems based on ferromagnetic thin films, namely the magnetic trilayers and
two dimensional structures. By characterizing the precessional dynamics in these
systems, we aim at determining the key elements to tune the precessional dynamics.
For the first system, where two ferromagnetic layers are coupled antiferromagneti-
cally to form a magnetic trilayer, we systematically characterized the precessional
dynamics with the layer magnetization going from nearly antiparallel to parallel
alignment in a magnetic field. Experimentally, the time-resolved precession of the
magnetization was measured using an all-optical pump-probe technique based on
the magneto-optical Kerr effect. In addition to the acoustic and optical modes, a
transient mode was observed that resulted from the laser-induced decoupling of
the two ferromagnetic layers. With the help of theoretical calculations, we revealed
that the coupled dynamics is determined by the interplay of the Zeeman energy
and the interlayer exchange coupling. Accordingly, the precessional dynamics
could be divided into three field regions, whose definitions depended on the angle
between the two layer magnetizations.
For the second system, based on two dimensional magnetic structures, our aim
was to determine the relationship between the precessional dynamics and the
symmetry of the different synthetic structures. In particular, we have investigated
a crystal structure with translation symmetry and a fractal structure with dilation
symmetry. We first characterized the dynamics in the synthetic crystal structure,
where groups of horizontally and vertically orientated nanomagnets were coupled
magnetostatically to form a so-called trident artificial spin ice. From the measured
time-resolved precession, we found that the spin-wave spectra were significantly
modified by the applied magnetic field. Moreover, the simulated spatial profile
of the spin-wave modes revealed the mode evolution from simple building block
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structures to complex arrays. In particular, the eigenmodes in the magnetic unit
cell exhibited similar spatial distributions as the dominating modes of the complex
arrays, which was consistent with the translational symmetry of the crystal. In
addition, two extra modes were found whose behaviors depended on the size of
the array, and which were related to the collective dynamics of the whole array.
Finally, we characterized the precessional dynamics in a magnetic fractal structure.
To ascertain how the fractal geometry influenced the mode formation, the preces-
sional dynamics was measured in samples developing from a simple geometric
structure towards a fractal-like structure. The experimentally observed evolution of
the precessional motion was found to be related to the different geometric structures
via the demagnetizing field. Furthermore, we found that the mode formation
in fractals followed the dilation symmetry, i.e., the mode was inclined to form
a scaled spatial distribution following the geometric scaling. Based on this, we
determined the two necessary conditions for such a mode formation to occur. One
condition was that the associated magnetic boundaries must be present, and the
other condition was that the mode must not coincide with the regions of the edge
modes.
To conclude, in this thesis, we demonstrate that the precessional dynamics in
coupled magnetic trilayers and magnetic two dimensional structures is determined
by the competition between the associated energies and the unique symmetries
related to the geometric structures. In this way, guiding principles for using these
magnetic systems to develop functional magnonic devices are provided.
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Zusammenfassung

Die Magnonik ist ein aufstrebendes Forschungsgebiet im Bereich des Magnetismus,
in dem Spinwellen zur Übertragung und Verarbeitung von Informationen genutzt
werden. Im Gegensatz zu traditioneller Elektronik ist die Ausbreitung von Spin-
wellen nicht notwendigerweise mit Ladungsstrom verbunden, und daher wird
keine Joule-Wärme erzeugt, was magnonische Bauelemente zu vielversprechenden
Kandidaten für die neue Generation von Geräten mit geringem Energieverlust
macht. Ein wichtiger Aspekt in der Magnonik-Forschung ist, die Fähigkeit zu erlan-
gen, die Präzessionsdynamik der Magnetisierung in verschiedenen magnetischen
Systemen zu beeinflussen, um steuerbare Funktionalitäten in den magnonischen
Bauelementen zu implementieren. In dieser Arbeit konzentrieren wir uns auf zwei
vielversprechende magnetische Systeme, die auf ferromagnetischen Dünnschichten
basieren, nämlich magnetische Dreifachschichten und magnetische zweidimensio-
nale Strukturen. Durch die Charakterisierung der Präzessionsdynamik in diesen
Systemen beabsichtigen wir, die Schlüsselelemente zu bestimmen, um die Präzessi-
onsdynamik einzustellen.
Für das erste System, bei dem zwei ferromagnetische Schichten antiferromagnetisch
zu einer magnetischen Dreifachschicht gekoppelt sind, haben wir die Präzessi-
onsdynamik systematisch charakterisiert, wobei die Schichtmagnetisierung in
einem Magnetfeld von nahezu antiparalleler zu paralleler Ausrichtung übergeht.
Experimentell wurde die zeitaufgelöste Präzession der Magnetisierung mit einer vol-
loptischen Anregungs-Abfrage-Technik gemessen, die auf dem magneto-optischen
Kerr-Effekt basiert. Zusätzlich zu den akustischen und optischen Moden wurde eine
transiente Mode beobachtet, die ein Ergebnis der laserinduzierten Entkopplung der
beiden ferromagnetischen Schichten ist. Mit Hilfe von theoretischen Berechnungen
konnten wir zeigen, dass die gekoppelte Dynamik durch die relativen Beiträge der
Zeeman-Energie und der mit der Zwischenschicht-Austauschkopplung verbunde-
nen Energie bestimmt wird. Dementsprechend konnte die Präzessionsdynamik in
drei Feldregionen unterteilt werden, deren Definitionen vom Winkel zwischen den
beiden Schichtmagnetisierungen abhingen.
Für das zweite System, basierend auf magnetischen zweidimensionalen Strukturen,
war unser Ziel, die Beziehung zwischen der Präzessionsdynamik und den zugehö-
rigen Symmetrien für die verschiedenen geometrischen Strukturen zu bestimmen.
Insbesondere haben wir zwei Strukturen untersucht, und zwar eine Kristallstruktur
mit Translationssymmetrie, und eine fraktale Struktur mit Dilatationssymmetrie.

iii



Zunächst haben wir die Dynamik in einer Kristallstruktur charakterisiert, in der
Gruppen von horizontal und vertikal orientierten Nanomagneten magnetosta-
tisch gekoppelt wurden, um ein sogenanntes dreizackiges künstliches Spin-Eis zu
bilden. Aus der gemessenen zeitaufgelösten Präzession fanden wir heraus, dass
das Spinwellen-Spektrum durch das angelegte Magnetfeld signifikant modifiziert
wurde. Ausserdem zeigten die simulierten Modenprofile die Modenentwicklung
von einfachen Bausteinstrukturen zu komplexen Anordnungen. Insbesondere
zeigten die Eigenmoden in der magnetischen Einheitszelle ähnliche räumliche
Verteilungen wie die dominierenden Moden für die komplexen Anordnungen, was
mit der Translationssymmetrie für eine Kristallgeometrie konsistent war. Darüber
hinaus wurden zwei zusätzliche Moden gefunden, deren Verhalten von der Grösse
der Anordnung abhing und die mit der kollektiven Dynamik für die gesamte
Anordnung in Zusammenhang standen.
Schliesslich haben wir die Präzessionsdynamik in einer magnetischen fraktalen
Struktur charakterisiert. Um festzustellen, wie die fraktale Geometrie die Mo-
denbildung beeinflusst, wurde die Präzessionsdynamik in Proben gemessen, die
von einer einfachen geometrischen Struktur zu einer fraktalähnlichen Struktur
weiterentwickelt wurden. Es wurde festgestellt, dass die experimentell beobachtete
Entwicklung der Präzessionsbewegung mit den unterschiedlichen geometrischen
Strukturen über das entmagnetisierende Feld zusammenhängt. Weiterhin fanden
wir heraus, dass die Modenbildung in Fraktalen der Dilatationssymmetrie folgt,
d.h. die Moden neigen dazu, eine skalierte räumliche Verteilung zu bilden, die der
geometrischen Skalierung folgt. Darauf aufbauend ermittelten wir zwei notwendi-
ge Bedingungen für das Auftreten einer solchen Modenbildung. Eine Bedingung
war, dass die zugehörigen magnetischen Grenzen entsprechend skalieren müssen,
und die andere Bedingung war, dass die Mode nicht mit den Regionen für die
Randmoden zusammenfallen darf.
Um abzuschliessen, in dieser Arbeit zeigen wir, dass die Präzessionsdynamik in ge-
koppelten magnetischen Dreifachschichten und magnetischen zweidimensionalen
Strukturen durch die Konkurrenz zwischen den zugehörigen Energien und den
eindeutigen Symmetrien in Bezug auf die geometrischen Strukturen bestimmt wird.
Auf diese Weise werden Leitprinzipien für die Verwendung dieser magnetischen
Systeme zur Entwicklung funktionaler magnonischer Bauelemente bereitgestellt.
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Introduction

We all might have observed that slowly swinging a permanent magnet close to
a magnetic compass causes the compass needle to follow the movement of the
magnet and rotate back and forth. Such a rotational motion of the compass needle
occurs because it is experiencing a torque originating from the magnetic field
provided by the magnet. This simple system offers a macroscopic and intuitive
example of a dynamic magnetic effect, but magnetic systems can exhibit a broad
range of dynamical phenomena, many of which cannot be perceived by the human
eye. Interestingly, as the length scale at which these dynamic magnetic phenomena
occur is decreased from the macroscopic to the mesoscopic scale, the phenomena
become more and more complex. When further decreased to the microscopic
scale, one eventually needs to use quantum mechanics to describe the resultant
phenomena.
At the macroscopic scale, the magnetic object is often modeled as an effective dipole
moment. Once the magnetic moment is not aligned with the applied magnetic
field, rotational motion will start, and this motion can be well described using the
framework of classical mechanics. The physical descriptions of such a macroscopic
motion has led to many technological applications of magnetic systems. A famous
example is the magnetic microrobot, where a designated and controllable motion
of the microrobot can be achieved by tailoring both the magnetic system and
the applied magnetic field [1–3]. Moving to a mesoscopic length scale, when
describing the magnetic system, it is convenient to use another physical quantity,
the magnetization. In this case, the magnetization dynamics is often described by
the Landau-Lifshitz-Gilbert equation (LLG) [4]. At this length scale, the complexity
of the magnetization dynamics is increased, due to the increased number of
magnetic configurations and associated magnetic interactions [5, 6]. As a result,
many interesting dynamical phenomena occur, such as magnetization precession
and damping [7], propagating spin waves [8, 9], magnetic domain wall motion
[10, 11] and magnetization switching [12–14], all of which have led to significant
progress in the fields of magnonics and spintronics, as well as many promising
technological applications [15–18]. As mentioned above, when moving to the
microscopic length scale, one needs to switch to a quantum mechanical description
of the system. Accordingly, the concept of magnetization is replaced by the spin
operators, which operate on the wave functions of the corresponding systems. At
the microscopic length scale, the spin moment mainly exhibits a Larmor precession,
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which is the physical principle of both nuclear magnetic resonance (NMR) [19] and
electron paramagentic resonance [20]. NMR has now been further developed into
magnetic resonance imaging (MRI), which is widely used in the medical industry
[21].
In this thesis, we focus on the magnetization precession in thin films on the
mesoscopic level. Such a precessional motion of the magnetization, when it
propagates, is commonly referred to as spin waves or magnons. Spin waves
are promising candidates for the low-energy transmission and processing of
information [22], and the great potential of spin waves has made magnonics a lively
research field. In addition, magnonics has many advantages when compared with
other fields. Unlike electronics, the propagation of spin waves does not involve
the movement of electrical charges, and hence can exclude the generation of Joule
heating, which is the main source of inefficiency for semiconductor-based electronics
[23, 24]. Furthermore, magnonic devices are based on magnetic materials, which
gives them the intrinsic property of being able to store non-volatile information.
Currently, the spin waves used for magnonics are often operated in the gigahertz
range, which lies in the microwave frequency band [25]. The wavelengths of the
spin waves are several orders of magnitude smaller than the microwaves with
the same frequency, which makes magnonic devices more promising for device
miniaturization. Moreover, when compared with other new research fields, such as
photonics [26] and phononics [27], magnonics offers an additional tuning parameter
via the application of a magnetic field.
One important research aspect in magnonics is to determine how to effectively
tune the magnetic interactions in order to achieve a variety of functionalities. For
example, in magnonic crystals where the magnetic structures are periodically
arranged, the magnetostatic interactions are effectively tuned by varying the
relevant geometric parameters, which can modify the functionality of filtering of
spin waves [28]. With this in mind, we focus on tuning the magnetic interactions
in ferromagnetic thin films. To allow for more degrees of freedom, we focus
not only on the two dimensional (2D) plane of the thin film, but also extend our
investigation to its interfaces. More specifically, we deposit magnetic trilayers to
introduce the Ruderman–Kittel–Kasuya–Yosida (RKKY) interaction as an interlayer
coupling, which can couple the ferromagnetic layers antiferromagnetically or
ferromagnetically [29–31]. Such interlayer coupling results in a coupled precessional
motion of the two layer magnetizations that contains the acoustic and optical
modes [32]. In addition, the antiparallel coupling has been proposed to give
a nonreciprocal spin-wave dispersion in the Damon-Eshbach geometry [33–35],
which could be used to build nonreciprocal magnonic devices. The tunability of
such coupled precession is achieved by changing the thickness of the nonmagnetic
layer between the two ferromagnetic layers [30, 31]. For this research, our aim is
to find how the precessional dynamics is modified by the interlayer coupling. In
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addition to magnetic trilayers, we tune the magnetic interactions by patterning
2D ferromagnetic structures starting from the thin films. For this purpose, we
choose two different approaches. For the first approach, we follow the design of
artificial spin ices and investigate the spin-wave dynamics in nanomagnet arrays
with a ‘trident’ lattice geometry [36]. In this case, the magnetization dynamics is
dominated by the eigenmodes in each nanomagnet, and the collective dynamics
for the whole array is mediated by the magnetostatic interactions between the
nanomagnets. For the second approach, we investigate the precessional dynamics
in ferromagnetic fractal-like structures [37, 38]. In this case, the magnetization
dynamics is modified by the different geometric structures via the demagnetizing
field. For both approaches, our general aim is to find the relation between the
precessional dynamics and system geometry, and hence provide methods of using
different geometric designs to effectively tune the magnetization dynamics.

1. Outline

In each chapter of this thesis, a more detailed overview of the related physical
concepts and research works are given. In addition, for each specific work presented
in this thesis, the related experimental techniques, theory and numerical simulations
are introduced. The content of this thesis is as follows:
In Chapter 1, the basics about magnetism and magnetization dynamics are intro-
duced, which facilitates a general understanding for the whole thesis. Next, we
present the basic properties of magnetostatic spin waves, their generation and
detection methods, and their potential applications in terms of magnonic devices.
Our goal here is to give the reader a systematic overview of spin waves and their
related applications.
In Chapter 2, we introduce the experimental techniques used for the research
described in this thesis. The first part is about the so-called pump-probe experiments,
which facilitate a direct observation of the precessional motion of the sample
magnetization. Here, we introduce the two experimental setups developed in
house. One is an all-optical pump-probe setup with time-resolved magneto-optical
Kerr effect (TRMOKE), and the other is a time-resolved scanning Kerr microscope
(TRSKM). Using these setups, different characterizations of spin waves can be
performed. The second part of this chapter is about sample fabrication, where the
lithography processes for fabricating different samples are introduced.
In Chapter 3, we report on the magnetic trilayer films in which two ferromagnetic
layers are coupled antiferromagnetically and are experimentally investigated using
both the all-optical pump-probe setup with TRMOKE and TRSKM. The observed
precessional dynamics measured by the all-optical setup is a coupled precession,
and both the acoustic and optical modes are observed. In addition, we observe a
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transient mode, whose occurrence depends on the intensity of the excitation. To
describe all these different modes, we have solved the coupled LLG equations. We
find that the frequency dependence of each mode on the applied magnetic field can
be explained by considering the relative contributions of the Zeeman energy and
the energy associated with the interlayer exchange coupling. Finally, the observed
precessional dynamics obtained by TRSKM does not show a propagating nature,
and we provide several possible explanations for this.
In Chapter 4, we investigate nanomagnet arrays forming a trident spin ice using both
the all-optical setup and micromagnetic simulations. Experimentally, by measuring
the time-resolved precession, we find that an external field can significantly modify
the spin-wave spectra. Following this, micromagnetic simulations are performed
to reveal the spatial distribution of the modes. Based on the simulated results,
we examine the evolution of spin-wave dynamics from three types of building
blocks to large arrays. We find that the eigenmodes present in the building blocks
are important for the dynamics of large arrays. In addition, we find two extra
modes whose behaviors depend on the array size, which are related to a collective
behavior of the whole array.
In Chapter 5, we describe the investigation of ferromagnetic fractal-like structures
using both the TRSKM and micromagnetic simulations. By determining the mode
evolution from a simple geometric structure to a complex fractal-like structure, we
find a general trend of the mode formation related to the geometric scaling defined
in these fractal structures. A detailed analysis of the mode profiles in the sample
reveals how the mode formation is related to the different geometric structures
via the demagnetizing field. Furthermore, we show how the scaling relation
determines the relationship between the amplitude distributions of certain modes
in the fractal samples, with additional modifications introduced by structures at
different length scales.
In Chapter 6, a summary of the conclusions of this thesis and an outlook are
provided.

2. Contributions

Since the works presented in this thesis were performed as part of a research team,
for clarity, an overview of the contributions of the PhD student, Jingyuan Zhou, are
described here for each chapter, along with collaborations and supervision.
Chapter 2

I Optimized the measurement parameters for the all-optical setup.
I Designed and built the TRSKM setup, with supervision from Susmita Saha

and Valerio Scagnoli, and technical help from Alexander Dietrich, Sergii
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I Fabricated the samples in collaboration with Eugenie Kirk and Zhaochu Luo.
I Performed the all-optical pump-probe measurements and analyzed the data
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I Wrote the manuscript with contributions from all authors.
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1. Background

In this chapter, we introduce basic concepts that will guide the reader in the
understanding of the results presented in this thesis. In Sec. 1.1, the basic concepts
in magnetism and several relevant magnetic interaction mechanisms are introduced.
In Sec. 1.2, different types of magnetization dynamics that occur from femtosecond
to microsecond are introduced, with an emphasis on the formalism for describing
the magnetization precession. In Sec. 1.3, a commonly used method for calculating
the magnetostatic spin waves is introduced, followed with explanations of the
basic properties of magnetostatic spin waves. In Sec. 1.4, the different physics
principles behind exciting and detecting spin waves are introduced. Finally, in
Sec. 1.5, potential applications for spin waves are discussed, with an emphasis on
describing the analog and digital magnonic devices.

1.1. Basics in magnetism

1.1.1. Magnetic field and magnetic moment

One of the most common and ancient applications of magnetism is the magnetic
compass. It aligns with the geographic north pole of the earth and, since its
discovery, it has made significant contributions to human history because of its
navigation function. The physics principle behind its function is that both the
compass needle and the earth are magnetic, and can be treated as two magnetic
poles. Different magnetic poles attract each other while the same poles repel
themselves. This phenomenon, for a long time, has been the only understanding
that people perceived for magnetism. Once the concept of the magnetic field was
introduced, the research into magnetism has officially started.
Today, people have realized that the magnetic field is strongly related to the electric
field, and are together often referred to as electromagnetic field. The governing
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equations for electromagnetism are the Maxwell’s equations [39],

∇ ·D = ρ, (1.1a)
∇ · B = 0, (1.1b)

∇ × E = −
∂B
∂t
, (1.1c)

∇ ×H = J +
∂D
∂t
. (1.1d)

In this thesis, all the physics quantities are in SI units. The quantities in Maxwell’s
equations are:

I D: electric displacement field (C/m2);
I ρ: electric volume charge density (C/m3);
I B: magnetic flux density (T);
I E: electric field (V/m);
I H: magnetic field strength (A/m);
I J: electric volume current density (A/m2).

To describe the ‘magnetic field’, two field quantities are introduced, one is the
magnetic flux density B, and the other is the magnetic field strength H. For
convenience, they are often referred as the B-field and H-field. Eqs. (1.1b) and (1.1d)
describe the two properties of the ‘magnetic field’. Eq. (1.1b) indicates that the
divergence of the B-field is always zero, meaning that the field lines of the B-field
always form closed loops. From Eq. (1.1c), we can infer that there are two sources
for the H-field. One is the the electric current J, and the other one is the time-varying
D-field. Apart from these properties, the two magnetic and electric field quantities
are also related, whose relationship are referred to as the constitutive relations,

D = ε0E + P, (1.2a)
B = µ0(H + M). (1.2b)

Here the four newly introduced quantities are:
I ε0 ≈ 8.854 × 10−12 F/m: vacuum permittivity;
I P: electric polarization (C/m2);
I µ0 = 4π × 10−7 H/m: vacuum permeability;
I M: magnetization (A/m).

In Eq. (1.2b), another important quantity in magnetism M is introduced, which is
defined as the magnetic moment m per unit volume. For a given material, P and M
depend on both the applied electric, and magnetic field and the material itself. If
the response of P and M is linear with respect to the applied fields, it can be written
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as,

P = ε0χ̄e · E, (1.3a)
M = χ̄m ·H. (1.3b)

Here χ̄e and χ̄m are the electric and magnetic susceptibility tensors. These linear
responses can again be used to rewrite the constitutive equations as,

D = ε0(Ī + χ̄e) · E = ε̄ · E, (1.4a)
B = µ0(Ī + χ̄m) ·H = µ̄ ·H, (1.4b)

where ε̄ and µ̄ are commonly referred as the permittivity and permeability tensors
for a material, respectively. For magnetism, the two relations, M versus H and B
versus H, are often used to characterize the magnetic properties of a material. In
this case, a magnetic hysteresis loop is often obtained by measuring either B or M
as a function of the H-field.
Until now, the Maxwell’s equations and the constitutive relations give an excellent
description of both the electric and magnetic fields, as well as their relations.
However, the origin of the magnetization is not explained. The magnetization M is
just a phenomenological concept introduced in the constitutive relations, which is
used to characterize the density of the magnetic moment for a given material. To
further understand M, two aspects need to be discussed. The first is the origin of a
magnetic moment and the second is the interactions between magnetic moments.
Classically, a current loop can be used to model a magnetic moment, which is
effectively a magnetic dipole moment [40]. However, to explain the magnetic
moment properly, concepts from quantum mechanics need to be introduced.
Microscopically, the magnetic moment µ of an atom mainly comes from the total
angular momentum J of its electrons. J has two contributions. One is the orbital
angular momentum L, and the other is the spin angular momentum S. The relations
between these momenta are,

J = L + S, (1.5a)

µ = γJ = g
−e

2me
J. (1.5b)

Here, γ is the gyromagnetic ratio, g is the Landé g-factor, e is the elementary charge
and me is the electron mass. The g-factor is approximately 1 for L and 2 for S.
Therefore, µ and J are not exactly collinear, and Eq. (1.5b) is just an approximation.
Additionally, since the electron is negatively charged, its magnetic moment and
total angular moment are indeed antiparallel. For convenience, the atomic magnetic
moment is often described in terms of the Bohr magneton,

µB =
e~

2me
. (1.6)
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Here, ~ is the reduced Planck constant. For example, for an electron, the spin
angular momentum is ~/2 and the magnetic moment associated with its spin
angular momentum is then approximately 1µB.

1.1.2. Magnetic interactions and magnetic properties of materials

Magnetic interactions, namely how a magnetic moment interacts with a magnetic
field or another magnetic moment, emerge for different reasons. In the framework
of this thesis, we will introduce the Zeeman, exchange and magnetic dipole-dipole
interactions. The Hamiltonians that quantify their associated energies are,

HZ = −m · B, (1.7a)
H

S
ex = −Ji j (Si · S j), (1.7b)

H
AS
ex = HDMI = −Di j · (Si × S j), (1.7c)

Hdip = −
µ0

4πr3 [3(m1 · r)(m2 · r) −m1 ·m2]. (1.7d)

The Hamiltonian for the Zeeman energyHZ describes the interaction between the
magnetic moment and magnetic field, which favors a parallel alignment between
m and B. Here, m could be either a microscopic magnetic moment of an atom, or a
macroscopic effective dipole moment of a ferromagnetic object. As for the exchange
interaction, it is of a quantum mechanical origin, i.e., the exchange operation
between the indistinguishable particles that occurs at the atomic length scale [41].
The exchange interaction, according to its mathematical form, can be classified into
two categories. One is the symmetric exchangeHS

ex, which is commonly referred
as the exchange interaction. It favors a collinear alignment between the two spin
moments. The symmetric exchange Ji j can have many origins, such as the direct
exchange, superexchange [42, 43] and Ruderman–Kittel–Kasuya–Yosida (RKKY)
interaction [44–46]. All these exchange interactions can be effectively modeled
by Eq. (1.7b), however for each case, Si, j are referred to different spin moments.
For direct exchange interaction, Si, j are defined as the total spin moment of the
two neighboring atoms. For super exchange interaction, Si, j are usually defined
as the total spin moments of the two next-nearest neighbor magnetic atoms. For
RKKY interaction, Si, j are referred to the two spin moments that interact via the
conduction electrons. The specific meanings of Si, j should be adapted to each
case considered. The other is the asymmetric exchangeHAS

ex , which is commonly
referred as the Dzyaloshinskii–Moriya interaction (DMI) that favors a non-collinear
spin texture [47, 48]. The occurrence of the DMI requires two conditions, which
are the inversion symmetry breaking and the spin-orbit coupling. The magnetic
dipole-dipole interaction Hdip, commonly referred to as the dipolar interaction,
describes the energy between the two magnetic dipoles via the magnetic dipole field.
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It depends on the orientation and distance between the two dipole moments. The
main differences of these interactions are the length scales at which they occur. Both
the Zeeman and dipolar interactions can occur at both long-range and short-range
length scales. On the other hand, the exchange interactions are short-range, since
they are related to the exchange operation in quantum mechanics.
Having introduced these magnetic interactions, many magnetic properties and
magnetic configurations can now be explained, which are the direct result of the
energy minimization of the Hamiltonian associated with the relevant magnetic
interactions. The Zeeman interaction is often associated with applying an external
magnetic field. For a magnetic system, if only the Zeeman interaction is present,
it will exhibit a paramagnetic response. The properties of magnetic materials in
the absence of externally applied field mainly involve the exchange and dipolar
interactions. In general, the exchange interaction can be the dominating term in the
system’s Hamiltonian, and is responsible for short-range magnetic effects at the
atomic length scale. For example, it is due to the intra-atomic exchange interaction
that an atom made of several electrons can develop a non-zero total magnetic
moment. The inter-atomic exchange and superexchange interaction, depending on
the sign of the exchange constant, can determine the type of magnetism in some
materials, i.e. whether the magnetic material is ferromagnetic or antiferromagnetic.
The DMI is usually the driving force for the presence of many non-collinear spin
textures on the small length scale, such as spin spirals [49, 50] and magnetic
skyrmions [51].
The dipolar interaction, on the atomic level, is negligible compared with the
exchange interaction. However, since it is long-range in nature, the contribution
from all the dipoles becomes important at larger length scales, and hence affects
the magnetic properties. For example, the dipolar interaction is responsible for the
magnetic shape anisotropy of a ferromagnetic object, and the dipolar field related
with this effect is often referred as the demagnetization field. For a uniformly
magnetized thin film, if only the demagnetization field is considered, the minimum
energy is achieved by an in-plane magnetized configuration. There are also other
interactions that result in different types of anisotropies, such as the magneto-
crystalline anisotropy that is due to the spin-orbit coupling [52, 53].
For a magnetic system, the final magnetic configuration often arises from a compe-
tition between all such interactions. For example, for a ferromagnetic film, it often
forms magnetic domains that are separated by domain walls [54]. The formation of
magnetic domains is in a general a competition between the dipolar interaction,
exchange interaction and magnetocrystalline anisotropy.
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1.2. Magnetization dynamics

1.2.1. Magnetization dynamics from femtoseconds to
microseconds

Having introduced the static magnetic properties in the context of different mag-
netic interactions, we now explain the dynamic part for the magnetic system.
Magnetization dynamics describes the time evolution of the magnetization of
a magnetic material, which involves different time scales. An overview of the
different time scales of the magnetization dynamics for a ferromagnetic material
is shown in Fig. 1.1. Here, three types of dynamics are introduced. The first
one is the ultrafast demagnetization that is induced by a femtosecond laser pulse,
whose characteristic time scale is below 1 ps. The second one is the magnetization
precession and damping, which ranges between tens of picoseconds up to several
nanoseconds. The third one is the domain wall motion, which is typically on the
time scale of microseconds.
Among the different dynamical processes, the fastest is the phenomenon of ultrafast
demagnetization [see Fig. 1.1(a)], which was first observed in ferromagnetic Nickel
by E. Beaurepaire et al. in 1996 using MOKE [55]. It was reported that ‘the
magnetization of the film drops rapidly during the first picosecond’. This was
also later confirmed to be around 100-300 fs using other experimental techniques
such as spin-resolved photoemission and X-ray magnetic circular dichroism [56–
58]. Following these measurements, different mechanisms have been proposed to
explain this ultrafast phenomena. Firstly, a three temperature model was introduced
to describe the interactions between the electron orbitals, spin and lattice [55]. This

Figure 1.1. Three types of magnetization dynamics ranging from 1 fs to 1 µs. (a) Ultrafast
demagnetization [55], (b) magnetization precession and damping and (c) magnetic
domain wall motion.
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model successfully described the energy transfer between the three sub-systems
with some interaction constants, and hence enabled a phenomenological description
of the experimental results. However, this model only covered the energy transfer
between the sub-systems. To give a more complete description, the transfer of
the angular momentum needs to be introduced. To allow this, the electron orbital
moment was first considered, where both the spin-orbit coupling and the laser
field are taken into account [59]. Later, the lattice was also considered for the
dissipation of the angular momentum via Elliott-Yafet spin-flip scattering [60].
Another completely different route to explain the ultrafast demagnetization was
also proposed based on superdiffusive spin transport [61]. In this model, a spin-
polarized superdiffusive current is excited by the laser pulse, and causes the ultrafast
demagnetization. This theoretical transport model has later been experimentally
proven to contribute significantly to the ultrafast demagnetization [62]. However,
the origin of the ultrafast demagnetization is still very much under debate.
The second type of magnetization dynamics, the magnetization precession and
damping, spans from a few picoseconds to nanoseconds. Classically, this motion
can be visualized as the magnetization vector precessing around the equilibrium
magnetic field, with the precession amplitude decreasing over time, as shown
in Fig. 1.1(b). When all the magnetization vectors are precessing in-phase, a
ferromagnetic resonance (FMR) is achieved [63]. Such a phenomenon is a powerful
tool to characterize magnetic properties. In addition to FMR, if the phase of
the precession varies in space, it often corresponds to a propagating spin wave.
Research in the field of spin waves has significantly increased recently [64–70], due
to the potential of spin waves to transmit information. This research area, where
the spin waves are used as information carriers and processors, is referred to as
magnonics [22]. The study of magnetization precession and magnonics are the
focus of this thesis, and will be explained in detail in the following sections.
The third type of magnetization dynamics, domain wall motion, occurs at a much
slower time scale, i.e. microseconds. The motion of a domain wall can be effectively
driven by applying an appropriate torque, which is realized by the injection of spin-
polarized current [10, 11]. One of the most appealing applications for domain walls
is to build a domain-wall racetrack memory, which is a 3D structure where the data
information is encoded in the magnetic domain pattern [17]. Many domain-wall
logic devices have also been demonstrated, where the digital information 0/1 is
encoded in the two magnetization states, and the switching between 0 and 1 is
obtained by the injection of domain walls [71, 72].
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1.2.2. Magnetization precession and damping

Magnetization precession and damping are often described by the Landau-Lifshitz-
Gilbert (LLG) Equation [73], which is given by

dM
dt

= γµ0(M ×Heff) +
α

MS
(M ×

dM
dt

). (1.8)

Here, MS is the saturation magnetization, Heff is the total effective magnetic field, and
α is the Gilbert damping. The original form the LLG equation is the Landau-Lifshitz
equation [4], which is

dM
dt

= γµ0(M ×Heff) +
λγµ0

MS
M × (M ×Heff). (1.9)

It can be seen that the expressions of the second term on the right hand side in
Eqs. (1.8) and (1.9) are different. However, if the magnetization is only slightly
perturbed from its equilibrium position, these two expressions are equivalent. By
analyzing the dimensions of the LLG equation, it can be seen that it is a torque
equation. The left hand side represents the rate of change of the magnetic angular
momentum. On the right hand side, there are two torque terms that drive the
motion of the magnetization. To visualize the effects of the two torque terms, their
directions are shown in Fig. 1.2. The first term is called the precession term. As
indicated by the red arrow, this torque drives the magnetization to precess around
the effective field Heff. Here, it should be noted that the direction of the precession
torque is given by −M ×Heff, since the sign of γ is negative. The second term is the
damping term, indicated by the blue arrow, which points towards the equilibrium
position for the magnetization. The effect of this torque is to reduce the amplitude
of precession, and hence let the magnetization relax to its equilibrium position.
The precessional part of the LLG equation is particularly interesting as it is the
driving torque for determining the spin-wave frequency and wavelength. The

Figure 1.2. Schematic of magnetization precession and damping. The directions of the
two torques are indicated with the arrows with different colors.
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1.2. Magnetization dynamics

driving field for this torque, Heff, can be deduced from

Heff = −
1
µ0

∂H
∂M

, (1.10)

where H is the Hamiltonian of the system. This effective field can have many
origins. In the framework of this thesis, the following sources are considered,

Heff = Hex + Hext + Hdemag, (1.11a)
Hex = λex∇

2M, (1.11b)

Hdemag = −N
a
·M. (1.11c)

Here, we consider the total effective field with mainly three contributions [see
Eq. (1.11a)], the exchange field, the applied external field and the demagnetization
field. λex is a constant related to the exchange field , and N

a
is the demagnetizing

tensor. The exchange field originates from the exchange interaction. From Eq. (1.8),
only the part that is perpendicular to M will contribute to the torque, so here only
the non-uniform part of the exchange field is considered, which is proportional to
∇

2M. The second contribution to the effective field is from the Zeeman interaction,
and Hext is simply the applied magnetic field. The third contribution is the
demagnetization field, whose origin is from magnetostatics. The characteristics
of the demagnetization field is contained in the demagnetizing tensor, which is
determined by the geometry of the magnetic object. When considering the simple
case of a uniformly magnetized ellipsoid with principal axes x, y and z, the tensor
is of a diagonal matrix form as follows,

Nxx 0 0
0 Nyy 0
0 0 Nzz

 , (1.12)

where Nxx + Nyy + Nzz = 1. For example, for an infinite uniformly in-plane
magnetized thin film in the XY plane, Nzz = 1 and Nxx = Nyy = 0. Therefore, only
the out-of-plane component of the magnetization will generate the demagnetization
field.
The second term in the LLG equation is the damping term, which is in the first
instance introduced as a phenomenological term in order to let the magnetization
relax to its equilibrium position. The damping is characterized by a dimensionless
parameter α, which is only determined by the material properties. This damping
parameter is commonly referred as the intrinsic damping of the material, whose
origin is the spin-orbit coupling [74]. To experimentally determine this parameter,
the line width at the half maximum of the ferromagnetic resonance (FMR) peak is
often used [75]. In a real magnetic system, there are many other contributions to
the damping term, which together contribute to the so-called the extrinsic damping.
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1. Background

One common contribution is the inhomogeneity of the applied magnetic field. This
inhomogeneity can equivalently cause the dephasing between the spins, and hence
increase the damping [76]. Other possible sources of the extrinsic damping are the
non-local spin relaxation processes [77, 78] and two-magnon scattering process
[79].
In addition to the descriptions of the magnetization precession based on the LLG
equation, the precessional dynamics can also be understood in the framework of
thermodynamics and statistics. In this case, perturbations of the static magnetization
are thermal fluctuations of the system. At given temperature T, for all magnetic
configurations, the free energy of the system F should be minimized, which is
defined as,

F = E − TS. (1.13)

Here, E is the total energy considering all the magnetic interactions, T is the absolute
temperature, and S is the system entropy. The entropy S is a measure of the possible
microstates and is defined as,

S = kB log Ω, (1.14)

where kB is the Boltzmann constant, and Ω is the number of states. The ground
state of a magnetic system is defined as the magnetic configuration at T = 0. If there
is only one possible ground state, e.g. all the spins are aligned in the same direction,
the entropy of the system is zero. Although the increase of the temperature increases
the energy E, it can lower the total free energy through the term −TS. Therefore,
the effect of the temperature is to populate excited states above the ground state.
These excited states are often of a collective nature, with the low energy collective
excitations being well describe by spin waves. The quanta of the spin waves are
referred as magnons. An example of the spin waves can be obtained by considering
the excitations of a 1D ferromagnetic chain with a Heisenberg Hamiltonian of the
form ofHS

ex in Eq. (1.7b). In this system, all spins are equally spaced at the distance
a. For the lowest excited state with one spin flip ∆S = 1, the dispersion relation is
[80],

~ω(k) = ~2Ji j[1 − cos(ka)]. (1.15)

This excitation results in a collective precession of all the spins. The wave nature
of this excitation is that the phase shift of the precession between the neighboring
spins is ka. Therefore, k is defined as the wavevector of the spin wave, and
the corresponding wavelength is λ = 2π/k. From the energy point of view, the
wavevector quantifies how much non-collinear the neighboring spins are, and
hence how much exchange energy is involved in this excitation. This amount of
energy quanta ~ω also has a representation in the time domain, in terms of 2π/ω,
effectively meaning that higher energy magnon corresponds to a shorter precession
period.
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1.3. Magnetostatic spin waves

1.3. Magnetostatic spin waves

In the framework of this thesis, we mainly focus on the spin-wave dynamics
occurring in the gigahertz range and at the micrometer length scale. In this regime,
the governing interactions are the Zeeman and dipolar interactions. Therefore,
these spin waves are commonly referred as the magnetostatic spin waves or dipolar
spin waves.
To determine the spin-wave modes, in particular the dispersion relations for
different spin-wave modes, the LLG equation needs to be rearranged into a more
suitable form. For simplicity, only the precessional part is used, which is

dM
dt

= γµ0(M ×Heff). (1.16)

The expressions for the magnetization and magnetic field are separated into the
static and dynamic parts, which are

M = M0 + m(t), (1.17a)
Heff = H0 + h(t). (1.17b)

Substituting them into Eq.(1.16) gives

dm
dt

= γµ0(M0 ×H0 + M0 × h + m ×H0 + m × h). (1.18)

Before solving this equation, some simplifications can be made. We first assume
that M0 aligns with H0, which is chosen to be the ẑ direction, and the two dynamic
components are rather small when compared with the static components. Therefore,
the first term in Eq.(1.18) can be assumed to be zero, and the last term can be
neglected. Furthermore, we assume that the static magnetization is equal to the
saturation magnetization value MS, and the time dependence of the dynamic part,
for both m(t) and h(t), is of the form e−iωt. As a result, Eq.(1.18) can then be written
as,

− iωm = ẑ × (−ωMh + ω0m), (1.19)

with

ωM = −γµ0MS, (1.20a)
ω0 = −γµ0H0. (1.20b)

Next, Eq.(1.19) is rearranged into the following form,

m = χ · h, (1.21)

whose explicit expression is, [
mx

my

]
=

[
χ −iκ
iκ χ

] [
hx

hy

]
, (1.22)
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1. Background

where

χ =
ω0ωM

ω0
2 − ω2 , (1.23a)

κ =
ωωM

ω0
2 − ω2 . (1.23b)

The dynamic susceptibility tensor χ in Eq. (1.21) relates both dynamic components
of the magnetization and the magnetic field. In some simple cases, Eq. (1.21) can be
directly solved, such as for the FMR case where the expressions for h are simple.
However, for magnetostatic spin waves, directly solving Eq. (1.21) is too complex.
Therefore, the dynamic susceptibility tensor is used to solve the magnetostatic
conditions in a self consistent way. The magnetostatic conditions are the following,

∇ × h = 0, (1.24a)
∇ · b = 0. (1.24b)

The two quantities h and b are related via the constitutive relation, which is

b = µ · h = µ0(I + χ) · h. (1.25)

The explicit expression for the dynamic permeability tensor is

µ = µ0


1 + χ −iκ 0

iκ 1 + χ 0
0 0 1

 . (1.26)

To solve the magnetostatic conditions, using Eq. (1.24a), we write h as,

h = −∇φ, (1.27)

where φ is the magnetic scalar potential. Substituting the constitutive relation into
Eqs. (1.24) gives,

∇ · (µ · ∇φ) = 0. (1.28)

This equation can be rewritten as,

(1 + χ)(
∂2φ

∂x2 +
∂2φ

∂y2 ) +
∂2φ

∂z2 = 0. (1.29)

Eq. (1.29) is commonly referred as the Walker’s equation, whose solutions are the
magnetostatic spin-wave modes.
In the framework of this thesis, we discuss the magnetostatic spin waves in ferro-
magnetic thin films. Due to the nature of magnetostatic interactions, magnetostatic
spin waves are highly anisotropic when compared with exchange spin waves.
More specifically, the behavior of the dipolar spin waves strongly depends on both
the static magnetization configuration and the relative orientation between the
magnetization vector the spin-wave wavevector. Accordingly, the spin waves are
classified into three categories,
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1.3. Magnetostatic spin waves

I magnetostatic surface mode: in-plane magnetized, k ⊥M [Fig. 1.3(a)];
I magnetostatic backward volume mode: in-plane magnetized, k ‖ M

[Fig. 1.3(b)];
I magnetostatic forward volume mode: out-of-plane magnetized [Fig. 1.3(c)].

For consistency, the coordinate system for each mode is defined where ẑ is along
the magnetization direction.
The three modes differ from each other in terms of their dispersion relations ω(k).
For the magnetostatic surface mode, the dispersion relation is rather simple, which
is

ω2 = ω0(ω0 + ωM) +
ωM

2

4
(1 − e−2kd), (1.30)

where d is the thickness of the ferromagnetic film. For the magnetostatic backward
volume mode, the solutions consist of a manifold of spin waves. The dispersion
relation for the spin wave with mode number n is

tan[
kd

2
√
−(1 + χ)

−
(n − 1)π

2
] =
√
−(1 + χ),n = 1, 2, 3... (1.31)

Figure 1.3. (a)-(c) Static magnetization configuration and wavevector orientation for the
three magnetostatic spin-wave modes. (a) and (b) share the same coordinates, and (c)
is in another coordinate system. (d) Scaled spin-wave dispersion relation for the three
magnetostatic spin-wave modes with ω0/ωM = 0.5 corresponding to (a)-(c). The two
volume modes are the lowest-order modes.
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1. Background

For the magnetostatic forward volume mode, the dispersion relation is

tan[
kd
2

√
−(1 + χ) −

nπ
2

] =
1√

−(1 + χ)
,n = 0, 1, 2... (1.32)

For both volume modes, the dispersion relations are of the complex form, where ω
and k are related via χ. The manifold nature of these two modes is represented by
the periodicity of the tan function. To better visualize these dispersion relations,
the scaled dispersion relations for the three modes, ω/ωM as a function of kd with
ω0/ωM = 0.5, are plotted in Fig. 1.3(d). For the backward and forward volume
modes, the dispersion relations for lowest-order modes are plotted, which can be
approximated as,

ω2 = ω0[ω0 + ωM(
1 − e−kd

kd
)], (1.33a)

ω2 = ω0[ω0 + ωM(1 −
1 − e−kd

kd
)], (1.33b)

respectively. From the dispersion relation, the group velocity for the mode can be
inferred, which is

vg =
∂ω
∂k
. (1.34)

Comparing the dispersion curves in Fig. 1.3(d), when k > 0, for the surface and
forward volume modes, vg > 0, whereas for the backward volume modes, vg < 0.
When vg and k are of the same sign, the solution is referred to as a forward mode,
otherwise it is referred to as a backward mode.
To further understand the properties of each mode, solutions of the potential
function φ in Eq.(1.29) need to be analyzed. From the expressions of φ, h and m can
also be inferred. In the dispersion relation discussed previously, the wavevector k is
introduced, which is the in-plane propagation vector for the spin waves. However,
this is only one component of the spin-wave wavevector, with the other component
of the wavevector being in the out-of-plane direction. For consistency, we still
denote the in-plane component as k, and the out-of-plane component as koop.The
solution of φ inside the film, for the magnetostatic surface mode is,

φν(r) = φ0[ekoop + p(ν)e−koop]eiνkx. (1.35)

Here, ν = ±1 indicates the two opposite directions of propagation. φ0 is an arbitrary
constant related to the potential amplitude, p(ν) is a function of ν which modifies
the distribution along the film thickness. For the backward volume mode, the
solutions of the odd and even modes are,

φodd(r) = φ0 sin(koopy)eiνkz, (1.36a)

φeven(r) = φ0 cos(koopy)eiνkz. (1.36b)
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1.3. Magnetostatic spin waves

For the forward volume mode, the solutions of the even and odd modes are,

φeven(r) = φ0 cos(
√
−(1 + χ) koopz)eik·r, (1.37a)

φodd(r) = φ0 sin(
√
−(1 + χ) koopz)eik·r. (1.37b)

For all three modes, along the in-plane direction, the potential function takes the
form of a plane wave, characterized by its wavevector is k. In the out-of-plane
direction, there are two different distributions of the potential function. For both
the backward and forward volume mode, the distribution has a sinusoidal form
along the film thickness, similar to the form of a standing wave. Therefore, they are
referred to as the volume modes. In contrast, for the surface mode, the amplitude
of the potential function decays exponentially from the surface towards the inside
of the film. Due to this property, the potential function is localized on one of the
film surfaces, which is why it is referred to as a surface mode. The magnetostatic
surface mode is also commonly referred to as the Damon-Eshbach mode [33].
These different properties, i.e. the dispersion relation and amplitude distribution
of the potential function, give rise to the anisotropic behavior of the magnetostatic
spin waves, which result from the dipolar interaction and the boundary conditions
of the Maxwell’s equations. In addition, these modes are strongly dependent on
the strength of the applied magnetic field. For example, for a special case where
k = 0, these modes reduce to the scenario of the ferromagnetic resonance, giving

ωIP = |γ|µ0

√
Hext(Hext + MS), (1.38a)

ωOOP = |γ|µ0(Hext −MS). (1.38b)

for the in-plane and out-of-plane magnetized cases, respectively. From these
expressions, the dependence on the applied magnetic field can be clearly seen.
Until now, both magnetostatic spin waves and one example of exchange spin waves
are introduced. They are equally important in terms of characterizing the dynamic
properties of magnetic materials. Nevertheless, they are in general well separate in
different frequency ranges and wavelengths. From Fig. 1.4 [81], it can be seen that
an overlap between the exchange and magnetostatic spin waves occurs at the length
scales from several tens of nanometers to several hundreds of nanometers. Above
1 µm, the spin waves are completely dominated by magnetostatic interactions, with
the corresponding frequency in the GHz range. Below 20 nm, the spin waves are
completely dominated by exchange interactions, with the corresponding frequency
in the THz and sub THz range. In this case, inelastic neutron scattering is often
used to investigate exchange spin waves [82, 83].
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1. Background

Figure 1.4. Frequency relation of exchange, dipole-exchange, and magnetostatic spin
waves as a function of wavelength for a 5 nm yttrium-iron garnets (YIG), while neglecting
anisotropy and assuming that the wavevector is parallel to the equilibrium magnetization
direction. [81]

1.4. Experimental methods for investigating
magnetostatic spin waves

Previously, the properties of the magnetostatic spin waves have been discussed.
Before utilizing different spin-wave properties to transmit and process information,
the principles of spin-wave excitation and detection need to be introduced.

1.4.1. Principles of excitation

In general, the excitation of spin waves requires the perturbation of the ordered
magnetic state of the system. The excitation can be either global or local, which
in general corresponds to the case of ferromagnetic resonance or propagating
spin waves, respectively. Many methods can be used for the excitation, such
as a radio-frequency (RF) magnetic field [80], an ultrafast laser pulse [84] and
spin-polarized current [85]. In the framework of this thesis, we divide the excitation
methods into two categories, the electrical and optical methods. For the electrical
methods, we only discuss the RF magnetic field approach. For the optical methods,
we discuss mainly two approaches, using an ultrafast laser pulse and the Brillouin
light scattering (BLS) technique [86]. All three techniques are widely used for
magnonics research, and the first two techniques are used in our experiments.
The principle of the RF magnetic field approach is to use the Oersted field generated
by an RF current. The RF current is often carried by an RF antenna. Two types of
antennas are often used, namely a microstrip and a coplanar waveguide (CPW),
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1.4. Experimental methods for investigating magnetostatic spin waves

as shown in Figs. 1.5(a) and (c). The microstrip [Fig. 1.5 (a)] consists of the signal
transmission line (S) on top of the dielectric substrate, whose lower surface is coated
with a metal plate that serves as the ground (G). The relevant geometric parameter
for the microstrip is the width of the signal line w. The CPW [see Fig. 1.5(c)] consists
of one signal line placed in between the two ground lines, which are all placed on
top of a dielectric substrate. Three relevant geometric parameters for the CPW are
the width of the signal line w1, width of the ground line w2, and the gap width s
between the signal and ground lines.
For the RF excitation technique, two important aspects need to be considered for
the spin-wave excitation. One is the RF transmission efficiency, which is usually
optimized by matching the total impedance of the RF antenna to 50 Ω. The other
aspect is to match the excited spin-wave frequency with the corresponding RF
excitation wavelength. To achieve this, one must choose the right geometry of the
antennas. For the microstrip, a schematic of the Oersted field distribution is shown
in Fig. 1.5(b). This magnetic field can be viewed as a global uniform excitation, if
the magnetic material is on either the top or bottom of the signal line, and its size is
much smaller than the signal line. In this case, the excited dynamics corresponds
approximately to the ferromagnetic resonance. When the size of the signal line
is much smaller than the magnetic sample, for example, a signal line on top of a
magnetic film, the Oersted field then acts as a local excitation. In this case, the
power spectrum of the Fourier transform of the spatial distribution of the Oersted
field corresponds to the excitation efficiency of the spin waves as a function of k
[87, 88]. For this case, the wavelength of spin waves λ with the highest excitation
efficiency is close to the value of w. For the CPW, the situation is similar. The
wavelength of the spin wave with the highest excitation efficiency is given by the
distance between the centers of the signal and ground lines, which is (w1 + s + w2)/2.
Since the excitation fields are around the antenna, the spin waves must propagate
away from the antenna. If we define a unit vector â, which is along the signal line
direction, then the wavevector should be perpendicular to â. Therefore, the magnetic
field should be applied along â for the Damon-Eashbach mode, perpendicular to
â but still in-plane for the backward volume mode, and along the out-of-plane

Figure 1.5. (a) and (c) Schematics of the microstrip and coplanar waveguide. (b) Schematic
of the magnetic distribution for a cross section of the microstrip.
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Figure 1.6. Three time stages for the laser-induced precession [84]. ê points along the
equilibrium axis of the magnetization, and ê′ points towards the transient equilibrium
position at time stage II.

direction for the forward volume modes. The precision of the excited spin wave
with f0 and λ0 is guaranteed by the frequency of the RF current, since these days the
frequency precision of the RF synthesizer is extremely high. For the wavelength, the
correct geometric parameters of the antenna must be chosen so that the excitation
efficiency at λ0 is high.
Apart from the electrical method, the optical methods are also quite efficient at
exciting the spin-wave dynamics. In the following, we first introduce the method
of using the ultrafast laser pulse. Then we briefly describe the BLS technique. As
already introduced in Sec. 1.2.1, the femtosecond laser pulse can induce ultrafast
demagnetization within 1 ps. Following this ultrafast demagnetization, if certain
conditions are met, a coherent precession can be also induced [84]. A general
three-stage process is illustrated in Fig. 1.6 for the laser-induced coherent precession.
At stage I, t < 0, the magnetization is at equilibrium along ê. At stage II(a), t = 0,
the laser pulse arrives and heats the magnetic material, and hence changes the total
anisotropy field. The total anisotropy field can contain all possible contributions
from the shape anisotropy, magneto-crystalline anisotropy and surface anisotropy.
Subsequently, the equilibrium axis will change to ê′. At time stage II(b), 0 < t < 10
ps, the magnetization is not aligned with ê′, and hence will start to precess around
ê′. At stage III, t > 10 ps, as the heat dissipates, the equilibrium axis returns to ê.
Since the magnetization is still not aligned with ê, it will continue to precess but
along ê. From this stage on, a coherent precession is induced that can last up to a
nanosecond.
From the complex process described above, two necessary conditions are required
in order to excite such a coherent precession. The first requirement is that the laser
pulse duration should be extremely short so that the time between stage II and
III can be well differentiated. The second requirement is that the laser heating
must induce a change of the transient equilibrium axis from ê to ê′. Otherwise, the
magnetization will not start to precess.
This method is often used in the all-optical pump-probe experiment with magneto-
optical effects to observe the time evolution of the magnetization. Moreover, if the
laser beam is well focused, a propagating spin wave can also be excited [89]. Apart
from using the heat of the laser to excite spin waves, there are other properties
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of the laser pulse that can be used to excite the spin-wave dynamics, such as the
inverse Faraday effect [90].
While not being used in this thesis, we briefly mention the second optical method,
which is the BLS technique. It is an inelastic scattering process, where photons
exchange energy and momentum with magnons [22]. The change of the frequency
and wavevector (∆ω,∆k) of the scattered photons are the same as the frequency
and wavevector of the scattering magnons. Strictly speaking, the BLS technique is
not only an excitation method, since by measuring (∆ω,∆k) the detection of the
spin waves is simultaneously achieved. This parts will be further explained in the
next section, from the perspective of spin-wave detection.

1.4.2. Principles of detection

For the detection of spin waves, we again divide the methods into two main
categories, the optical and electrical methods. For the optical methods, we focus on
the magneto-optical Kerr effect (MOKE), which is the detection method used for all
our experiments. The other one, the magneto-optical Faraday effect, is based on
the same principle, but in the transmission geometry. Moreover, the BLS technique
is also explained briefly, as it is a widely used in magnonics research. For the
electrical methods, we introduce the use of vector network analyzer (VNA) to
detect spin-wave signals.
MOKE describes the change of polarization of light, upon reflection from a magnetic
material, which resulted from the light matter interaction. In this thesis, MOKE
in magnetic thin films is explained, which is the main detection principle for the
experiments. Depicted in Fig. 1.7 are the three different MOKE geometries:

I Polar MOKE: M is out-of-plane;
I Longitudinal MOKE: M is in-plane, and also in the optical plane of incidence;
I Transverse MOKE: M is in-plane, and perpendicular to the optical plane of

incidence.
As indicated by polarization vector of the incident and reflected light, for the
polar and longitudinal geometries, a linearly polarized light becomes elliptically

Figure 1.7. Three MOKE geometries. The dashed plane is plane of incidence.
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polarized. Whereas for the transverse geometry, the light remains linearly polarized
and changes intensity.
To illustrate the principle of MOKE, we use the example of the polar MOKE. We
assume that the film is magnetized along the ẑ direction, which is the out-of-plane
direction. The dielectric tensor for such a medium is of the following form [91]

ε̄ =


ε ε′ 0
−ε′ ε 0
0 0 ε

 . (1.39)

The two off-diagonal terms εxy = ε′ and εyx = −ε′ represent the magneto-optical
effect. As can be seen from the constitutive relation Eq.(1.4a), Ex contributes to Dy

with a factor of −ε′, and Ey contributes to Dx with a factor if ε. These contributions
already indicate a change of the polarization of light induced by the magneto-optical
interaction. Solutions of the light propagating in the film of the form E0ei(k·r−ωt)

can be obtained by solving the Maxwell’s equations using the dielectric tensor
in Eq.(1.39). The two important parameters are E0 that can be used to identify
the polarization state, and k the propagation vector. For the polar geometry, two
eigenmodes can be obtained,

E0,1 = (Ex,1, iEx,1, 0), k1 = (0, 0,−k0

√

ε + iε′); (1.40a)

E0,2 = (Ex,2,−iEx,2, 0), k2 = (0, 0,−k0

√

ε − iε′). (1.40b)

These two eigenmodes can be identified as the left and right circularly polarized
light with the two different refractive indices, which are

n1 =
√

ε + iε′, (1.41a)

n2 =
√

ε − iε′. (1.41b)

The different k of the two eigenmodes imply that they propagate with different
phase velocities. For an intuitive understanding of the two different wavevectors
for the left and right circularly polarized light, one could consider effects from two
different circularly polarized light to the magnetic materials. These two circulating
electric fields, one clockwise and one counterclockwise, can induce two circular
motions of electrons in the materials, one counterclockwise and one clockwise,
which subsequently produce two magnetic fields with opposite directions. As a
result, these two magnetic fields can delay the propagation of one of the circularly
polarized light and advance the other one. Based on this fact, the principle of
MOKE can be explained as follows. When a linearly polarized light is incident
on the surface, it can be decomposed into the left and right circularly polarized
components. Upon reflection, since the two components have different refractive
indices, the amplitude ratio and phase difference between the two components will

20



1.4. Experimental methods for investigating magnetostatic spin waves

change. When the reflected light is then recovered by superimposing these two
components, the polarization state is changed. The change of the polarization is
often characterized by the Kerr rotation φ′ and ellipticity φ′′. For s- and p-polarized
light, the general expressions of these two quantities are as follows,

φs = φ′s + iφ′′s =
rps

rss
, (1.42a)

φp = −φ′p + iφ′′p =
rsp

rpp
, (1.42b)

where rss, rsp, rps and rpp are the four components of the reflection matrix. From
this perspective, for the polar and longitudinal geometries, rsp and rps are non-zero.
Therefore, a change of the polarization can be observed. For the transverse geometry,
rsp = rps = 0, and hence the change of polarization is absent and the MOKE signal is
represented by the change of light intensity.
For our experiments, the polar MOKE geometry is used to detect the out-of-
plane component of the magnetization. Since we are investigating in-plane
magnetized samples, the behavior of out-of-plane component is a good measure of
the magnetization dynamics.
Apart from the magneto-optical effects, another important optical method for
detecting spin waves is the BLS technique. As already explained, by measuring
(∆ω,∆k) of photons scattered by a magnetic sample, the frequency and wavevector
of the corresponding magnons can be mapped. By measuring the different (∆ω,∆k)
pairs, the spin-wave dispersion can be directly mapped [92], which is the biggest
advantage of the BLS technique. Another advantage of the BLS is that it can detect
both thermal magnons and externally pumped magnons [22]. Recently, many
adaptations of this technique have been implemented to enhance its functionality.
For example, for the micro-focus BLS, the laser light is focused to a spot size of
a few hundreds of nanometers, which is used to image the spin waves [93, 94].
Moreover, the phase sensitive micro-focus BLS technique is also developed, which
can be used to image both the power and phase distribution of the spin waves [95].
Finally, the VNA for detecting the spin waves is explained. In RF engineering, VNA
is often used to measure the S-parameters for the circuit network [25]. For example,
for a two-port network, the relationship between the reflected and incident waves
is given by, [

b1

b2

]
=

[
S11 S12

S21 S22

] [
a1

b2

]
. (1.43)

The 2 × 2 matrix is commonly referred as the S-parameter matrix, and ai and bi

are the amplitude of thes incident and reflected waves. From this relationship, it
can be seen that, for a certain port i, bi has two contributions. For example, for
b1, one contribution is the reflection from its own port S11a1, and the other is the
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transmission from the other port S12b2. In general, the S-parameters are complex
numbers.
For exciting and detecting the propagating spin waves, a two-port network is
needed. For each port, this can be realized by a microstrip or CPW, and the two
ports are separated by a certain distance to allow for the spin-wave propagation. In
the following, we assume Port 1 is for the excitation, and Port 2 is for the detection.
Then it is often the case that the imaginary part of S21 is measured as a function of
frequency. The peak in this spectrum indicates the frequency of the detected spin
waves. From here, it can be seen that the VNA can also be used to excite the spin
waves, but the principle is the RF magnetic field technique.
The principle of using a VNA to detect the spin waves is the opposite process of
using the RF field to excite the spin waves. When the propagating spin waves
arrive at Port 2, the precessing magnetization generates a dynamical magnetic flux
Φ(t), which through induction will generate a voltage on the CPW. This voltage
is then measured by the VNA to further extract the S-parameters. Moreover, in
certain cases, by carefully fitting the Im{S21}( f ) curve, the wavevector of the spin
waves can be extracted [87].
To summarize all the methods above, for the electrical method, the RF field method
uses the Oersted field to drive the magnetization precession and hence excites the
spin waves. The VNA technique measures the voltage inductively induced by
the precessing magnetization, and hence detects the spin waves. For the optical
method, the BLS technique uses an inelastic scattering process to generate and
detect the spin waves. For the ultrafast laser technique, the heating of the laser is
often used for the excitation, and MOKE is used for the detection. Each method has
its pros and cons, and generally electrical and optical methods are often combined
to better investigate the spin-wave dynamics.

1.5. Magnonics

As introduced in Sec. 1.2.1, magnonics is an emerging research field in magnetism,
where the spin waves are used to carry and process information. Spin waves, as
the name suggests, naturally possess many wave-like properties. Experiments
have demonstrated the reflection [64], refraction [65, 66], interference [67, 68] and
diffraction [69, 70] of spin waves, which behave similarly to electromagnetic waves.
Spin waves in finite-size magnetic structures can also form standing waves [96–98].
In addition to their wave-like nature, spin waves also behave as quasiparticles,
whose quanta are referred to as magnons. Magnons are classified as bosons, due to
the fact that when flipping a spin, the change of the spin quantum number is ∆S = 1.
Therefore, an ensemble of magnons can reach the Bose-Einstein condensate, which
is a macroscopic quantum state. This novel phenomenon has been experimentally
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observed in the yttrium-iron garnets (YIG) system [99–102]. Apart from the wave-
particle duality of spin waves, spin waves originate from many types of interactions
on different length scales as introduced in Sec. 1.2.2, allowing for a number of
ways to tune their dispersion relation. All these properties of spin waves can bring
novel functionalities to magnonic devices, and hence have significantly boosted
the research of magnonics.
Apart from its many advantages, magnonics also holds several drawbacks. The most
prominent problem for spin waves is the damping, which limits their propagation
length and duration. For this reason, the only materials suitable for applications
is YIG, which has the smallest Gilbert damping parameter of the order of 10−5

[103, 104]. Therefore, searching for new low-damping materials and reducing
the damping have become two significant topics in magnonic research [105–109].
Another drawback of magnonics is the associated different magnetic interactions.
On the one hand, this offers more ways of tuning the spin waves but, on the other
hand, it also limits the precision of controlling the spin waves. Therefore, when
tuning the magnetic interactions for a specific system, a balance must be achieved.
To build a magnonic device, several functional building blocks are needed [22]. As
shown in Fig. 1.8(a), a magnonic device consists of four building blocks, which
are the input, output, control unit and the functional medium. The arrows in
Fig. 1.8(a) indicate the direction of information flow. The input and output units
are responsible for the generation and detection of spin waves. Many methods can
be used to achieve these goals, which will be introduced in Sec. 1.4. The processing
unit of a magnonic device consists of the control unit and the functional medium,
where the spin waves are manipulated.
For an analog magnonic device, when spin waves propagate in the functional

Figure 1.8. (a) Block diagram of the four components for a magnonic device. (b)-(c) Three
common methods for manipulating the functional medium.
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medium, their frequency, phase and amplitude can be modified via the control unit,
which corresponds to certain operations of the processing unit. These operations are
often realized by modifying the Heff inside the functional medium, either globally
or locally. To manipulate the functional medium, three methods are commonly
used. The first method [Fig. 1.8(b)] is to pattern the magnetic materials into certain
structures [110–112], which effectively modifies the Hdemag. The second method
[Fig. 1.8(c)] is to apply a global uniform magnetic field [15], and the third method
[Fig. 1.8(d)] is to apply a local magnetic field [16, 113]. For the second and third
method, the magnetic field can be either static or dynamic. For the first method,
the most well known example is the magnonic crystal, where magnetic materials
are periodically modulated [28, 114]. One most prominent feature of the magnonic
crystal is that, due to the translation symmetry, its spin-wave dispersion forms a
band structure, which has allowed and forbidden bands [110]. The magnonic crystal
can therefore be effectively used as a magnonic filter, which can filter out the spin
waves with the frequencies in the forbidden band [115]. For the second method, by
applying a global magnetic field, the dispersion relation of the functional medium
can be effectively tuned. In this way, the whole functional medium can also be
used as a phase shifter for the spin waves [116]. If a dynamic global field is
applied, it is normally treated as quasi-static, and its physical influence is similar
to that of a static field. Because the global external field is often generated by an
electromagnet, its frequency is limited to a rather low value. For the third method,
the local magnetic field is often operated in the high-frequency regime, i.e. the
frequency of the local field is comparable with the spin-wave frequency. In this
case, the functional medium can be operated as a frequency mixer or an amplifier
[117]. Moreover, if the local fields are quasi-static and are arranged in a periodic
fashion, the functional medium will be equivalent to a magnonic crystal that is
reprogrammable.
Apart from the above analog functions, another route for magnonics is to build
magnonic devices that are able to perform digital operations, i.e. the logic-gate
operations which are the basic operations for contemporary computers [118]. The
block diagram for the digital magnonic device is the same as that shown in Fig. 1.8.
The difference is that the input/output signal can now only be 0 or 1. Naturally, the
first task is to encode the spin waves into 0/1. In general, there are two methods.
One is using the amplitude, and the other is using the phase. For the first method,
the low-amplitude spin waves are often encoded as 0, and the high-amplitude
spin waves as 1. One of the choices for the functional medium is to build it as a
spin-wave interferometer, which is commonly referred to as a Mach-Zehnder-type
spin-wave interferometer [15, 16]. The output from the interferometer, depending
on whether there is destructive or constructive interference, is defined as 0 or 1. For
the second method, the spin-wave phase 0 and π are often encoded as 0 and 1. Here,
an effective way of shifting the phase between 0 and π is needed in order to perform
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the logic operations. For example, a spin-wave waveguide of the length λ/2 can be
used to change the phase from 0 to π [119]. Currently, the most challenging aspects
of magnonic logic devices are to build all-magnonic logic gates and enhance the
conversion efficiency between the spin-wave and electrical signals.
To summarize, magnonics is a young research field that holds many promising
aspects, such as no Joule heating and external field control. Nevertheless, there are
many challenges in this field, such as reducing the damping of magnetic materials
and precise control of magnetic interactions.
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In this chapter, we introduce the experimental techniques that are used in the
thesis. In the first three sections, pump-probe experiments are explained. For these
experiments, the pump of the measurement system is used to excite the dynamics,
and the probe is used to detect the dynamics. More specifically, in Sec. 2.1, a general
description for a pump-probe experiment setup is given. Following this, two
different types of experimental realizations are introduced, which have different
functions in terms of measuring the magnetization dynamics. In Sec. 2.4 the sample
fabrication processes are described, with an emphasis on sample preparation using
lithography techniques.

2.1. Pump-probe experiment

In general, any time-resolved observations of a physical process can be analyzed
from the perspective of a pump-probe experiment. For example, a person throws a
stone into water, and watches the water wave propagate. In this case, the pump is
the falling stone that excites the water wave. The probe is simply the human eye,
which monitors the water wave. The feasibility of this observation is guaranteed by
the fact that our eyes can capture movements of both the stone and water wave at
different times. After the images have been processed by our brain, we then have
a movie in our mind of how this process occurs. Following this simple example,
several important concepts for a pump-probe experiment can already be extracted.
However, to observe the magnetization dynamics, more complex excitation and
time-resolved detection schemes are needed.
The block diagram of our pump-probe setup is shown in Fig. 2.1. The system is
divided into mainly three parts, in terms of their functionalities. The first part is the
pump that is used to excite the dynamics. The second part is the probe that is used
to measure a specific physical quantity to characterize the dynamics. For these
two parts, several techniques that are commonly used for exciting and detecting
magnetization dynamics are listed. The third part is the mechanism that facilitates
the time-resolved measurement. This part involves three important elements, the
time resolution of the setup, the synchronization between the pump and probe,
and a variable time delay between the pump and probe.
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Figure 2.1. Diagram of the building blocks of a pump-probe setup. The abbreviations are
RF: radio frequency, BLS: Brillouin light scattering and VNA: vector network analyzer.

Our pump-probe setup is based on an ultrafast fiber laser system, with a central
wavelength λ = 1030 nm, pulse length ∼ 50 fs and repetition rate of 200 kHz. Such
an ultrafast laser pulse is used as the probe beam, and is sensitive to the out-of-plane
component of the sample magnetization when using the polar MOKE geometry.
To excite the magnetization dynamics in the sample, we can use either a laser pulse
or an RF magnetic field. After determining the pump and probe, the next task is
to determine the time resolution for the measurement system. For the case of an
all-optical pump-probe setup, this time resolution is given by the convolution of
the pump and probe pulses. Approximately, this value is given by the maximum
pulse width of the pump or probe, which is ∼ 100 − 200 fs for our setup. Following
this, a synchronization must be achieved between the pump and probe. This is
easily done for an all-optical system, since both pump and probe beams are from
the same laser. After the synchronization, in the case of an all-optical system, by
equalizing the lengths of both pump and probe paths, the time zero for the system
can be found where the pump and probe beams arrive at the sample at the same
time. By adjusting the path of the probe beam, the probe beam can arrive at the
sample before or after pump beam, which subsequently can be used to measure
the dynamics before and after the excitation. For the approach based on exciting
the sample with RF magnetic field, a more complex synchronization mechanism is
needed, which will be explained in Sec. 2.3.
The three building blocks shown in Fig. 2.1 are the most essential parts of a pump-
probe setup. The realization of each block can be different depending on the goal
for a specific measurement. In the next two sections, two types of setups are
introduced. One is an all-optical pump-probe setup with TRMOKE, and the other
one is a time-resolved scanning Kerr microscope.
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2.2. All-optical pump-probe experiment with
TRMOKE

As its name suggests, in an all-optical pump-probe experiment, optical light is
used as both pump and probe beams. As shown in Fig. 2.2, the laser light, after
being reflected by a mirror (M1), is divided by a 90:10 beam splitter (BS1) into two
optical paths. The higher intensity part of the laser light is guided to an optical
lens (L1) and focused onto a BaB2O4 (BBO) nonlinear crystal, which generates the
second harmonic light with λ = 515 nm, and pulse width around 100 fs. The second
harmonic light is used as the pump beam for the system, and the other path with
the fundamental wavelength is for the probe beam. The second harmonic light is
chosen as the probe beam in order to avoid inference effects between the pump and
probe beams. After a series of mirrors and attenuators, the pump beam arrives at
the optical chopper. The optical chopper is made of several metal blades, which can
block the beam intermittently while it is rotating. The chopper is used to modulate
the pump beam, which is used for the lock-in detection.
The probe beam is guided through a series of mirrors to a variable optical delay
stage, composed of a retroreflector mounted on a motorized translation stage. By
moving the retroreflector, a variable time delay between the pump and probe beams
can be created. The zero delay is defined as the position for the retroreflector, where

Figure 2.2. All-optical pump-probe setup with TRMOKE. A: attenuator, BS: beamsplitter,
F: optical filter, G: glass plate, L: optical lens, M: mirror, MO: microscope objective.
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the pump and probe beams arrive at the sample at the same time.
Before combining the two optical paths, the probe beam is passed through a
Glan-Thompson polarizer to remove the unwanted polarization after passing all
the optical components. The two beams are subsequently combined by a beam
combiner (BS2) and focused onto the sample with a microscope objective, with the
beam size being about 10 um in diameter. The back-reflected beam passes through
the infrared bandpass filter (F2), where the pump beam component is removed,
and is guided to the detector. Another imaging path is introduced via two glass
plates G1 and G2 towards a CCD camera. In this case, a white light source is used
in order to obtain an image of the sample. This imaging function is used when the
laser beams need to be guided to a specific part of the sample.
The detector used in this setup is an optical bridge detector. As depicted in Fig. 2.3,
when the beam enters the detector, it first passes a half-wave plate, and then is
guided to a Wollaston prism. The Wollaston prism is used to split the beam into two
parts of orthogonally linearly polarized light. These two parts of light are detected
by two photodiodes, giving the two intensities A and B. The Kerr rotation is given
by the measured signal A − B, and the reflectivity is given by the signal A + B.
During the experiment, two output channels A and B are constantly monitored
using an oscilloscope. To maximize the sensitivity for the MOKE signal, prior to
the measurement, A and B are adjusted to zero by rotating the half-wave plate [see
Fig. 2.3]. The other two output channels, A − B and A + B, are used for exporting
the data of the measurement, i.e., A − B for the Kerr rotation and A + B for the
reflectivity.
Since the measured signal is proportional to the out-of-plane component of the
magnetization, in most cases this requires the sensitivity to detect very small Kerr
rotations. In order to improve the signal-to-noise ratio, a lock-in amplifier is used
to extract the signal. In the following, we explain the three important signals for

Figure 2.3. Schematic of the working principle of the optical bridge detector.

30



2.2. All-optical pump-probe experiment with TRMOKE

the lock-in detection, which are,

Sref = Aref sin(2π f t + φ), (2.1a)
Lpump = L0

pump(t) · R(t), (2.1b)

Lprobe = L0
probe(t) + δLprobe(t), (2.1c)

First, as required by the lock-in detection, the signal must to be modulated by
a reference signal. In this case, the reference signal Sref with f close to 1 kHz, is
generated by the lock-in amplifier internally. The reference signal is then used to
drive the optical chopper which modulates the pump light. More specifically, as
shown in Eq. (2.1b), the original pump light L0

pump(t), which is a sequence of 200 kHz
pulses, is modulated by R(t) that is approximately a square wave with a frequency
f . When the probe beam is moved to a position after the zero delay, meaning that
it is probing at a time after the excitation, another component in the probe beam is
generated, i.e., δLprobe(t) in Eq. (2.1c) that has a frequency f . This component is a
result of the excitation from the pump beam. When measuring A − B, this is the
change of Kerr rotation, and when measuring A + B this is the change of reflectivity.
Because these signals are oscillating at the same frequency as the reference signal,
both their amplitude and phase values can be extracted from the lock-in amplifier.
Since it is an all-optical system, the quality of the measurement strongly depends
on alignments of both the beam path and optical components. The alignment of
the setup involves mainly three steps.

I Alignment of the pump and probe beams before the sample:
All the mirrors before the sample are used to align the beam path as depicted
in Fig. 2.2. This is to obtain a collinear configuration of the pump and probe
beams when incident on the sample, which can maximize the overlap between
the two beams, and hence improve the signal quality.

I Alignment of the microscope objective:
This aligns the main axis of the microscope objective with respect to the
pump/probe beam path. Therefore, more light can enter and reflect back
through the microscope objective.

I Alignment of the probe after the sample and detector:
This is to guide to beam to the detector, and align the two split beam spots
onto the two photodiodes.

Using this setup, the evolution of both the Kerr rotation and reflectivity can be
traced from femtoseconds to nanoseconds. For our purpose, the time window that
is often investigated is from tens of picoseconds to one nanosecond, where the
magnetization precesses and slowly returns to its equilibrium position. A typical
measurement data is shown in Fig. 2.4, which is a systematic characterization of the
precessional dynamics of the magnetization in a 7.5 nm CoFeB film with an applied
in-plane magnetic field range of 114 − 295 mT. The Kerr rotation data is often taken
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Figure 2.4. Precessional dynamics of a CoFeB film measured from the all-optical setup
with TRMOKE. (a) Normalized time-resolved Kerr rotation. (b) Normalized FFT power
spectrum. (c) Raw data at 114 mT, with the red line indicating the decay background.
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after 100 ps, which is after the ultrafast demagnetization and remagnetization
process. The decay background [see Fig. 2.4(c)] is subsequently subtracted to get
the precession data, as shown in Fig. 2.4(a). A fast Fourier transform (FFT) is of the
precession data is often performed, in order to obtain a frequency spectrum [see
Fig. 2.4(b)]. From the data in Fig. 2.4(b), a blue shift of the precession frequency can
be clearly observed when increasing the applied field. This blue shift is in good
agreement with the field dependence of an in-plane magnetized thin film, which is

f =
|γ|µ0

2π

√
Hext(Hext + MS). (2.2)

2.3. Time-resolved scanning Kerr Microscopy
(TRSKM)

With our all-optical setup, the precession and damping of the magnetization can
be measured in real time. However, the collinear configuration of the pump and
probe beams brings certain limitations to the setup i.e., the dynamics that the probe
beam measures is approximately a uniform precession. This limitation excludes
the possibility of using this setup to study propagating spin waves, which are
important topics for magnonics research. In addition, the position of the probe
beam on the sample with respect to the pump beam is fixed, and hence excludes the
possibility of performing scanning microscopy, resulting in the loss of the spatial
information for the magnetization dynamics. To overcome these two limitations,
modifications of the all-optical setup up are introduced to give a time-resolved
scanning Kerr microscope.

2.3.1. Setup description

To build a time-resolved scanning Kerr microscope, the optical excitation is replaced
by a continuous RF magnetic excitation that is produced by an RF current in an elec-
trical transmission line and can excite propagating spin waves. The magnetization
dynamics is probed in a similar fashion to the method described earlier.
In order to perform the pump-probe measurement, the excitation provided by
the RF magnetic field and the optical probe pulses must be synchronized. Since
the RF excitation is not a pulsed signal, in this case the synchronization must be
defined in terms of the phase of the RF excitation. As shown in Fig. 2.5(a), for
an RF signal with 4 GHz, t = 0.0 ns is defined, where the corresponding phase is
zero. The synchronization is achieved under the condition that, if any optical pulse
arrives at a phase φ0, the next pulse will arrive at a phase of φ0 + 2nπ, where n is an
integer. For example, in the inset, the two signals (red solid lines) are synchronized
at φ0 = 4/5π.
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Figure 2.5. Schematic of the TRSKM setup. (a) Diagram of the signal connections between
different components. The black boxes denote the optical devices, electrical devices and
the sample. The blue boxes denote the optical or electric signals. The synchronization
module is marked with the orange dashed box, with an inset demonstrating the syn-
chronization between the RF (the sinusoidal wave) and laser (red lines) signals. The red
dashed lines indicate the new phase that the signal is locked to, when the original signal
(red solid lines) is delayed. (b) Schematics of the setup at the sample with a magnetic
film under the signal transmission line.
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The synchronization module is marked by the dashed square in Fig. 2.5(a), and in
order to achieve the synchronization, the laser oscillator signal that is a 20 MHz
pulsed signal is first transformed into a 20 MHz sinusoidal signal by the lock-in
amplifier. The transformed 20 MHz signal is subsequently used as the reference
frequency signal of the RF synthesizer. The output of the RF synthesizer is an RF
current in the GHz range, whose phase is related to the 20 MHz reference signal.
Using this scheme, the pulse signal of the laser oscillator is locked at a specific
phase of the GHz current. The optical laser pulse driven by the oscillator signal is
then inherently locked with the GHz current. An experimental verification of the
synchronization is shown in Fig. A.1. Once the synchronization is achieved, it is
relatively easy to change the phase that the optical pulse is locked to. In this case,
the optical delay line of the probe is used, which can delay or advance the arrival
of the probe beam, and hence the optical pulse can be locked to a larger or smaller
phase. For example, in the inset in Fig. 2.5(a), when the original optical signal (red
solid lines) is delayed, the new signal (red dashed lines) is locked to a larger phase.
The generated RF current first passes through an RF switch, which is driven by the
2 kHz reference signal sent by the lock-in amplifier. As a result, the RF current is
modulated by the RF switch, similar to the modulated pump beam in the all-optical
setup, and hence makes lock-in detection feasible. The modulated RF current
subsequently passes through a series of adjustable attenuators and amplifiers, to
be able to generate the required Oersted field to excite spin waves. To guide the RF
current to the transmission line of the sample, the amplified current is connected to
one end of the transmission line of a customized printed circuit board (PCB), whose
other end is connected to the left contact pad of the signal transmission line of the
sample shown in Fig. 2.5(b). The right contact pad on the sample is connected
to another transmission line of the PCB, with its other end connected to a 50 Ω

terminator. When the RF current passes through the signal line, the generated RF
Oersted field around the current line excites the spin wave with the same frequency.
The detection scheme of the TRSKM setup is similar to that of the all-optical setup.
The probe beam is focused using a long working distance microscope objective with
a numerical aperture of 0.55, which gives probe beam size of 1.1 µm [see detailed
characterization in Fig. A.2]. The back reflected beam is guided to an optical bridge
detector, and the MOKE signal is extracted with the lock-in amplifier. Furthermore,
in order to function as a scanning microscope, the PCB containing the sample is
fixed onto a 3D piezo stage, which can scan the sample while the probe beam is
fixed.

2.3.2. Measurement protocol

The most prominent difference between the TRSKM and our all-optical setup is
that its excitation is from a continuous RF current. In order to excite the spin wave,

35



2. Experimental

Figure 2.6. TRSKM measurement protocol and typical data. (a) Flowchart of the steps
to perform a TRSKM measurement. Here, SS stands for sample stage, ODS for optical
delay stage and Y/N for Yes/No. (b) Time-resolved Kerr rotation with the RF excitation
of a CoFeB film at 5.25 GHz. (c) Image of the propagating spin wave on both sides of the
transmission line, at fRF = 4.50 GHz. The transmission line (white bar) is along the Y
direction, located at X = 10.157 mm, and the external bias field is applied along the Y
direction. (d) Line profile of the scanned Kerr rotations in (c) at Y = 1.360 mm.

the frequency of the spin wave must be equal to the RF current, fRF. Therefore,
prior to the measurement, some preliminary characterization is needed in order
to determine a suitable value for the RF frequency. To explain the measurement
protocol [see Fig. 2.6(a)], we used an example of measuring propagating spin waves
in a 10-nm thick CoFeB film.
As shown in Fig. 2.6(a), the first step of the TRSKM measurement is to find the FMR
frequency fFMR of the film. This is done by measuring the precession frequency
using the all-optical setup with TRMOKE. In this case, fFMR = 3.0 GHz is found.
The second step is to set the frequency of the RF excitation fRF. Since the bias field
is along the Y direction [see Fig. 2.5(b)], the spin waves that propagate along the X
direction should have a higher frequency than fFMR, and hence fRF > fFMR.
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Using TRSKM, two types of measurements can be performed [see Fig. 2.6(a)]. One
is the measurement of a time-resolved precession, where the sample stage should
be fixed, while the optical delay stage is moved to provide the time resolution. This
measurement, in principle, does not provide any further information on spin-wave
frequency. It is simply a reconfirmation that the fRF is correctly chosen to be able
to excite the precession. Such a measurement result is shown in Fig. 2.6(b). The
other measurement is to image spin waves, where the optical delay is fixed, and
the sample stage is moved to provide the spatial resolution. Typical data of such a
measurement is shown in Fig. 2.6(c). From the data, it can be clearly observed that
the spin waves are excited on both sides of the transmission line. Moreover, from
the line profile at Y = 1.360 mm [Fig. 2.6(d)], it can be seen that the spin wave on
the right hand side has a higher intensity. This is due to the mismatch between
the spatial chirality of spin waves on the left hand side and the chirality of the
RF magnetic field. Such phenomena is commonly referred to as the amplitude
nonreciprocity for the Damon-Eschbach mode with such an excitation configuration
[120].

2.3.3. Measurement of dispersion relation

To fully demonstrate the capability of the TRSKM setup, a series of scanning Kerr
rotation measurements along the X direction with varying fRF values are used to
characterize the dispersion relation of propagating spin waves in a Damon-Eschbach
geometry [see magnetic field direction in Fig. 2.5(b)]. These measurements are the
special case of an imaging measurement, where the Y stage is fixed, and the Kerr
rotation is recorded for each X coordinate. As shown in Fig. 2.7(a), the scanning
Kerr rotation measurements are performed with varying the RF frequency from
4.5 to 6.5 GHz, in steps of 0.25 GHz. It can be seen that, with increasing fRF, the
wavelength of the spin wave decreases monotonically, which corresponds to the
behavior of a Damon-Eschbach mode. To extract its corresponding wave vector, an
FFT is performed, with the FFT peak indicating the value 1/λ and the corresponding
wavevector k = 2π/λ for each frequency [Fig.2.7(b)].
From the TRSKM measurements, a dispersion curve of the spin waves is obtained,
with a wavevector range of 0.7 − 2.5 rad/µm and a frequency range of 4.5 − 6.5
GHz. At a first glance, the dispersion curve [Fig. 2.7(c)] does not look similar to the
Damon-Eschbach mode (yellow curve) shown in Fig. 1.3(d). To explain this, we
examine more carefully the terms in Eq. (1.30). The relation between w2 and k is via
an exponential factor e−2kd, where d is the film thickness. In order to have a similar
curve shape in Fig. 1.3(d), the value of kd needs to cover the value range from 0 to 1.
However, for the experimental data in Fig. 2.7(c), the maximum value of kd is less
than 3 × 10−3, which is far below 1. Therefore, the experimental dispersion relation
cannot exhibit a characteristic shape, as the one shown in Fig. 1.3(d). Indeed, since
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Figure 2.7. Characterization of the dispersion relation of the spin waves in a 10 nm-
thick CoFeB film. (a) Scanning Kerr rotation measurements along the X direction for
fRF ranging from 4.5 to 6.5 GHz. The lines are shifted for clarity. (b) FFT power of
the line scanning measurement at 5.75 GHz. (c) Dispersion relation of the measured
Damon-Eshbach mode.
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kd << 1, Eq. (1.30) can be approximated by the following,

ω2 = ω0(ω0 + ωM) +
ω2

M

2
kd, (2.3)

which can then be rewritten as,

f =
1

2π

√

A + Bk, (2.4)

with f = ω/2π, A = ω0(ω0 +ωM) and B = ω2
Md/2. Therefore, in this k range, Eq. (2.4)

is a good approximation for the dispersion relation. This equation can be used to fit
the experimental data, which gives the value for the two fitting parameters. From
the fitting result, the FMR frequency of the film can be extrapolated by setting k = 0,
and is found to be approximately 3.8 GHz.
To summarize, from the TRSKM measurement, a part of the dispersion relation
of the spin waves can be obtained. However, for this setup, there are certain
limitations for detecting the propagating spin waves, which are the range of both
the wave vector and frequency in the dispersion curve. This limitation brings the
detectable dispersion range into the long-wavelength regime for thin films, where
kd << 1. The limitations are mainly from two reasons. The first one is the spatial
resolution. The wavelength of the probe beam is 1030 nm, which is focused using
a microscope objective with numerical aperture of 0.55. The resulting size of the
focused beam is around 1.1 µm, which sets the upper limit of the detectable spin
wave to k ∼ 3.1 rad/µm. On top of that, there is a spatial decay length for the
propagation of spin wave, which can be observed in Fig. 2.7(a). This limits the
setup to detect spin waves whose wavelength is more than 15 µm, which sets a
lower limit for wavevector, k ∼ 0.4 rad/µm. The second limitation is from the RF
synthesizer, whose output range is from 1.5 to 6.7 GHz. Therefore, this setup is
not able to excite spin waves with frequencies larger than 6.7 GHz. For future
improvements, one could consider using 515 nm wavelength light as a probe, and
using the second harmonic component of the RF synthesizer to excite spin waves
with higher frequencies.

2.4. Sample fabrication

To illustrate the sample fabrication process, the steps for fabricating the CoFeB
film sample for TRSKM measurements are explained. As depicted in Fig. 2.8, each
unit of the sample has a microstrip transmission line on top of a CoFeB structure.
These structures require three steps of lithography, namely the fabrication of the
alignment marker, the CoFeB structure and the microstrip. The purpose of the
alignment marker is to introduce a coordinate system for the whole sample, and
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Figure 2.8. Electron beam lithography and fabrication steps of a CoFeB film sample for
TRSKM measurement. (a) The schematics of the sample is shown on the right side. The
blue part is the CoFeB film, the yellow part is the microstrip, and the closed box is the
alignment marker array, with a zoom in of the top left markers. (b) Work flow of a typical
e-beam lithography process. Color blue: substrate, red: resist layer, and black: deposited
materials.
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Table 2.9. Composition of the three components of the CoFeB film sample for TRSKM
measurement

Sample component Composition

Alignment marker Cr(1.5 nm)/Au(20 nm)
CoFeB film CoFeB(10 nm)/AlOx(2 nm)
Microstrip Cr(1.5 nm)/SiO2(100 nm)/Cr(1.5 nm)/Cu(200 nm)/Cr(10 nm)

hence offers a precise control of the positions of the CoFeB film and microstrip
relative to the marker.
The lithography method used in this thesis for all structures is electron-beam
(e-beam) lithography. It contains five steps of processing, as shown in Fig. 2.8(b).
The first step is to coat a resist layer on top of the substrate, which is usually a
double layer of 4% Poly(methyl methacrylate) (PMMA) and 4% MMA (methyl
methacrylate). For the spin coating, a spinning speed of 3000 rpm for one minute
is used, which gives each coated PMMA and MMA layer of the thickness around
200 − 300 nm. Afterwards, the sample is baked at 180◦ for five minutes.
The second step is the exposure, where the resist is exposed to a focused electron
beam, with an e-beam dose of 680µC/cm2. The third step is the development, where
the exposed part of the resist is removed by a mixture of Methyl isobutyl ketone
(MIBK) and Isopropyl alcohol (IPA), with MIBK : IPA = 1 : 3. The fourth step is the
material deposition. In this case, an AJA DC magnetron sputtering system is used
for growing high quality CoFeB films, with a base pressure ∼ 1 − 2 × 10−8 mbar.
During the deposition, the sputtering power is set to 80 W, which gives a deposition
rate for CoFeB ∼ 0.025 nm/s. For other materials, e-beam evaporation is used, with
the system’s base pressure ∼ 1 × 10−6 mbar. The evaporation rate is controlled at
the level ∼ 0.1 nm/s, in order to maintain a decent vacuum. The composition of
each component of the sample is listed in Table. 2.9. For the microstrip, the first
two Cr layers are for improving the adhesion, and the last Cr layer is for protection
against oxidization. The SiO2 layer is used to isolate the CoFeB from the RF current.
For other samples, the composition specifications for each component are similar.
The final step is the lift-off process where the residual resist is removed by acetone,
and the sample is afterwards rinsed using IPA. After these five steps, only the parts
where the resist was exposed to the e-beam will have the structures.
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3. Magnetization dynamics in
antiferromagnetically coupled
ferromagnetic thin films

Part of the work of this chapter has been published in Zhou et. al., Physical Review B 101,
214434 (2020) [121].
Magnetic trilayer films, in which two ferromagnetic (FM) layers can couple antifer-
romagnetically via a nonmagnetic (NM) spacer layer, led to the discovery of the
giant magnetoresistance (GMR) effect [122, 123]. Since then, these systems have
attracted significant attention due to their potential applications such as magnetic
field sensors [124, 125] and magnetic random access memory [126]. These trilayer
films are also referred to as synthetic antiferromagnets (SAF) [127], where the large
tunability of the interlayer coupling in these systems has played an important role
in many related research areas such as the motion of domain walls [128], solitons
[129], skyrmions [130], and the use of synthetic antiferromagnets for flexible spin-
tronics and biotechnology applications [131, 132]. The tunability of the trilayer
films arises from the oscillatory nature of the Ruderman–Kittel–Kasuya–Yosida
(RKKY) type interlayer exchange coupling (IEC) [29, 133], which means that not
only an antiferromagnetic coupling, but also a ferromagnetic coupling can be
achieved by tuning the thickness of the spacer layer [30, 31]. In addition, with an
antiferromagnetic IEC, the precessional dynamics of the magnetization involves
more modes, which is more complex than the one in a single FM layer [32, 134].
Accordingly, the spin-wave dispersion relations in these systems are also modified
[135, 136], which are important for their potential applications in magnonics. For
example, the antiferromagnetic IEC has been proposed to give a nonreciprocal
spin-wave dispersion in the Damon-Eshbach geometry [33–35]. This nonreciprocity
could be exploited to build nonreciprocal magnonic devices that function in a
similar manner to isolators and circulators that are widely used in electronics or
photonics [137–139].
Due to the presence of the IEC, the precessional dynamics of the trilayer films can be
described as a coupled precession of the two FM layers. The coupled dynamics has
two characteristic modes; the acoustic mode where the magnetization in the two
layers precess in phase, and the optical mode where the magnetization in the two
layers precess out of phase with a π difference [140]. Theoretically, one can describe
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the precessional dynamics using the formalism of statistical thermodynamics, as
described by Liu et al. [32], or using the Landau-Lifshitz-Gilbert (LLG) equation
[141]. Experimentally, one can measure the frequencies of both the acoustic and
optical modes in the frequency and time domain using broadband FMR [32, 134,
140, 142, 143] and TRMOKE [144–147], respectively.
In the work described in this chapter, we exploit the competition between the
Zeeman energy and the energy associated with the IEC to provide a comprehensive
understanding of different precessional modes in the trilayer films. To do so, we
measure the precessional dynamics of three samples with different IEC strengths
in the same range of applied magnetic fields using the all-optical pump-probe
technique with TRMOKE. In Sec. 3.1, the static magnetic properties of synthetic
antiferromagnets are discussed. In Sec. 3.2, a systematic study of the precessional
dynamics in synthetic antiferromagnets is presented. In Sec. 3.3, a trial experiment
of using the time-resolved scanning Kerr microscope (TRSKM) setup to measure
propagating spin waves in synthetic antiferromagnets is presented. Finally, in
Sec. 3.4, we present the conclusions.

3.1. Static magnetic properties of synthetic
antiferromagnets

For our study, a composition of Si(100)/Co40Fe40B20/Ru/Co40Fe40B20 is chosen for
the trilayer films. The layer thicknesses for the trilayer samples are listed in
Fig. 3.1(a), where t2 is the thickness of the lower magnetic layer deposited on the
substrate and t1 is the thickness of the upper magnetic layer. Samples 1, 2 and 4
incorporate two FM layers with different thicknesses where t1 = 2t2, which are
referred to as asymmetric samples. Sample 3 includes two FM layers with the same
thickness, which is referred to as the symmetric sample. Going from Sample 1 to 4,
the thickness of the Ru layer, tRu is varied to give a different IEC strength for the
four samples. All samples were coated with a 2 nm Al layer to prevent oxidization.
The naming of the sample sequence facilitates the discussion of the precessional
dynamics of these samples in Sec. 3.2.
The magnetic properties of the four samples are characterized at room tempera-
ture with an MPMS3 Superconducting Quantum Interference Device - Vibrating
Sample Magnetometer (SQUID-VSM). Their in-plane hysteresis loops are shown
in Figs. 3.1(c) and (d). Because of the antiferromagnetic IEC, the magnetizations
of the two FM layers prefer to align antiparallel, which leads to a reduction of the
net magnetization at zero field compared with the saturation magnetization. With
increasing the applied magnetic field, the magnetizations of the two FM layers start
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Figure 3.1. (a) Layer thicknesses for the four samples, where t1, t2 and tRu are the thickness
of the upper magnetic layer, the lower magnetic layer next to the Si(100) substrate and
the Ruthenium layer, respectively. (b) The IEC strength J as a function of the Ru thickness.
(c) In-plane hysteresis loops for Sample 1 and 4 in a magnetic field range of -75 to +75
mT, and (d) Sample 2 and 3 in a magnetic field range of -1.5 to +1.5 T.

to align along the direction of the applied field, which results in a recovery of the
net magnetization for all the samples.
To further extract information from the hysteresis loops, a simple model is built to
describe such a synthetic antiferromagnet. For simplicity, we consider uniformly
in-plane magnetized FM layers without easy axes with the following energy terms
in per unit area,

E = EIEC +
∑
j=1,2

(EZ
j + ED

j ), (3.1)

where EIEC, EZ and ED are the IEC, Zeeman and demagnetization energies, respec-
tively. The dipolar interaction between the two layers is neglected. The detailed
expressions for each of the terms are as follows,

E = J
M1 ·M2

|M1||M2|
−

∑
j=1,2

µ0t j[Hext
·M j +

1
2

(M j · ẑ)2]. (3.2)

According to the schematic of the magnetizations in trilayer films shown in Fig. 3.2,
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Figure 3.2. (a) Schematic of the magnetization configuration of the trilayer film and the
coordinate system. (b) Magnetization orientation in the two layers, θ1 and θ2, of Sample
2 as a function of the applied magnetic field.

M1 and M2 (or M j, where j = 1, 2) are the magnetization of the upper and lower
FM layers, both of which have in-plane magnetization with a saturation value of
M. Hext is also in-plane, with the absolute value of H. The antiferromagnetic IEC is
quantified by the exchange constant J, with J > 0. t j is the thickness of each FM
layer, µ0 is the vacuum permeability, and ẑ is the unit vector along the z axis. In this
model, we neglect the dipole-dipole interaction between the two FM layers, since
we consider the magnetization dynamics inside each FM layer to be uniform. To
determine the static magnetization configuration, the total energy given in Eq. (3.2)
is minimized with respect to the orientation of M1 and M2. As illustrated in Fig. 3.2,
the static magnetization configuration is described by the angles θ1 and θ2, which
are between the x axis and M1 and M2, respectively.
For the symmetric sample (t1 = t2 = t), the following analytic expression of the
static magnetization configuration can be obtained, given that θ1 = −θ2 = θ,

cosθ =
µ0HMt

2J
. (3.3)

From this equation, it is straightforward to extract the value of J using the following
expression,

J =
1
2
µ0HsatMt, (3.4)

where Hsat is the minimum field needed to align the two layer magnetizations
parallel to each other. For the asymmetric sample (t1 = 2t2 = 2t), only numerical
values of θ1 and θ2 can be obtained. In this case, the numerical results for Sample 2
are shown in Fig. 3.2(b). To estimate J , we adjust its value until the theoretically
calculated hysteresis loop matches the experimental one.
With the help of the theoretical model, two important pieces of information can be
obtained from the hysteresis loops. The first is the strength of the IEC, which is

46



3.2. Ultrafast laser induced precessional dynamics

shown in Fig. 3.1(b) for each sample. On increasing the thickness of the Ru layer
from 0.4 to 0.8 nm, the strength of the IEC continuously decreases. On further
increase to 1.0 nm, the value of J starts to increase again, indicating the start of the
second period of oscillation of the RKKY coupling. The second piece of information
is the significant differences between asymmetric and symmetric samples in terms
of their magnetization reversal. For asymmetric samples, since the thicknesses
of the two FM layers are different, there is a net magnetization close to the zero
magnetic field. For symmetric samples, since the two layer thicknesses are the same,
there is no net magnetization close to the zero field. Moreover, this asymmetry of
layer thickness will further influence the Zeeman energy in each layer, as shown in
Eq. (3.2). This allows, for the asymmetric samples, the antiparallel alignment of the
two layer magnetizations to remain unchanged for a given range of the applied
field, which is represented by the plateaus in the hysteresis loops close to the zero
field. In contrast, the static magnetization configuration for the symmetric sample
is immediately altered when applying the external field.
To summarize, the strength of IEC can be effectively tuned by changing the thickness
of the Ru layer, as exhibited by the four samples. In addition, the hysteresis loop for
each sample strongly depends on whether the sample is symmetric or asymmetric
in terms of the thicknesses of the two FM layers.

3.2. Ultrafast laser induced precessional dynamics

3.2.1. Experimental data and analysis

To investigate the precessional dynamics in synthetic antiferromagnets, we use the
all-optical pump-probe technique with TRMOKE. The samples investigated are
Samples 1, 2 and 3, since Samples 1 and 4 are similar. During the experiment, two
physical quantities are recorded, namely the reflectivity and Kerr rotation. Shown
in Fig. 3.3 is the data for Sample 2 at an applied magnetic field of 150 mT. When the
pump and probe pulses impinge on the sample simultaneously, a significant change
of the reflectivity is observed, followed by an exponential decay [see Fig. 3.3(a)].
From the Kerr rotation measurement, a damped sinusoidal oscillation is observed,
which corresponds to a damped precessional motion of the magnetization. To
analyze this precession, the data after 100 ps is used after subtracting its decaying
background, as shown in Fig. 3.3(c). An FFT is first performed, from which the
number of modes and their frequencies can be extracted. In this case, the two
extracted frequencies are 7.1 and 15.6 GHz, indicated by the red arrows in Fig. 3.3(d).
Subsequently, the precession data is fitted with a two-component damped sine
wave function which is ∑

i=1,2

Aie
−

t
τi sin(2π fi(t − ti)), (3.5)
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Figure 3.3. Normalized time-resolved (a) reflectivity and (b) Kerr rotation data of Sample
2 measured at a magnetic field of 150 mT. Lines are guided for the eyes. (c) Background
subtracted data from (b) after 100 ps. Data is fitted with a two-component damped
sine wave function. (d) FFT Power of (c), with the two modes indicated by the two red
markers.

where Ai, τi, fi, and ti are the amplitude, time constant, frequency and initial time
for the corresponding mode. From the fitting, the time constants τi for the lower
and higher frequency modes are extracted, which are 482 and 253 ps, respectively.
A systematic characterization of the precessional dynamics for each sample is
performed, by applying the external magnetic field with an in-plane component
from 100 to 300 mT. For Samples 1 and 2, the laser excitation fluence is 10.0 mJ/cm2,
and for Sample 3, it is 13.4 mJ/cm2. Their frequency dependence on the applied
magnetic field is shown in Fig. 3.4. At a first glance, their behaviors are rather
different. For Sample 1, two modes are always present at any applied magnetic
field. For Sample 2, three modes are present from 100 to 175 mT. With increasing
the field to 200 mT, the number of modes reduces to two, and further reduces to
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Figure 3.4. Frequency dependence on the applied magnetic field for the different modes.
The different precessional modes are indicated with Roman numbers.

Figure 3.5. Evolution of the precessional modes in Sample 2 with increasing the fluence
of the pump laser beam. Time-resolved Kerr rotation and the corresponding frequency
spectrum are shown in the left and right column respectively for Sample 2 at µ0H =

130 mT. Lines connecting the data points are guides to the eye. Dashed black lines are
positioned at the three observed modes.
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one with further increasing the field value. For Sample 3, from 100 to 150 mT, there
are two modes present. From 175 to 300 mT, there are also two modes present,
but with larger frequency differences. The two main reasons for these different
dynamics shown in these samples are differences of both the IEC strength and the
FM layer symmetry, which will be quantitatively explained after introducing the
theoretical model for calculating the precessional dynamics.
A rather interesting point in Fig. 3.4 is that, for Sample 2, in the field range of 100 to
175 mT, there are three modes. However, as previously mentioned, in this synthetic
antiferromagnet, there are only two characteristic modes, which are the acoustic and
optical modes. To understand the origin of the extra mode, we trace the evolution
of each mode with changing the fluence of the pump beam, as shown in Fig. 3.5. It
is observed that only mode I and III are present at a relatively low fluence, whereas
mode II starts to appear when the fluence is increased to 8.2 mJ/cm2. From this
information, we can deduce that mode I and III are the two characteristic modes,
and mode II is an emergent mode that is related to the high pump fluence.
To summarize, the frequency dependence of different precessional modes on the
applied magnetic field for the three samples are rather different. Moreover, an extra
mode that belongs to neither the acoustic nor optical mode is observed, which is
related to a relatively high fluence of the pump laser. In the next part, theoretical
calculations for determining the precessional dynamics are presented, whose results
will be compared with the experimental data, so that the origin of each mode can
be identified.

3.2.2. Theoretical model for precessional dynamics

To determine the precessional dynamics, we consider the differential equations
involving the two FM layers based on the precession part of the LLG equation,

dM j

dt
= −|γ|µ0M j ×Heff

j , (3.6)

where j = 1, 2 indicating the top and bottom FM layer, and Heff is the total
effective magnetic field that drives the magnetization precession. Following the
procedure summarized in Fig. 3.6, the effective field for each FM layer is obtained
by differentiating the energy density with respect to the layer magnetization. To
solve the differential equations, the ansatz, which contains the static part MS

j and
dynamic part m jeiωt, is used. The static magnetization configuration, in this case,
can be deduced by the energy minimization of Eq. (3.2). The differential equations
can be solved analytically if an analytic expression for the static magnetization
configuration can be obtained. In this case, the explicit form of m can be obtained.
In the following, the final expression for the precession frequency f is expressed in
units of Hz. A detailed calculation for asymmetric samples is presented in Sec. A.2.
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Figure 3.6. Flowchart for determining the precessional dynamics in synthetic antiferro-
magnets.

For symmetric samples, the precession frequency and the phase of the dynamic
components m jz for the acoustic and optical modes are

fa =
|γ|µ0

2π

√
H(H + M cosθ),

(m1z,m2z) = k1eiωat(1, 1); (3.7a)

fo =
|γ|µ0

2π

√
H2 + 2A2M2 + HM cosθ − 4AHM cosθ2AM2 cos(2θ) + 2A2M2 cos(2θ),

(m1z,m2z) = k2eiωot(−1, 1). (3.7b)

Here, a constant A = J/(µ0tM2) is introduced in order to simplify the expressions.
fa and fo are the frequencies for the acoustic and optical modes, and k1 and k2 are
related to the amplitude of the precession. From the expressions of m jz, it can be
seen that the two layer magnetizations precess in-phase in the acoustic mode, and
out-of-phase in the optical mode.
For the asymmetric samples with t1 = 2t and t2 = t, a general analytic solution
of the precessional dynamics cannot be obtained. It is only in the saturated state,
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with two layer magnetizations aligned parallel with the applied magnetic field,
that there are analytic expressions for both the precession frequency and phase as
follows,

fa =
|γ|µ0

2π

√
H(H + M),

(m1z,m2z) = k1eiωat(
1
2
, 1); (3.8a)

fo =
|γ|µ0

2π

√
(H − 3AM/2)(H + M − 3AM/2),

(m1z,m2z) = k2eiωot(−
1
2
, 1). (3.8b)

In the unsaturated states, only numerical values of the precession frequency can
be obtained. In this case, an explicit expression for m jz cannot be determined.

3.2.3. Discussion

Having introduced the theoretical model that is used to calculate the frequency
and phase information for the precessional dynamics, a comparison can be made
between the experimental data and theory, in order to identify the origin of each
mode.

Identification of different precessional modes

As shown in Fig. 3.7, both the theoretical and experimental frequency dependence
on the applied magnetic field is presented for each mode. The parameters used for
the theoretical calculations are M = 1042 kA/m and |γ| = 1.76 × 1011rad/(s · T). We
also determine a reference frequency fK =

|γ|µ0

2π

√
H(H + M), which is the frequency

of the FMR mode for a single 7.5 nm-thick CoFeB film.
For Sample 1, as shown in Fig. 3.7(a), mode I and II are present for magnetic fields
in the range of 100 to 300 mT, and the frequencies of both modes increase with
increasing the applied magnetic field, which is in agreement with our calculations
for this sample [Fig. 3.7(d)]. By comparing the experimental and theoretical results
in Figs. 3.7(a) and (d), we can therefore identify mode I as the optical mode, and
mode II as the acoustic mode.
For Sample 2, the observed and calculated frequency dependence is not linear,
and two field regions can be identified that are separated by a discontinuity in
the frequency dependence of the characteristic modes. Experimentally, a different
number of modes are present in the two field regions. First, we discuss the field
region with small magnetic field values, where three modes are observed, and the
calculations and experiments are in a qualitatively good agreement, as shown by
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the red shaded area in Figs. 3.7(b) and (e). Through comparison, mode I can be
identified as the acoustic mode and mode III as the optical mode. Mode II, having
a frequency similar to the FMR mode in a single layer CoFeB film, is neither an
acoustic nor an optical mode, and we refer it to as a transient mode. As explained
later, this transient mode is due to a laser-induced decoupling between the two
FM layers. We can now turn our attention to the higher magnetic field region of
190-300 mT. While the theoretical data [Fig.3.7(e), blue region], in addition to the
FMR mode fK, exhibit two modes, experimentally the three modes are first reduced
to two modes, and eventually only a single mode is observed with further increase
of the field. Close to 190 mT, there are discontinuities in the frequencies of the
acoustic and optical modes, with mode I (III) changing to the optical (acoustic)
mode.
Finally, for Sample 3 the theoretical calculations [Figs. 3.7(f)] exhibit almost linear
dependence of all the modes as a function of the applied magnetic field. However,

Figure 3.7. Dependence of the frequency on the applied magnetic field for the different
modes. (a)-(c) Experimental data: The different precessional modes are indicated with
Roman numbers. (d)-(f) Theoretical data: fa, fo and fK are the frequencies of the acoustic
mode, optical mode, and the FMR mode for a 7.5 nm CoFeB film. The three different
background colors indicate the three field regions given in the inset of (d).
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the experimental data looks, at a first glance, quite different. To reconcile our
measurements with the calculations, first we note that the net MOKE signal of
the optical mode (m1z = −m2z) from the two equally thick FM layers is zero, and
hence cannot be observed experimentally. Therefore, for µ0H > 175 mT, mode I,
having a lower frequency than fK, is the acoustic mode, and mode II is the transient
mode. At magnetic fields µ0H < 175 mT, two modes are also observed, but with a
smaller frequency difference. As their frequencies are smaller than fK, they cannot
be attributed to the transient mode, and they might be a result of the splitting of
the acoustic mode due to domain formation, as reported for a similar system [145].
To summarize, the three samples exhibit significantly different precessional dynam-
ics, which are in good agreement with the theoretical model except for the so-called
transient mode. To elucidate its origin, we have performed fluence-dependent
TRMOKE measurements on Samples 2 and 3, which reveals how the transient
mode evolves with varying the laser excitation fluence. Finally, we explain the
relationship between the frequencies of the different modes in the three field
regions [FIG. 3.7], i.e. which mode has a higher frequency, considering the relative
contribution between EZ and EIEC.

Origin of the transient mode

In this section, we present further measurements with varying laser fluence to
support our claims that the presence of the transient mode is caused by laser-induced
decoupling of the FM layers due to a suppression of the IEC.
The first hint for the presence of a laser induced IEC suppression is the existence
of a threshold effect in the laser fluence, which is not expected for characteristic
modes of the trilayers. Indeed, as illustrated in Figs. 3.5 and 3.8, the transient mode
(mode II) only appears above a laser fluence threshold of 8.2 mJ/cm2 for Sample 2,
and 13.4 mJ/cm2 for Sample 3. The intensity of this mode increases further with
the increase of the laser fluence. If we consider the energy deposited by the laser
excitation, the first effect would be an increase in the temperature of the sample,
which leads to a reduction of the IEC strength that is known to be dependent on
temperature [134, 143]. As a result, above a certain threshold level, the two FM
layers become decoupled. In this case, the magnetization precession is only driven
by the applied field and the demagnetization field. Therefore, the frequency of the
transient mode should be the same as the FMR mode of a single layer ferromagnetic
film, as observed experimentally.
An interesting comparison between the time constant of the acoustic, optical and
acoustic modes can be made, by fitting the time-resolved data with Eq. (3.5). For
Sample 2, at the fluence of 8.2 mJ/cm2, the time constant for the acoustic, optical
and transient modes are 253, 150 and 104 ps, respectively. For Sample 3, at the
fluence of 13.4 mJ/cm2, the time constant for the acoustic and transient mode are
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Figure 3.8. Evolution of the transient mode (mode II) with increasing fluence of the pump
laser beam. Time-resolved Kerr rotation and the corresponding frequency spectra are
shown in the left and right column respectively for Sample 3 at µ0H = 270 mT. Lines
connecting the data points are guides to the eye.

936 and 317 ps. In both cases, the time constant of the transient mode is shorter than
the other characteristic modes, which is due to the recovery of the IEC when the
heat dissipates away. A further confirmation of the extrinsic nature of the transient
mode is that a higher fluence is required to excite the transient mode in Sample
3 compared with Sample 2. This is because the IEC in Sample 3 is stronger than
Sample 2, and more energy must be deposited into the sample in order to decouple
the two FM layers.

Frequency relationship between different modes

Given that the frequency relationship between the different modes can be explained
by considering the relative contributions of the Zeeman energy and IEC, this
frequency dependence on the applied field for the different modes can be divided
into three field regions, as indicated by the three background colors in Fig. 3.7.
For the three samples, because of their differences in IEC strength and FM layer
thicknesses, the range of the applied field that corresponds to a specific field
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region for each sample will be different. Hence, the three samples exhibit different
precessional dynamics between 100 and 300 mT.
We first determine how the IEC modifies the frequencies of the acoustic and
optical modes, compared with the reference frequency fK. For the acoustic mode,
its frequency fa is modified by the IEC only because the IEC affects the static
magnetization configuration, which is given by the M cosθ term in Eqs. (3.7).
In contrast, the frequency of the optical mode fo depends on both the static
magnetization configuration and effective field from the IEC, given by several terms
in Eqs. (3.7) containing the constant A that is related to the IEC. Here, although
Eqs. (3.7) are valid only for Sample 3, they can still provide some qualitative
information about Samples 1 and 2.
Knowing how the IEC modifies the frequency of the acoustic and optical modes,
it is straightforward to use the relative contribution between the EIEC and EZ as
a criterion to analyze the frequency relationships between the different modes.
Following this idea, three field regions are defined, which are quantified by the
static magnetization configuration, as shown in Fig. 3.7. The first field region (in
gray) is for when the samples are saturated, where EZ dominates. The second field
region (in blue) is for a field below the saturation field but where the field is strong
enough to have an almost parallel alignment of the layer magnetizations, with
|θ1 −θ2| < π/2. The third field region (in red) is where the applied field is no longer
strong enough to overcome the antiparallel alignment, with |θ1 − θ2| > π/2.
We begin with the precessional dynamics in the first field region [Fig. 3.7, gray
region]. As can be seen for Sample 1, in the first field region where the Zeeman
energy dominates, the frequency relationship between the different modes is
fo < fa = fK. For the acoustic mode, as previously stated, the IEC can only modify
fa if the static magnetization configuration is different from the saturated state.
Since in this field region the sample is saturated, the acoustic mode has the same
frequency as the FMR mode of a single layer CoFeB film. For the optical mode,
the additional contribution from the effective field of the IEC HIEC needs to be
considered. For a saturated sample, HIEC [corresponding to the terms including
A in Eq. (3.8b)] counteracts Hext, so that fo < fK. This can be explained by the
phase difference between the precessing magnetizations in the two layers in the
optical mode. For the optical mode, an antiparallel alignment of the dynamic mz

components in the two layers is favored by the antiferromagnetic IEC. In contrast,
for the acoustic mode, the parallel alignment of the two dynamic mz components is
not favored by the IEC. Therefore, less energy is required to excite the optical mode,
and hence the optical mode has a lower precession frequency than the acoustic
mode. It should be mentioned that this argument is only valid for saturated
samples, since the π-phase shift for the dynamic components is the only difference
between the acoustic and optical modes.
Next, we explain the frequency relationship between different modes in the second
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Table 3.9. Frequency relationship of the different modes for symmetric and asymmetric
samples

Field region Definition Symmetric sample Asymmetric sample
1 θ1 = θ2 = 0 fa = fK fo < fa = fK

2 |θ1 − θ2| < π/2 fa ≈ fK fo < fa ≈ fK

3 |θ1 − θ2| > π/2 fa < fK fa < fK < fo

field region [Fig. 3.7(b), blue region]. This field region extends for Sample 2 from 200
to 300 mT. In this field region, the alignment of the magnetizations is not completely
parallel because the Zeeman energy starts to exceed the energy associated with the
IEC. Since the effects of Hext counteracts HIEC for the optical mode [Eq. (3.7b)], in
this field region, the frequency of the optical mode should decrease with increasing
the applied magnetic field. At the same time, since the two layer magnetizations are
close to parallel alignment, the frequency of the acoustic mode is almost the same
as fK. These trends in the optical and acoustic modes are reflected by the theoretical
results in Fig. 3.7(e). As for the experimental data [Fig. 3.7(b)], the acoustic mode is
in good agreement with the theory, although the optical mode is only observed
∼ 200 mT. We speculate that this is because the decrease of the frequency of the
optical mode towards zero results in a gradual decrease of the intensity of this
mode. As the optical mode already has quite a low intensity, it is therefore not
possible to detect it on a further increase of the applied magnetic field.
Finally, we explain the phenomena behind the dynamics in the third field region
[Figs. 3.7(b) and (c), red regions]. This field region extends for Sample 3 from
175 to 300 mT, and for Sample 2 from 100 to 200 mT. In this field region, the
static magnetization configuration is close to an antiparallel alignment of the layer
magnetizations, because the energy associated with the IEC is greater than the
Zeeman energy. For the acoustic mode, the non-parallel alignment between the
two layer magnetizations makes fa smaller than fK [Eq. (3.7a)]. For the optical
mode, since the energy associated with IEC is stronger than the Zeeman energy,
the effective field from the IEC makes the frequency of the optical mode higher
than fK. As a result, these give the frequency relationship fa < fK for Sample
3, and fa < fK < fo for Sample 2. For the small quantitative mismatch between
the experimental and theoretical data, there could be various causes, such as a
non-uniformity in the Ru layer. The above discussions is summarized in Table 3.9.
For the symmetric samples in the first and second field regions, the frequency
relationships are deduced, as the experimental data for Sample 3 are only available
for the third field region.
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3.3. TRSKM measurement of synthetic
antiferromagnet

Having illustrated the coupled precessional dynamics in synthetic antiferromagnets,
the next step of our investigations is to use the TRSKM setup to study propagating
spin waves in such systems. However, the trial experiments did not succeed due
to several reasons. One typical measurement result is shown in Fig. 3.10(c). In
this case, an asymmetric sample CoFeB(5 nm)/Ru(0.4 nm)/CoFeB(10 nm) is chosen,
whose hysteresis loop is shown in Fig. 3.10(a). From the hysteresis loop, it can
be seen that the saturation field for this sample is approximately 0.7 T, and the
antiparallel alignment of the two layer magnetizations can be maintained with

Figure 3.10. (a) Magnetic hysteresis loop of the sample CoFeB(5 nm)/Ru(0.4 nm)/CoFeB(10
nm). (b) Time-resolved Kerr rotations measured from the all-optical pump-probe
experiment. (c) Scanning Kerr rotations along the X direction across the microstrip, with
fRF ranging from 3.4 to 4.75 GHz, and lines shifted for clarity. The positions correspond
to the 1 µm microstrip are indicated by the shaded area. The magnetic field configuration
and sample geometry are shown in the right schematic.
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applying an external field up to 100 mT. Such properties of the hysteresis loop
are specially chosen, since an antiparallel alignment is favored by the spin-wave
nonreciprocity.
An all-optical pump-probe experiment is first performed for the SAF sample. The
in-plane component of the magnetic field is along the direction of the microstrip
transmission line [see Fig. 3.10(c)], which corresponds to a Damon-Eschbach mode
when a propagating spin wave is excited. The applied field is tuned so that the
precessional frequency extracted from the all-optical measurement is approximately
3.3 GHz, which is shown in Fig. 3.10(b). Based on this field, the frequency of the RF
excitation is chosen to be above 3.3 GHz, so that the propagating spin waves can
be excited. As shown in Fig. 3.10(c), fRF is varied from 3.4 to 4.75 GHz. For each
frequency, the scanning Kerr rotations along the X direction are measured. From the
data, it can be seen that there is excited precession close to the microstrip, but the
dynamics does not propagate away from the antenna, unlike the results in Fig. 2.7.
Here, it should be noted that the shaded area in Fig. 3.10(c) is only an approximate
indication for the position of the microstrip, since there is thermal drift during the
measurement. Moreover, it can be seen that, as fRF increases, the amplitude of the
excited dynamics quickly decreases, and the excitation becomes more and more
localized at the periphery of the transmission line. Other TRSKM measurements
are also performed either for different SAF samples or with a backward volume
mode geometry, which all exhibit similar results, i.e. no propagating spin waves
can be measured.
One possible reason for this lack of propagating spin waves is the complex domain
structures in SAF systems before saturation [145]. In this case, the complex spin
texture limits the propagation of spin waves, since the magnitude of the spin
waves will be strongly attenuated by the domain walls during the propagation
[148]. Therefore, the spin waves excited by the transmission line cannot propagate
over micrometers, which is the case for a uniformly magnetized film, and hence,
from the measurement, seem to be localized close to the transmission. Another
reason is the rather large damping value associated with the coupled precessional
mode, compared to the precession in a single film. From the fitting in Fig. 3.10(b),
the extracted damping is α = 0.112. This value is much larger than the Gilbert
damping for a single CoFeB film whose magnitude is on the order of 10−3. Such a
large damping value again indicates that the propagation of the spin waves in this
system is restricted to a small region.

3.4. Conclusion

We have used TRMOKE to characterize the ultrafast-laser-induced precessional
dynamics in antiferromagnetically coupled trilayer films with different IEC strength.
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The precessional dynamics measured by TRMOKE depends on the relative thick-
nesses of the two FM layers. In asymmetric samples (t1 = 2t2), both the acoustic
and optical modes are observed, whereas in the symmetric sample (t1 = t2) only the
acoustic mode is observed. In addition to the two characteristic modes, a transient
mode is also observed, which is due to the laser-induced decoupling of the two FM
layers. Accordingly, the transient mode has the same precession frequency as the
FMR mode in a single FM film, and is only present above a certain threshold of the
laser excitation fluence.
We interpret the precessional dynamics in terms of a competition between the
energy associated with the IEC and the Zeeman energy, and divide the precessional
dynamics into three field regions depending on which energy term dominates. The
first field region is for a saturated sample where the Zeeman energy dominates,
and the frequency relationship between the modes is fo < fa = fK. The second
field region is below the saturation field of the sample with |θ1 − θ2| < π/2, and the
relationship between the frequencies of different modes is fo < fa ≈ fK. The third
field region is again below the saturation field of the sample but with |θ1−θ2| > π/2,
and the frequency relationship is fa < fK < fo. With this detailed understanding of
how the IEC and Zeeman energy affect the precessional dynamics, we provide a
foundation for further investigations of propagating spin waves in such systems
and for using them to implement functional magnonic devices.
Finally, in Sec. 3.3, we present the data of the TRSKM measurements in antiferro-
magnetically coupled trilayer films. However, no propagating spin waves were
observed experimentally. We think the possible reasons are the complex domain
structures in such a system before it is fully saturated, and a relatively large damping
value for the coupled precessional mode.
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4. Spin-wave dynamics in artificial
spin ice

The work of this chapter has been published in Saha et. al., Nano Letter, 21, 6, 2392-2389
(2021) [149].
Artificial spin ice, where interacting magnetic nanomagnets are arranged into
periodic arrays, was originally introduced to mimic the behavior of rare earth
pyrochlore materials [150, 151]. Over the past few years, the study of artificial spin
ices has evolved from the creation of model systems that mimic different physical
phenomena towards potential applications as functional materials [152–156]. In
particular, research on the resonant behavior of artificial spin ices in the GHz range
has shown rich spin-wave dynamics [152, 157, 158], which makes them suitable for
use as magnonic crystals [22].
The great potential of artificial spin ices in terms of their magnonics applications
comes from two aspects. The first is the variety of artificial spin ice geometries, where
different building block elements, lattice symmetries and the related parameters
can be used to tune the spin-wave dynamics [155, 159–162], and hence engineer
different magnonic band structures [152, 163–165]. The second aspect is the
programmability of magnonic crystals made of artificial spin ices. This comes from
the fact that there are a large number of magnetic states, which are in principle
reconfigurable for example by using external fields or through thermal relaxation
[166–168]. Furthermore, it has been shown that different magnetic states can exhibit
different spin-wave modes [157, 158, 169–173], as well as different magnonic band
structures [152]. For example, different magnon band structures are predicted for
the square ices with different magnetic configurations, as well as a dependence
of the band structure on the inhomogeneous distribution of the magnetization, in
particular at the edges of the nanomagnets [165]. All these properties have made
artificial spin ices promising candidates for building reprogrammable functional
magnonic crystals.
Here, we investigate the magnetization dynamics in ‘trident’ artificial spin ice,
where the unit cell is composed of interacting horizontal and vertical nanomag-
nets, which has been shown to allow tuning of the frustration [36] and displays
anisotropic magnetostatic interactions. Artificial spin ices built upon geometries
with anisotropic interactions [174] such as chiral structures have displayed rich col-
lective behavior during thermal relaxation [175] and field-induced dynamics [176,
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Figure 4.1. SEM image of the Py trident spin ice, with the orientation of the in-plane
component of the applied magnetic field.

177], but their GHz dynamics have not been studied so far. Using the pump-probe
technique with TRMOKE, described in Sec. 4.1, we show that the magnetization
dynamics is characterized by a rich mode spectrum, and we determine its evolution
in an external magnetic field. To explain the complex mode distribution in large
arrays (Sec. 4.2), we first determine the modes for a single nanomagnet. Following
this, as described in Sec. 4.3, we investigate the evolution of the mode spectrum
with system size and geometry, starting with building blocks. We determine that
the anisotropic magnetostatic interactions contribute to the formation of a large
number of modes and that the geometry of the building blocks influences the
symmetry of the spatial mode distribution. Surprisingly, while arrays larger than a
unit cell exhibit mostly identical mode spectra, irrespective of their geometry, we
identify specific modes, whose intensity and existence are correlated to the size of
the array. The amplitude evolution of these modes reflects the long-range nature of
the interactions in the studied system. Our results reveal different mechanisms for
mode evolution, which can be useful for designing artificial spin ices for magnonics
applications.

4.1. TRMOKE results

Finite arrays of 20 nm permalloy (Ni83Fe17) nanomagnets were prepared on a Si(110)
substrate using electron-beam lithography combined with thermal evaporation at
a base pressure of 2 × 10−7 mbar followed by lift-off. The ferromagnet layer was
capped with a 3 nm Al layer to prevent oxidization.
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Figure 4.2. (a) Time-resolved Kerr rotation measured at the three applied magnetic fields
of 100, 50 and 30 mT. (b) Frequency spectra of (a). (c) Simulated frequency spectra
considering a limited excitation region [see Fig. 4.1], with a 1.5 ns relaxation time.

As depicted in Fig. 4.1, the trident ice consists of two basic groups of nanomagnets.
One group consists of the three horizontally orientated nanomagnets, and the other
of the three vertically orientated nanomagnets. Four geometrical parameters are
defined in order to quantitatively describe the geometry of the trident lattice, which
are

I w =150 nm, width of nanomagnets;
I l =450 nm, length of nanomagnets;
I a =50 nm, edge-to-edge separation between nanomagnets in each group ;
I b =50 nm, edge-to-edge separation between groups of three nanomagnets.

A distinctive feature of the trident ice is that it is more densely packed compared
to the square and kagome ices, which allows for a large number of magnetostatic
interactions. While in square and kagome ices, the interactions mainly occur at the
ends of the nanomagnets, in trident ice, there are also interactions occurring at the
long edges of the nanomagets. This leads to a rich spin-wave spectra.
The magnetization dynamics is investigated using an all-optical pump-probe setup
with TRMOKE, as described in Sec. 2.2. The pump beam diameter on the sample is
approximately 3 µm, with the probe beam being slightly smaller. The covered areas
are indicated with green and red in Fig. 4.1, respectively. The applied magnetic
field is tilted approximately 10◦ out of the sample plane in order to provide a
demagnetization field, which is necessary for inducing coherent magnetization
precession. The in-plane component of the applied magnetic field defines the state
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of the nanomagnets and hence determine the precessional dynamics, which is
referred to as Hext. The direction of Hext is at 45◦, as shown in Fig. 4.2, which gives
an equal contribution of the field to the two sublattices of the system (consisting of
the vertical and horizontal nanomagnet groups).
The measured time-resolved precessional motion and the corresponding FFT power
spectra at three different applied fields are shown in Figs. 4.2(a) and (b). For
comparison, we plot the results of micromagnetic simulations in Fig. 4.2(c), where
the simulated FFT spectrum is calculated considering a region of the array equivalent
to the size of the probe laser spot. The micromagnetic simulations were performed
using mumax3 [178]. The parameters used for the simulations were as follows:
damping α = 0.006, exchange constant A = 1.3 × 10−11 J/m, magnetocrystalline
anisotropy constant K = 0, and saturation magnetization µ0MS = 1 T.
From the experimental spin-wave spectra, a decrease of frequency for the main
peak with the largest power can be observed when decreasing the applied field.
Moreover, the main peak at 100 mT is split into two peaks when the applied field
is reduced to 50 and 30 mT. These two trends present in the experimental spectra
are in qualitative agreement with the simulated spectra. The relative differences
in intensities and the precise frequencies of the peaks in the frequency spectra are
not always reproduced, due to differences between the real sample and simulated
sample. For example, the fabricated samples have edge roughness, fabrication
defects, and a granular structure, which are not included in the simulations. There
also is a possible difference in the saturation magnetization and gyromagnetic ratio
value. The field-dependent spectra are the result of changes in the magnetic state of
the nanomagnets. At 100 mT, the nanomagnets are almost uniformly magnetized,
with the moments aligned towards the applied field direction. Whereas, at 30 and 50
mT, the magnetization is mostly aligned with the long axis of the nanomagnet. These
two different magnetic structures subsequently result in different demagnetization
field distributions. At 100 mT, the demagnetization field of nanomagnets is mainly
mediated by the surface charges that are concentrated at the long edges of the
nanomagnet, σ ∝ m · n, where n is the surface normal for the nanomagnet. At
30 and 50 mT, the demagnetization fields are mediated by surface charges as
well as by volume charges, ρ ∝ ∇ ·m, which are located at the extremities of the
nanomagnets. These different demagnetization fields therefore result in different
frequency spectra.

4.2. Spin-wave dynamics in single nanomagnet

To facilitate the understanding of the spin-wave dynamics, we begin with the
amplitude distributions of the modes in a single nanomagnet. As shown in
Fig. 4.3(a), at 100 mT, multiple modes are present in the simulated frequency
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spectrum of a single nanomagnet. To illustrate the different types of modes, four
modes are labeled, and their amplitude distributions are shown in Fig. 4.3(b).
For the lowest frequency mode at 5.92 GHz, it can be seen that the magnetization
oscillates at the two edges of the nanomagnet, and this mode is referred to as the
edge mode. The formation of the edge mode is related to the large demagnetizing
field at the edges of the nanomagnet. As a result, it has a rather low frequency. For
the mode at 10.84 GHz, the magnetization oscillates at the center of the nanomagnet,
and we identify this mode as the closest mode to the bulk-like mode. For the other
two modes at 9.72 and 15.76 GHz, it can be seen that their amplitude distributions
are similar as those of the standing waves, and hence they are referred to as the
higher order modes. The frequency differences between these two higher order
modes are related to their node formation. It can bee seen that, for the mode at 9.72
GHz, the node formation is along the direction parallel to the magnetization, since
the magnetization is aligned parallel with Hext at 100 mT. Therefore, this mode
is backward-volume like, and hence has a frequency smaller than the bulk-like
mode (10.84 GHz). In contrast, the node formation for the mode at 15.76 GHz is
perpendicular to the magnetization direction. As a result, it is a Damon-Eschbach
like mode, and hence has a higher frequency. It should be noted that this argument
only considers the magnetostatic contributions.

4.3. Evolution of dynamics from building blocks to
arrays

Having identified the three types of modes in the single nanomagnet, we can now
infer that, at 100 mT, the observed main peak close to 10.0 GHz [see Figs. 4.2(b)
and (c)] should correspond to the bulk-like mode. Indeed, the other two types of

Figure 4.3. (a) Simulated frequency spectrum for a single nanomaget on applying a
magnetic field of 100 mT along the direction indicated by the blue arrow. (b) Amplitude
distributions of the four modes labeled in (a).
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mode are difficult to measure in practice. From now on, we concentrate on the
modes in the range 8-12 GHz, and examine their evolutions from the building block
structures to larger arrays.

4.3.1. Spin-wave dynamics in building blocks

Three building block structures are defined for the trident lattice spin ice, as shown
in Figs. 4.4(b)-(d). The first structure, the three magnet structure, consists of three
horizontally or vertically orientated nanomagnets. The second structure is a 2 × 1
structure, which consists of 2 sets of three magnet structures, one horizontal and

Figure 4.4. (a) Simulated spin-wave spectra of the three magnet structure, 2 × 1 structure
and 2×2 structure with applying an external magnetic field of 100 mT along the direction
indicated by the blue arrow. The spatial distributions of the labeled modes are plotted in
(b), (c) and (d) for different building block geometries. The modes are marked on the
spectra and in images in (b)-(d) with corresponding colored circles, squares and triangles.
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one vertical, with an edge-to-edge separation of 50 nm. The third structure is
the 2 × 2 structure that consists of 4 sets of three magnet structures. We trace
evolutions of certain modes in these three structures, in order to investigate
how the spin-wave modes evolve when adding building blocks. For these three
geometries, micromagnetic simulations were performed using TetraMag [179].
The applied excitation field is along the out of plane direction and of the form
sin(2π f t)=sin(2π f t)/(2π f t), with the threshold frequency being 50 GHz and an
integration time of 50 ns. Based on the obtained magnetization evolution, the FFT
is performed to obtain the mode profiles.
We focus on the case with an applied magnetic field of 100 mT, and the frequency
range of 8 − 12 GHz [see Fig. 4.4(a)]. For the three-magnet horizontal and vertical
structures, the mode at 9 GHz [see Figs. 4.4(a) and (b) with red dot] corresponds to
modes mostly localized at the outermost elements, i.e. (X1,X3) and (Y1,Y3). When
these two three magnet structures are arranged into the 2 × 1 structure, a similar
mode at 9.0 GHz is observed. In this case, the modes are localized at the two
outermost elements (XT

1 ,Y
T
3 ). Interestingly, for the 2× 2 structure, a similar mode at

9.0 GHz is again observed, where the intensity is concentrated at the two outermost
elements (Y2×2

1 ,Y2×2
6 ). The spatial distribution of these modes reflects part of the

symmetry of the three structures. In particular, the three magnet structures display
inversion symmetry with respect to their center elements, X2 and Y2. For these two
structures, the spin-wave modes at 9.0 GHz also display an inversion symmetry.
When transferred to the 2× 1 structure, such symmetry is broken, which is reflected
in its spin-wave mode. When the global inversion symmetry is restored in the 2× 2
structure, the mode distribution again exhibits inversion symmetry. The lack of
oscillations in the other diagonal direction for the three structures is a result of the
applied magnetic field µ0Hext=100 mT, which leads to further symmetry breaking.
Next, we discuss the second mode [see Fig. 4.4(a) with purple square markers],
which is 9.92 GHz for the three magnet structures and 9.96 GHz for the 2 × 1
structure. For the 2 × 2 structure, it corresponds to two split modes, which are
at 9.96 and 10.12 GHz. For the three magnet structure, this mode corresponds to
higher-order oscillations in the outermost nanomagnets, and displays inversion
symmetry while, for the central nanomagnet, the mode distribution is mostly
bulk-like. For the 2 × 1 structure, a similar mode is located at the frequency value
of 9.96 GHz. For this mode, the mode distribution in element YT

3 is similar to that
in Y3, and the mode distribution in XT

1 is similar to that in X1. Element YT
2 exhibits

a mode distribution very similar to that in Y2 and X2. The other elements display
fundamentally different oscillations. For the 2×2 structure, similar modes are found
at both 9.96 GHz and 10.12 GHz. At 9.96 GHz, the mode distributions in elements
X2×2

3 and X2×2
4 are similar to those in XT

3 . At 10.12 GHz, the mode distributions in
X2×2

1 and X2×2
6 are found to be the same as those in X1 and X3, respectively. The

outer elements X2×2
3 and X2×2

4 also display similar modes.
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Finally, we consider the mode at 10.08 GHz in the 2×1 structure [see Fig. 4.4(a) with
green triangular markers], which has no equivalent in the three magnet structures.
Features of this mode are present in the 2 × 2 structure, with the frequency shifted
to 10.20 GHz. In particular, the mode distribution in X2×2

1 and X2×2
6 reflects that of

XT
1 and YT

3 , respectively. The mode distribution in Y2×2
4 is also similar to that of YT

1 .
Moreover, the oscillations of the magnetization in X2×2

3 and X2×2
4 are similar to those

in XT
1 and YT

3 .
Until now, we have analyzed mode profiles of the four modes in the three building-
block structures. We find that the three modes at 9.0, 9.96 and 10.12 GHz can
be traced back to certain modes that exhibit similar features in the three magnet
structures. In contrast, for the mode at 10.20 GHz, the mode profile has no
equivalent in the three magnet structures, but it is still related to the mode at 10.08
GHz in the 2 × 1 structure.
To further reveal the symmetry of the modes and their similarities, we discuss
with the help of Fig. 4.5 the demagnetization field associated with each element
ensemble. Going from the three magnet structures to the 2 × 1 structure [see
Figs. 4.5(a) and (b)], the demagnetization field in element YT

3 is almost unchanged,
compared with Y3. This leads to similar mode profiles as shown in Figs. 4.4(b)
and (c). The demagnetization field in other elements of the 2 × 1 structure is,
however, modified by the magnetostatic interactions between the two groups of
nanomagnets. In particular, XT

1,2,3 and YT
1,2 exhibit modified demagnetization fields,

with the most substantial modification occurring in YT
1 , which strongly interacts

with the three horizontal nanomagnets. These differences in the demagnetization
field are therefore responsible for the different mode profiles in Figs. 4.4(b) and (c).
For the 2 × 2 structure, the complex and anisotropic interactions lead to a different
distribution of the demagnetization field, as shown in Fig. 4.5(c). Nevertheless,
some outer elements in the 2 × 2 structures still exhibit a similar demagnetization
field distribution to that of the 2 × 1 structure. For example, the demagnetization
field distributions in X2×2

3 and XT
3 are still similar, resulting in similar mode profiles

at 9.96 GHz [see Figs. 4.4(b) and (c)].

4.3.2. Spin-wave dynamics in arrays

Having investigated the modes in the three building block structures, we now
consider the dynamics in larger nanomagnet arrays. We define the array size as
i× i, with i being the number of groups of the three magnet structures. In Fig. 4.6(a),
the spin-wave spectra are plotted for the array sizes from 2 × 2 to 5 × 5. For the
4 arrays, it can be seen that their spectra share similar features. The eigenmodes
are also mostly similar, independent of the array size and edge configuration,
which indicates that the dominant modes are contained within the 2 × 2 structure.
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Figure 4.5. Simulated demagnetization fields for (a) three horizontal and vertical magnet
structures, (b) the 2 × 1 structure and (c) the 2 × 2 structure. The demagnetization field is
plotted along the arrow directions indicated in (a).
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Figure 4.6. (a) Simulated spin-wave spectra for the 4 different array sizes, with a zoomed
view in (b) of the part indicated by the box. (c)-(d) Spatial distributions of the two modes
at 10.88 GHz and 11.04 GHz in 3 × 3 and 4 × 4 arrays.
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Therefore, the 2 × 2 structure can be viewed as the magnetic unit cell for the trident
spin ice.
In addition to the similar features, there are several modes whose behavior depends
on the array size, as shown in Fig. 4.6(b) that corresponds to the part indicated by
the box in Fig. 4.6(a). In particular, for the two modes at 10.88 GHz and 11.04 GHz,
their amplitudes exhibit a dependence on the array size. For the mode at 10.88
GHz, its amplitude decreases as the array size increases. From the corresponding
mode profiles in Fig. 4.6(c), it can be seen that the intensity is concentrated at the
nanomagnets at the periphery of the array (see the highlighted blue regions). This
feature of the mode distribution explains the amplitude dependence on the array
size, which has a decreasing importance of the periphery nanomagnets as the array
size increases. In parallel, the amplitude of the mode at 11.04 GHz increases with
increasing the array size, because the mode profile displays significant amplitude
within the bulk of the array [see Fig. 4.6(d)]. Following a similar mode definition as
for a single nanomagnet, the two modes at 10.88 and 11.04 GHz can be defined as
an array edge mode and as an array bulk-like mode, respectively.

4.4. Conclusion

To summarize, we have determined the magnetization dynamics in a trident ice
geometry, which displays anisotropic magnetostatic interactions that give rise to
a rich mode spectrum. Using a pump-probe technique with TRMOKE, we find
that an external magnetic field can significantly modify the spin-wave spectrum.
In addition, micromagnetic simulations reveal that the spatial distribution of the
resulting modes strongly depends on the local symmetry and distribution of the
demagnetizing field. The structural asymmetry of the system, in which groups of
vertical nanomagnets interact with horizontal ones, leads to a proliferation of modes
with complex spatial distributions. While most modes are present in the 2×2 unit cell
of the array, we have found that the amplitude of certain well-defined modes varies
as a function of the array size: depending on whether they occur at the periphery
of the array or in the “bulk” of the array, their amplitude respectively decreases or
increases, indicating the presence of long-range magnetostatic interactions within
the system. These long-range interactions within the system are also reflected in
the frequency spectra. This, in principle, allows the determination of the array size
based on the mode spectra without the need to image the array.
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ferromagnetic fractal-like
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In solid state physics, materials are often described in the context of crystals that
consist of periodic arrays of atoms. However, there are many materials that do
not belong to this category [180, 181]. Some materials have fractal structures [37,
38]. For example, for porous materials, the pores form a fractal structure and can
be effectively described by the fractal theory [182, 183]. By definition, fractals are
composed of self-similar structures across different length scales, which makes
fractals look similar under different magnifications. This property is commonly
referred to as dilation symmetry, which is the most distinctive feature of fractals
[38]. In nature, there are many examples of fractals, such as snowflakes, Romanesco
broccoli and coastlines. In addition, the geometry of fractals has been exploited
in many artificial metamaterials for manipulating material properties [184–187].
For example, fractal cavities have been exploited to localize electromagnetic waves
[184], and the microwave fractal antenna can exhibit a multiband behavior [185].
Additionally, many emergent phenomena in different physical systems exhibit
fractal-like behaviors, such as the occurrence of Hofstadter butterfly [188], and
fractals generated from optical and spin-wave solitons [189–192].
Following the idea of fractal metamaterials, the fractal geometry can be implemented
in magnetic systems to create fractal-like ferromagnetic structures in order to modify
the magnetic properties. In particular, the spin-wave properties are of great interest,
since ferromagnetic structures with crystal and quasicrystal geometries have been
successfully demonstrated to exhibit pronounced modifications in their spin-wave
properties due to the different geometries [193–198]. For example, for a magnonic
crystal, a spin-wave band structure can be artificially engineered by tuning its
crystal structures [195–198]. Recently, there have been a few reports on magnonic
quasicrystals, where both the localization of spin waves and self-similarity in their
spin-wave spectra are found [199–202]. In a similar way, the fractal geometry should
modify the corresponding spin-wave properties. Moreover, fractal structures exhibit
a fractal dimension, which has a non-integer value and is commonly referred to
as Hausdorff dimension [203]. This dimension defines the equivalent dimension
for the magnetic interactions in between 1D and 2D, and hence can modify the
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spin-wave dispersion in a unique way. Early works on magnetic fractals were
focused on diluted antiferromagnets, where the magnetic ions form a percolating
structure that is a statistical fractal [204]. Recently, investigations of the spin-wave
spectra in one deterministic fractal, Sierpinski carpets, are reported [205, 206]. In
the work of Swoboda et al., the spin-wave spectra of mesoscopic ferromagnetic
Sierpinski carpets are investigated using broadband ferromagnetic resonance [206].
Apart from investigating the dependence of the precessional dynamics on few
relevant geometric parameters [205, 206], the relationship between the fractal
geometry and the magnetostatic modes is still unknown. To address this question,
we determine the evolution of magnetostatic modes, going from a simple geometric
structure towards a fractal-like structure that follows the iteration process of
generating fractals, with the iteration number for the structures varied from 0 to 3.
For this purpose, we use a time-resolved scanning Kerr microscope (TRSKM) to
characterize the precessional dynamics of two sets of samples. For square samples,
where a simple square is developed towards a Sierpinski carpet [see Fig. 5.1(a)]
[207, 208], we find a complex evolution of the magnetostatic modes. In contrast,
for triangular samples, where a simple triangle is developed towards a Sierpinski
triangle [see Fig. 5.1(a)] [209], we find a simple evolution of the modes. The
experimentally obtained scanning Kerr images well represent certain features of
the precessional dynamics of fractal-like ferromagnetic structures with iteration
numbers up to 2, and show good agreement with the simulated results. The analysis
of the mode profiles reveals that the mode formation is related to the different
geometric structures. Moreover, micromagnetic simulations are performed for the
square sample with iteration number of 3, whose results reveal how the scaling
relation is related to the mode formation in the fractal samples. Such findings allow
one to analyze the precessional modes in fractal-like structures with large iteration
numbers using the mode profiles from the structure with one less iteration, thus
providing an important method of analyzing such complex dynamics.
The rest of this chapter is organized as follows. In Sec. 5.1, the detailed information
of sample fabrication, the geometric designs, and magnetic hysteresis loops of
the two sample sets are first presented. Next, experimental details of the TRSKM
measurements are explained. In Sec. 5.2.1, both experimental results of the
triangular and square samples are presented. In Sec. 5.2.2, in order to confirm
the experimental observations, the simulated results of the square sample with
iteration number of 2 are first compared with the experimental results. Following
this, the simulated mode profiles are analyzed in the context of the total static field
distribution, which reveals the mode formation and the frequency relationship
of the three first order local modes. In Sec. 5.2.3, simulated results of the square
sample with iteration number of 3 are analyzed, which reveals the mode evolution
related to the geometric scaling in fractals. Finally, in Sec. 5.3, we present our
conclusions.
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5.1. Experimental details

5.1.1. Sample information

Two sets of samples were prepared in order to characterize their mode evolution.
One set with square shaped structures is referred to as SQ, and the other with
triangle shaped structures is referred to as TRI. The ferromagnetic structures were
fabricated from a 20 nm-thick Permalloy (Ni83Fe17) thin film on top of a microstrip
transmission line, using electron-beam (e-beam) lithography combined with DC
magnetron sputtering with a base pressure of ∼ 2 − 3 × 10−8 mbar, followed by a
lift-off process. To prevent oxidization, a 2-nm Al layer was coated on top of the
ferromagnetic layer. The transmission line was fabricated on top of a high-resistivity
Si substrate, using e-beam lithography in conjunction with e-beam evaporation,
followed by a lift-off process. The composition of the transmission line is Cr(2
nm)/Cu(100 nm)/Cr(2 nm), and its width is 20 µm.
In order to determine the mode formation in magnetic fractals, both sample sets
are developed starting from a simple geometric structure towards a fractal-like
structure, as shown in Fig. 5.1(a). For square samples, the simplest one is SQ-0
that is only a square whose width is 9 µm. To generate the next sample SQ-1, a
3µm × 3µm square is removed at the center of SQ-0. For the square samples, SQ-1
is defined as the base structure, with iteration number 1. This base structure can be
divided into eight similar squares, each with 1/3 the width of SQ-0. For the next
sample, SQ-1 is scaled by a factor of 1/3, and repeated 8 times following the pattern
of SQ-1 to generate SQ-2, with iteration number 2. Following this iteration, SQ-3 is
generated based on SQ-2. This iteration process can in principle go to infinity to
create an ideal fractal, which is commonly referred to as a Sierpinski carpet. With
such iterations, a scaling relation with a scaling factor 1/3 is developed for square
samples from SQ-1 to SQ-3.
For triangular samples [see Fig. 5.1(a)], TRI-0 is an equilateral triangle with the
side length of 10 µm. To generate TRI-1, an equilateral triangle is removed, whose
vertices are at the centers of the three sides of TRI-0. Similar to the square samples,
TRI-1 is defined as the base structure for the triangular sample set, and TRI-1 can
also be divided into 4 triangles whose side length is 5 µm. To further generate
TRI-2 and TRI-3, a similar iteration process can be used, but with a scaling factor of
1/2.
The magnetic properties of the two sets of samples are characterized by measuring
the in-plane magnetic hysteresis loop using a Kerr microscope with the longitudinal
MOKE geometry. From Figs. 5.1(b)-(e), it can be seen that all the square and
triangular samples are saturated below 15 mT, which is the magnetic field applied
in the TRSKM measurements.
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Figure 5.1. (a) SEM images of square samples SQ-0 to SQ-3, and triangular samples TRI-0
to TRI-3. (b)-(e) In-plane magnetic hysteresis loops of square and triangular samples,
with the magnetic field direction shown in (a).
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5.1.2. TRSKM measurement

To characterize the precessional dynamics, a TRSKM setup is used to obtain the
time-resolved 2D scanning Kerr images, as described in Sec. 2.3. As shown in
Fig. 5.2(a), the sample is on top of the microstrip transmission line. Hence, the in-
plane component of the RF magnetic field is responsible for exciting the precessional
dynamics in the sample. During the measurement, the out-of-plane component of
the precessional magnetization is measured using the polar MOKE geometry. The
external magnetic field is applied to the sample using a permanent magnet, with
an in-plane component of 15 mT whose direction is shown in Fig. 5.2(a).
With our experimental setup, two types of measurements can be performed. The
first one enables to determine the time-resolved precession of the magnetization. In
this case, the probe laser is slightly defocused to cover to whole structure [see the
red circle in Fig. 5.2(b)], and the Kerr rotation is measured as a function of time, in
steps of 60 ps. From the measurement shown in Fig. 5.2(b), a sinusoidal oscillation
at 3.7 GHz can be observed. By fitting the data with a sinusoidal function, the
amplitude of the precession can be extracted.
The second type of measurement is the 2D scanning Kerr image, which represents
the spatial distribution of mz at a particular time. In this case, the probe laser is
focused to the size ∼ 1.1 µm, using a microscope objective with a numerical aperture
of 0.55. To perform the scanning Kerr measurement, the optical delay stage is fixed,

Figure 5.2. (a) Schematic of the experimental TRSKM setup at the sample. (b)-(c) TRSKM
measurements of the sample TRI-0 at B = 15 mT and fRF = 3.7 GHz. (b) Normalized
time-resolved Kerr rotation measured by a de-focused laser beam (beam size indicated
by the red circle). (c) Five normalized scanning Kerr rotation images, in the range [-1,1],
measured from t1 to t5 at 360, 465, 570, 675 and 780 ps, respectively, which are indicated
by the solid lines in (b).
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for example, to t1 [see Fig. 5.2(c)]. The Kerr rotation is measured while the sample is
moved by a piezo stage in the sample plane with a step size of 400 nm, which gives
a 2D image. Moreover, by changing the optical delay stage, a series of scanning
Kerr images over time can be obtained [see Fig. 5.2(c)], which corresponds to a half
period of the precession from t1 to t5.

5.2. Result and discussion

5.2.1. Experimental results

The precessional dynamics for both sets of samples is measured by TRSKM with an
applied magnetic field of 15 mT. For each sample, the time-resolved precession is
measured in the frequency range of fRF = 2.0− 5.5 GHz, with a step size of 0.1 GHz.
The precessional amplitude for each excitation frequency is subsequently extracted
in order to obtain a complete frequency spectrum [see Fig. 5.3(a)]. Next, frequency
peaks in the frequency spectrum are chosen, at which the 2D scanning Kerr images
are measured. For all scanning Kerr images, the optical delay is moved to a specific
time, where the corresponding phase value of the sinusoidal oscillation is π/2. For
example, for TRI-0 at 3.7 GHz, the optical delay stage is moved to t5 [see Fig. 5.2(b)].
It should be noted that this time value is different for different frequencies.
We begin with the precessional dynamics observed for the triangular samples, as
shown in Fig. 5.3. From the three frequency spectra of TRI-0 to TRI-2, it can be seen
that one mode at 3.7 GHz is always present, as indicated by the red triangle. In
addition, from the corresponding scanning Kerr images, we find that this mode
corresponds to a uniform distribution of mz at the center of the smallest triangle
structure for each sample [The agreement between the experimental and simulation
results of TRI-2 can be found in Fig. A.4]. The observed dynamics for the three
triangular samples in Fig. 5.3 are relatively simple, since each smallest triangle
structure only has point contacts with its neighbors at the vertices. As a result,
only a uniform precession inside each isolated triangle structure can be observed.
For TRI-3, the scanning Kerr image is not well resolved due to the limited spatial
resolution [see Fig. A.3], and hence no conclusions can be obtained.
For square samples, the observed dynamics is more complex than that for triangular
samples. For a better description, we first define several structures for square
samples. From the schematic of SQ-2 in Fig. 5.4(d), two types of empty squares are
present. We define the 3 µm× 3 µm central square as s1, and the eight 1 µm× 1 µm
squares as s2. In addition, we define the 4 outermost edges for each square sample
as L1 to L4. As shown in Fig. 5.4, the precessional dynamics becomes more complex
when going from SQ-0 to SQ-2, in terms of both the frequency spectrum and
scanning Kerr images. We begin with the precessional dynamics in SQ-0. Here, a
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Figure 5.3. TRSKM measurements of triangular samples. (a) Frequency spectra of the
triangular samples TRI-0 to TRI-2. (b) SEM images of samples TRI-0 to TRI-2, with the
magnetic field direction indicated next to TRI-2. (c) Normalized scanning Kerr images at
the 3.7 GHz mode for the three samples. The 3.7 GHz mode is indicated by red markers
in (a).

broad peak is observed in the frequency spectrum. For the corresponding scanning
Kerr images at 3.7 GHz, it can be seen that mz is uniformly distributed across the
whole square. When moving to SQ-1, the frequency peak has a small red shift,
compared with that of SQ-0. For the mode at 3.1 GHz, the mz distribution is more
concentrated at the upper and lower parts of the structure.
Moving to SQ-2, the dynamics becomes complex. For the frequency spectra,
multiple peaks are present, which are indicated by the three different colored
markers in Fig. 5.4(a). For the mode at 3.4 GHz, the scanning Kerr image shows that
the distribution of mz is circulating along the peripheries of the eight s2 structures,
forming several zigzag patterns. When the frequency is increased, a trend of
localization of the dynamics occurs. For the mode at 3.7 GHz, it can be seen that
the higher intensity parts of the mz distribution form several patches next to the
s2 structures. When the excitation frequency is further increased to 4.4 GHz, the
patches start to merge together, forming four slightly curved worm-like structures
that are oriented at the 45◦ and 135◦ directions with respect to the applied field.
Moving to SQ-3, the dynamics should be in principle more complex than SQ-2,
since it has further 64 smaller square structures with width ∼ 333 nm. However,
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Figure 5.4. TRSKM measurements of square samples. (a) Frequency spectra of square
samples SQ-0 to SQ-2. (b) SEM images of samples SQ-0 to SQ-2, with the magnetic field
direction shown besides SQ-2. (c) Normalized scanning Kerr images of the different
modes for the three samples. The modes corresponding to different frequencies are
indicated by different colored markers in (a). (d) Schematic of the different defined
structures in SQ-2. L1-L4 are the four edges with width of 9 µm, s1 is the central
3 µm × 3 µm empty square, and s2 corresponds to the eight 1 µm × 1 µm empty squares.

80



5.2. Result and discussion

Figure 5.5. Comparison between the (c) experimental scanning Kerr images and (b)
simulated mz distribution with single frequency excitation. The simulated mz distributions
are taken at the time indicated by the red dashed lines in (a). The colormaps in (b) are set
to optimize the image contrast for the spatial distribution.

since the size of the smallest structures is below the size of the laser spot, 1.1 µm,
the distribution of the dynamics becomes difficult to resolve [see Fig. A.3].

5.2.2. Precessional dynamics in SQ-2

From the TRSKM measurements in Sec. 5.2.1, different dynamics are observed
for the triangular and square samples, with the square sample SQ-2, in particular,
exhibiting multiple modes and different spatial mode distributions. To understand
the dynamics in SQ-2, micromagnetic simulations were first performed using
mumax3 [178] with a single-frequency excitation field of the form A sin(2π f t). Here,
f is the excitation frequency, and A is the amplitude of the excitation field. Such a
form of single-frequency excitation corresponds precisely to the experimentally used
RF magnetic field. In addition, parameters used in the simulations are as follows,
damping α = 0.02, exchange constant A = 1.3 × 10−12 J/m, magnetocrystalline
anisotropy constant K = 0, and saturation magnetization µ0MS = 0.956 T.
As shown in Fig. 5.5, two simulation frequencies 3.66 and 4.56 GHz are chosen,
which are close to the experimental ones. For both frequencies, in order to be
consistent with the experimental conditions, the simulated spatial distributions
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of mz are taken at the two times indicated by the red dashed lines in Fig. 5.5(a),
which correspond to a phase value close to π/2 for each sinusoidal oscillation.
From the two simulated spatial distributions in Fig. 5.5(b), it can be clearly seen
that, for 3.66 GHz, there are eight lobe-like structures located in between the s2
structures and, for 4.56 GHz, there are four worm-like structures at the corners of
the s1 structure, which match well with the experimental results in Fig. 5.5(c). The
small discrepancies between the experimental and simulation frequency and phase
values may be due to a variety of effects, such as edge roughness and a possible
difference in the saturation magnetization values.
Apart from a good agreement between the experimental and simulation results,
the results in Fig. 5.5(c) do not contain the complete information of the precessional
dynamics, since the phase of the precession varies in space [see Fig. 5.6(b)].
Therefore, the mz distribution at phase π/2 of the averaged mz evolution is not the
amplitude distribution of the mode. To obtain the complete information for each
mode, another series of micromagnetic simulations are performed for SQ-2, using
an excitation of the form Asinc(2π f t) = A sin(2π f t)/(2π f t), with the threshold
frequency at 10 GHz. The other simulation parameters are the same as those used
for the single-frequency excitation.
The simulated frequency spectrum of SQ-2 in the range of 0 − 8 GHz is shown in
Fig. 5.6(a). As indicated by the different colored areas, the observed modes are
classified into three categories, the edge mode (E), the first order local mode (M)
and the higher order mode (HO). The three edge modes are at 1.71, 2.00 and 2.26
GHz. For mode E1 at 1.71 GHz, its mode profile is shown in Fig. 5.6(b). It can be
seen that its amplitude is concentrated at the two edges L2 and L4, and the two
vertical edges of s1.
The three first order local modes, M1 to M3, have frequency values of 3.66, 4.18 and
5.08 GHz, respectively, and their mode profiles are shown in Fig. 5.6(b). For these
three modes, the higher intensity parts of their amplitude distribution form three
characteristic patterns. For M1, the mode forms four vertically orientated lobe-like
structures, each located in between the two vertical edges of s2. For M2, the mode
forms four rounded structures, each located in between the two horizontal edges of
s2. For M3, the mode forms a rather different pattern, which contains eight bar-like
structures, four at the upper part, and four at the lower part of SQ-2. Since the
amplitudes of these modes concentrate at positions near the s2 structures and each
local precession is almost uniform with a phase variation smaller than 0.07π [see
Fig. 5.6(b)], we refer these three modes as first order local modes.
For the two higher order modes at 5.34 and 6.27 GHz, the mode profiles are similar
to that of a standing wave, since a phase change of π can be observed between the
two neighboring intensity peaks [see Fig. 5.6(b)], indicating the node formation.
Moreover, it can be seen that, for both modes, the π phase change is along the
vertical direction, which is perpendicular to the magnetization direction. Therefore,
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Figure 5.6. Simulated precessional dynamics of SQ-2. (a) Frequency spectrum of SQ-2 at
15 mT. The shaded areas with different colors indicate the three types of modes, edge
mode (E), first order local mode (M) and higher order mode (HO). (b) Mode profiles of
the six modes indicated by the dashed lines in (a). For the amplitude distribution, each
colormap is set to optimize the image contrast.
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Figure 5.7. (a) Amplitude distribution of the three bulk-like modes M1 to M3 of SQ-2.
The colormap is adapted to show the best contrast. (b) Total field distribution Btot inside
the magnetic structure of SQ-2. (d) Five line profiles of the total field distribution along
the horizontal direction, with positions indicated by dashed lines in (c).

these two higher order modes are Damon-Eschbach-like, and hence have higher
frequencies than the first order modes.
Having identified the three types of modes, we now analyze their formation. For
this purpose, the total internal field distribution for the static magnetic system is
used, which is shown in Fig. 5.7(b). The total field Btot consists of three contributions,
the applied magnetic field, demagnetizing field and exchange field. From the Btot

distribution in Fig. 5.7(b), it can be seen that there are approximately four regions
[in dark blue color] with Btot below 7 mT. Two of the regions are near the two
edges L2 and L4 [see definitions in Fig. 5.4(d)], and the other two are near the two
edges of s1. In these regions, the edge modes are formed whose low frequencies
are consistent with the small values of Btot. The reason for this is that the applied
magnetic field is along the horizontal direction, which aligns the magnetization
horizontally. As a result, the magnetic ’charge’ is concentrated at the vertical edges
of the structures, which produces a large demagnetizing field that compensates the
external field.
To analyze the formation of the three first order local modes, we map their mode
patterns [see Fig. 5.7(a)] onto the corresponding regions in the Btot distribution.
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As shown in Fig. 5.7(b), it can be seen that these modes occur at the regions
whose Btot value is around 15 mT, which is the value of the applied magnetic
field. In these regions, the total internal field is still dominated by the applied
magnetic field. As a result, the local precessional dynamics is similar to the uniform
ferromagnetic resonance. However, due to structuring, the demagnetizing field is
locally modified, and hence the uniform precession becomes localized and splits
into different frequencies. To quantify the influence of such a variance in the
demagnetizing field distribution, five line profiles of Btot at five different regions
are taken, which are indicated by the dotted lines in Fig. 5.7(b). According to the
averaged Btot value at the plateaus [see Fig. 5.7(c)], the fives regions are classified as
three groups. For the three line profiles at c1 to c3, their values overlap with each
other, and hence the three regions are classified as the same group. It can be clearly
seen that for the three grouped regions, the relationship of their corresponding Btot

value is,
Bc1,c2,c3

tot > Bb
tot > Ba

tot. (5.1)

This relationship is in exact agreement with the frequency relationship of the three
modes M1 to M3, which is

fM3 > fM2 > fM1. (5.2)

The agreement between the two relationships again confirms the first order nature
of the three modes, and provides a semi-quantitative explanation for these modes.
Having analyzed all mode profiles for SQ-2, we look back at the experimental
observations shown in Fig. 5.5. Now, the experimentally observed three modes
should all be ascribed to the category of the first order local mode. At 3.7 and 4.4
GHz, the two scanning Kerr images indeed resemble some features of the simulated
amplitude distributions for mode M1 and M2. However, due to the phase variation
in space, the scanning Kerr images do not contain the complete information for the
modes.

5.2.3. Precessional dynamics in SQ-3

So far, the precessional dynamics of SQ-2 can be explained in the context of Btot

distribution. We have seen that the three modes M1, M2 and M3 result from the
different size structures in SQ-2. However, the fractal geometry of SQ-2 is not
prominently present in its precessional dynamics. To further reveal the role of the
fractal geometry, we performed micromagnetic simulations for SQ-3, using a sinc
excitation similar to that used for SQ-2.
From the simulated results, the three first order local modes at 4.30 (M1’), 6.04 and
7.55 (M3’) GHz are picked, whose amplitude distributions are shown in Fig. 5.8(c).
The complete mode profiles containing phase distributions are shown in Fig. A.5.
To analyze these modes, we note that there is a scaling relation between samples
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Figure 5.8. Mode evolution from SQ-1 to SQ-3. (a) Amplitude distributions of the two
modes at 3.10 and 4.00 GHz for SQ-1. (b) Amplitude distributions of the three modes
M1 to M3 for SQ-2. (c) Amplitude distributions of the three modes for SQ-3 at 4.30 GHz
(M1’), 7.55 GHz (M3’) and 6.04 GHz. The white boxes mark the regions where the edge
modes occur. (d) Schematic of SQ-3, with different color shaded areas indicating the
eight scaled SQ-2 structures SQ − 2( j), j = 1 − 8.
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SQ-3 and SQ-2, namely that SQ-3 is composed of eight scaled SQ − 2( j) structures
with a scaling factor of 1/3 [see Fig. 5.8(d)]. Following this connection, we will use
the scaling relation to explain the formation of the three modes in SQ-3. For this
purpose, the amplitude distributions of the three modes for SQ-2, M1 to M3, are
plotted in Fig. 5.8(b) for comparison.
By comparing the six modes in Figs. 5.8(b) and (c), it can be identified that M1 and
M1’, M3 and M3’ have some geometric similarities in the amplitude distribution
with each other. More specifically, within the two structures SQ − 2(2, 6) [see
Fig. 5.8(d)], the amplitude distributions of M1’ and M3’ are exactly two scaled
patterns of the amplitude distributions of M1 and M3, respectively. For the other
six scaled SQ − 2( j) structures, they either exhibit part of the scaled patterns from
M1 and M3, or exhibit no modes. From these observations, we infer that M1 and
M3 evolve into modes M1’ and M3’, and exhibit scaled amplitude distributions in
the corresponding scaled SQ − 2( j) structures but with certain modifications. In
contrast, a different evolution of mode M2 is found when SQ-2 is scaled to generate
SQ-3. It can be seen that, for the mode at 6.04 GHz, the mode distribution is not
located within the eight scaled structures SQ − 2( j), but at the center locations
where SQ − 2(4, 8) connect with their neighboring structures.
In order to explain the observed different mode evolution, we need to find the
necessary conditions for a scaled mode pattern from SQ-2 to occur in the SQ − 2( j)
structures of SQ-3. We first identify the associated magnetic boundaries that define
the three modes M1 to M3. As shown in Fig. 5.7(b), the formation of modes M1 to
M3 are associated with the geometric edges of different structures in SQ-2. These
geometric edges define the magnetic boundary conditions for magnetostatics, and
hence determine the corresponding modes. Although all the magnetic boundaries
contribute in defining the modes, it should be noted that, when SQ-2 is scaled into
SQ − 2( j), only some of the edges from L1 to L4 disappear, and other edges are
scaled accordingly. Therefore, we only need to identify the contributions from L1 to
L4 for these three modes, which are L1 and L3 for both M1 and M3, and L2 and L4
for M2. Following this, we find the first necessary condition, which is that within
one SQ − 2( j) structure, for one specific mode, only if the associated magnetic
boundaries from L1 to L4 are present, a scaled pattern of the corresponding mode
in SQ-2 can occur. Following this, we can explain the evolution of M1 to M1’. For
SQ − 2(2, 6), both L1 and L3 are present, and hence two scaled patterns of M1 are
observed. For SQ − 2(1, 3), since L3 is missing, only the upper part of the scaled
pattern of M1 is present. For the rest SQ − 2( j) structures, it is a similar case.
Next, we explain the evolution of M3 to M3’. A similar analysis can be made by
considering L1 and L3. However, a difference can be seen, namely part of the scaled
patterns is missing at the regions marked by the white boxes in Fig. 5.8(b). For
this difference, it should be noted that these regions indeed correspond to those
where the edge modes occur. Therefore, at 7.55 GHz, no first order modes will
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be observed in these regions. Now, we find the second necessary condition for
the occurrence of a scaled pattern in SQ-3, which is that the local modes must not
coincide with the regions for the edge modes. After evaluating the two conditions
for M2, it can be seen that none of the SQ − 2( j) structures can fulfill these two
conditions simultaneously. Therefore, M2 cannot evolve to a mode in SQ-3 with a
self-similar amplitude distribution. As a result, although the mode at 6.04 GHz
seems to be related to M2, it is not an evolution of M2 related to the geometric
scaling.
By analyzing SQ-3, we find a trend for the mode evolution from SQ-2 to SQ-3, which
is that the mode is inclined to form a scaled pattern within the corresponding scaled
SQ − 2( j) structures following the geometric scaling. In addition, two necessary
conditions are required for this. To confirm our findings, we can examine the mode
evolution from SQ-1 to SQ-2 [see Figs. 5.8(a) and (b)]. Here, SQ-2 can be viewed
as 8 scaled SQ − 1( j) structures. In this way, it can be seen that the mode at 4.00
GHz evolves into M3 in a similar fashion to the evolution of M1 into M1’, with the
associated magnetic boundaries being L1 and L3. Therefore, the mode M3’ can
actually be traced back to the mode at 4.00 GHz in SQ-1. In contrast, for the mode
at 3.10 GHz in SQ-1, it is similar to the case of M2, and does not evolve to form
scaled patterns in SQ-2.
Now, we extend our argument into a more general case, i.e. the mode evolution
from SQ-i to SQ-i + 1, with i being the iteration number. Indeed, our argument
should remain valid, only if the dominating interaction in these structures is
magnetostatics. Since in Maxwell’s equations, there are no characteristic length
scales, the distribution of the magnetostatic field can remain self-similar after
scaling, if all the boundary conditions are scaled accordingly. Therefore, we can
infer that, for any fractal-like structure with iteration number i + 1, we can analyze
its mode profiles using the mode profiles of the structure with iteration number i,
along with considering the associated magnetic boundaries. This method provides
a new perspective for analyzing the magnetostatic modes in fractal-like structures,
which is effectively a “reversal” of the iteration process of the fractal generation.
This perspective can be extremely important when analyzing a structure with a
large iteration number, since it is possible to reduce the complexity of the analysis
by just considering the mode profiles for the structure with one less iteration. This
analysis process can also form an iteration, i.e. we can repeat this process and trace
back to the structure whose mode profiles are simple, as demonstrated . In this
way, we can use the simple dynamics in the base structures to explain the complex
dynamics in fractal-like structures via the geometric scaling.
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5.3. Conclusion

In summary, we have investigated the precessional dynamics in ferromagnetic
fractal-like structures. Using the TRSKM setup, we obtain the scanning Kerr images
that represent the mz distribution at a particular time for the different modes. Based
on the experimental observations, we find a simple evolution of the mode at 3.7
GHz from TRI-0 to TRI-2. Whereas, the observed dynamics from SQ-0 to SQ-2
evolve from a single-frequency spectrum into a multiple-frequency spectrum with
different spatial distributions.
Despite the fact that we have found a good agreement between the experimental and
simulated results, we find that the experimental results cannot give the complete
information about the modes, since the precession phase varies across the sample.
Therefore, further micromagnetic simulations were performed for SQ-2 and SQ-3
to obtain their complete mode profiles. For SQ-2, the precessional dynamics is
analyzed in the context of the total field distribution. Using this method, the
formation of the three different types of modes in SQ-2, as well as the frequency
relationship for the three first order local modes are explained. For SQ-3, the
simulated dynamics is found to be related to SQ-2 with the scaling relation defined
in the fractal structures. Following this, we argue that the mode profiles for SQ-3
can be analyzed by relating certain modes to the ones of SQ-2, if the associated
boundaries for these modes are also scaled accordingly. Using this method, the
mode M1’ and M3’ are found to originate from SQ-2, i.e. within some scaled
structures of SQ-3, the mode distributions of M1’ and M3’ are simply the scaled
patterns of M1 and M3 in SQ-2. These findings reveal a general trend of the
mode formation in magnetic fractal-like structures that is related to the geometric
scaling in the fractal generation process, and provide a new perspective in the
understanding of the corresponding precessional dynamics.
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Two research directions are presented in this thesis, both aiming at tuning the
precessional dynamics by manipulating the different magnetic interactions. More
specifically, the precessional dynamics of the magnetization in both magnetic
trilayers and magnetic 2D structures are characterized, in order to determine how
the interlayer coupling and different geometries modify the precessional dynamics.

6.1. Magnetic trilayers

We have determined the precessional dynamics in magnetic trilayers, in which
two ferromagnetic layers are coupled antiferromagnetically via a nonmagnetic
interlayer. Such interlayer coupling results in a coupled precession that has two
characteristic modes, the acoustic mode and the optical mode. Using an all-optical
pump-probe setup with TRMOKE, both the acoustic and optical modes are observed.
In addition, we observe a transient mode whose occurrence depends on the pump
laser excitation energy density, and we find that this mode can be explained by a
laser-induced decoupling between the two ferromagnetic layers.
Although the observed coupled precession seems to depend on many physical
quantities and experimental parameters, the two most important ones are the
interlayer exchange coupling and the applied magnetic field. Following this, we
exploit the competition between the Zeeman energy and the energy associated with
the interlayer coupling to provide a comprehensive understanding of the different
modes. We find that the precessional dynamics behaves qualitatively different
in three magnetic field regions, which are related to the static magnetization
configuration. The first field region is where the sample is saturated, with the two
layer magnetizations being parallel. In this field region, the frequency relationship
between the acoustic mode ( fa), optical mode ( fo), and the transient mode ( fK) is
fo < fa = fK. The second field region is below the saturation field of the sample
where the angle between the two layer magnetizations smaller than π/2, with
the frequency relationship being fo < fa ≈ fK. The third field region is again
below the saturation field of the sample but with the angle between the two layer
magnetizations larger than π/2, and the frequency relationship is fa < fK < fo.
This perspective of analyzing the precession provides a universal description for
magnetic trilayers with different ferromagnetic layer thicknesses and different
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interlayer coupling strengths, since the definitions of the three field regions are
related to the specific values of these parameters. One more point can be considered
regarding the demagnetizing field, which strengthens the validity of this method.
In particular, the demagnetizing field contributes to the precessional dynamics
significantly. However, in such thin film systems, the form of the demagnetization
field is always −mz. Here, mz is the out-of-plane component of the magnetization.
Therefore, this contribution can be treated as an additional modification to the
precessional dynamics, and it is independent of the Zeeman energy and the
interlayer coupling. This means that, when describing the precessional dynamics,
by only considering the competition between the Zeeman energy and the energy
associated with the interlayer coupling, we can nevertheless reveal the general
trend of such a coupled precession.

6.2. Magnetic 2D structures

In this thesis, another route of tuning the precessional dynamics based on magnetic
2D structures is illustrated. From a general perspective, this approach is motivated
by the fact that the geometric boundaries of the 2D structures define the boundary
conditions for the magnetostatic modes, and hence determine their frequencies.
Equivalently, the demagnetizing field is modified by the 2D structures and hence
drives the precession differently. Based on these principles, the features of the
geometric structure, as well as the associated symmetries can be inherited in the
precessional dynamics. In this thesis, we investigate both the crystal geometry
of a trident lattice, and the fractal geometry of both the Sierpinski carpet and the
Sierpinski triangle.
In the trident spin ice, horizontally and vertically orientated nanomagnets interact
via the magnetostatic interaction. From the experimental results, we find that
the applied magnetic field can significantly modify the spin-wave spectra. From
the simulated results, we find that the spin-wave dynamics can be analyzed on
three levels, namely on the levels of a single nanomagnet, magnetic unit cell, and
large arrays. On the level of nanomagnet, the finite size of the nanomagnet is
reflected in the spin-wave spectra by exhibiting three different modes, i.e., the edge
modes, the bulk-like modes, and the higher order modes. When combining these
building blocks in a magnetic unit cell, we find that the mode evolution is related
to the symmetry of the system. Next, when examining the mode evolution from
the magnetic unit cell to large arrays, we find several dominating modes that are
always present, and they correspond to the eigenmodes in the magnetic unit cell.
Such behavior well represents the feature of the crystal geometry. In addition, we
find two modes whose behaviors depend on the array size, and we identify them
as the array edge mode and the array bulk-like modes.
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To continue our investigations on magnetic 2D structures, we then examine the
fractal geometry. To reveal the special features of the mode formation in magnetic
fractals, we characterize the precessional dynamics in two sample sets that are
developed from a simple geometric structure towards a fractal-like structure. For
triangle samples, where a triangle is developed towards a Sierpinski triangle, a
uniform mode in each triangle is always present. For square samples, where a
square is developed towards a Sierpinski carpet, a splitting of the frequency peaks
and different mode distributions are observed. However, for the experimental
observations of the fractal-like structures of iteration number up to 2, the role of
the fractal geometry is not prominent. The unique feature of the fractal geometry is
revealed by the simulated results for the structure with one further iteration. In
particular, we find that the amplitude distribution of the magnetostatic mode is
inclined to follow the geometric scaling to form scaled mode patterns in fractal-like
structures with one more iteration. However, for this to occur, two conditions
must be satisfied. The first is that the associated magnetic boundaries are scaled
accordingly, and the second is that the local modes do not coincide with the regions
for the edge modes. Here, it should be noted that all the arguments can only be
applied to the magnetostatic modes. As a result, the magnetic fractals often exhibit
a complex mode distribution. Nevertheless, with the method provided, one can
reduce the complexity of the analysis by analyzing the modes in structures with
one less iteration.
By comparing the precessional dynamics in magnetic crystal structures and mag-
netic fractal-like structures, we find the two types of mode formation regarding the
spatial distribution of the modes, which are related to their distinctive symmetries.
Here, we do not place emphasis on the mode frequency, since the scaling of the
structure and adding unit cells can in general result in a frequency shift. For
the crystal structure, the system possesses translation symmetry. The geometric
equivalence of all unit cells means that the dominating modes for the whole array
exhibit a similar amplitude distribution as that of the eigenmodes in the unit cell.
In contrast, fractals do not have translation symmetry, but have dilation symmetry
that defines the scaling relation of the different self-similar structures. Due to
the lack of translation symmetry, the precessional dynamics in fractals cannot be
effectively described using the eigenmodes in the base structures. Indeed, we find
that the complexity of the precessional dynamics in fractals is related to the iteration
process for fractal generation. For every iteration step, when the structure is scaled
and repeated, the mode distribution is inclined to follow the geometric scaling to
form a scaled pattern, but with certain modifications. Therefore, the precessional
dynamics in fractal structures are the result of the combined contribution of all the
structures on different length scales, and thus becomes very complex.

93



6. Conclusions and outlook

6.3. Outlook

6.3.1. Magnetic trilayers

In this thesis, we present a systematic characterization of the precessional dynamics
in magnetic trilayers. To facilitate the understanding, we present the perspective of
analyzing the dynamics by considering a competition between the Zeeman energy
and the energy associated with the interlayer coupling.
Following the precessional dynamics in magnetic trilayers, it would be interesting to
characterize the propagating spin waves in these systems. As introduced in Chapter
3, such a trilayer film with an antiferromagnetic coupling is particularly interesting
because of the nonreciprocal dispersion relation for the Damon-Eschbach mode. In
order to achieve the nonreciprocity, many challenging problems need to be solved.
In Chapter 3, we presented our TRSKM measurements for such magnetic trilayers,
where we did not observe propagating spin waves. We pointed out two possible
problems, which are the complex domain structure and the large damping. An
easy solution would be to increase the applied magnetic field to obtain a single
domain in each layer. However, the large magnetic field can compensate the
antiparallel alignment of the two magnetizations, which can subsequently result
in a reciprocal dispersion. Therefore, one must achieve a balance between the
exchange coupling and the applied magnetic field. Another factor that determines
the spin-wave nonreciprocity is the amplitude localization of the Damon-Eschbach
mode. As introduced in Chapter 1, the decay factor of the potential function is
proportional to e−kd, where k is the wavevector and d is the film thickness. Therefore,
increasing both the film thickness and the wavevector of the spin wave can enhance
the nonreciprocity. However, there are again limitations. The first concerns the
wavevector, because the increase of the wavevector requires both a higher imaging
resolution and higher frequencies for the RF electronics, neither of which are
trivial in terms of performing experiments. The second concerns the film thickness.
Because the interlayer coupling is an interface effect, increasing the film thickness
is equivalent to reducing the average coupling strength. Therefore, to achieve a
pronounced nonreciprocal effect, one needs to consider all the factors mentioned
above, and keep in mind that they are dependent on each other.
Finally, it should be noted that the magnetic trilayer with RKKY interaction is only
one of the many methods for tuning the magnetic interactions via the interface.
Other interfacial effects can also be used to tune the interactions, such as the
interfacial Dzyaloshinskii-Moriya interaction [210, 211] and the tunable magnetic
anisotropy at a ferromagnetic/ferroelectric interface [212].
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6.3.2. Magnetic 2D structures

In this thesis, we present two studies of the precessional dynamics in magnetic 2D
structures with crystal and fractal geometries. We find the associated translation
symmetry and dilation symmetry determine two different mechanisms for the mode
formation. For the crystal geometry, the dynamics is dominated by the eigenmodes
in the unit cell, whereas for the fractal geometry, the dynamics resemble features of
all the structures in the fractal hierarchy.
Following the measurement of the precessional dynamics, it would be interesting to
study the spin-wave dispersion relation in these 2D structures. For the trident ice, it
is expected that a spin-wave band structure will be formed. Nevertheless, one can
focus on the anisotropic magnetostatic interactions, and determine how this will
influence the band structure. Moreover, it would be interesting to investigate the
dependence of the spin-wave behavior in trident ice on the geometric parameters
that are used to tune the frustration such as the intermagnet distances and distances
between unit cells. In this way, one can investigate how the magnetic frustration
can modify the spin-wave bands. In addition, one should not be limited to the
crystal structure generated from nanomagnet arrays, and can think of other types
of magnonic crystals, such as antidot arrays and bicomponent magnonic crystals,
which can form more collective dynamics [112, 213–215].
For magnetic fractals, it is not so straightforward to understand how the corre-
sponding dispersion relations will form due to the lack of translation symmetry.
Nevertheless, the order of the structures and the related symmetries should be
reflected in the dispersion relations. For example, an interesting point would be
to study the spin waves whose wavelengths correspond to the different length
scales of the fractals. In this way, one can examine whether these spin waves can
exhibit self-similar behaviors or not, following the self-similarity of the fractals.
Moreover, the fractal dimension can be an interesting point for investigations. More
specifically, the coverage area for the fractals scales proportionally to LD, where L
is the length of the fractal pattern, and D is the fractal dimension. If one can find
some relevant quantities of spin waves that have such a dependence, this could
be a unique feature for spin waves in magnetic fractals. Finally, one should note
that all the arguments regarding magnetic fractals are discussed in the context of
magnetostatic modes. Following this, an interesting research perspective would be
to study the evolution of the dynamics from a magnetostatic dominated regime
into an exchange dominated regime by decreasing the size of the patterns, and
determine the differences of the dynamics in these two regimes.
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A.1. Characterization of TRSKM setup

We present here two supplementary characterizations for the TRSKM setup. The
first one is the characterization of the synchronization between the laser pulse and
the RF current. The second is the characterization of the laser beam spot size.
The synchronization for the TRSKM setup is a prerequisite for any types of TRSKM
measurements. To verify the synchronization, the laser pulse is first detected by a
fast response photodiode. Subsequently, both signals of the photodiode and RF
current are measured simultaneously via two channels of an oscilloscope. For
real-time measurement, both signals are continuously monitored over time. When
a synchronization is achieved, the relative position between the two signals in time
domain should be fixed as the result shown in Fig. A.1.
Another important characterization of the TRSKM setup is the size of the laser
spot. This is important for determining the spatial resolution for the setup. This
characterization is performed by scanning the laser along a SiN membrane edge,
where the reflectivity is measured as a function of the X piezo stage movement.

Figure A.1. Synchronization verification using two signals from the laser and RF current.
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Figure A.2. Characterization of the laser spot size.

From Fig. A.2 (a), it can be seen that there is a sharp change in the reflectivity signal,
which corresponds the position of the edge of the membrane. To extract the size
of the laser spot, the first derivative of the reflectivity signal with respect to X is
determined. The result [see Fig. A.2(b)] is subsequently fitted with a Gaussian
peak, whose full width at half maximum is taken as the approximate size of the
laser. In this case, the laser spot size is ∼ 1.1 µm.

A.2. Calculation of precessional dynamics

We present here the detailed formalism to determine the precessional dynamics
based on the coupled LLG equations. We solve the dynamics for the asymmetric
sample with t1 = 2t2 = 2t, where the solutions are presented in Sec. 3.2.2.
First, the precession part of the LLG equation is rearranged to give:

dM j

dt
+ γµ0M j ×Heff

j = 0. (A.1)

To solve this, we need to find the expressions for M j and Heff
j . The three vector

components of M j in terms of θ j are expressed as follows

M j(t) = MS
j + m j(t)

= (M cosθ j,M sinθ j, 0) + eiωt(m jx,m jy,m jz).
(A.2)

Here, the magnetization is divided to the static and dynamic parts, with the dynamic
part having a time dependence of eiωt. For the total effective field, we consider the
contribution from the applied magnetic field, the demagnetization field, and the
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effective field from the IEC as follows

Heff
j = HZ

j + HD
j + HIEC

j ,where

HZ
j = (H, 0, 0),

HD
j = (0, 0,−m jz),

HIEC
1 = (−

A
2

m2x −
A
2

M cosθ2,−
A
2

m2y −
A
2

M sinθ2,

−
A
2

m2z),

HIEC
2 = (−Am1x − AM cosθ1,−Am1y − AM sinθ1,

− Am1z),

(A.3)

Here, A = J/(µ0tM2), and HIEC
j corresponds to the effective field of the IEC for two

FM layers of different thicknesses.
By linearizing Eq. (A.1) with the expressions from Eqs. (A.2) and (A.3), we obtain a
system of linear equations with the following form

γµ0LmT = c,
m = (m1x,m1y,m1z,m2x,m2y,m2z).

(A.4)

where c is a constant vector and L is a 6 × 6 matrix expressed as follows
iω/γµ0 0 −M sinθ1 + A

2 M sinθ2 0 0 −
A
2 M sinθ1

0 iω/γµ0 H + M cosθ1 −
A
2 M cosθ2 0 0 A

2 M cosθ1
−

A
2 M sinθ2 −H + A

2 M cosθ2 iω/γµ0
A
2 M sinθ1 −

A
2 M cosθ1 0

0 0 −AM sinθ2 iω/γµ0 AM sinθ1 −M sinθ2 0
0 0 AM cosθ2 0 iω/γµ0 H − AM cosθ1 + M cosθ2

AM sinθ2 −AM cosθ2 0 −AM sinθ1 −H + AM cosθ1 iω/γµ0

 (A.5)

For Eq. (A.4), in order to have a nonzero solution of m, we set the determinant of L
to zero and solve for ω. For the case where ω can be solved analytically, solutions of
ω are inserted back into matrix L to obtain the solution of m. From the expression
of m, the phase information of the two mz components can be obtained. For the
case where ω has to be solved numerically, the general solution for m cannot be
obtained. This is because any numerical values of ω are not the exact solutions for
det|L| = 0. Therefore, if the numerical values of ω are inserted back into the matrix,
det|L|will become non-zero, which cannot provide a non-zero solution of m.

A.3. Supplementary figures for Chapter 5

In this section, we present the supplementary figures for Chapter 5.
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Figure A.3. TRSKM measurements of samples SQ-3 and TRI-3. (a) Frequency spectra of
samples SQ-3 and TRI-3. (b) SEM images of the two samples. (c) Normalized scanning
Kerr images of the different modes for the two samples. The modes are indicated by the
red markers in (a).

Figure A.4. Simulated (a) frequency spectrum, (b) amplitude distribution and (c) phase
distribution of the main mode in TRI-2, which is indicated by the dashed line in (a).
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Figure A.5. Simulated (a) frequency spectrum, (b) amplitude distribution and (c) Phase
distribution of the five modes in SQ-3, which are indicated by the dashed lines in (a).
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