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Output Feedback Controller Design for a Mixed Traffic Flow System
Moving in a Loop

Shima Sadat Mousavi†, Somayeh Bahrami‡, and Anastasios Kouvelas†

Abstract— In this paper, we study a mixed traffic system
moving along a single-lane ring road, that forms a platoon
and includes a number of heterogeneous human-driven vehicles
(HDVs) together with one connected and automated vehicle
(CAV). The dynamics of HDVs are assumed to follow the
optimal velocity model (OVM), and the acceleration of the single
CAV is directly controlled by a dynamical output feedback
controller. The ultimate goal of this work is to present a
robust control strategy that can smoothen the traffic flow
in the presence of undesired disturbances. A prerequisite for
synthesizing a dynamical output controller is the stabilizability
and detectability of the underlying system. Accordingly, a
theoretical analysis is presented first to prove the stabilizability
and detectability of the mixed traffic flow system. Then, an H∞
robust controller is designed, and its efficiency is illustrated
through numerical simulations.

I. INTRODUCTION

In recent decades, the transition phase from using human-
driven vehicles (HDVs) to fully connected and automated
vehicles (CAVs) results in new challenges and creates a
strong motivation to study the mixed traffic systems, that
include both HDVs and CAVs [1]. More traditional method-
ologies for controlling traffic flow employ controllers and
actuators at fixed locations, among which variable speed
limits (VSLs) and ramp metering (RMs) can be mentioned
[2]. However, the installation of these actuators is not cost-
effective and reduces the flexibility of the control system.
On the other hand, the advent of CAVs as mobile actuators–
so-called Lagrangian actuators–pave the way for applying
traffic flow control in a more effectivemanner. Nevertheless,
in a mixed traffic system, new challenges are introduced that
require further theoretical and experimental analyses.

For instance, in the study in [3], the outcome of a practical
experiment on a single-lane ring road demonstrated that a
platoon consisting only of HDVs has the potential to initi-
ate stop-and-go waves. This phenomenon of instability has
been studied in the literature from macroscopic [4], cellular
automaton [5], and microscopic [6] point of view. In [7], a
field experiment was conducted to show that utilizing a single
CAV in a platoon on a circular roadway can dissipate the
undesired waves. Moreover, in [8], through some theoretical
analysis, the capability of a single CAV to control the traffic
flow on a ring road was investigated.

Since a platoon of vehicles is connected and neighboring
vehicles can communicate, a sparse number of CAVs–that

†The authors are with the Institute for Transport Planning and
Systems, ETH Zurich, Switzerland, {shimaossadat.mousavi,
anastasios.kouvelas}@ivt.baug.ethz.ch
‡The author is with the Department of Electrical Engineering, Razi

University, Kermanshah, Iran, s.bahrami@razi.ac.ir

act as mobile actuators–can influence the whole network and
stabilize the traffic system. The notions of string and ring
stability have been employed here for the stability analysis
of interconnected vehicles on a string and on a ring roadway,
respectively [9], [10]. In the same direction, and for mixed
traffic systems, the string stability of a mixed platoon of
infinite length has been analyzed in [11].

A fundamental network property that should be checked
before designing a controller is its controllability or stabi-
lizability [12]–[14]. Recently, some works in the literature
have focused on providing a rigorous controllability and
stabilizability analysis for ring-road mixed traffic systems
with one single CAV. In [8], [15], it is assumed that all
HDVs in the platoon are homogeneous, which is a strong
assumption for practical scenarios. In fact, the problem where
heterogeneity of HDVs is considered is closer to reality, but
theoretically more challenging. In [16], [17], a controllability
analysis for mixed traffic systems, including one CAV and a
number of heterogeneous HDVs, is provided. It is stated that
under a specific condition on some parameters of the model,
all nonzero eigenvalues of the system are controllable; while
there is one uncontrollable eigenvalue at origin.

In this paper, we consider a mixed traffic system with one
CAV and numerous heterogeneous HDVs, moving along a
ring road. The dynamics of HDVs are represented by the
optimal velocity model, and the acceleration of the CAV
is directly controlled. For this system, we first establish a
stabilizability analysis in Section III. Since the goal is to
synthesize an output feedback controller, the detectability
analysis is also necessary, which is presented subsequently.
In most of the works, proposing control strategies to stabilize
a platoon on a ring road, the communication topology of
the network which represents the capability of the CAV
to receive information from its neighboring vehicles has
been neglected [18]–[21], and it has been assumed that it
is connected to any vehicle. Recently, in [16], the issue of
limited communication has been considered and a structured
optimal control has been proposed, which is computationally
intractable [22] and results in a suboptimal solution.

In this work, we study a real-world scenario, and in order
to deal with the topological communication constraints, we
propose an output feedback controller in Section IV, that
employs the information of a sparse set of vehicles in the
control signal design. Moreover, unlike some existing control
strategies, e.g., [23], [24], that aim to increase the efficiency
of only the CAVs in the system, our method offers a robust
H∞ controller, that dampens the disturbances appearing
as nonlinear waves, and improves the performance in the



behavior of the entire traffic network. Most importantly, the
proposed controller leads to a global solution that has a better
performance as compared to [16], [17], which is validated
though numerical simulations.

The main contributions of this work compared to [17]
can be summarised as: 1) Rather than the structural optimal
control method, presented in [17], we propose a new solution
based on synthesizing an output dynamic feedback controller
to tackle the problem of communication constraints. To our
best knowledge, this is the first time in the literature that
an output dynamic controller is utilized for the control of a
platoon. This approach in fact leads to an optimal solution,
while structural control method in [17] results in a sub-
optimal one. 2) Unlike [17] that proves the stabilizability
of a heterogeneous platoon under restrictive conditions on
the value of system parameters, we demonstrate the system
stabilizability for a general system with any arbitrary param-
eters. 3) In order to utilize a dynamic output controller, we
show in this work that the system is also detectable.

II. PRELIMINARIES

In this section, we present a model for a mixed traffic
system on a single-lane ring road and formulate the problem.

We denote the set of real and complex numbers by R and
C, respectively. For a ∈ C, Re(a) represents its real part. We
denote the transpose of matrix M by MT . Also, det(M)
represents its determinant. For a vector space V , dim(V)
indicates its dimension. The identity matrix is denoted by I ,
and its j-th column is designated by ej .

A. Modeling a mixed traffic system

We consider a mixed traffic system that is a network of n
vehicles, including one CAV and n−1 HDVs, moving along
a single-lane ring road with circumference D. In Fig. 1(a),
a schematic diagram of this network is illustrated, where the
red car denotes the CAV, indexed with 1, and all others are
HDVs. The position and velocity of vehicle i are denoted by
pi and vi, respectively, and we define as si = pi−1 − pi the
spacing between vehicles i and i− 1.

There are different models in the literature to represent the
car-following dynamics of human-driven vehicles (see e.g.,
[6], [25]). For instance, the optimal velocity model (OVM)
[6] can be described as:

ṡi(t) = vi−1(t)− vi(t)
v̇i(t) = Hi(vi(t), si(t), ṡi(t)),

(1)

where Hi(·) is the acceleration of vehicle i, that is a
nonlinear function of its velocity vi, the spacing si, and
the relative velocity ṡi. Note that unlike most of the works
in literature (e.g., [1], [8], [18]), in this paper, HDVs are
assumed to be heterogeneous, and thus, the dynamics of each
vehicle i is described by a distinct nonlinear function Hi(·).
One can see that at the equilibrium point of dynamics (1), all
vehicles have the same velocity v∗. Moreover, since we have
v̇∗ = 0, the spacing s∗i is computed by 0 = Hi(v

∗, s∗i , 0).
Now, let us define the state error xi = [s̄i v̄i]

T =
[si − s∗i vi − v∗]T . Then, by linearization of (1) around the

equilibrium point (s∗i , v
∗), for i = 2, . . . , n, we derive a

linear time-invariant (LTI) model for the HDV i as:

˙̄si(t) = v̄i−1(t)− v̄i(t)
˙̄vi(t) = βi1s̄i(t)− βi2v̄i(t) + βi3v̄i−1

,

where

βi1 =
∂Hi

∂si
, βi2 =

∂Hi

∂ṡi
− ∂Hi

∂vi
, βi3 =

∂Hi

∂ṡi
,

computed at the equilibrium point. Due to some physical
constraints imposed by the behavior of HDVs in practice
[8], one should consider

βi1 > 0, βi2 > 0, βi3 > 0. (2)

The dynamics of the single CAV whose acceleration can
be directly controlled are also given by:

˙̄s1(t) = v̄n(t)− v̄1(t)

˙̄v1(t) = u(t)

where u(t) ∈ R is the control signal. Now, by defining
the aggregated vector of states of all vehicles as x =[
xT1 xT2 . . . xTn

]T ∈ R2n, we derive the following LTI
dynamics for the overall system:

ẋ(t) = Ax(t) +Bu(t), (3)

where

A =


J1 0 . . . . . . 0 J2
A21 A22 0 . . . . . . 0
0 A31 A32 0 . . . 0
...

. . . . . . . . . . . .
...

0 . . . . . . 0 An1 An2

, B =


B1
B2
B2
...
B2

, (4)

with

J1 =
[
0 −1
0 0

]
, J2 =

[
0 1
0 0

]
, B1 =

[
0
1

]
, B2 =

[
0
0

]
.

Moreover, for i = 2, . . . , n, we have

Ai1 =
[
0 1
0 βi3

]
, Ai2 =

[
0 −1
βi1 −βi2

]
. (5)

Finally, we note that the CAV can receive the state
information associated with only a number of HDVs, due
to its communications constraints. For example, in Fig. 1(a)
and (b), the green links show HDVs whose information is
available to the CAV. In this direction, an output vector
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Fig. 1. (a) Schematic of Mixed traffic system; (b) the corresponding graph.



y(t) ∈ R2m is defined, that includes the states of the CAV
together with the states of all HDVs whose information is
accessible by the CAV. For k = 1, . . . ,m, let jk be the index
of vehicle whose state information, i.e. s̄jk and v̄jk , can be
directly measured and observed. Consequently, we have:

y(t) = Cx(t),

where C =
[
e(2∗j1−1) e2∗j1 . . . e(2∗jm−1) e2∗jm

]T
.

Note that we can have j1 = 1, since the CAV has access
to its own information.

B. Disturbances and performance outputs

In this paper, we aim to design an output controller for the
mixed traffic system (3) to dissipate undesired perturbations.
In fact, the perturbations may appear due to lane changes
or merges or the stochastic behavior of HDVs in ring roads
with no bottlenecks [3], [17].

Perturbations are modeled as disturbance signals added
to the acceleration of each vehicle. Thus, one can define a
vector of disturbances as d =

[
d1(t) . . . dn(t)

]T ∈ Rn.
In addition, a vector of output signals related
to the system performance can be defined as
z(t) =

[
γss̄1(t) γv v̄1 . . . γss̄n(t) γv v̄n γuu

]T
,

with γs, γv, γu > 0 denoting the penalties associated
with spacing error, velocity deviation, and control energy,
respectively. Then, the dynamics of the mixed traffic system
in the presence of disturbances can be written as

ẋ(t) = Ax(t) +Bu(t) +Bdd(t)

z(t) = Czx(t) +Dzu(t)

y(t) = Cx(t)

, (6)

where Cz =
[
P

1
2 0

]T
and P

1
2 = diag(γs, γv, . . . , γs, γv).

Moreover, Dz =
[
0 Q

1
2

]T
, with Q

1
2 = γu. By considering

bd = [0, 1]T , the matrix Bd is defined as

Bd =


bd 0 . . . 0

0 bd . . .
...

...
. . . . . . 0

0 . . . 0 bd

.
C. Problem formulation

Let Tzd be the closed-loop transfer function from the
disturbance d to the performance output z. Our goal is to
design a dynamical output feedback controller for plant (6),
minimizing the influence of d on z. More formally, we
compute an output feedback controller with the dynamics

ẋk(t) = Akxk(t) +Bky(t)

u(t) = Ckxk(t)
,

that minimizes γ > 0 such that

||Tzd||∞ = max
d(t) 6=0

||z(t)||2
||d(t)||2

< γ. (7)

Note that ||Tzd||∞ denotes the H∞ norm of Tzd, which
measures the largest input-output gain for energy or RMS
input signals [26]. We also have Ak ∈ R2n×2n, Bk ∈
R2n×2m and Ck ∈ R1×2m.

In order to ensure the existence of an output feedback
controller, based on the separation principle [27], we should
first prove the stabilizability of pair (A,B) and detectability
of pair (A,C) in (6). Pair (A,B) is stabilizable if the
uncontrollable modes are all stable. Similarly, pair (A,C)
is detectable if the unobservable modes are all stable. We
can use Popov-Belevitch-Hautus (PBH) test for checking the
controllability and observability of a specific eigenvalue.

Proposition 1 ([28]): An eigenvalue λ of A for a pair
(A,B) (resp., (A,C)) is controllable (resp., observable) if
and only if for all nonzero ρ for which ρTA = λρT (resp.,
Aρ = λρ), ρTB 6= 0 (resp., Cρ 6= 0).

We dedicate the next section to analyze the stabilizability
and detectability of the mixed traffic system (6), and subse-
quently, we design the dynamical controller.

Remark 1: In [16], [17], a structured state feedback con-
troller has been designed to minimize the H2 norm of Tzd.
In that approach, a static controller is considered, but since
only the state information of a limited number of vehicles
is available, some entries of the controller gain are required
to be zero, which results in a sub-optimal controller. In the
current work, we synthesize a dynamical controller with two
degrees of freedom, which while on the one hand considers
the limited communication ability of the CAV, on the other
hand, it can lead to a global and more efficient solution.

III. STABILIZABILITY AND DETECTABILITY

In this section, the stabilizability and detectability of
dynamical system (6) are discussed.

Proposition 2: The pair (A,B) in (6) has only one un-
controllable eigenvalue at the origin.

Proof: Let ρ = [ρT1 , . . . , ρ
T
n ]T ∈ R2n, where ρi =

[ρi1, ρi2]T . Considering the expression of A in (4), equation
ρTA = 0 leads to

ρTi Ai2 + ρTi+1A(i+1)1 = 0, i = 2, . . . , n− 1

ρT1 J1 + ρT2 A21 = 0

ρT1 J2 + ρTnAn2 = 0

. (8)

Now, from (8), one can derive

ρi2 = 0, i = 2, . . . , n

ρi1 = ρ(i+1)1, i = 1, . . . , n− 1.

Thus, a left eigenvector ρ of A associated with λ = 0
can be written as ρ = [α, β, α, 0, . . . , α, 0]T . Now assume
that λ = 0 is an uncontrollable eigenvalue. Thus, from
Proposition 1, one can see that ρTB = 0, which essen-
tially means ρ12 = 0. Now, define Vu = {ρ ∈ R2n :
ρTA = 0, ρTB = 0}. Then, one can see that Vu =
{ρ ∈ R2n : ρ = [α, 0, α, 0, . . . , α, 0]T , for some α 6= 0}.
Thus, dim(Vu) = 1, which implies that there is only one
uncontrollable eigenvalue of A at the origin. �

Next, it suffices to show that all unstable eigenvalues of
A in (6), if any, are controllable.

Lemma 1: Let λ ∈ C with Re(λ) > 0, and for i =
2, . . . , n, let Ai2 be defined as (5). Then, matrix (λI −Ai2)
is nonsingular.



Proof: For i = 2, . . . , n, define Si(λ) = det(λI −
Ai2) = λ2 + βi2λ + βi1. Based on this equation, the sum
of eigenvalues of Ai2 equals −βi2, and their product is βi1.
If the roots of Si(λ) are real, then, since βi1, βi2 > 0 from
(2), both the roots are negative. Moreover, if the roots are
complex and are written as a + ib and a − ib, then since
2a = −βi2, we have a < 0. Therefore, because we have
Re(λ) > 0, one can conclude that Si(λ) 6= 0, implying that
for i = 2, . . . , n, (λI −Ai2) is nonsingular. �

Theorem 1: The pair (A,B) associated with the mixed
traffic system described in (6) is stabilizable.

Proof: Let λ be an eigenvalue of A with Re(λ) > 0, and
let ρ = [ρT1 , . . . , ρ

T
n ]T ∈ R2n be its nonzero left eigenvector,

where ρi = [ρi1, ρi2]T . Define A11 = J2 and A12 = J1.
Then, for i = 1, . . . , n, equation ρTA = λρT implies that

ρTi (λI −Ai2) = ρTi+1A(i+1)1. (9)

Now, one can see that det(λI−A12) = λ2, which is nonzero,
since λ 6= 0. Moreover, since Re(λ) > 0, Lemma 1 implies
that (λI−Ai2) is nonsingular. Accordingly, for i = 1, . . . , n
one can rewrite (9) as

ρTi = ρTi+1A(i+1)1(λI −Ai2)−1. (10)

Let Li = (λI − Ai2)−1. Now, by recursively employing
equation (10) for i = 1, . . . , n, we can derive

ρT1 = ρT2 A21L1

= ρT3 A31L2A21L1

= . . .

= ρTnAn1Ln−1A(n−1)1 . . . L2A21L1

= ρT1 A11(LnAn1) . . . (L2A21)L1.

(11)

Now, note that we have

LiAi1 =
1

si1

[
0 si2
0 si3

]
, i = 2, . . . , n, (12)

where si1 = λ2 + βi2λ+ βi1, si2 = λ+ βi2 − βi3, and si3 =
βi3λ + βi1. As shown before, si1 6= 0. Now, we substitute
(12) into (11) and obtain[

ρ11 ρ12

]
=

Πn
i=2s

i
3

λΠn
i=2s

i
1

[
ρ11 ρ12

] [0 1
0 0

]
,

that leads to ρ11 = 0 and ρ12 =
Πn

i=2s
i
3

λΠi=2si1
ρ11 = 0. Thus, ρ1 =

0. Now, by recursively applying (10) for i = n, n−1, . . . , 2,
one can conclude that ρi = 0. Therefore, we have ρ = 0 that
contradicts the assumption. Thus, A has no eigenvalue which
lies on the right half-plane. In addition, from Proposition 2,
there is only one uncontrollable eigenvalue at origin, and
hence the system is stabilizable. �

Remark 2: In [17], by considering a certain constraint on
the values of βi1, βi2, and βi3, for i = 1, . . . , n, it has been
stated that all the nonzero eigenvalues are controllable. It is
also shown that there is only one uncontrollable eigenvalue at
origin. On the other hand, in this paper, the stabilizability of a
mixed traffic system with heterogeneous HDVs is proved for
the most general case and without assuming any constraint.

Now, the detectability of the mixed traffic system is
studied, and we show that by observing only the states of
the single CAV, the detectability can be ensured.

Proposition 3: The zero eigenvalue of the mixed traffic
system described in (6) is observable even if the CAV has
access to only its own states.

Proof: Let C = [e1 e2]T , and assume that λ = 0 is not
observable. Then, from Proposition 1, A has a nonzero right
eigenvector ρ, where we have both Aρ = 0 and Cρ = 0.
Let ρ = [ρT1 , . . . , ρ

T
n ]T ∈ R2n, where ρi = [ρi1, ρi2]T . From

equation Aρ = 0, one can write:

ρi2 − ρ(i+1)2 = 0, i = 1, . . . , n

βi3ρ(i−1)2 + βi1ρi1 − βi2ρi2 = 0, i = 2, . . . , n
. (13)

Moreover, from Cρ = 0, one can conclude that ρ11 =
ρ12 = 0. Thus, (13) leads to ρ = 0, which is a contradiction.
Therefore, the zero eigenvalue is observable. �

Theorem 2: The mixed traffic system (6) is detectable
even if only the states of the CAV are directly observed.

Proof: Let C = [e1 e2]T . Assume the system is not
detectable. Then, A has an eigenvalue λ on the right half-
plane with a nonzero right eigenvector ρ such that Cρ = 0.
Denote ρ = [ρT1 , . . . , ρ

T
n ]T ∈ R2n, where ρi = [ρi1, ρi2]T .

Then, ρ11 = ρ12 = 0. Define A11 = J2 and A12 = J1. Now,
from equation Aρ = λρ, for i = 1, . . . , n, one can write:

(λI −Ai2)ρi = Ai1ρi−1.

Since Re(λ) > 0, from Lemma 1, for i = 2, . . . , n, (λI−
Ai2) is invertible. Moreover, det(λI − A12) = λ2 6= 0. Let
Li = (λI −Ai2)−1. Then, for i = 1, . . . , n, we can write:

ρi = LiAi1ρi−1. (14)

Now, since ρ1 = 0, recursively using equation (14) for
i = 2, . . . , n leads to ρ = 0, contradicting the assumption.
In addition, from Proposition 4, the zero eigenvalue is
observable. Thus, the system is detectable. �

IV. ROBUST CONTROLLER SYNTHESIS

In this section, we propose an output feedback controller
that stabilizes the mixed traffic system (6) and minimizes the
impact of disturbance on the performance output.

As formulated in Section II-B, by defining the perfor-
mance output z, the state-space realization of the open-loop
system in the presence of the disturbances is

M :

 A B Bd
Cz Dz 0
C 0 0

 .
By considering an output controller as

K :

[
Ak Bk
Ck 0

]
,

the state-space equations of the closed-loop system become[
ẋ(t)
ẋk(t)

]
=

[
A BCk
BkC Ak

] [
x(t)
xk(t)

]
+

[
Bd
0

]
d(t)

z(t) =
[
Cz DzCk

] [ x(t)
xk(t)

]
.



Therefore

Tzd :

 A BCk Bd
BkC Ak 0
Cz DzCk 0

 =

[
Ã B̃

C̃ 0

]
.

Now, based on the bounded real lemma (BRL) [29], we
can write the performance criteria in (7) as a linear matrix
inequality (LMI). In fact, ||Tzd||∞ is smaller than γ if and
only if there exists a positive definite matrix P � 0, together
with matrices Ak, Bk, and Ck, satisfyingÃTP + PÃ PB̃ C̃T

B̃TP −I 0

C̃ 0 −γ2I

 ≺ 0. (15)

In order to compute the controller parameters Ak, Bk, and
Ck, we apply a method that has been presented in details in
[26]. We provide here a summarized description.

Matrix P can be partitioned in the following form

P =

[
Y N
NT ∗

]
, P−1 =

[
X M
MT ∗

]
.

Note that, equation PP−1 = I yields NMT = I − Y X .
Now, let us define a new set of variables as

Â = NAkM
T +NBkCX + Y BCkM

T + Y AX

B̂ = NBk

Ĉ = CkM
T .

(16)

It has been shown that the H∞ problem in (7) has an
optimal solution if one can find matrices Â, B̂, and Ĉ, and
positive definite matrices X � 0, Y � 0, such that the LMIs
described in (17) are satisfied.

If the optimization problem (17) is feasible, and η, Â, B̂,
Ĉ, X , and Y can be found, we can solve the matrix equation
NMT = I − Y X for the non-singular matrices M and N .
Also, Ak, Bk, and Ck can be obtained based on (16) as:

Ak = N−1(Â−NBkCX − Y BCkMT − Y AX)M−T

Bk = N−1B̂

Ck = ĈM−T .

A. Simulation results

Here, the efficiency of the proposed control strategy is vali-
dated through numerical simulations. For a better comparison
of the results, we simulate in MATLAB an experimental
setup that is quite similar to the one considered in [16], [17].

A ring road with a circumference D = 400 m and 20
vehicles has been considered, where the single CAV has
access to state information of five HDVs ahead and five
HDVs behind. The parameters γs, γv , and γu, appearing
in the equation of performance output z in (6), are set as
γs = 0.03, γv = 0.15, and γu = 1. The nonlinear function
H(·) in (1) that describes the acceleration function of HDVs
is written as Hi(·) = αi(Qi(si(t))− vi(t)) + θiṡi(t), where
αi = 0.6 + U [−0.1, 0.1] and θi = 0.9 + U [−0.1, 0.1]. U [·]

represents the uniform distribution function, and Qi(·) is a
piecewise function described as

Qi(s) =


0, s ≤ si,st,
hi,v(s), si,st < s < si,go,

vi,max, s ≥ si,go,

where si,st = 5, si,go = 35 + U [−5, 5], vi,max = 30, and
hi,v is a nonlinear function [18] chosen as

hi,v(s) =
vi,max

2
(1− cos(π

s− si,st
si,go − si,st

)).

To prevent collisions, every vehicle is also assumed to be
equipped with an automatic braking system, described as

v̇(t) = amin, if
v2
i (t)− v2

i−1(t)

2si(t)
≥ |amin|,

where amin = −5 m/s2. Moreover, let amax = 2 m/s2.
Now, assume that all vehicles are randomly distributed

along the ring road and start their movement with initial
velocity vi(0) = 15 +U [−4, 4] m/s. Now, consider the case
where all vehicles of the mixed traffic system are HDVs. In
Fig. 2(a), it can be seen that if multiple perturbations occur in
this system, they are amplified over time and generate an un-
stable nonlinear wave moving upstream the traffic flow. Next,
assume that one of the vehicles is a CAV that is controlled
by the proposed strategy. In this case, from Fig. 2(b), we
observe that the perturbations are dampened, and the traffic
flow is stabilized to the average velocity. It should be noted
that employing the proposed controller in this paper leads to
a higher convergence rate of velocity to the average value
as compared to the structured optimal control method in
[16]. In [16], the system is stabilized to the average velocity
within 40 s, while here, the convergence occurs within 10
s. We can also change the desired equilibrium velocity to
16 and 14 m/s, respectively. Considering Fig. 2(c)–(d), one
can see that in these cases, the single CAV is still capable
of stabilizing traffic flow and steering it towards the new
equilibrium points, which verifies the stabilizability of mixed
traffic system with only one CAV.

V. CONCLUSION

In this work, the stabilizability and detectability of a
mixed traffic ring-road system was analyzed. Furthermore,
by considering limited communication ability of the CAV
to receive state information from its neighboring vehicles,
an H∞ dynamic output feedback controller was designed,
that can provably smooth traffic flow even in the presences
of disturbances. The effectiveness of the proposed method
to achieve traffic flow stability has been verified through
numerical simulation experiments.
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min
η,X,Y,Â,B̂,Ĉ

η

subject to: [
X I
I Y

]
> 0,

AX +XAT +BĈ + ĈTBT ÂT +A BTd XCTz + ĈTDT
z

∗ ATY + Y A+ B̂C + CT B̂T Y Bd CTz
∗ ∗ −I 0
∗ ∗ ∗ −ηI

 < 0.

(17)

Fig. 2. (a) Velocity profile of vehicles when they are all HDVs; (b)–
(d) velocity profile of vehicles when there is one CAV under the proposed
control, and v∗ is 15, 16, and 14 for (b), (c), and (d), respectively.
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