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Abstract

Electron dynamics in atomic and molecular systems happen on an
attosecond (10−18 s) timescale. The photoionization dynamics can
be measured with an interferometric approach using attosecond
XUV pump and femtosecond IR probe pulses, known as Recon-
struction of Attosecond Beating By Interference of two-photon Tran-
sitions (RABBIT). RABBIT is a well-established technique in which
the kinetic energy of the photoelectron is measured as a function of
the XUV-IR time delay. In this thesis, an extension of this method,
which combines RABBIT with an electron-ion coincidence 3D mo-
mentum imaging technique, is utilized to measure photoionization
delays of molecules and clusters. The results consist of fundamen-
tal discoveries that offer novel perspectives on our understanding of
attosecond dynamics in molecules.

First, a direct measurement of recoil-frame angle resolved photoion-
ization delays in the vicinity of several shape resonances of CF4
is presented in combination with full electronic-state resolution.
Through this technique, new fundamental insights into the spatio-
temporal photoionization dynamics of molecular shape resonances
are obtained. Referencing the ionization delays of CF4 to argon,
which has a similar ionization potential and is simultaneously mea-
sured, leads to almost complete cancellation of any laser-induced
effects. Large delays are found in the vicinity of the shape reso-
nance energies and can be attributed to the temporary trapping of
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Abstract

the electron. Further, the dependence of the ionization delays on the
electron’s angular emission direction in the molecular-frame of ref-
erence is studied and the asymmetries observed can be explained by
the interference of partial-waves contributing to the resonance.

Next, the coincidence technique is leveraged to investigate the pho-
toionization delays in clusters and in particular how these delays de-
pend on the cluster size. For this, the novel methodology of attosec-
ond size-resolved cluster spectroscopy is introduced and applied to
small water clusters as well as argon clusters. In water clusters, a
linear increase in ionization delays is found for cluster sizes up to
4-5 molecules. Little change towards larger clusters is observed. It is
shown that these delays are proportional to the spatial extension of
the created electron hole upon ionization. At first the spatial exten-
sion increases with cluster size and then partially localizes through
the onset of structural disorder in larger clusters. Results presented
for argon clusters indicate that the correlation between orbital de-
localization and ionization time delays might be applicable more
broadly.

Furthermore, the method of electron-ion coincidence enables the ex-
amination of the photoionization delays in several rare gas dimers
of varying internuclear distances. Comparing the ionization delays
of these dimers to their respective monomers gives rise to a signa-
ture of two-center interference. Two-center interference of the pho-
toelectron wavepacket in homonuclear diatomics is a well studied
phenomenon, but its effect on the ionization delay has so far only
been investigated theoretically. Finally, the angle-resolved ioniza-
tion delays in the molecular-frame of Ne2 are examined, yielding a
surprising asymmetry of the delays along the molecular axis, which
can only be explained through (partial) localization of the electron
hole.
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Zusammenfassung

Elektronendynamiken in Atomen und Molekülen finden auf einer
Zeitskala von Attosekunden (10−18 s) statt. Die Photoionisa-
tionsdynamik kann mit einem interferometrischen Ansatz unter
Verwendung eines Attosekunden-XUV Pump-Pulses und eines
Femtosekunden-IR Probe-Pulses gemessen werden. Diese Technik
ist bekannt als Rekonstruktion von Attosekunden-Beating durch
(By) Interferenz von Zweiphotonenübergängen (Two-photon tran-
sitions) (RABBIT). RABBIT ist eine etablierte Technik, bei der
die kinetische Energie des Photoelektrons als Funktion der XUV-
IR-Zeitverzögerung gemessen wird. In dieser Arbeit wird eine
Erweiterung dieser Methode verwendet, die RABBIT mit einer
Elektron-Ion-koinzidenten 3D-Impuls-Bildgebungstechnik kombiniert,
um Photoionisations-Zeitverzögerungen von Molekülen und Clus-
tern zu messen. Dadurch sind grundlegende Entdeckungen möglich,
die neue Perspektiven für unser Verständnis der Attosekundendy-
namik in Molekülen bieten.

Zunächst wird eine direkte Messung von winkelaufgelösten Pho-
toionisationszeitverzögerungen im Rückstosskoordinatensystem in
der Nähe mehrerer Form-Resonanzen von CF4, in Kombination
mit voller elektronischer Zustandsauflösung präsentiert. Durch
diese Technik werden grundlegende neue Einblicke in die räumlich-
zeitliche Photoionisationsdynamik molekularer Form-Resonanzen
gewonnen. Die Referenzierung der Ionisationszeitverzögerung
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Zusammenfassung

von CF4 mit Argon, welches ein ähnliches Ionisationspotential
hat und gleichzeitig gemessen wurde, führt zu einer fast voll-
ständigen Aufhebung jeglicher laserinduzierter Effekte. Grosse
Zeitverzögerungen finden sich in der Nähe der Resonanzenergien
und sind auf das vorübergehende Einfangen des Elektrons zurück-
zuführen. Weiterhin wird die Abhängigkeit der Ionisationszeitver-
zögerungen von der Winkelemissionsrichtung der Elektronen im
molekularen System untersucht und die gefundenen Asymmetrien
können durch die Interferenz von Partialwellen erklärt werden, die
zur Resonanz beitragen.

Als nächstes wird die Koinzidenztechnik genutzt, um die Photo-
ionisationszeitverzögerungen in Clustern zu untersuchen und ins-
besondere wird untersucht, wie die Zeitverzögerungen von der
Größe des Clusters abhängen. Dazu wird die neue Methodik der
größenaufgelösten Attosekunden-Clusterspektroskopie vorgestellt
und auf kleine Wassercluster sowie Argoncluster angewendet. In
Wasserclustern findet sich eine lineare Zunahme der Ionisation-
szeitverzögerungen bis zu einer Grösse von 4-5 Molekülen in einem
Cluster, gefolgt von einer geringen Änderung hin zu größeren Clus-
tern. Es wird gezeigt, dass diese Verzögerungen proportional zur
räumlichen Ausdehnung des erzeugten Elektronenlochs sind, die
zuerst mit der Clustergröße zunimmt und dann teilweise, durch das
Einsetzen struktureller Unordnung in größeren Clustern, lokalisiert
wird. Die für Argoncluster präsentierten Ergebnisse zeigen, dass
die Korrelation zwischen Orbitaldelokalisierung und Ionisation-
szeitverzögerungen möglicherweise allgemeiner anwendbar ist.

Darüber hinaus ermöglicht die Elektron-Ion-Koinzidenz die Un-
tersuchung der Photoionisationszeitverzögerungen mehrerer Edel-
gasdimere mit unterschiedlichen Kernabständen. In den Ioni-
sationszeitverzögerungen der Dimere, verglichen mit ihren jew-
eiligen Monomeren, findet man eine Signatur der Zwei-Zentren-
Interferenz. Die Zwei-Zentren-Interferenz des Photoelektronen-
Wellenpakets in homonuklearen zweiatomigen Molekülen ist ein
gut untersuchtes Phänomen, aber ihr Einfluss auf die Ionisation-
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Zusammenfassung

szeitverzögerung wurde bisher nur theoretisch untersucht.
Schliesslich werden die winkelaufgelösten Ionisationsverzögerun-
gen im molekularen System von Ne2 untersucht, was zu einer über-
raschenden Asymmetrie entlang der Molekülache führt, die nur
durch eine (partielle) Lokalisierung des Elektronenlochs erklärt wer-
den kann.
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Chapter 1

Introduction

Looking at our surroundings we experience a world full of dy-
namics. Animals are moving around, plants are constantly grow-
ing, sun and moon are seemingly orbiting the earth and even the
solid ground we are living on is shaking from time to time. Ev-
erything around us is in constant motion and we have evolved to
perceive a large range of dynamics, spanning from processes over
long timescales that are recorded and passed on in form of stories
and history over generations (1010 s), to the fastest processes our eye
can just register with a frame rate of approximately 75 fps (∼ 10−2 s)
[1]. So, it does not come as a surprise that studying dynamics has
played a central role in scientific research from past to present.
Initially, the timescale of fast processes was limited to what could
be observed by eye without additional tools, however this changed
with the deployment of short flashes of light to visualize rapid phe-
nomena: in 1864, August Toepler used short light pulses with a vari-
able delay after the ignition of a shock wave to make the propaga-
tion of sound waves visible to the human eye [2]. This methodology
marks the beginning of pump-probe experiments. Since then the
new limit for the shortest timescales that can be studied, is given by
the briefest duration of light pulses one can produce. With incoher-
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Introduction

ent light this limit is in the milli- to nanosecond-regime. Through
the advances of pulsed laser systems in the second half of the twen-
tieth century, shorter pulses enabled even shorter timescale [3]: a
breakthrough in laser development was the invention of modelock-
ing in 1969 [4], which enabled sub-picosecond laser pulses [5] for the
first time. With the deployment of femtosecond laser pulses it was
suddenly possible to observe the motion of atoms and molecules
and thereby track chemical reactions like the formation and break-
age of chemical bonds in real-time [6–9]. This established the field
of femtochemistry for whose pioneering work Ahmed Zewail was
awarded the Nobel Prize in 1999.

The next barrier is of course the sub-femtosecond regime, which
was broken just as the new millennium started [10, 11], by em-
ploying the technique of high harmonic generation. With the first
attosecond pulses the timescale of electronic motion in atoms and
molecules came into reach: the quantum mechanical oscillation pe-
riod Tosc = 2π(h̄/∆E) for typical electron binding energies is on
the order of attoseconds [3]. The atomic unit of time is defined as
τa = h̄/EH = 24.2 as, with one Hartree EH = 27.2 eV, which is twice
the binding energy of hydrogen, is also on the attosecond timescale.
Accessing the timescales of electronic motion opens up the possi-
bility to study chemical bonds on a more fundamental level and
thereby increases our understanding of chemical reactions in gen-
eral. By gaining control of electron motion in molecular bonds it
could even become possible to create - thus far - unknown molecu-
lar compounds [3].

The first direct observation of electronic motion inside an atom was
reported in 2002 by Drescher et al. [12] - right after the first gen-
eration of attosecond pulses was reported. Already shortly after-
wards, the control of electron wavepackets on a timescale shorter
than 250 as has been reported [13].
The first information about the emission time of an electron was ob-
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Introduction

tained in 2007, when Cavalieri et al. [14] measured a delay of 110 as
in tungsten between electrons originating from the 4f orbital and the
conduction band. A delay of 21 as in Ne between the emission of an
electron from a 2s orbital and the emission from a 2p orbital was
found by Schultze et al. in 2010 [15].
Since then, there have been many efforts to extend our knowledge
of electron dynamics by measuring photoionization time delays in
atoms [15–26], molecules [27–29], solids [14, 30, 31] and even liquids
[32]. However, most of the endeavors so far have remained focused
on atoms and small molecules, in large part due to the challenge of
spectral overlap involved in extracting electron phases from com-
plex systems [33].

In this thesis, the combination of attosecond spectroscopy with
electron-ion coincidence detection is used to measure photoioniza-
tion delays of more complex systems. The focus in doing so lies
on leveraging the coincidence technique to measure novel aspects
of systems, such as fully angular-resolved delays in the molecular
frame of CF4, cluster size-resolved delays of argon and water clus-
ters, as well as ionization delays in rare-gas dimers of various inter-
nuclear distances.
In the following an outline of the thesis is given:

Chapter 2 introduces the overall framework, on which the experi-
mental discussions are based on. In the beginning of the chapter,
photoionization will be discussed in the context of scattering theory
and the concept of a time delay in the ionization process is estab-
lished. Next, the generation of attosecond pulses and the experi-
mental techniques we use to measure ionization time delays are ex-
plained.

Chapter 3 explains the experimental apparatus and the process of
data analysis in detail. It starts with the description of the laser sys-
tem and the beamline. Subsequently, the electron-ion coincidence
detection chamber is treated together with the target preparation.
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The remaining part of the chapter outlines the data processing, cal-
ibration procedures as well as the analysis of the RABBIT spectro-
grams.

Chapter 4 discusses the molecular-frame-resolved photoionization
delays in CF4 in the presence of several shape resonances. Large de-
lays, caused by the temporary trapping of the electron are observed
and the dependence on the electron’s angular emission direction is
studied with a partial-wave analysis.

Chapter 5 presents results of size-resolved photoionization delays for
different clusters. First, findings of an increasing delay for increasing
cluster size in small H2O and D2O clusters are shown together with a
thorough investigation on the cause of this effect. In addition, results
of photoionization delays in small argon clusters are presented.

Chapter 6 presents photoionization delays in rare-gas dimers com-
pared to their monomers and investigates how they depend on the
electrons kinetic energy. By studying dimers with varying internu-
clear distances (Ne2, Ar2 and Kr2) an indication of two-center in-
terference is found for krypton dimers, which show the largest in-
ternuclear distance of the dimers investigated. Further, the angular
resolved ionization delays in the molecular frame of Ne2 are pre-
sented.

4



Chapter 2

Attosecond
Photoionization
Spectroscopy

In this chapter the fundamental concepts of attosecond photoioniza-
tion spectroscopy are introduced. First, an overview of photoioniza-
tion and scattering theory will be given and then it is shown how
one can define a quantity for photoionization time-delays. Next, the
experimental techniques that enable us to measure photoionization
time-delays in atoms and molecules are explained in detail.
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2.1. The Photoionization Process

2.1 The Photoionization Process

One of the key discoveries of the 20th centuries is the photoelectric
effect, for the explanation of which Albert Einstein was awarded the
Nobel Prize in 1921. The photoelectric effect describes the emis-
sion of an electron when electromagnetic radiation, with frequencies
above a certain threshold, hits matter. This process is nowadays clas-
sified as photoionization or photoemission (in condensed phase) and
can be schematically written, for the ionization of an effective one-
electron atom A, as [34]

A(n, l) + h̄ω −→ A+ + e−(E, l′), (2.1)

where n is the principle quantum number and l is the orbital angular
momentum of the bound state. e− is a free electron with angular
momentum l′ and energy E, which is related to the wavevector ~k
and depends on the ionization potential Ip of the atom

E =
h̄2k2

2me
= h̄ω− Ip. (2.2)

Assuming the photon presents only a weak perturbation to the sys-
tem, the ionization can be described as a dipole transition between
an initial bound state |Ψi〉 and a final state |Ψf ,~k〉 with the photoion-
ization transition dipole matrix element [35]

D~k,~n = 〈Ψf ,~k|~r~ε |Ψi〉 , (2.3)

where the dipole operator is the product of the position operator~r
and the electric field of the ionizing radiation~ε. The photoionization
cross-section σ gives the probability of this transition and is propor-
tional to its absolute square

σ ∝ |D~k,~ε|
2. (2.4)

In photoionization, the final state Ψf ,~k is a continuum state and best
described by a scattering wave function, since the ionization pro-
cess can be treated as a scattering process within quantum scatter-
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2.1. The Photoionization Process

ing theory. In the following an introduction into this formalism is
given, since it will be useful in the treatment and interpretation of
the content presented in this thesis.

2.1.1 Scattering Theory

Let’s consider a prototypical scattering problem, where a particle
with wavefunction Ψ~r,t scatters elastically on a central potential
V(r). The time-dependent Schrödinger equation for this problem
is (

− h̄2

2m
∆+ V(r)

)
Ψ~k(~r, t) = ih̄

∂Ψ~k(~r, t)
∂t

, (2.5)

where m is the mass of the particle and ∆ is the Laplace operator.
Since the scattering potential is time-independent, the particle wave-
function can be written as

Ψ~k(~r, t) = Ψ~k(~r)e
−iEt/h̄ (2.6)

and the Schrödinger equation then simplifies to its time-independent
version (

− h̄2

2m
∆+ V(r)

)
Ψ~k(~r) = EΨ~k(~r). (2.7)

A solution to equation (2.7) for the asymptotic case of r → ∞ and
V(∞) = 0 1, consists of the sum of a plane wave and a scattered
spherical wave with scattering amplitude f (θ) [35]

Ψ~k(~r, θ) −−−→
R→∞

ei~k~r + f (θ)
ei~k~r

r
. (2.8)

Here, θ is the polar angle of the spherical coordinate system and
Ψ~k(~r) is the asymptotic stationary scattering state. The scattering
amplitude is directly related to the differential cross-section σDCS by

σDCS(θ) = | f (θ)|2. (2.9)
1Strictly speaking this is only valid for short range potentials (approaches zero

more rapidly than 1/r, for r → ∞), which excludes the Coulomb potential. Instead a
screened Coulomb potential (also known as Yukawa potential) can be used, which falls
off faster in the long range [35, 36].
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2.1. The Photoionization Process

Partial Wave Expansion

A full solution of the Schrödinger equation (2.7) can be achieved by
an expansion into a series of radial and angular wavefunctions

Ψ(~r) =
∞

∑
l=0

l

∑
m=−l

cl,ml

ul(r)
r

Yl,ml
(θ, φ), (2.10)

where Yl,ml
are the spherical harmonics with quantum numbers l

and ml for angular momentum and projection of angular momen-
tum respectively and cl,ml

is some coefficient (see [35] ch. 14 or [37]
ch. 6 for a step-by-step solution). ul(r) is the radial part of the wave-
function and solves the Schrödinger equation(

− h̄2

2m
d2

dr2 +
h̄2l(l + 1)

2mr2 + V(r)

)
ul(r) = Eul(r). (2.11)

The effective potential in this equation contains a new term, which
is proportional to l(l + 1)/r2. This term is known as the centrifu-
gal potential, which is caused by the orbital motion of the particle
around the scattering potential. For a vanishing potential V(r) = 0
the asymptotic behavior of the radial wavefunction can be described
as [37]

uV=0
l (r) ∝

r→∞
sin(kr− l

π

2
). (2.12)

And for the general case, with a spherically symmetric potential
V(r) 6= 0, we have

ul(r) ∝
r→∞

sin(kr− l
π

2
+ δl). (2.13)

Note, that the only difference between (2.12) and (2.13) is a phase
shift δl . Intuitively this means that the effect of an elastic scatter-
ing of a particle wave, is just a phase shift compared to the unper-
turbed wave, in its asymptotic behavior. An illustration of the scat-
tering phase shift due to an attractive potential is shown in Figure
2.1, where the scattered wave (in black) is compared with an unper-
turbed wave (in red).

For the full solution of the Schrödinger equation in (2.7) we still
need a description of the scattering amplitude f (θ), which is found
to be [37]
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2.1. The Photoionization Process

d

d2

1

En
er

gy

Figure 2.1: Illustration of the scattering phase δ for an attractive potential.
The black line shows an unperturbed wave in comparison to the scattered
wave (red line).

f (θ) =
1

2ik

∞

∑
l=0

(2l + 1)(e2iδl − 1)Pl(cos θ). (2.14)

Here, Pl are the Legendre polynomials with

P0(cos θ) = 1

P1(cos θ) = cos θ

P2(cos θ) = 1/2(3 cos2 θ − 1)

(2.15)

and so on. The factor e2iδl is called the scattering matrix element
Sl = e2iδl and gives the ratio of the amplitudes from outgoing and
incoming waves2. This can be seen when the asymptotic scattering
state from (2.8) is written in a new form [35]

Ψ~r,θ '
∞

∑
l=0

il−1(2l + 1)
2kr

Pl(cos θ)(−e−i(kr−lπ/2) + ei(kr−lπ/2+2δl))

∞

∑
l=0

il−1(2l + 1)
2kr

Pl(cos θ)(−e−i(kr−lπ/2) + ei(kr−lπ/2)Sl).

(2.16)
2The scattering matrix is diagonal only in the case of a spherically symmetric

potential. Otherwise, it has off-diagonal terms that represent the mixing of partial
waves.
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2.1. The Photoionization Process

This decomposition of f (θ) is called a partial wave analysis of the
scattering amplitude and each partial wave stationary scattering
state Ψl

~k
(~r) is a solution to the Schrödinger equation. We see that

the scattering with the contribution l = 0 results in a s-wave, l = 1
in a p-wave and l = 2 in a d-wave.

2.1.2 Resonance Phenomena

The total cross-section σtot is a sum of all partial-wave cross-sections
σl [35]

σtot = ∑
l

σl (2.17)

with
σl =

π

k2 (2l + 1)|Sl − 1|2 =
π

k2 (2l + 1) sin2 δl . (2.18)

Where the partial-wave cross-section σl specifies the cross-section
for each partial wave in the partial-wave expansion (2.10). From
(2.17) and (2.18) we see that the scattering cross-section is depen-
dent on the scattering matrix element and hence of the phase shift
between scattered and unscattered wave δl .
Any change of the scattering phase leads to a variation in the cross-
section. From (2.18), it can easily be seen that a phase shift of π/2 re-
sults in the largest cross-section. This (rapid) change of cross-section
as a function of energy is often associated with a resonance. There
are many causes for resonance phenomena, but a particularly com-
mon kind of resonance in scattering are shape resonances. The phe-
nomenon of shape resonances will also be examined in more detail
in chapter 4 of this thesis.

Shape Resonances

A shape resonance describes a situation in which a scattered elec-
tron with angular momentum l > 0 is trapped in a quasi-bound
state formed by the combination of short-range, Coulomb and cen-
trifugal potentials h̄2l(l + 1)/(2mr2) [38], as sketched in Figure 2.2.
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2.1. The Photoionization Process

Veff (R)

R

Ekin
res

Figure 2.2: Schematic representation of the effective potential in a shape
resonance for an electron resonance energy of Eres

kin. Adapted from [37].

This intermediate state has a finite lifetime τ = h̄/Γ, given by the
natural linewidth Γ. Eventually, the electron tunnels through the
potential barrier and escapes into the continuum [37].

2.1.3 Photoionization Time Delays

An interesting question, when thinking about the photoionization
process, is how long it takes for the electron to leave the atom or
molecule, upon the absorption of a photon. The concept of a time-
delay in a scattering event has already been introduced more than 60
years ago by Eisenbud, Wigner and Smith [39, 40]. They proposed
that the phase shift δ of a scattered wave, as illustrated in 2.1, leads
to a different arrival time at a distance r outside the potential, com-
pared to an unperturbed wave of the same energy. This time-delay
is known as Eisenbud-Wigner-Smith delay (or Wigner delay τW in
short). The Wigner delay relates to the scattering phase shift δl via a
derivative with respect to the energy E

τW(E) = h̄
dδl(E)

dE
. (2.19)

This equation already gives the Wigner time for photoionization,
which is treated as half a scattering process because the electron
wavepacket starts in the center of a potential. For a full scatter-
ing process, as it was originally described by Eisenbud, Wigner and
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2.1. The Photoionization Process

Smith, equation (2.19) is multiplied with a factor of two.
The Wigner time can also be interpreted as the group delay of the
outgoing electron wavepacket [41, 42] and gives the delay of a pho-
toelectron wavepacket compared to a free electron of the same en-
ergy.

Theoretically the Wigner delay τW can be calculated by taking the
energy derivative of the exponent on the scattering matrix element

τW =
d arg(Sl)

dE
, (2.20)

which is the derivative of the argument of the photoionization
dipole matrix element D (see eq. (2.3)) [43, 44]

τW =
∂ arg(D)

∂E
=

∂

∂E
arg(〈Ψf ,~k|~r~ε |Ψi〉). (2.21)

The photoionization dipole matrix element can readily be calculated
for small molecular targets with quantum scattering programs, such
as ePolyScat [45, 46].

Experimentally it is much more challenging to access the Wigner de-
lay due to its short time scales in the attosecond (10−18 s) regime. It
took more than 50 years after the theoretical predictions of Eisenbud,
Wigner and Smith before time-delays in electron emission were first
measured [14, 15, 47]. The established techniques to measure pho-
toionization time delays are attosecond streaking [48], which relies on
a single attosecond pulse, and RABBIT (Reconstruction of attosec-
ond beating by two-photon transition) [10, 49], which uses a train of
attosecond pulses. The work presented in this thesis, relies on the
latter.
Before establishing the RABBIT technique in more detail in section
2.3, high-harmonic generation as a means to generate attosecond
pulses will be introduced in the following.
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2.2. Attosecond Pulse Generation

2.2 Attosecond Pulse Generation

The duration of a laser pulse is fundamentally limited by the time-
bandwidth relation [50]

∆E∆t ≥ h̄, (2.22)
where E is energy, t time and h̄ the reduced Planck constant. If the
pulse can be described by a Gaussian shape (see Figure 3.1 b for the
pulse shape of the beam used in this work) this manifests itself in a
lower limit for the time-bandwidth product

τ ·∆ν ≥ 0.44. (2.23)

Here τ is the temporal duration and ∆ν is the spectral bandwidth of
the pulse. In order to have a pulse length of τ <1 fs, it is necessary
to have a spectral bandwidth of at least ∆ν=4.4·1014 Hz, which cor-
responds to 1.8 eV. Since this is already larger then the bandwidth
of visible light (ranging from ∼ 1.5 eV - 3 eV), producing attosec-
ond pulses requires a central wavelength in the UV to XUV regime.
This can be achieved in a laboratory setting utilizing high-harmonic
generation (HHG) [51–53], which is the generation of high-order har-
monics of a fundamental laser field. Until recent developments at
free-electron lasers (FEL) [54], this had been the only possibility to
generate attosecond pulses.

2.2.1 High-Harmonic Generation

The process of high-harmonic generation can be explained in a semi-
classical picture, known as the three-step model (or simple man’s
model) [52, 56], illustrated in Figure 2.3. As the name suggests,
HHG can be divided into three distinct steps: The presence of a
strong laser field bends the Coulomb potential enough that an ini-
tially bound electron can tunnel through the barrier in the first step.
Second, the electron is now exposed to the laser field and is acceler-
ated by its strong electric field. Within one laser cycle the electron
is first moving away from its origin and is then accelerated back to-
wards the parent ion. If the trajectory of the electron leads it right
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2.2. Attosecond Pulse Generation

tunnel ionization acceleration in the
laser field

recombination 
and photoemission

1 2 3

Figure 2.3: Illustration of the three-step model. (1) The electron tunnels
through the Coulomb potential, (2) is accelerated in the laser field and (3)
recombines with the atom, leading to the emission of a high energy photon.
Adapted from [55].

back to its origin it can come to a recombination of electron and par-
ent ion, together with the emission of a high energetic photon. This
recombination constitutes the third step.

Which electron trajectories recollide with the parent ion depends on
its emission time with respect to the laser field. The motion of the
electron in the laser field can be modeled in a classical way and some
trajectories are shown in Figure 2.4 a for a one-dimensional model.
The energy an electron can accumulate in the laser field is shown
in Figure 2.4 b as a function of the emission time of the electron. It
can be seen that for each final energy of the electron there exist two
distinct trajectories, which are known as short and long trajectories,
based on the time it takes the electron to recollide. The maximum
possible energy, the electron can acquire, is

Emax = 3.17 ·Up (2.24)

with the ponderomotive potential

Up =
2e2 I

4cε0meω2
0

, (2.25)

which depends on the intensity I and the angular frequency ω0 of
the driving laser field. Upon recollision, the energy of the emitted
photon is the combination of electron energy and the ionization po-
tential Ip of the generation gas. The maximum photon energy, called
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2.2. Attosecond Pulse Generation

cut-off energy, is then

Ecutoff = 3.17Up + Ip. (2.26)
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Figure 2.4: (a) Multiple one-dimensional electron trajectories with different
emission times into the laser field as indicated in the legend. The electric
component of the laser field with period T0 is shown in red. (b) Kinetic
energy of electrons at recollision as a function of emission time into the laser
field. Emission at an early time after the peak of the electric field leads to
long trajectories compared with emission at a later time leading to short
trajectories with identical final energies.

The process of ionization, acceleration and recombination happens
each half-cycle of the driving field, leading to a train of attosecond
XUV pulses (also called attosecond pulse train, or APT), separated in
time by half the period of the driving field T0. This periodicity in
time results in a frequency comb of harmonics, spaced by twice the
fundamental frequency f0. In spherically symmetric generation tar-
gets, even harmonics are suppressed due to symmetry reasons and
the spectrum consists only of odd harmonics. The spectrum can be
described with the formula:

f2n+1 = (2n + 1) f0, (2.27)

where n=1,2,3,... .
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Figure 2.5: Energies of the emitted photons for HHG with a driving field
of 800 nm in xenon as generation gas (Ip=12.1 eV) as a function of the high
harmonic emission time. Electric field intensities were chosen to correspond
to cut-off energies of (a) 30 eV and (b) 80 eV. Red dots mark the positions
of odd harmonics. The dependence of harmonic energies on the recollision
time is known as attochirp.

As a result of the classical electron trajectories, the harmonics are
emitted at different times in the laser cycle, which leads to a chirp
of the attosecond pulse train. This effect is intrinsic to the process
of high harmonic generation and commonly referred to as attochirp.
Depending on the cut-off energy of the high harmonic spectrum,
the chirp of consecutive harmonics can be more or less pronounced.
This is illustrated in Figure 2.5, where the red dots depict the odd
harmonics generated in xenon with a 800 nm driving field. The x-
axis spacing of the harmonics corresponds to their time spacing in
the attosecond pulse train. The different chirp between a cut-off en-
ergy of 30 eV and 80 eV (fig. 2.5 a and b respectively), can clearly be
observed.

Phase Matching

So far the description of high harmonic generation has been limited
to the microscopic description of a single atom. Of course, experi-
mentally this process happens simultaneously in multiple atoms on
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2.3. The RABBIT Technique

a macroscopic scale. The coherent emission of XUV light from mul-
tiple atoms leads to interference and it needs to be ensured that the
XUV photons add up constructively. This is called phase matching
and is experimentally done by changing the mean distance between
atoms (density) or the intensity of the driving field. Depending on
the setup used for HHG, there are multiple parameters that have in-
fluence on the phase matching, but they can be generally linked to
the interaction between target density and intensity of driving field.
By choosing specific phase matching conditions it is also possible to
suppress the long trajectories [57], which leads to shorter bursts of
XUV pulses. This is typically done by moving the gas target down-
stream of the laser focus. The experimental realization of high har-
monic generation in this work is described in chapter 3.2.

2.3 The RABBIT Technique

Reconstruction of attosecond beating by two-photon transition
(RABBIT) is an interferometric approach to measure the spectral
phase of an electron wave packet, upon photoionization. Initially
an XUV-APT ionizes a target sample and an electron is released into
the continuum with kinetic energy

EHHn
kin = n · h̄ω− Ip. (2.28)

Here Ip is the ionization potential of the target and n = 3, 5, 7, 9, ... is
the order of the odd harmonic leading to ionization. Throughout the
experiments discussed in this thesis the harmonic order n is ranging
from 11 to 19 or less, but it can potentially be much higher (>500)
[58].

In the electron energy spectrum this leads to the creation of multi-
ple peaks - called mainbands - with a difference in energy of twice
the fundamental photon energy h̄ω. To probe the electron emission
time, an additional, weak3 IR field is added to the XUV-APT with

3In this context weak means that the interaction of the system with the IR field is
limited to a single photon interaction and the IR does not lead to a modulation of the
Coulomb potential.
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Figure 2.6: ((a)) Illustration of the RABBIT technique. The target atom or
molecule absorbs an XUV photon with energy nh̄ω and a photoelectron is
released into the continuum. The electron can then either absorb or emit an
IR photon to generate sidebands (dashed, blue lines). ((b)) Time-resolved
electron spectrum (RABBIT spectrogram) of argon showing sideband oscil-
lations. Electrons come only out of the HOMO with Ip=15.7 eV. Mainband
HH13 is at 5 eV kinetic energy.

an adjustable delay between them. In the presence of the IR field
the photoelectrons can further undergo a continuum-continuum (cc)
transition by absorption or emission of a photon. This leads to the
creation of sideband electrons with energy

ESBn±1
kin = n · h̄ω− Ip ± h̄ω (2.29)

as illustrated in Figure 2.6 a. There are two separate pathways lead-
ing to sideband SBn+1:

1. absorption of HHn followed by absorption of an IR photon

2. absorption of HHn+2 followed by emission of an IR photon.
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2.3. The RABBIT Technique

This results in an interference of the two pathways, since it is not
possible to distinguish them. The interference manifests itself as a
beating in the sideband intensity, when changing the delay between
XUV-APT and IR as it can be seen in Figure 2.6 b.

The sideband intensity is described by the coherent sum of the two
quantum pathways contributing to a sideband of order n + 1 [59]

ISB(τ) = |M(a) + M(e)|2

= |M(a)|2 + |M(e)|2 + (M(a)(τ)M(e)(τ) + c.c)

= |M(a)|2 + |M(e)|2 + 2|M(a)||M(e)| cos(arg(M(a)∗M(e)))
(2.30)

with the complex amplitude for the quantum pathway, associated
with the absorption of harmonic HHn plus absorption of one IR pho-
ton

M(a)(τ) = |M(a)|ei(φn
XUV+φn

W+φn
cc,a+ω0τ) (2.31)

and the complex amplitude for the quantum pathway, associated
with the absorption of harmonic HHn+2 plus emission of one IR
photon

M(e)(τ) = |M(e)|ei(φn+2
XUV+φn+2

W +φn+2
cc,a −ω0τ). (2.32)

Here φXUV is the phase contribution of the attochirp (see section 2.2),
which results in electrons from different mainbands being emitted at
different times relative to the IR field. φW is the Wigner phase, which
was introduced in 2.1.3 and φcc,a/e is the additional phase shift the
electron experiences due to the continuum-continuum transition of
absorption and emission respectively. With

∆φn+1
XUV = φn+2

XUV − φn
XUV

∆φn+1
W = φn+2

W − φn
W

∆φn+1
cc = φn+2

cc,a − φn
cc,e

(2.33)

equation (2.30) becomes

ISB(τ) =|M(a)|2 + |M(e)|2

+ 2|M(a)||M(e)| cos(2ω0τ −∆φn+1
XUV −∆φn+1

W −∆φn+1
cc ).

(2.34)
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2.3. The RABBIT Technique

The total phase of the sideband φn+1
SB = φn+1

XUV + ∆φn+1
W + ∆φn+1

cc can
be extracted from the RABBIT spectrogram, either by fitting a co-
sine function to the sideband intensity, or by Fourier Transforma-
tion. Originally RABBIT was mainly used for pulse characterization
by measuring φXUV [60], but more recently the technique has also
been used to extract φW [24]. This is possible by taking the phase dif-
ference of the same sideband from different states within one target
or from different atomic or molecular species, so that φXUV cancels
out. The latter can be achieved by adding an atomic reference gas to
the molecular target species. If the reference has a similar ionization
potential as the target of interest, this will further lead to a cancel-
lation of φcc, since the cc-phase is mainly dependent on the kinetic
energy of the electron [59]. It should be noted that with RABBIT it is
only possible to extract phase differences, as seen in (2.33) and (2.34).
In particular this means we can only determine differences in the
Wigner phase between two different target species or between two
different states within a single target.
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Chapter 3

Experimental Methods

In this chapter the experimental setup is introduced. All experi-
ments discussed in this thesis were conducted with the same setup,
which can be divided into four distinct parts: laser system, attosec-
ond beamline, reaction chamber and XUV spectrometer. The laser
system is the initial stage, where short infrared (IR) pulses are pro-
duced, these pulses are then used to generate even shorter XUV
pulses in the attosecond beamline. Those XUV pulses are then ion-
izing a molecular gas beam in the reaction chamber, where the cre-
ated ions and electrons are detected in coincidence. In a last step,
after ionizing the target molecules, the beam enters an XUV spec-
trometer, to characterize the photon energies. The complete setup is
schematically drawn in Figure 3.2.
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3.1. Laser system

3.1 Laser system

The laser system, supplying the beamline with light, is a combina-
tion of a mode-locked Ti:Sa ultrafast laser oscillator Vitara-T-HP and
a high-power Ti:Sa amplifier COHERENT® Legend Elite Duo HE+.
The output are a few hundred picosecond long laser pulses with a
central wavelength of 800 nm and a repetition rate of 5 kHz at 14
W. Before reaching the beamline the pulses are compressed with a
reflection grating compressor (1400 lines/mm) to 35 fs with 2 mJ per
pulse. The measured as well as reconstructed spectral and temporal
profile from a frequency-resolved optical gating (FROG) measure-
ment [61] is shown in Figure 3.1.
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Figure 3.1: Measured and reconstructed temporal profile using a home-built
FROG setup placed in front of the focus mirror for the high-harmonic gener-
ation (labeled number 6 in 3.2). (a) Measured FROG trace, (b) reconstructed
pulse intensity in black and the phase in blue.

3.2 Attosecond Beamline

The attosecond beamline is built as a Mach-Zehnder interferometer
[62, 63], with one arm being used to generate extreme ultraviolet
(XUV) light as a pump, while the other arm serves as a weak IR
probe. The whole attosecond beamline is mounted on a single op-
tical table and the pointing of the beam entering the Mach-Zehnder
interferometer is stabilized using an active beam stabilization sys-
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Figure 3.2: Schematic view of the full experimental setup, excluding the
laser system. (1) Mirror actuator (beam stabilization) (2) photodiode (beam
stabilization) (3) photodiode (trigger signal) (4) half-wave plate (5) 70:30
beamsplitter (6) focus mirror, f=0.45 m (7) 6 mm gas target (8) pin hole (9) fil-
ter wheels (10) toroidal mirror, f=0.5 m (11) piezo scanner (12) direct current
motor (13) holey mirror (14) drilled focus lens, f=1.1 m (15) kick-out mir-
ror (16) CCD camera (17) HeNe laser (active stabilization) (18) CMOS cam-
era (active stabilization) (19) reflection grating, 1200 lines/mm (20) MCP +
Phosphor screen (21) 50 µm nozzle (22) gas jet (23) electron/ion spectrome-
ter (24) jet dump. Note that this sketch is not to scale.

tem1, consisting of two position detectors and two piezo actuated
mirrors. The position detector and mirror actuators are connected
via an active closed loop controller with a resolution of less than
100 nm. The placement of the position detectors and actuators can
be seen in Fig. 3.2 (labeled as 2 and 3 respectively). The Mach-
Zehnder interferometer divides the beam into two separate path-
ways with a 70:30 beamsplitter (Pos. 5 in Fig. 3.2) and are later
co-linearly recombined using a holey mirror (Pos. 13 in Fig 3.2). The
more intense part of the beam, in the following referred to as pump
beam, is focused into a 3 mm long gas cell by a focus mirror with
45 cm focal length. The gas cell can contain various gases with back-
ing pressures up to 100 mbar. Depending on the gas species and
the respective backing pressure, XUV-APT with photon energies

1MRC Systems GmbH
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3.2. Attosecond Beamline

ranging between 15 eV and 50 eV are generated via high-harmonic-
generation (more details on the HHG process can be found in chap-
ter 2.2). The remaining IR light in the XUV-APT is filtered out by
a 100 nm thick metallic filter mounted on a quartz ring2 (Pos. 9 in
Fig. 3.2). The quartz ring allows part of the HeNe beam to pass by
the filter, which is needed for the active interferometer stabilization
described in 3.2.1. The metallic filter is additionally used to select
a specific range of photon energies, since different metals have dif-
ferent transmission curves. In the present work, aluminum (Al) and
tin (Sn) filters were used. The transmission curves of selected metal
filters are shown together with the relevant high harmonic energies
in Figure 3.3. The filtered and diverging XUV-APT is refocused by
a nickel-coated toroidal mirror with focus length f=50 cm (Pos. 10
in Fig. 3.2). The toroidal mirror is placed in a 3-f to 3-f configura-
tion, meaning the distance between gas cell and toroidal is 3x50 cm
= 1.5 m, as is the distance between toroidal and interaction region in
the COLTRIMS chamber. In this way the very small spatial distribu-
tion of the high-harmonic-generation in the gas cell is imaged into
the gas jet. The resulting focal spot size is approximately the size
of the imaged IR focus, which can be determined using a kick-out
mirror and a CCD camera (Pos. 15 and 16 in Fig. 3.2). The focal spot
size is roughly 120 µm in diameter.

The less intense part of the beam serves as the IR probe beam. The
pathlength of the IR probe can be adjusted by two linear delay stages
(Pos. 11 and 12 in 3.2) with different precision. For pump-probe ex-
periments with time-delays of up to 1 ns, a direct-current motor3

with 155 mm travel range and a resolution of 50 nm is available. For
RABBIT experiments a piezo scanner 4 with a travel range of 30 µm
(delays up to 200 fs) and a precision of 0.2 nm (=̂ 1.33 as) is used.
The IR beam is co-linearly recombined with the XUV-APT by a holey
mirror and then focused into the gas jet by a lens (f=1.1 m). The ho-
ley mirror and the lens, both have a small hole drilled in their center

2Lebow Company
3L-511, Physik Instrumente GmbH
4P-752.2CD, Physik Instrumente GmbH
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Figure 3.3: XUV transmission for several metallic filters. 100 nm Al
(black), 100 nm Sn (red), 100 nm Zr (green), 100 nm Ti (blue) and 400 nm
Mg+Parylene (cyan). Dashed lines show transmission for 10% oxidation,
which is unavoidable during filter installation. Blue Gaussian lines show
the position of harmonic orders, labeled in blue.

to let the XUV pass undisturbed. To ensure the co-linear alignment
of the pump and probe beams, the kick-out mirror can be placed
behind the lens, without breaking the vacuum. With the kick-out
mirror inserted, the focus position of pump and probe beam can
be imaged on a CCD camera to ensure spatial overlap. The kick-
out mirror and CCD camera can also be used to find the temporal
overlap between XUV and IR pulses. To do this, one needs to scan
the delay between the two beams in steps smaller than the cross-
correlation of the pulses (a typical value used lies between 10-30 fs),
and if there is sufficient spatial overlap of the foci, it comes to very
obvious interference once there is temporal overlap. This interfer-
ence can easily be observed on the CCD camera in form of interfer-
ence fringes. Of course we can not actually observe the XUV on our
CCD camera, since it is placed outside vacuum, but rather we see
the IR light generating the XUV, which is almost identical in its spa-
tial and temporal position. With good alignment the focus position
of both IR and XUV are in the center of the electron/ion spectrom-
eter (Pos. 23 in 3.2), which is described in more detail in chapter
3.3. Behind the main chamber the XUV beam enters a photon spec-
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3.2. Attosecond Beamline

trometer to characterize and optimize the high harmonic energies in
the spectrum. The XUV spectrometer consists of a reflection grat-
ing with 1200 lines/mm and a photon detector composed of a stack
of multi-channel-plates (MCP) and a phosphor screen as seen in 3.2
(Pos. 19 and 20). A typical spectrum of the XUV energies, as used in
the experiments, is shown in Figure 3.4.
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Figure 3.4: XUV spectrum of high harmonics generated in a 16 mbar xenon
gas target with a length of 3 mm, after transmission through a 100 nm thick
aluminum filter. Harmonic orders are labeled in blue.

3.2.1 Active Interferometer Stabilization

The length of each interferometer arm is roughly 3 m, which makes
it susceptible to small changes in the pathlength. Because a path-
length difference of 1 nm already causes an effective delay of 3.3 as
between pump and probe beam, it is necessary to stabilize the length
difference between the arms. This is done in an interferometric ap-
proach, where a frequency–stable Helium Neon laser (HeNe) (Pos.
17 in 3.2) is coupled into the interferometer through the 70:30 beam-
splitter separating the two pathways. In the XUV the 632.8 nm CW
light is then recombined and out-coupled via the holey mirror and
its interference pattern is read out with a CMOS camera5 (Pos. 18
in 3.2). The interference is observed as radial fringes, shown in Fig.
3.5 a. The position of the fringes is moving in- or outwards with a
change in pathlength difference. In our active interferometer stabi-
lization the position of the fringes is effectively locked with a digi-
tal proportional-integral-derivative (PID) algorithm controlling the

5Daheng Imaging
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3.3. Detection Chamber

piezo scanner, described previously. For this, a suitable part of the
image is selected and projected onto one dimension (see yellow rect-
angle in Fig. 3.5 a and 1-D projection in Fig. 3.5 b). When Fourier
transforming the one dimensional spectrum, the phase of the mod-
ulation frequency corresponds to the position of the fringes. This
phase ϕ is related to the pump-probe time delay via

τ = ϕ
λ

2πc0
= ϕ · 335.9 as/rad , (3.1)

where λ=632.8 nm is the wavelength of the HeNe laser. Any phase
jump larger than 2π within two consecutive steps of the feedback
loop, can not be properly characterized because any modulo of 2π

of the phase results in the same value. However, without any ma-
jor disturbances (such as hitting the optical table, or jumping in the
lab) this does not pose a problem. The main limitation of the ac-
tive phase stabilization is given by the read-out speed of the camera,
which is 93 frames per second. With a laser repetition rate of 5 kHz
this means that we are unable to correct any shot to shot jitter of the
interferometer. Another issue is the 2 nm repeatability of the piezo
scanner. It is possible that during long experiments, with many re-
peating scans the starting position of the piezo scanner changes by
few nanometers. This leads to a small drift of the phase difference
during long measurement times (> 1 day). If the drift is slow com-
pared to the time of a single scan, it can be accounted for in the
offline analysis.
During a scan of the pump-probe delay, the target phase is changing
as a step function (see fig. 3.6 a). The deviation from the target phase
value, during a typical scan (e.g. no major disturbances in the lab),
can be seen in fig. 3.6 b. With this phase error we can calculate the
jitter of the delay, which is the full width at half maximum (FWHM)
of the phase error distribution (see fig. 3.6 c). The jitter is usually in
the range of ±40 as for the experiments discussed in this thesis.
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Figure 3.5: Interference fringes of the CW HeNe laser for the active phase
stabilization between pump and probe arm. (a) False color image of the
CCD camera showing the interference fringes. The yellow rectangle indi-
cates the section that is used for a projection onto the x-axis, shown in (b).
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Figure 3.6: (a) Absolute phase of the modulation frequency, extracted from
a Fourier transform of the projected fringes in fig. 3.5 b. During a scan of the
delay, the target phase value changes as a step function, with the step size
of 0.49 radians every 15 s in this case. This corresponds to steps of 165 as
in the delay. (b) Discrepancy between the target and recorded phase values.
(c) The timing jitter during this scan, extracted from (b). The red line shows
a Gaussian fit with the FWHM of 84 as.
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Figure 3.7: Drawing of the COLTRIMS spectrometer. (1) Gas inlet (2) 50 µm
nozzle, (3) 500 µm skimmer, (4) 1 mm skimmer (5) ion detector (6) electron
detector (7) beam dump (8) Helmholtz coils.

3.3 Detection Chamber

The electron-ion coincidence spectrometer used for these exper-
iments is based on a CoLd Target Recoil Ion Momentum Spec-
troscopy (COLTRIMS) setup [64, 65]. With COLTRIMS it is possible
to detect both ions and electrons from an ionization event with two
separate detectors. If the count rates are kept low enough, such that
there is at most one ionization event per laser shot, the electron and
ion detected are originating from the same molecule and are there-
fore measured in coincidence. The key parts of the COLTRIMS setup
are the electron-ion spectrometer together with the jet chamber for
target preparation. Both will be described further in the remaining
of this chapter.
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Figure 3.8: Illustration of the COLTRIMS spectrometer.

3.3.1 Electron and Ion Spectrometer

Spectrometer

The central part of the COLTRIMS is the spectrometer. It consists
of a stack of copper plates, on which an electric field is applied to
accelerate the charged particles towards the respective detector. The
copper plates are parallel and separated by 5 mm, 600 kΩ strong
resistors. A 15 mm cutout in two consecutive copper plates enables
the XUV beam and the gas jet to enter the spectrometer and cross
in its center. A homogeneous extraction field of 1-3 V/cm guides
the electrons and ions to their respective detectors. For the ions the
extraction field region is 40 mm long, while on the electron side it
is 70 mm in length, followed by a 140 mm long field-free region.
This 1:2 configuration of extraction and field-free region on the elec-
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tron side, is known as Wiley-McLaren geometry [66]. It has the ad-
vantage of compensating the initial position spread along the time-
of-flight axis, leading to an improved energy resolution. After the
extraction/field-free region there is a 8 mm distance with an electric
field of 1000 V/cm to increase the kinetic energy of electrons and
ions before they hit the MCPs. To prevent stray fields from the high
voltage into the extraction and field-free region, a mesh6 is used to
separate the regions. In addition to the electric field, there is a mag-
netic field applied through a pair of Helmholtz coils, with radius
and distance between the coils of 0.6 m and 108 turns in each coil.
With the Helmholtz coils a homogeneous magnetic field between 1-
10 gauss is applied to the whole spectrometer region. This magnetic
field has almost no effect on the ions, due to their high mass, but it
forces the electrons on a helical trajectory with a gyration frequency
of

ωgyr = γB =
eB
me

, (3.2)

where γ is the gyromagnetic ratio, B the magnetic field strength, e
the elementary charge and me the mass of the electron. This formula
is also known as Larmor’s equation [67], applying to any fermions.
A schematic drawing of the spectrometer, including the positioning
of the Helmholtz coils is shown in Figure 3.8.

Detectors

The electron and ion detectors can also be seen in fig. 3.8. They
consist of a pair of micro-channel plates7 (MCP’s) stacked in chevron
configuration in combination with a three-layer delay-line anode8

(Hexanode), both with an active diameter of 75 mm. The MCP’s
amplify any signal by prompting an electron avalanche due to the
high voltage applied between the two plates (∼2 kV). The electron
avalanche triggers a short voltage drop at the MCP front, which -
in combination with the laser trigger - provides the time-of-flight

6The mesh is formed by a bee-hive pattern with 1 mm large hexagons and 0.1 mm
thick walls, transmission >80%

7Photonis USA, Inc.
8RoentDek GmbH
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signal of the electrons and ions. The released electron cloud causes
a further signal on each of the three layers of the delay-line anode,
enabling a position detection of electrons and ions with a resolution
of <0.1 mm [68].

3.3.2 Jet Chamber

The molecular target is prepared via supersonic expansion of a
gaseous sample. The adiabatic expansion of a gas from a high pres-
sure region to low pressure results in rapid cooling of the gas sam-
ple, which is necessary to achieve sufficient momentum resolution
for the ions [69]. A supersonic expansion of the gas is reached by
expanding it under high pressure (1-5 bar) trough a nozzle (Pos.
2 in 3.7) with a d=50 µm orifice into vacuum (10−3 - 10−4 mbar).
Behind the nozzle a zone of silence forms, where the momentum of
the gas is uniform in magnitude and direction. In this zone, with
10 mm distance to the nozzle, a skimmer9 with 500 µm diameter is
placed to form a molecular beam (Pos. 3 in 3.7). A second skimmer
with 1 mm opening (Pos. 4 in 3.7) is put 30 mm further downstream
to create two differentially pumped stages. After passing the spec-
trometer, the molecular beam enters another differentially pumped
stage, serving as a beam dump through a 30 mm pinhole (Pos. 7
in 3.7). Thereby the ultra high vacuum (10−9 mbar) of the main
chamber can be maintained, even with constant gas flow into the
chamber. More information on the formation of molecular beams
via supersonic expansion can be found in [70, 71].

The final temperature of the molecular beam can be estimated with

Tf =
f + 2

2
Ti
S2 (3.3)

with the degrees of freedom f , the initial temperature Ti and the
speed ratio S, defined as

S =
vJet√

kBTi/m
. (3.4)

9Beam Dynamics, Inc
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Here, vJet is the velocity of the molecular beam, kB is the Boltzmann
constant and m the molecular mass. Because it is experimentally dif-
ficult to accurately determine the speed ratio S, we use an empirical
formula valid for small molecules [71] to get an estimation for the
final temperature of the molecular beam:

S = 5.4 · (0.75p0d)0.32 (3.5)

where p0 is the backing pressure of the target gas. With a typi-
cal backing pressure between 1-2 bar, this results in temperatures
around Tf =40 K for CF4 and Tf =10 K for argon. To allow for pre-
heating the sample, the nozzle and the tube connecting nozzle with
gas inlet can be heated independently via heating elements and PID
controllers. Additionally, a heatable bubbler can be used as gas inlet,
as was done for measuring water clusters, which will be discussed
in chapter 5.

a b

4
0

40°
0.63

1
0.2

0.05

Figure 3.9: Drawing of the nozzle design. (a) Side cut through the nozzle,
which is mounted on a swagelock connector. (b) Zoom into the nozzle ori-
fice with numerical values given in mm.

The nozzle used throughout the experiments in this thesis, is a
home-built conical and continuous nozzle with an opening of 50 µm
in diameter and an opening angle of 40◦ as shown in Figure 3.9.
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3.3.3 Data Processing

The signals from MCPs and Hexanode are decoupled from the de-
tector operating voltages with high-pass filters and are subsequently
amplified by a high-frequency amplifier10. The amplified signals are
transformed into NIM (Nuclear Instrument Methods) pulses via a
constant fraction divider11 (CFD), which allows for reliable signal
detection independent of its height (as long as its above a set thresh-
old). The NIM signals are then converted to digital signals by a time
to digital converter12 (TDC) and stored on a computer. The data is
stored in a list mode file (.lmf) format, in which all signals are stored
for each event separately. The following information is stored in the
data file:

• MCP time signal tMCP.

• Time difference between the two ends of each layer of the
delay-line anode. For the hexanodes used in this setup with
a signal and reference wire for each layer, this constitutes to
six signals for each detector: tsig

u , tsig
v , tsig

w , tre f
u , tref

v and tref
w .

• Trigger signal ttrig of the laser pulses from a photodiode in the
beamline (Pos. 3 in 3.2).

• Position of the delaystage.

• Number of recorded event, eventcounter.

Position and time-of-flight

The raw signals from the delay-line anode and MCP need to be con-
verted to a position and a time-of-flight of each particle in order to
calculate the momentum vectors. The time-of-flight is just the dif-
ference between the MCP time signals and the time of ionization
tionization = ttrig + t0:

10FAMP8c, RoentDek GmbH
11CFD8c, RoentDek GmbH
12TDC8HP, RoentDek GmbH
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ttof = tMCP − tionization = tMCP − ttrig − t0, (3.6)

where t0 is a constant time offset caused by the signal runtime in the
cables.

The position on the detector in the coordinate system of the hexan-
ode is calculated with

u = uscale · tu

v = vscale · tv

w = wscale · tw + Ow.

(3.7)

Here uscale, vscale and wscale are scaling factors connecting the time
differences in ns to a position in mm. Ow is a position offset of the w-
layer to ensure that the origin of all layers coincide. The coordinates
u, v and w can be converted to the Cartesian coordinate system via

Xuv = u, Yuv =
1√
3
(u− 2v)

Xuw = u, Yuw =
1√
3
(2w− u)

Xvw = v + w, Yvw =
1√
3
(w− v).

(3.8)

From the equations in (3.8) one notices the redundant information
due to the three layers of the hexanode. This enables reconstruction
of the position even if one layer fails.

Momentum Reconstruction

With the position and time-of-flight information of electrons and
ions, it is possible to reconstruct the three dimensional momentum
vector after photoionization for both particles. In order to do this it
is necessary to consider the forces acting on electrons and ions. This
requires accurate information of the electric and magnetic fields to
which the particles are exposed to.
The Lorentz force acting on a charged particle is

~FL = q(~ε +~v× ~B) (3.9)
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with the charge q, the velocity ~v, the electric field ~ε = [0, 0, εz] and
magnetic field ~B = [0, 0, Bz]. Since electric and magnetic field have
only a component along the z-direction (corresponding to the tof-
direction), equation (3.9) simplifies to

d~v
dt

=
q
m

 vyB
−vxB

ε

 , (3.10)

where m is the mass of the particle. Solving the Newtons equation
of motion for the x- and y-component yields following trajectories
(see [69] for detailed calculation)

x(t) =
m
Bq

[v0,x sin(
Bqt
m

) + v0,y(1− cos(
Bqt
m

))], (3.11)

y(t) =
m
Bq

[v0,y sin(
Bqt
m

)− v0,x(1− cos(
Bqt
m

))], (3.12)

Here, v0,x and v0,y are the initial velocities in x- and y-direction. Fur-
ther it is assumed that the starting point, i.e. the interaction region,
coincides with the origin. For a respective spectrometer length L and
the measured ttof, the initial momentum of the particles can then be
calculated with

px,0 = −Bq
2
(y +

x
tan(Bqttof/(2m))

), (3.13)

py,0 = −Bq
2
(x− y

tan(Bqttof/(2m))
). (3.14)

The electrons are following a circular motion in the xy-plane with
the gyration period Tgyr = 2πm/(Bq), while the ions are so heavy
that their x- and y-momentum simplifies to

pion
0,x = m

x
ttof

and pion
0,y = m

y
ttof

. (3.15)

An analytical solution for the z-momentum is very complex for more
than a single region (see [72] chapter 4.2). It is therefore better solved
numerically using the Newton method [73]. Assuming three electric
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field regions with lengths l1, l2 and l3 , the equation for the initial
momentum in z-direction is

p0,z

m
=− a1tto f + (1− a1

a2
)
√

2a1l1 + (
a1

a2
− a1

a3
)
√

2(a1l1 + a2l2)

(3.16)

+
a1

a3

√
2(a1l1 + a2l2 + a3l3). (3.17)

Here, an = qεn/m is the acceleration for each field region. For each
experiment the electric and magnetic field strengths were chosen
carefully to ensure highest resolution and detection efficiency in the
relevant region.

3.4 Data Analysis

In the initial processing step, the raw data in the list mode file format
is converted to a root file. Root is an analysis program, developed by
CERN (European Organization for Nuclear Research) and it is used
for further analysis of our data. In this first step, the signals from
delay-line anode and MCP are also converted to a position on the
detector and a time-of-flight for electrons and ions, as described in
chapter 3.3.3. The second step of the analysis, done in root, calcu-
lates the 3D momentum vectors and generates the RABBIT spectro-
grams. The third and last step of the analysis procedure deals with
the phase-extraction from the RABBIT spectrograms, which allows
for the determination of the photoionization time-delays. In the fol-
lowing section, the calibration methods for the first and second step
are outlined and the phase extraction of the RABBIT spectrograms
is explained.
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3.4.1 Calibration

Time Offset

The time offset t0 in equation (3.6) needs to be determined in order
to correctly calculate the time-of-flight of all particles. To do this it is
possible to use the gyration motion of the electrons in the magnetic
field. The trajectory of all electrons starts in the well defined interac-
tion region and after each multiple of the gyration period the trajec-
tory goes through this region again, in the plane orthogonal to the
magnetic field. These nodes in the electron trajectories can clearly
be seen in Figure 3.10, which plots electron time-of-flight versus the
radial position on the electron detector. Because the first node is, by
definition, at time zero, an extrapolation of the gyration period gives
the time offset t0 in equation (3.6).

Hexanode

To convert the time signals from the delay-line anode to a position
on the detector, the scaling factors and position offset of the third
layer in equation (3.7) need to be determined. The scaling factors are
dependent on the signal velocity and length of the wires. A rough
estimate is given by the manufacturer13 and the exact relative values
are further optimized by an automatized algorithm [74], which also
gives the offset Ow of the w-layer.

Magnetic Field

The magnetic field value B can be determined via the gyration pe-
riod of the electron trajectories

Tgyr =
2πme

Be
, (3.18)

where me is the mass and e the charge of an electron. The gyration
period is the distance between two nodes in Figure 3.10. This plot
can be generated for any magnetic field values if the electric field is

13RoentDek GmbH
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set low enough so that the spread in time-of-flight contains at least
two nodes. For a typical measurement the electric field is chosen to
have the whole electron distribution either between two nodes or to
be centered around a single node14.
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Figure 3.10: Radial electron position on the MCP detector versus their time-
of-flight. The magnetic field can be determined by the distance of the nodes
in the spectrum, which gives the gyration period Tgyr for the orbital trajec-
tories of the electrons.

Electric Field

The electric field can be calibrated by centering the momentum dis-
tribution around the origin of the coordinate system. A correct value
for the electric field results in a symmetric electron energy distribu-
tion in the polar angle θ and azimuthal angle ϕ, as shown in Figure
3.11.

Momentum Scaling Factors

In the calculation of electron and ion momentum in 3.3.3, it is as-
sumed that the magnetic and electric fields are homogeneous. Un-
fortunately this is not exactly the case, due to small field distortions

14The highest resolution is at tof values in between two nodes, while at the nodes
all information is lost.
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Figure 3.11: Electron energy versus different angles in the spherical coor-
dinate system for ionization of argon with XUV and weak IR. (a)-(c) Polar
angle θ for zenith directions along x-, y- and z-axis respectively. (d)-(f) Az-
imuthal angle ϕ in the plane spanned by y- and z-axis, x- and z-axis and x-
and y-axis respectively. The mainband peaks 11-15 are labeled in yellow.

from the high electric fields used in the MCP’s and other disturbing
electric and magnetic fields from laboratory equipment in the vicin-
ity of the spectrometer. The effect of field inhomogeneities can be
corrected to a good degree by linear scaling factors for the final mo-
mentum. The scaling factors are chosen, so that the final energy of
electrons and ions is constant as a function of polar and azimuthal
angle of the emission direction. Figure 3.11 shows plots of electron
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energy as a function of different angles in the spherical coordinate
system. The energy calibration is done by ionization of a reference
gas with a well known ionization potential (e.g. argon) with a comb
of XUV pulses with known photon energies. Due to the energy con-
servation in 2.2, we then also know the kinetic energies of the pho-
toelectrons and a scaling factor for the absolute momentum can be
adjusted to fit the expected energy values.

3.4.2 RABBIT

The final step in the analysis procedure deals with the phase extrac-
tion of the RABBIT spectrograms. To compare the photoionization
time-delays for different target species or other parameters (such as
emission angle, molecular orientation, KER, etc.), a RABBIT spec-
trogram for each condition is generated and treated separately in
the subsequent analysis. This selection of specific event conditions
is called gating and is possible, because each event is recorded in-
dividually with its full 3D momentum vector for both electron and
ion.

The gating procedure sets specific conditions for events that con-
stitute a RABBIT spectrogram. Such conditions can be set on the
ion mass-over-charge ratio, specific kinetic energy release (KER) of
a molecular fragmentation, molecular orientation (only in fragmen-
tation channel), electron emission direction (in molecular and labo-
ratory frame) and more. Figure 3.12 shows an example of three dif-
ferent RABBIT spectrograms obtained from a single measurement.

Phase Extraction

As described in detail in chapter 2.3, to get photoionization time-
delays, it is necessary to extract the sideband phases from the RAB-
BIT spectrogram. This can be done by fitting a function of the form
ISB = A + B cos(2ω0τ − ϕ) to the sideband intensity described by
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Figure 3.12: RABBIT spectrograms from a single measurement on an Ar-CF4
gas mixture for different gating conditions. (a) Ar+ and electron emission
angle of θLab=0-18◦ and θLab=162-180◦ with respect to the XUV polariza-
tion. (b) CF+3 and electron emission angle of θLab=0-18◦ and θLab=162-180◦

with respect to the XUV polarization. (c) CF+3 and electron emission an-
gle of θMol=155-180◦ with respect to the molecular dissociation (recoil) axis,
where 0◦ points along the CF+3 momentum vector. The linear false color
scale shows the normalized counts.

equation 2.34, with fit parameters A, B and ϕ. This approach is the
most straightforward and very successful for atomic and molecu-
lar spectra without spectral overlap [16, 17, 28, 75, 76]. However,
the experiments discussed in this thesis mostly deal with molecular
species that have significant spectral overlap in the electron energy.
To extract phases from those RABBIT spectrograms we therefore use
a complex-valued principal components analysis (or complex fit) [33],
which has previously been used to extract phases from congested
RABBIT spectrograms [25, 26, 32].

Complex Fit

The complex fit method, used throughout the work presented in this
thesis, is based on the detailed description in [33]. In the first step
we fit the static XUV-only electron spectrum using a set of Gaussians
in order to get the relative XUV spectral intensities, cross sections
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and spectral widths of the states involved. These parameters are
then used in the second step, which consists of extending the fit to
the one-dimensional energy spectrum of the XUV+IR electron spec-
trum by adding a set of Gaussians accounting for sidebands. For
this, the time-resolved RABBIT spectrum is integrated over the de-
lay axis. As a result, one obtains Gaussian fit parameters for each
main- and sideband peak of the electronic states involved. Next, a
Fast-Fourier Transformation (FFT) is done line by line on the photo-
electron spectrum along the time-delay axis. The obtained band in
the complex-valued FFT at the 2ω angular frequency component, is
fitted by multiplying each Gaussian obtained in the XUV+IR fit with
a complex-valued amplitude ezj :

Ifit(E) = ∑
j

pj(E)ezj = ∑
j

eaj pj(E)︸ ︷︷ ︸
Aj(E)

eibj . (3.19)

Here, pj(E) is the Gaussian fit for the photoelectron band j, Aj(E)
is the Fourier amplitude related to the oscillation amplitude and bj
constitutes a phase value for each band j. An example of the com-
plex fit procedure is shown in Figure 3.13.
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Figure 3.13: (a) RABBIT spectrogram of H2O. (b) Gaussian fits on XUV+IR
electron energy spectrum of H2O. The inlet indicates the main- and side-
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Transformation of the RABBIT spectrogram shown in (a) (circles) and the
amplitude of the complex fit (line). (d) Phase at 2ω of the same Fourier
Transformation (circles) and the phase of the complex fit (line).
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Chapter 4

Molecular-Frame-
Resolved Photoionization
Time Delays

Photoionization time delays are commonly treated in an angularly
averaged fashion and only recently there has been growing interest
to investigate the angular dependence of the ionization time delays
in atoms with few experimental [17, 18, 20, 77] and theoretical [59,
77–80] studies focused on rare gases.
In molecules the angular dependence of ionization time delays is
two-fold, since there is the angular dependence in the laboratory
frame (i.e. with respect to the XUV polarization) and the angular
dependence in the molecular frame (i.e. with respect to a specific
molecular axis) [43]. The latter has, so far, only been examined very
little due to the experimental challenges involved when aligning a
molecule [27]. There are two possibilities to investigate ionization
time delays in the molecular frame of a molecule. One is to align
the molecule before it is ionized and the other is to detect the ori-
entation of the molecule at the moment of ionization, which allows
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post-selection of aligned molecules. The first is limited to polarized
molecules [81] and requires the use of an additional synchronized
laser pulse, while the latter is limited to the fragmentation channels
of molecules satisfying the axial-recoil approximation 1 and it re-
quires the detection of electrons and ions in coincidence.
So far, the only experimental investigation of ionization time delays
in the molecular frame has been in 2018 by Vos and co-workers,
where they used the electron-ion coincidence technique to mea-
sure stereo time-delays of CO [27], i.e. the left-right asymmetry
of the photoionization delay, an experiment theoretically proposed
by Chacon et al. [82]. There are, however, increasing theoretical
efforts to understand the molecular-frame angular dependence of
photoionization time delays [41, 43, 82, 83].
In this chapter the fully angular-resolved ionization time delays in
the recoil frame of CF4 are presented and discussed, significantly
advancing the complexity of the target molecule and achieving de-
tailed angular resolution (as opposed to left-right) for the first time.
CF4 has been chosen due to its prevalent fragmentation channel,
resulting in CF+

3 + F and for the presence of multiple shape reso-
nances that are responsible for a pronounced angular structure in
the RFPADs (Recoil-Frame Photoelectron Angular Distribution) [84]
and make it a particularly interesting molecule to study the angular-
resolved photoionization dynamics.

1The axial-recoil approximation is valid when the dissociation is fast compared to
the molecular rotation. In a two-body breakup, the emission direction of the ion then
coincides with the molecular axis.

50



Details about the publication printed in this chapter are listed below.
Text and figures are as in the original publication. Only the style of
text, figures and equations has been adapted to match the style used
in this thesis. Further the numbering of figures and equations has
been changed to match the numbering used throughout the thesis.
The same is true for the reference list, which has been included into
the reference list at the end of the thesis. The supplementary mate-
rial, which is part of the original publication, is printed in Appendix
A of this thesis.

Title: Attosecond Interferometry of Shape Resonances
in the Recoil Frame of CF4

Journal: Science Advances (2021), in press
License: Creative Commons BY

51

https://creativecommons.org/licenses/by/4.0/


52



4.1. Attosecond Interferometry of Shape Resonances in the Recoil
Frame of CF4

4.1 Attosecond Interferometry of Shape Res-
onances in the Recoil Frame of CF4

Saijoscha Heck,1 Denitsa Baykusheva,2† Meng Han,1 Jia-Bao Ji,1

Conaill Perry,1 Xiaochun Gong1,3 and Hans Jakob Wörner1†

1 Laboratorium für Physikalische Chemie, ETH Zürich, 8093 Zürich,
Switzerland,
2 Department of Physics, Harvard University, Cambridge, Mas-
sachusetts 02138, USA
3 State Key Laboratory of Precision Spectroscopy, East China Nor-
mal University, Shanghai, China
† E-mail: dbaykusheva@g.harvard.edu, hwoerner@ethz.ch.

Shape resonances play a central role in many areas of science,
ranging from nuclear reactions over ultracold chemistry to DNA
lesions induced by slow electrons. The real-time measurement
of the associated many-body dynamics poses major challenges
to the latest techniques of ultrafast science. Here, we present a
direct measurement of recoil-frame angle-resolved photoioniza-
tion delays (RAPIDs) in the vicinity of several shape resonances
of CF4 in combination with full electronic-state resolution. We
apply this technique to obtain fundamental new insights into
the spatio-temporal photoionization dynamics of molecular shape
resonances. We find delays of up to ∼600 as in the HOMO chan-
nel with a strong dependence on the emission direction and a pro-
nounced asymmetry along the dissociation axis. Comparison with
quantum-scattering calculations traces the asymmetries to the in-
terference of a small subset of partial waves at the low kinetic en-
ergies of the resonances and additionally by the interference of
two overlapping shape resonances in the HOMO-1 channel. With
increasing energy the time delays become symmetric as a conse-
quence of a larger number of contributing partial waves. Our ex-
perimental and theoretical results establish a broadly applicable
approach to space-time-resolved photoionization dynamics in the
molecular frame.
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Introduction

Shape resonances are quasi-bound states of matter created by the
presence of a potential-energy barrier. They play a crucial role in
nuclear reactions [85], in cold and ultracold chemistry [86, 87], the
existence of exotic ultralong-range molecules [88, 89] and scatter-
ing of low-energy electrons with molecules [90, 91]. They are also
relevant for understanding dissociative electron attachment, which
dominates radiation damage of DNA in aqueous solution [92–94].
In all of these cases, the presence of a potential barrier allows for
an extended interaction time between the two unbound particles,
which considerably impacts the outcome of the reaction. Most of
these interaction times are ultrashort, ranging from femtoseconds
in electron attachment to well below one attosecond in nuclear re-
actions [95]. Hence, a real-time study of the associated many-body
dynamics lies at the frontier of present-day capabilities.

A particularly interesting class of shape resonances arises in the con-
text of molecular photoionization. They are created by the combina-
tion of the short-range, Coulomb and centrifugal potentials [38] and
are therefore sensitive to subtle electron-correlation effects. Follow-
ing photoabsorption, the electron can be trapped in a shape reso-
nance until it tunnels through the associated potential barrier. The
lifetime and the energy at which the resonance occurs are a finger-
print of the underlying multi-electron dynamics. Shape resonances
have so far mainly been identified as local maxima in photoioniza-
tion cross sections, and/or rapid variations in the asymmetry pa-
rameter [38], but their definitive identification and characterization
has remained challenging [96, 97]. With the advent of attosecond
science, time-domain access to shape resonances has become possi-
ble [29, 76, 98, 99], but a state- and angle-resolved characterization
of these time delays has so far not been achieved.

In this work we demonstrate an experimental method that, for the
first time, completely resolves the attosecond photoionization dy-
namics of non-linear molecules in their recoil frame and the final
states of the cation. Our technique thereby simultaneously reveals
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Figure 4.1: Experimental Overview (a) Potential-energy curves of the rele-
vant states of CF+4 as a function of the C-F bond length. The state labelling is
according to C3v symmetry of the final state and Td symmetry of the ionized
orbital. The energy scale was chosen to reflect the experimental vertical ion-
ization energies. Details of the calculations are given in the SM, Section 1.5.
(b) Sketch of the experimental setup. The ionic fragments and emitted pho-
toelectrons are measured in coincidence as a function of the XUV-IR delay.
The XUV APT is spectrally characterized via an online soft-X-ray spectrom-
eter. (c) RABBIT spectrogram of CF4 for θ = 0 − 18◦. (d) Photoelectron
spectrum of CF4 created by the APT. The photoelectron bands of the three
energetically accessible states are fitted according to their partial cross sec-
tions and relative XUV intensities using sums of Gaussians.
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the temporal and the angular manifestations of shape resonances
in CF4 and provides unprecedented information on their photoion-
ization dynamics. Our experimental approach is based on attosec-
ond interferometry, also known as RABBIT (Reconstruction of At-
tosecond Beating By Interference of Two-photon transitions) [60,
100, 101] in combination with an electron-ion coincident 3D momen-
tum imaging detection scheme (COLTRIMS) [64, 65], as recently ap-
plied to atoms and linear molecules [27, 102–105]. This combina-
tion of techniques makes it possible to access ionization time delays
in the molecular frame of a molecule. Previous work on CO [27]
has been limited to a left-right asymmetry, previously called ”stereo”
time delay [82]. Accessing photoionization dynamics in the molec-
ular frame can give detailed insight into the ionization process of
molecules and has drawn recent theoretical interest [82, 83, 98, 106].
In contrast to prior work, we achieved full angular- and final-state
resolution for the first time.

In RABBIT measurements the amplitude of the sideband oscillates
as a function of the time delay τ between IR and extreme-ultraviolet
(XUV) pulses as

ISB = A + B ∗ cos(2ωIRτ −ΦXUV −ΦMol), (4.1)

where A and B are constants, ωIR is the IR probe frequency, ΦXUV
is spectral phase of the attosecond pulse train (APT, containing the
attochirp) and ΦMol is the molecule-specific phase term. In our ex-
periments, described in more detail in the materials and methods
section, the XUV and IR fields are focused into a molecular beam as
shown in Fig. 4.1 b. Using argon and CF4 in a gas mixture allows us
to reference the extracted photoionization time delays of CF4 against
the time delays in argon, which eliminates the contribution of the
attochirp and minimizes the influence of the continuum-continuum
delays due to the similar ionization potentials.

Upon ionization, CF4 dissociates into CF+
3 and F, which lowers the

initial Td symmetry to C3v. The time scale of this dissociation has
been recently determined to be only 40 fs [58], which is considerably
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faster than the rotational period of the molecule [107, 108]. As a con-
sequence, the momentum vector of CF+

3 is, in excellent approxima-
tion, oriented parallel to the C-F axis in the molecular frame (axial-
recoil approximation) as illustrated in the top panel of Fig. 4.3. This
leads to a highly accurate determination of the electron-emission di-
rection with respect to the dissociating C-F axis in the recoil frame.
By detecting the full 3D momentum vector of the ion in coincidence
with the 3D momentum vector of the electron, we are therefore able
to analyze attosecond photoelectron spectra (RABBIT traces) and ex-
tract photoionization time delays for specific electron emission an-
gles θ in the recoil frame.

One of the main challenges in extracting photoionization time
delays from molecular spectra is the spectral congestion that is
caused by the broad bandwidth of XUV-APTs in combination with
broad photoelectron spectra. We solved this problem by using the
complex-valued principal-component analysis (CVPCA) [33]. A de-
scription of this analysis method is given in the materials and meth-
ods section. The experimental results are supported by ab-initio
quantum-scattering calculations of the RABBIT time delays that are
angle dependent, both in the laboratory frame as well as in the
molecular frame (see methods and Appendix A for more details).

Results and Discussion

In a first step, we investigate the shape resonance found in the vicin-
ity of the electronic ground state of CF+

4 , where we find a pho-
toionization time delay of up to ∼600 as, relative to argon, which
is caused by the resonance. Next, we investigate the time delay in
the recoil frame of CF4, where we find a pronounced asymmetry in
the delays for low kinetic energies. The ionization potentials of the
four outer-valence orbitals of CF4 (...3t6

2 1e4 4t6
2 1t6

1) are 22.12, 18.50,
17.49 and 16.20 eV, respectively [109, 110]. Photoionization from one
of these orbitals results in CF+

4 in the states C̃2T2, B̃2E, Ã2T2 or X̃2T1.
None of these CF+

4 states are stable. The C̃ state dissociates into CF+
2

+ F2 and CF+
2 + F + F, whilst the B̃, Ã and X̃ states dissociate into
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CF+
3 + F [111, 112]. Due to the prominence of the latter two states

in the photoelectron spectrum, we focus exclusively on the Ã and X̃
states, the potential-energy surfaces of which are shown in Fig. 4.1 a.
We did not observe any CF+

2 in our ion mass spectra.

The photoionization cross section of the 1t1 orbital has a prominent
maximum in the 1t1 → kt2 (where k indicates a continuum state)
channel around 2.5 eV (see blue curve in Fig. 4.2 a), which corre-
sponds to the energy of an electron from sideband 12. This overlap
in the energy makes this particular sideband perfectly suited to in-
vestigate the signatures of the shape resonance. At this point we
note that the exact energy of the resonance is debated in the litera-
ture [108, 113], but our theoretical results and experimental obser-
vation (see Fig. 4.1d) are consistent with those reported by Carlson
et al. [113] and Larsen et al. [108] that suggest that the photoion-
ization cross section is enhanced below 3 eV due to the influence
of the shape resonance. The results are shown in Fig. 4.2a, where
the ionization delays of the CF4 1t1 channel referenced to the de-
lay of the 3p electron in argon are shown as a function of the elec-
tron kinetic energy. Argon was chosen due to its similar ioniza-
tion potential (15.76 eV [114]) to the X̃ state of CF+

4 , which leads
to a near-cancellation of the continuum-continuum contribution τcc
to the measured delays, because τcc only depends on the electron-
kinetic energy [59, 98]. In our calculations we account for the small
difference in ionization potentials by referencing CF4 electrons with
energy ECF4

kin to argon electrons with energy EAr
kin = ECF4

kin + ICF4
p -IAr

p

(where ICF4
p refers to either HOMO and HOMO-1). All delays shown

throughout this manuscript, both experimental and theoretical, are
referenced to the argon delays with electron emission parallel to the
XUV polarization direction.

For channel 1t1, a delay of 614 (±190) as is observed at the energy
of the shape resonance, which is significantly larger than any pre-
viously measured time delays, even in the presence of shape reso-
nances [29, 76, 99]. In Fig. 4.2 c we show the wavefunctions of the
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Figure 4.2: Laboratory-Frame Ionization Delays and Shape Resonances.
Photoionization delays of the (a) 1t1 channel and (b) 4t2 channel. Black
filled circles show the experimental values, the black solid line shows the
calculated RABBIT delays, including the cc-contribution (see section Mate-
rials and Methods for detailed information), the blue solid line is the to-
tal cross section including all symmetries and the blue dashed lines are
the symmetry-resolved cross sections for t2 and a1. All cross sections are
calculated within the same theoretical framework as the delays. Both ex-
perimental and theoretical delays are for electrons emitted 0-18◦ with re-
spect to the XUV polarization and are referenced to argon using the same
angular integration range. The error bars show the standard deviation of
the delays extracted from multiple data sets. (c) Three-dimensional or-
bital wavefunctions for the 1t1 HOMO (left) and the t2 dipole-prepared
wavefunction at the resonance energy (right). The electric field vector of
the dipole transition was chosen to lie along one of the C-F bonds, thus
creating a superposition of all three degenerate wavefunction components

1/
√

3(1t(x)
1 + 1t(y)1 + 1t(z)1 ). (d) Same as (c), but for 4t2 HOMO-1 and its

dipole-prepared resonant a1 wavefunction. Contour levels used are: 0.8,
0.7, 0.35, 0.15 and 0.09. Alternative versions of (c) and (d) using different
contour-level values are shown in Fig. A16.
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bound orbitals, as well as those of the t2 photoionization continuum
at resonance (the calculation procedure is described in Appendix A).
It is evident that the continuum wavefunction has a local maximum
at the position of the carbon atom, which is a signature of the cage
effect [115]. It additionally has sizable amplitudes on each of the
fluorine atoms, which is a necessary condition for being optically
accessible from the 1t1 orbital that has no wavefunction amplitude
on the carbon atom. This shape resonance is thus truly molecular
in character and bears little resemblance to the typical atomic shape
resonances arising solely from potential barriers induced by the cen-
trifugal term. The continuum part of the wavefunction is not visible
in the plots, due its lower amplitude. A different version of the plots,
with a lower iso-contour threshold and hence more visible contin-
uum parts of the wavefunction is shown in Fig. A16 The measured
and calculated RABBIT delays agree well with the calculated life-
time of the shape resonance (650 as, see Table A1). This agreement
is, however, fortuitous because the choice of a larger angular inte-
gration range leads to smaller RABBIT delays (210 as for complete
angular averaging). Generally it is difficult to find a simple rela-
tionship between RABBIT delays and resonance lifetimes. A pos-
sible reason for this is the interference between resonant and non-
resonant photoionization channels (in the sense of a Fano treatment)
[116]. In cases where the non-resonant contributions are not negligi-
ble (as is the case in CF4, see Figs. A8-A9), the Wigner delays deviate
from the resonance lifetimes. This is the case because the phase of
the photoionization matrix elements is affected by the interference
between resonant and non-resonant contributions, which leads to
time delays that can significantly deviate from the lifetime of the
shape resonance.

The 4t2 channel has two overlapping shape resonances with sym-
metries t2 and a1 and partial cross sections shown in Fig. 4.2 b. Ex-
perimentally, we measured a delay of 107 (±71) as close to reso-
nance and negative delays of -57 (±27) as for energies below and
-79 (±160) as above the resonances. In Fig. 4.2 d we show the 4t2 or-
bital and the a1 continuum wave function at the energy of the corre-
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sponding shape resonance. The transition to the t2 shape resonance
is shown in Fig. A15. Both shape resonances in the 4t2 channel also
have a local maximum at the position of the carbon atom, as well as
amplitude on the fluorine atoms. They also display a strong molec-
ular character and the characteristic signatures of the cage effect.

Our RABBIT calculations agree very well with the experiment for
both HOMO and HOMO-1 with the exception of the very low ki-
netic energy (1.3 eV) of sideband 12 of the HOMO-1. This energy
cannot be accessed by our RABBIT calculation, because the absorp-
tion pathway would go through negative kinetic energies. Experi-
mentally this is achieved by populating high-lying autoionizing Ry-
dberg resonances below the 4t2 threshold. A decrease towards neg-
ative delays for very low electron energies is nevertheless correctly
described and overall we find excellent agreement between theory
and experiment, which is remarkable for this low-energy range.

Next we look into the Recoil-frame Angle-resolved PhotoIonization
Delays (RAPIDs), where we extract the photoionization time delays
for specific electron-emission directions relative to the dissociation
axis of CF+

4 being parallel to the XUV polarization, as illustrated in
Fig. 4.3. Since CF+

3 remains intact, we cannot access the absolute ori-
entation of CF+

3 about that axis. In our calculations this is accounted
for by isotropically averaging over the azimuthal angle φ. This ap-
proach has previously been successfully applied to the dissociative
ionization of CF4 [108, 117] and resulted in very precise RFPADs
(Recoil Frame Photoelectron Angular Distributions).

Figure 4.3 shows the RAPIDs for sidebands 12, 14 and 16 of the 1t1
channel. The most striking feature is the asymmetry of the ioniza-
tion delays along the dissociation axis with the delay being 250 as
larger for the electron emitted along the CF+

3 direction in sideband
12 (Fig. 4.3 a). Interestingly, this asymmetry changes direction for
higher electron energies, i.e. at sideband 14 where the delay is
∼40 as larger for electrons emitted in the direction of the neutral
fluorine fragment (Fig. 4.3 b). For the even higher electron energies
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Figure 4.3: Recoil-Frame Angle-Resolved Photoionization Delays of 1t1.
Photoionization delays of the 1t1 (HOMO) channel (relative to argon)
shown in the recoil frame of CF4. Experimental data (filled circles) is shown
together with the calculated RABBIT delays, including all symmetries, par-
tial waves and cc-contribution (thick line), in (a) for sideband 12, (b) side-
band 14, and (c) sideband 16. Kinetic energies pertain to CF4 electrons. A
dashed circle is drawn into the plots to guide the eye. (d), (e) and (f) show
the theoretical RABBIT delays relative to argon for the partial-wave combi-
nations of l=2,3 (dot-dashed), l=1-3 (dashed), l=1-4 (thin line, only in f) for
the t2 continuum symmetry. For the partial-wave resolved delays, shown
in d-e, the cc-contribution and the argon reference delays are omitted. The
schematic drawing of a CF4 molecule visualizes the relevant angles. θ is
plotted in the polar plots and φ is averaged over, both in experiment and in
theory. In all cases the molecular dissociation axis is chosen parallel to the
XUV polarization. All plots are mirrored vertically and error bars show the
standard deviation of the delays extracted from multiple data sets. More in-
formation on the error analysis and the theoretical calculations is presented
in the material and methods section.
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of sideband 16, the asymmetry becomes even smaller in the exper-
iment and the delays for emission along the molecular dissociation
axis is almost symmetric (Fig. 4.3 c).

These results are qualitatively reproduced in our calculations and
can be explained by a partial-wave decomposition of the RABBIT
delays. The asymmetry is caused by the interfering contributions
of several partial waves at the resonance. At the resonant energy,
the contributions of partial waves with l=2 and l=3 are enhanced
(Fig. A8), which causes the RAPID to be dominated by only those
two partial waves (Fig. 4.3 d). The interference of two partial waves
of opposite parity is known to cause maximal asymmetries in the
photoelectron angular distributions [118], which is also true in MF-
PADs. Our calculations show that such asymmetries also appear
in the RAPIDs. The lack of quantitative agreement highlights the
difficulty of electron-molecule scattering calculations at low kinetic
energies, in particular in the presence of resonances. It is indeed
mainly the sum of those two partial waves, which causes the strong
asymmetry observed, as can be seen in Fig. 4.3 d. In this case the
photoionization dipole matrix element experiences a sign change
as a function of energy, which is responsible for a phase shift and
results in an inversion of the delay asymmetry from sideband 12
(Fig. 4.3 a/d) to sideband 14 (Fig. 4.3 b/e). Adding more partial
waves suppresses the delay asymmetry, yielding almost isotropic
delays at the highest sideband resolved in the experiment (SB16)
shown in Fig. 4.3 c. Interestingly, the shape of the RABBIT delays
in Fig. 4.3 e and 4.3 f are qualitatively very similar, which is a conse-
quence of partial waves contributing with equal weights at energies
above the resonance. The energy-dependent asymmetry observed
in the RAPIDs must therefore be a final-state effect, as opposed to
the interpretation of the stereo time delays in CO [27], which was
based on a pure initial-state effect.

A similar behavior is observed in the RAPIDs of the 4t2 channel,
shown in Fig. 4.4, where the ionization-delay asymmetry between
the CF+

3 and F direction is 105 as in sideband 12 and 160 as in side-
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Figure 4.4: Recoil-Frame Angle-Resolved Photoionization Delays of 4t2.
Photoionization delays of the 4t2 channel referenced to argon shown in (a)
for sideband 12, (b) sideband 14 and (c) sideband 16. Kinetic energies given
are for CF4 electrons. A dashed circle is drawn into the plots to guide the
eye. The filled circles represent the experimental data and the solid line the
calculated RABBIT delays, including all symmetries, partial waves as well
as the cc-contribution. (d), (e) and (f) show the coherent (dot-dashed) and
incoherent (dashed) sum of RABBIT delays of continuum symmetries a1
and t2 restricted to the contributions of partial waves l=0-4. For the partial-
wave resolved delays, shown in d-e, the cc-contribution and the argon ref-
erence delays are omitted. In both experiment and theory the molecular
dissociation axis is parallel to the XUV polarization. All plots are mirrored
vertically. Note that the RABBIT calculation is not defined for (a), due to the
low energy. For this reason an energy of 1.55 eV was chosen for (d).
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band 14 (larger delays towards the CF+
3 fragment) before it becomes

symmetric in sideband 16. The 4t2 channel is particularly interesting
to study because it contains two overlapping shape resonances of
different continuum symmetries, i.e. a1 and t2. The two resonances
are close in energy, couple to the same total final-state symmetry and
show strong intra-channel coupling as identified in RFPAD mea-
surements [108]. The two resonances have different partial-wave
contributions as shown in Fig. A9, with the main contributions for
symmetry a1 being l=0, 3 and 4, while for symmetry t2 it is l=1, 2
and 3. Qualitatively the asymmetry in the RAPID of sideband 12 can
be described by a single-channel calculation for a1 symmetry using
only the dominant partial waves l=0, 3 and 4 (see Fig. A9). This is
not the case for sideband 14 with an electron energy of Ekin=4.4 eV
just on the resonance. Neither single-channel calculations for a1 or
t2 are able to qualitatively reproduce the experimental RAPID. Even
the full RABBIT calculation including all partial waves and symme-
tries (Fig. 4.4 b) does not result in perfect agreement, since the peaks
at θ=60◦ and θ=120◦ are reproduced, but the local maximum at θ=0◦

is not. This result highlights the pronounced sensitivity of RAPIDs
to the finest details of the photoionization dynamics. Whereas the
agreement of the calculated laboratory-frame delay at SB14 with ex-
periment is excellent (Fig. 4.2 b) the deviation in the angle-resolved
delays amounts to more than 600 as. Interestingly, a discrepancy be-
tween experiment and theory close to θ=0◦ is also visible in the RF-
PADs recorded in the immediate vicinity of SB14 (Ekin = 4.3 eV, see
Fig. A6 c). Notably, our calculations agree almost perfectly with the
RFPAD calculations including channel coupling [108], but neither
of the calculations reproduces the local maximum of the RFPAD in
the vicinity of θ=0◦. In an attempt to go beyond the fixed nuclei ap-
proximation, we also varied the C-F bond lengths within the Franck-
Condon region, which, however, did not result in better agreement.
Since both RFPADs and RAPIDs are sensitive to the amplitudes and
phases of the photoionization matrix elements, the observed dis-
crepancies suggest that the accuracy of molecular photoionization
calculations needs to be improved further and that RAPIDs are a
particularly sensitive benchmark for such work.
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For higher energies of sideband 16 (Ekin=7.5 eV), the agreement be-
tween RABBIT delays and experiment is again quite good. The de-
lays are almost symmetric with respect to emission along the disso-
ciation axis, which is a result of the contribution of multiple partial
waves, similar to the case of the HOMO channel. A striking feature
unique to the RAPIDs of HOMO-1 are the pronounced local maxima
at θ=60◦ and θ=120◦, particularly obvious in the complete calcula-
tion shown in Fig. 4.4 b. Those ”ears” are a direct result of the inter-
ference between the two shape resonances of different symmetries
and only appear clearly when adding both symmetries coherently.
This is shown in Fig. 4.4 d-e through a comparison of the incoherent
and coherent sums of symmetries a1 and t2.

In conclusion, we have reported the first angle- and state-resolved
measurements of molecular photoionization delays. We have ap-
plied this new capability to characterize the photoionization dy-
namics of CF4 in the vicinity of several shape resonances. In the
case of the HOMO channel we measured time delays of up to
614 as caused by electron trapping enhanced by a molecular cage
effect. In the case of the HOMO-1 channel we have additionally
identified the effects of the interference between two shape reso-
nances of different continuum symmetries on the molecular-frame-
resolved photoionization delays. The highly structured and asym-
metric time delays in the recoil frame of the molecule and in the
vicinity of the shape resonances are qualitatively reproduced by our
first-principles quantum-scattering calculations. They are explained
in terms of a partial-wave analysis, tracing the reason for the asym-
metry to the dominant contribution of only 2-3 partial waves at the
resonances. The good overall agreement of experiment and theory,
combined with the notable disagreement close to the overlapping
shape resonances in the HOMO-1 channel, demonstrates the sensi-
tivity of RAPIDs to the finest details of molecular photoionization
dynamics and therefore their considerable potential as benchmarks
for future theory developments. These results establish RAPIDs as
a sensitive observable for characterizing multi-electron attosecond
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dynamics in molecules and improving the description of electron
correlation in theoretical methods. The demonstrated experimental
and theoretical methods can be readily extended to more complex
molecular systems, including e.g. nucleoside anions, which could be
used to time resolve the attosecond dynamics underlying dissocia-
tive electron attachment and the resulting DNA strand breaks that
mediate radiation damage.

Materials and Methods

Attosecond Pulse Generation

The optical setup consists of a regeneratively amplified Titanium-
Sapphire laser system which delivers 1.2 mJ pulses at 5 kHz repeti-
tion rate with a pulse duration of 35 fs (FWHM) and a central wave-
length of 800 nm. The laser beam is divided into two pathways with
a 70:30 beam splitter, where the more intense part is focused into
xenon gas for high-harmonic generation (HHG), resulting in odd
harmonics up to 17th order (=̂26.3 eV). After the HHG cell, a 100-
nm thick metallic filter (either aluminum or tin) is placed in front
of a nickel-coated toroidal mirror (f=50 cm) to eliminate any resid-
ual IR in the XUV path. The less intense part of the initial beam is
recombined with the XUV pulse after the toroidal mirror to consti-
tute a Mach-Zehnder interferometer. The path-length difference is
controlled by a piezoelectric motor (PI, resolution 0.1 nm). The rela-
tive delay between the IR and XUV pulses is actively stabilized in an
interferometric approach using a frequency-stabilized helium-neon
laser coupled into the XUV-IR Mach-Zehnder interferometer [119],
resulting in a time jitter ranging from 40 to 60 as.
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Coincidence Spectrometer

The phase-locked XUV and IR pulses are co-linearly focused into a
supersonic gas-jet in a COLTRIMS (COLd Target Recoil Ion Momen-
tum Spectroscopy) spectrometer [64, 65], where the electrons and
ions are guided by a weak homogeneous electric field (1-3 V/cm)
onto two opposite position- and time-of-flight sensitive detectors.
A homogeneous magnetic field (4.2-5.9 Gauss) is additionally ap-
plied via a pair of Helmholtz coils, which is tilted to compensate for
the earth magnetic field. Each detector consists out of two 75-mm
diameter micro-channel plates (Photonis) in Chevron configuration
in combination with a three-layer delay-line anode (HEX) with a
crossing angle of 60 degrees between the adjacent layers and an ac-
tive radius of 40 mm (RoentDek). The spectrometer for the electron
side consists of a 70-mm extraction region, followed by a 140-mm
electric-field-free region. On the ion side the length of the extrac-
tion region is 40 mm. Using COLTRIMS we gain access to the full
three-dimensional momentum vectors of ions and electrons in 4π

solid angle. To ensure coincidence detection of ions and electrons
the maximum ion count rate was set to 0.3 counts per laser shot.
The Ar-CF4 gas mixture is supersonically expanded into the vacuum
chamber through a 50-µm diameter nozzle with a backing pressure
of 1 bar. Two conical skimmers are located 10 mm and 30 mm be-
hind the nozzle with a orifices of 500 µm and 1 mm respectively, as
a part of a differential-pumping scheme. The supersonic gas jet is
captured by a differentially pumped beam dump after crossing the
spectrometer.

Data Analysis

Ten data sets of CF4-Ar gas mixtures were measured, partially un-
der different experimental conditions to optimize the data quality at
the low- and high-energy ranges. Parameters that were varied are
the HHG phase-matching conditions, such as the xenon gas pres-
sure and the IR intensity, the metallic filter (either Al or Sn), the elec-
tric extraction field in the COLTRIMS as well as the magnetic field.
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The data were then analyzed for argon and CF4 separately, using
a complex-valued principal components analysis (CVPCA), which
has been introduced in Jordan et al. [33] and since then successfully
used to extract phases in spectrally congested time-resolved electron
spectra [25, 26, 120]. The CVPCA is implemented as follows. First
we fit the static XUV-only photoelectron spectra using a set of Gaus-
sians in order to get the correct fit parameters describing the relative
XUV spectral intensities, cross sections and spectral widths of the
states involved. In a second step we fit the 1-D energy spectrum
of the time-resolved XUV-IR measurement, obtained by integration
over all time delays, using the fitting parameters from the XUV-only
fits plus an additional set of Gaussians accounting for the sidebands
(see Fig. A17 b in the Appendix A). Then, a Fast-Fourier Transfor-
mation (FFT) is done line by line on the photoelectron spectra along
the time-delay axis. The obtained band in the complex-valued FFT
at the 2ω angular frequency is fitted by multiplying each Gaussian
component obtained in the XUV+IR fit with a complex-valued am-
plitude ezj

I f it(E) = ∑
j

pj(E)ezj = ∑
j

eaj pj(E)︸ ︷︷ ︸
Aj(E)

eibj , (4.2)

where pj(E) is the Gaussian fit for the photoelectron band j (see
Fig. A17c-d). This procedure is done for each of the 10 data sets
individually resulting in 10 phase values at sideband (SB) 14 and 5
phase values at SB12 and SB16 phases for argon and each electronic
state of CF+

4 . The lower number of phase values for SB12 and SB16
is a result of specifically optimizing 5 measurements for high/low
electron-energy conditions, respectively. The extracted phases of ar-
gon are then subtracted from the corresponding CF4 phases to elim-
inate the intrinsic attochirp, and converted into time delays using a
conversion factor of 215 as. The conversion factor is derived using
T/2π, where T is half the period of the probing IR field. Its value
was determined through a cosine fit of the sideband beating in ar-
gon, to be T=1350.9 as. Argon was chosen as a reference because of
its simple photoelectron spectrum and similar ionization potential
to the 1t1 (HOMO) of CF4. For the final delay values we take the
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average of all measurements and the error is calculated as

στ̄ =
σ√
n

, (4.3)

where σ is the standard deviation and n is the total number of data
sets used to calculate the mean. The particularly large error bars of
sideband 12 in the HOMO and sideband 16 in HOMO-1 are a result
of the strong overlap of those sidebands with a more intense main
band of the other state, as can be seen in Fig. A17 b.

Recoil-frame Angle-resolved PhotoIonization Delays (RAPID)

To resolve photoionization time delays in the recoil frame of CF4
we extract phases only for specific electron-emission directions with
respect to the recoil axis. In all RAPIDs, 9 values for the angle
between electron- and CF+

3 -emission directions were chosen, each
with a width of 20◦, to get a continuous coverage of the angular
space. Additionally the recoil frame was fixed to the XUV polar-
ization to allow for less ambiguity and more direct comparison to
theory, where the molecular axis was fixed parallel to the XUV po-
larization. The accepted angle between CF+

3 and XUV polarization
is 0-25◦ and 155-180◦. All angle resolved CF4 delays in the RAPID
are referenced to the same argon delay using

τSBx
ref (θ) = τSBx

CF4
(θ)− τSBx

Ar (β = 0− 18◦), (4.4)

where θ is the angle between electron emission and the molecular
dissociation axis and β is the angle between electron emission and
XUV polarization. SBx is the respective sideband. All delays shown
in the manuscript are the referenced values τSBx

ref .

Calculation of the RABBIT delays

The emission-angle-resolved sideband intensity I R̂
SB,n(ESB, ϑ, ϕ; τ)

for a single molecular orientation (denoted in what follows by the
Euler angle set R̂ ≡ (α, β)) is given by the coherent sum of the two
interfering pathways:
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I R̂
SB,n(ESB, ϑ, ϕ; τ) = ∑

Γ0

∣∣∣M̂Γ0
a (E<, ϑ, ϕ)e+iω0τ + M̂Γ0

e (E>, ϑ, ϕ)e−iω0τ
∣∣∣2 ,

(4.5)
where ϑ, ϕ denote the set of electron emission angles with respect
to the molecular frame (defined in Fig. 4.3), and M̂Γ0

a and M̂Γ0
e are

the amplitudes of the absorption and emission angles, respectively,
whereby the “ ˆ ” signifies that these quantities are evaluated for
a single molecular orientation R̂. τ is the temporal delay between
XUV and IR fields, and ω0 is the center frequency of the IR pulse
driving the HHG process (here, its value is set to correspond to
≈ 1.55 eV, or 800 nm). Further, ESB = nh̄ω0 − Ip denotes the energy
corresponding to the n-th sideband, and E≶ = ESB ∓ h̄ω0. The sum-
mation over the irreducible representations Γ0 in Eq. (4.5) reflects
the fact that the initially occupied HOMO and HOMO-1 of CF4 are
threefold degenerate (with symmetries t1 and t2, respectively).
Experimentally, the collected signal representing the MF-resolved
sideband intensity contains contributions from all orientations of the
CF3

+-fragment around the recoil axis. To account for this situation,
the calculated sideband intensity is isotropically averaged over the
azimuthal angle ϕ:

I R̂
SB,n(ESB, ϑ; τ) =

∑
Γ0

∫ 2π

0

∣∣∣M̂Γ0
a (E<, ϑ, ϕ)e+iω0τ + M̂Γ0

e (E>, ϑ, ϕ)e−iω0τ
∣∣∣2 dϕ.

(4.6)

In a manner analogous to the experimental data analysis procedure,
the angle-resolved sideband delay time is extracted from the calcu-
lated sideband (s. Eq. (4.6)) by means of a fit using a harmonic func-
tion of the form:

I R̂
SB,n(ESB, ϑ; τ) = a0 + a1 cos (2ω0τ −∆ΦMol(ESB, ϑ)) . (4.7)

The corresponding angle-resolved delay associated with SB n is then
given by τn

SB(ϑ) =
∆ΦMol(ESB,ϑ)

2ω0
. It is this quantity that we refer to as

“RABBIT” delay throughout the manuscript. As the expression in
Eqs. (4.5) and (4.6) feature an incoherent sum over the contributing
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degenerate orbitals (Γ0), it is in general not possible to give a conve-
nient closed-form analytical expression for τSB. The emission-angle
dependent calculated intensity for sidebands 12, 14, and 16 for the
RABBIT process involving photoionization from the HOMO resp.
HOMO-1 orbital of CF4 are reproduced in Figs. A1 and A2 in the
Appendix A. The black curves indicate the position of the maximiz-
ing phase ΦMol(ESB, ϑ) at each angle.
The theoretical molecular-frame-resolved RABBIT delays presented
in the main text have been evaluated for a configuration where
the laser electric field vector (defining the laboratory frame) points
along the dissociating C-F-bond, i.e. for coincident laboratory and
molecular frames (α = 0, β = 0). The partially-averaged delays in-
troduced in Fig. 4.2 have been averaged over all orientations (Euler
angles α, β) using a 50-point Lebedev grid, whereby the integration
over the laboratory-frame emission angles has been restricted to an
emission cone with an opening angle of 18◦, as in the experiment.
In principle, the above approach closely follows the formalism
introduced in Ref. [43]. There are, however, two distinctions.
First, Eq. (4.6) takes into account the degeneracy of the initially
occupied orbital, which plays an important role in non-linear
molecules. Second, in the current manuscript we adopt the follow-
ing approximation for the “two-photon” (XUV+IR) matrix elements:
M̂Γ0

a/e(E≶
SB, ϑ, ϕ) ≈ MΓ0

1hν,a/e(E≶
SB, ϑ, ϕ)Tcc(ESB, E≶

SB), where M1hν,a/e is

the one-photon photoionization matrix element and Tcc(ESB, E≶
SB) is

the long-range “continuum-continuum” contribution introduced in
Ref. [121]. In other words, we ignore the angular momentum cou-
plings in the second step of the XUV+IR-photoionization process.
The continuum-continuum matrix element is evaluated using the
“P+A’ ” formula (see Eq. (100) and following text) in Ref. [121]. The
calculation of the one-photon photoionization matrix elements (in
what follows, these will be referred to as “photoionization (PI) ma-
trix elements” for brevity). The procedure for their calculation is
outlined in the Appendix A and is identical with the formalism of
Ref. [43].
The reference RABBIT delays for Ar are calculated following a con-
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ceptually analogous procedure, whereby we directly employ the
formula for the two-photon matrix elements given in Eq. (24) of
Ref. [122]. For completeness, we reproduce this expression below.
Note that we have omitted the energy-independent terms and other
constant factors, and have slightly adapted the notation in order to
ensure consistency with the rest of this text:

Mmi
a/e(E≶

SB, ϑ, ϕ) =

Nk≶SB
NkSB

1

|kSB − k≶SB|2
exp

[
−πZ

2

(
1

k≶SB

− 1
kSB

)]
(2k≶SB)

iZ/k≶SB

(2kSB)iZ/kSB

Γ
[
2 + iZ(1/k≶SB − 1/kSB)

]
(k≶SB − kSB)

iZ(1/k≶SB−1/kSB)
∑

L=li ,li±2
YLmi (ϑ, ϕ)

∑
λ=li±1

〈YLmi |Y10 |Yλmi 〉 〈Yλmi |Y10 |Ylimi
〉

〈Rk≶SB
| r |Rni li 〉 i−λeiηλ(k

≶
SB). (4.8)

In the above equation, kSB and k≶SB correspond to the momenta as-
sociated with the energies ESB and E≶

SB, i.e. kSB =
√

2ESB and k≶SB =√
2E≶

SB. Ylm(ϑ, ϕ) represent spherical harmonics, Z = 1, and Γ(x) is

the complex Gamma function. ηλ(k
≶
SB) denotes the scattering phase

shift, and 〈Rk≶SB
| r |Rni li 〉 corresponds to the radial matrix element for

the dipole transition involving the bound-state wavefunction Rni li
(here, ni = 3 and li = 1) and the continuum function Rk≶SB

with

asymptotic momentum k≶SB. We extract the one-photon photoioniza-

tion matrix elements 〈Yλmi |Y10 |Ylimi
〉 〈Rk≶SB

| r |Rni li 〉 i−λeiηλ(k
≶
SB) from

our ePolyScat calculations [45, 46] (see Appendix A). The asso-
ciated sideband intensity is calculated from the incoherent sum of
the contributions of all three degenerate p-orbitals (mi = 0,±1). The
corresponding reference delays are subsequently extracted from a fit
procedure as in the case of CF4.
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4.2 Conclusion and Outlook

In this chapter it was demonstrated, that by combining attosecond
spectroscopy with coincidence techniques, it is possible to extract
fully angular-resolved photoionization time delays in the molecular
frame, even for larger molecules. Further, the information gained in
this process, allows fundamental insights into the spatio-temporal
photoionization dynamics of molecular resonances.
The generation of RAPIDs, as demonstrated in this chapter, can in
principle be used for all molecules that can be aligned in one way
or another and have a resolvable electronic spectrum. Considering,
that the combination of attosecond and coincidence spectroscopy is
a rather new experimental technique [123] and that the number of
such experimental setups is steadily growing, the investigation of
molecular-frame resolved ionization time delays offers the potential
to become an exciting new area of ultrafast spectroscopy.
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Chapter 5

Attosecond Spectroscopy
of Clusters

Since the introduction of attosecond metrology, several studies on
different solids have revealed the potential to gain insight into elec-
tron dynamics in light-matter interactions [124–127]. In liquids,
however, the access to attosecond spectroscopy has remained much
more limited, due to the number of experimental challenges in-
volved. A recent measurement of photoionization time delays in
liquid water, has revealed delay differences of up to 70 as between
liquid- and gas-phase water [32]. The authors could show that
the delay difference can be decomposed into a delay that is sensi-
tive to the local environment the electron experiences and a delay
caused by non-local mechanisms, such as scattering on neighboring
molecules [128]. Although they could show that the contribution of
the non-local mechanism to the observed delay difference can be ne-
glected, the physical origin of the delay remains unaccounted for.
The reason for this can partly be found in the complexity of the sys-
tem, which leaves complete quantum scattering calculations out of
reach. Hence, a more rigorous investigation of the ionization time-
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delay difference between liquid- and gas-phase water is desirable. A
possible approach can be to study water clusters and thereby bridg-
ing the gap between gas- and liquid phase in an almost continuous
manner. Doing this requires the detection of electrons and corre-
sponding ions in coincidence, in order to be able to allocate the elec-
trons to the cluster of origin.
In this chapter, attosecond metrology of size-resolved clusters is
demonstrated on molecular and atomic clusters. In the journal pub-
lication presented in section 5.1, the novel technique of attosecond
size-resolved cluster spectroscopy is introduced and the ionization
delay differences of small water clusters are investigated. In section
5.2 experimental results of attosecond spectroscopy on argon clus-
ters are presented and section 5.3 concludes the findings.

Details about the publication printed in this chapter are listed below.
Text and figures are as in the original publication. Only the style of
text, figures and equations has been adapted to match the style used
in this thesis. Further the numbering of figures and equations has
been changed to match the numbering used throughout the thesis.
The same is true for the reference list, which has been included into
the reference list at the end of the thesis. The supplementary mate-
rial, which is part of the original publication, is printed in Appendix
B of this thesis.

Title: Attosecond spectroscopy of size-resolved water clusters
Journal: ArXiv (under review in Nature)
URL: https://arxiv.org/abs/2106.09459

Published: 17th June 2021
License: Non-exclusive distribution License
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5.1 Attosecond Spectroscopy of Size-Resolved
Water Clusters

X. Gong1,2,∗, S. Heck1,∗, D. Jelovina1, C. Perry1, K. Zinchenko1, H. J.
Wörner1,†

1Laboratorium für Physikalische Chemie, ETH Zürich, 8093 Zürich,
Switzerland
2State Key Laboratory of Precision Spectroscopy, East China Normal
University, Shanghai, China
∗ These authors contributed equally to this work.
† e-mail: hwoerner@ethz.ch

Electron dynamics in water are of fundamental importance for a
broad range of phenomena [129–131], but their real-time study
faces numerous conceptual and methodological challenges [120,
132, 133]. Here, we introduce attosecond size-resolved cluster
spectroscopy and build up a molecular-level understanding of the
attosecond electron dynamics in water. We measure the effect that
the addition of single water molecules has on the photoionization
time delays [100, 134–137] of water clusters. We find a continuous
increase of the delay for clusters containing up to 4-5 molecules
and little change towards larger clusters. We show that these de-
lays are proportional to the spatial extension of the created elec-
tron hole, which first increases with cluster size and then partially
localizes through the onset of structural disorder that is character-
istic of large clusters and bulk liquid water. These results estab-
lish a previously unknown sensitivity of photoionization delays
to electron-hole delocalization and reveal a direct link between
electronic structure and attosecond photoemission dynamics. Our
results offer novel perspectives for studying electron/hole delocal-
ization and its attosecond dynamics.
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Electronic dynamics in water play a central role in a broad range
of scientific and technological research areas ranging from radiation
chemistry to photocatalysis. The dynamics induced by ionization
of water are of particular relevance since they initiate the processes
underlying radiation damage [130, 131, 138]. The ionization of wa-
ter is predicted to lead to the formation of a delocalized electron
hole, followed by its localization on one water molecule and proton
transfer to a neighboring molecule, forming H3O+ and OH [139].
The latter step has been time-resolved only very recently using one-
photon extreme-ultraviolet (XUV) photoionization of water clusters
[132] and strong-field ionization of liquid water [133]. Both exper-
iments independently determined a 30-50 fs time scale for proton
transfer. The formation of the delocalized electron hole, as well as
its localization have so far escaped experimental scrutiny because of
their sub-femtosecond time scales.

In this work, we access the attosecond time scale of the photoion-
ization dynamics of water on the molecular level by introducing
attosecond size-resolved cluster spectroscopy (ASCS). Coupling at-
tosecond interferometry [100, 103, 137, 140] with electron-ion coin-
cidence spectroscopy, we determine photoionization delays for wa-
ter clusters of increasing size, achieving single-molecule resolution.
Photoionization time delays of (H2O)n are found to continuously in-
crease from n = 1 to n = 4− 5. We show that this increase directly
reflects the augmenting delocalization of the electron hole created
in the ionization process. For these small clusters, we find a linear
relationship between the photoionization time delays and the first
moment of the electron-hole density created in the ionization pro-
cess. Beyond n = 4 − 5 the photoionization delays vary little, an
effect that we attribute to the partial localization of the electron hole
caused by the onset of structural disorder characteristic of larger
clusters and bulk liquid water. These assignments are further con-
firmed by calculations on the O-1s photoionization delays of water
clusters, which display these effects even more clearly owing to the
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atomic character of the orbitals. As we show below, the present re-
sults also confirm the interpretation of photoemission delays from
liquid water [120].

Our work thus also reveals a possible experimental access to the spa-
tial delocalization of electronic wave functions, which has always
been difficult to characterize. Electron delocalization plays a fun-
damental role in the properties of solids, where the perfect transla-
tional symmetry of single crystals creates fully delocalized electronic
wave functions (or Bloch waves), which are disrupted by local dis-
order in a phenomenon known as Anderson localization [141, 142].
The delocalization of electronic wave functions is also central for un-
derstanding the aromaticity of molecules, charge transfer between
a metal atom and its ligands, or between a solute and a solvent.
The electronic structure of water clusters and liquid water has so
far mainly been accessible through quantum-chemical calculations,
which have predicted partial (de)localization of the electronic wave-
functions [143]. Experimental access to this information has how-
ever not been reported so far.

Figure 5.1 provides a conceptual overview of our measurements.
An XUV attosecond pulse train (APT) generated through high-
harmonic generation is focused into a supersonic water-cluster
beam, where it is spatio-temporally overlapped with a near-infrared
(IR) laser pulse. The APT and IR pulses are phase locked through
an actively-stabilized Mach-Zehnder interferometer. The three-
dimensional momentum distributions of electrons and ions gener-
ated from this interaction are detected in coincidence using COLd
Target Recoil Ion Momentum Spectroscopy (COLTRIMS) [65, 144,
145] [see Methods for details]. The photoionization time delays of
water clusters are measured by recording photoelectron spectra as
a function of the time delay between the overlapping APT and IR
pulses, in coincidence with each ionic fragment. As shown in the in-
set of Fig. 5.1 a, single-photon XUV ionization gives rise to the main
bands (MB) in the photoelectron spectra, whereas the additional IR
interaction creates sidebands (SB).
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Figure 5.1: Attosecond size-resolved cluster spectroscopy. (a), Experimen-
tal setup: The charged cluster fragments and emitted photoelectrons are
measured in coincidence as a function of the APT-IR delay. The XUV APT
is characterized via an online soft-X-ray spectrometer. The inset on the left
illustrates ionization by two neighboring harmonic orders and the creation
of the sideband spectrum. (b), Dissociative-ionization mechanism of the
water trimer, illustrating the only relevant fragmentation pathway for all
observed cluster sizes. (c), Mass spectrum of the cluster beam photoion-
ized by an APT as a function of the mass-over-charge (MOC) ratio. (d),
Two-dimensional MOC spectrum of water cluster species as a function of
position on the ion detector.
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The unique assignment of the coincident attosecond photoelectron
spectra to a specific cluster size is possible because of a dissociative-
ionization mechanism that is general for small (< ∼20 molecules)
water clusters at low ionization energies (Fig. 5.1 b). Following
outer-valence single ionization, water clusters undergo rapid pro-
ton transfer, followed by the loss of a single OH unit on a sub-
picosecond time scale [146–154], such that each detected fragment
(H2O)nH+ mainly originates from the neutral (H2O)n+1 precursor
for n < 6 (see Appendix B for details). The observed mass spectrum
(Fig. 5.1 c) indeed shows a well-resolved progression of broad peaks
that is easily assigned to (H2O)nH+ with n = 2− 6. The width of
the peaks is caused by the kinetic-energy release in the dissociative
photoionization, as highlighted in Fig. 5.1 d, which shows the mass
spectrum as a function of the detected position radius of the ions
on the detector (rion). The only unprotonated species (H2O+ and
(H2O)+2 , purple dashed curves) originate from the photoionization
of H2O and (H2O)2, respectively. The broad distribution peaking
at a MOC of 17 is OH+ originating from the dissociative ionization
of H2O+. A fraction of the photoionized dimers remains bound,
leading to the sharp (H2O)+2 peak, and the remainder dissociates to
produce (H2O)H+. Analogous results have been obtained following
the ionization of D2O clusters. The corresponding mass spectra are
shown in Fig. B7.

Figure 5.2 shows the attosecond photoelectron spectra (APS) ob-
tained in coincidence with each cluster size. The APS measured
in coincidence with H2O+ (Fig. 5.2 a) is dominated by the contri-
butions of harmonic orders 11, 13, and 15, and ionization from the
two outermost (1b1 and 3a1) molecular orbitals of H2O. The black
line shows a fit using the literature values of the vertical binding
energies. The filled spectra correspond to the decomposition of the
APS in MB (full colored lines) and SB (dashed lines) spectra. Fig-
ures 5.2 b and 5.2 c show the characteristic oscillations with a period
of 1.33 fs in the APS coincident with H2O+ and (H2O)2H+, respec-
tively. The remaining APS are shown in Fig. B3. Analogous results
obtained for D2O clusters are shown in Fig. B8. The SB-intensity os-
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Figure 5.2: Attosecond photoelectron spectroscopy of size-selected water
clusters. Attosecond photoelectron spectra created by overlapping XUV-
APT and IR pulses and detected in coincidence with H2O+, integrated over
the APT-IR delay (a) and shown as a function of APT-IR delay (b). (c), Same
as (b), but detected in coincidence with (H2O)2H+. The false-color map for
(b) and (c) is shown in the top right corner. (d) to (i), The Fourier trans-
forms at 2ω of the attosecond photoelectron spectra detected in coincidence
with (d) H2O+, (e) (H2O)+2 , (f) (H2O)2H+, (g) (H2O)3H+, (h) (H2O)4H+,
(i) (H2O)5H+, shown in terms of their modulation amplitude (A2ω , orange
color) and phase (φ2ω , blue color). The experimental data and the fitted
curves are shown as open circles and solid lines, respectively.
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cillations take the form Aq ∝ A2ω,q cos(2ω(τ− τq)) + Bq, where ω is
the angular IR frequency, τ is the experimentally varied APT-IR de-
lay, τq = τXUV

q + τ
sys
q , τXUV

q is the harmonic emission time, and τ
sys
q is

the system-specific photoemission time delay. Here, we determine
relative photoemission delays between water clusters (H2O)n and
H2O, as a function of n, which cancels the contribution of τXUV

q . Be-
cause the ionization energies vary by less than 0.6 eV from n = 1− 6,
the relative measurement also causes negligible contributions of the
continuum-continuum (or Coulomb-laser coupling) delays [44, 121]
on the order of 4-6 as for SB12-14.

The main challenge in the determination of photoionization time
delays from such measurements is the considerable spectral over-
lap. We therefore use a general procedure, introduced [155] and
validated in our recent work [120], that resolves this challenge. In-
stead of integrating the APS oscillations over specific spectral re-
gions, our approach fully accounts for the spectral overlap. Briefly,
we Fourier transform the APS along the time-delay axis and then
fit the complex-valued Fourier transform at the 2ω frequency by as-
signing a specific phase shift to each spectral component of the MB
and SB spectra. Details are given in the Appendix B. We keep the
spectral positions and amplitudes fixed to values determined from
the delay-integrated spectra (see, e.g., Fig. 5.2 a and B3). The success
of this fitting procedure is highlighted by the excellent agreement
between the experimental data (circles in Figs. 5.2 d-i) and the fits
(full lines). The robustness of the fitting procedure to variations of
the initial guesses is shown in Fig. B6.

Figures 5.3 a and 5.3 b show the cluster-size-resolved photoioniza-
tion time delays corresponding to the 1b1 photoelectron bands from
monomer to hexamer, relative to the monomer delay, as determined
from SB12 and SB14, respectively. The time delays measured in
SB12 (18.6 eV photon energy) increase as a function of the cluster
size up to the tetramer, followed by little variation. The results for
SB14 show a similar behavior, with indications of a slightly slower
convergence as a function of cluster size. The latter results can be
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Figure 5.3: Size-resolved photoionization time delays of water clusters.
(a), Time delays for photoionization out of the 1b1 band of water clusters,
relative to H2O (or D2O), measured in SB12 (empty circles). The error rep-
resents the combined uncertainty from the timing jitter and standard de-
viation. The calculated delays (filled symbols) were obtained for a kinetic
energy of 6.0 eV. (b), Same as a, but measured for SB14, or calculated with
eKE = 9.1 eV, additionally showing the relative photoemission time delay of
liquid water reported in Ref. [120]. (c), Electron density map and calculated
absolute photoionization delays of the 1-3 highest-occupied orbitals of the
1b1 band of water clusters, highlighting the effect of delocalization (orange
shading), followed by partial localization ((d), green shading).
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compared to our recent measurements of bulk liquid water, which
yielded a photoemission delay of 69±20 as relative to the water
monomer for SB14 [120], indicated as the red dot in Fig. 5.3 b. The
close agreement between the H2O- and D2O-cluster results suggest
that nuclear-motion effect are not relevant within the accuracy of the
present measurements.

To understand the mechanisms governing these delays, we per-
formed ab-initio quantum-scattering calculations of the photoioniza-
tion delays (see Appendix B and Ref. [98] for details). Starting from
the trimer, each water cluster exists in several isomeric forms [156–
163]. At the low temperatures reached in our supersonic expansion,
only one or two isomers are thermally populated, as detailed in Ap-
pendix B (Table B1). We used the equilibrium geometries of the most
stable cluster isomers reported in Ref. [157] to perform electronic-
structure calculations with a correlation-consistent valence-triple-
zeta (cc-pVTZ) basis set. These served as an input to the pho-
toionization calculations performed by solving the electron/water-
cluster-ion scattering problem at the experimentally relevant scatter-
ing energies using the iterative Schwinger variational principle [45,
46]. The input orbitals, scattering potentials and scattering wave
functions were all represented by single-center expansions using a
typical maximal angular-momentum value of ` = 50, whereby nu-
merical convergence with respect to this parameter was ensured.
The photoionization time delays, resolved as a function of pho-
toemission direction in the molecular (cluster) frame and the clus-
ter orientation in the laboratory frame, were obtained and subse-
quently angularly averaged using the partial photoionization cross
sections as weighting factors (for details, see Appendix B). These
calculations yielded angular-integrated one-photon-ionization (or
Wigner) delays. We have compared these delays to two-photon
(XUV+IR or RABBIT) delays obtained by additionally including the
effect of the IR field on the photoionization delays. The results,
shown in Figs. B9-B13, establish the close correspondence of the one-
and two-photon delays in the case of water clusters, both angle-
resolved and angle-integrated, and therefore support our compar-
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ison of the angle-averaged one-photon delays with the observables
of the present experiment. Using this methodology, photoioniza-
tion delays were obtained for each of the n orbitals of (H2O)n that
contribute to the 1b1 band of each water cluster. The cross-section-
weighted average of these delays (defined in Eq.(1) in the Methods
section) are shown as the large filled symbols. The agreement be-
tween theory and experiment is excellent (Figs. 5.3 a and 5.3 b).

Figures 5.3 c and 5.3 d show the densities of the highest-occupied
molecular orbitals of the 1b1 band of the most stable isomer of each
cluster size, together with their absolute photoionization delays.
Figure 5.3 c suggests that the increasing orbital delocalization cor-
relates with the increasing time delay. The HOMO of the dimer
has almost the same time delay as the monomer, whereas the de-
localization of the HOMO-1 in the dimer leads to an increase of the
time delay by nearly 100 as. This comparison also shows the very
small effect (∼ 6 as) of electron scattering on the neutral H2O neigh-
bor in the dimer. Among the trimer orbitals, it is also the most
delocalized orbital (HOMO-2) which has the largest photoioniza-
tion delay (200 as). The tetramer orbitals are perfectly delocalized
over all molecules, owing to the S4 symmetry of its most stable iso-
mer, which leads to the largest photoionization delays (up to 425 as)
found in our calculations.

Interestingly, a further increase of the cluster size does not increase
the delays further. The reason is obvious from Fig. 5.3 d. Most larger
clusters than the tetramer have a lower symmetry, many of them
having no symmetry elements at all. This leads to a localization of
the orbital densities on a small number of typically 2-3 neighboring
molecules. This effect is reflected as a stagnation of the associated
photoionization delays around values of ∼300 as in SB12. This ob-
servation suggests that the disorder-induced orbital localization in
the larger clusters causes the experimentally observed saturation of
the measured photoionization delays at the largest cluster sizes mea-
sured in this work.
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Figure 5.4: Effect of orbital delocalization on photoionization delays of
water clusters (a), Photoionization delays for the 1b1 band of water clusters
for a kinetic energy of eKE = 6.0 eV, corresponding to the experimental mea-
surements in SB12. (b), Same as (a), but for the O1s-band of water clusters
using the same kinetic energy, and a correspondingly adjusted photon en-
ergy. (c), Correlation between the photoionization time delays and the first
moment of the electron-hole density of the 1b1 band of water clusters (eKE
= 6.0 eV).
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To further verify this surprisingly simple relation between time de-
lays and orbital localization, we performed additional calculations
on the oxygen-1s orbitals of the water clusters, with complete re-
sults shown in Appendix B (Figs. B14-B19). The O1s-orbitals have
the advantage of remaining essentially atomic in character and not
being significantly modified by hydrogen bonding and orbital hy-
bridization. For this reason, they allow us to isolate the effect of or-
bital (de)localization even more clearly. The results obtained for the
O1s-band are shown in Fig. 5.4 b, where they are compared to the
results for the 1b1 band (Fig. 5.4 a). This comparison further sup-
ports our interpretation. The photoionization delay remains essen-
tially unchanged from the monomer (39 as) to the tetramer ci (40 as),
where the O-1s orbital is fully localized, but increases to 185 as in
the tetramer s4, where the O-1s orbital is fully delocalized as a con-
sequence of the high symmetry. Increasing the cluster size further
results in a complete localization of the O-1s orbital, which leads
to a remarkable decrease of the photoemission delay to 49-50 as in
the hexamer. The photoionization delays of the O1s orbitals in the
hexamer being practically identical with the monomer (39 as) high-
lights, both, the direct link between photoionization delay and or-
bital delocalization and the very small effect (a few attoseconds) of
electron scattering on the neutral H2O moieties of the clusters.

Finally, we establish a quantitative link between time delays and
electron-hole delocalization. Figure 5.4 c shows a correlation plot
between photoionization delays of the 1b1 band of the water clus-
ters (H2O)n and the first moment of the electron-hole density in the
1b1 band of the singly-ionized clusters (H2O)+n (defined in Eqs. (2)-
(3) in Methods). The most stable isomers of all clusters from n = 1
to n = 5 display a nearly perfect linear relationship between the
two quantities, as indicated by the straight line in Fig. 5.4 c (corre-
lation coefficient ρ = 0.984). This representation also highlights the
continuous increase of the delocalization from n = 1 to n = 4, fol-
lowed by partial localization at n = 5− 7, visible in the fact that the
second-most stable isomer of n = 5 and the most stable isomers of
n = 6 and 7 have nearly the same first moment of the electron-hole
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density. Interestingly, the delays of the latter three isomers display a
continuous, yet very small increase, which we assign to intracluster
scattering, quantifying this effect as well.

These results have a range of interesting implications. First, they
demonstrate the sensitivity of photoionization delays to orbital de-
localization in water clusters, which, to our knowledge, has not been
experimentally accessible in any form of matter so far. Second, they
reveal the mechanism that is responsible for orbital localization in
liquid water on the molecular level, i.e. the onset of structural dis-
order. This effect is reminiscent of Anderson localization in solids
[141]. Whereas perfect crystals with translational symmetry have
fully delocalized bands, the presence of defects causes their local-
ization, which has a multitude of interesting consequences in solid-
state physics. The orbital localization in liquid water can thus be
viewed as a consequence of its structural disorder.

We have introduced a new technique, ASCS, and have applied it
to measure photoionization time delays of size-resolved water clus-
ters. This study has revealed an unexpectedly simple relationship
between orbital localization and time delays, establishing an exper-
imental pathway to probing electron-hole localization in complex
matter. Looking forward, our methods can be used to temporally
resolve both local and non-local electronic relaxation dynamics in
size-resolved water clusters, such as Auger decay, intermolecular
Coulombic decay [164, 165] and electron-transfer-mediated decay
[166]. More generally, they will facilitate a molecular-level under-
standing of attosecond electron dynamics in the liquid phase, with
implications for the elementary processes underlying chemical reac-
tivity and biological function.
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Methods

Laser Setup and Attosecond-Pulse Generation

The experimental setup is based on a regeneratively amplified
Titanium-Sapphire laser system which delivers near-infrared (IR)
femtosecond laser pulses with 1.2 mJ energy at 5 kHz repetition rate,
a central wavelength of 800 nm and 36 fs pulse duration (full-width
at half-maximum in intensity). This laser beam is split with a 70:30
beam splitter and the more intense part is focused into a 3 mm long,
xenon-filled gas cell to generate an extreme-ultraviolet attosecond
pulse train (XUV-APT) via high-harmonic generation. A coaxial 100-
nm aluminum foil on a quartz ring is placed before a nickel-coated
toroidal mirror (f = 50 cm) to spectrally filter the XUV spectrum
and eliminate the residual IR pulse co-propagating with the XUV
beam. The XUV spectrum was characterized with a home-built XUV
spectrometer consisting of a 100-nm aluminum film, an aberration-
corrected flat-field grating (Shimadzu 1200 lines/mm) and a micro-
channel-plate (MCP) detector coupled to a phosphor screen. The
XUV-APT is recombined with the remaining part of the IR beam af-
ter the toroidal mirror via a perforated silver mirror to constitute a
Mach-Zehnder interferometer. The path length difference, i.e. the
time delay between the overlapping XUV-APT and IR pulses is con-
trolled via a high-precision direct-current motor (PI, resolution 0.1
µm) and a piezoelectric motor (PI, resolution 0.1 nm), constituting
a combined delay stage operating on femtosecond and attosecond
time scales, respectively.

Coincidence Spectrometer

The phase-locked XUV-APT and IR pulses are collinearly focused
into the supersonic gas jet in a COLTRIMS (COLd Target Recoil Ion
Momentum Spectroscopy) [65, 144, 145] spectrometer. The electrons
and ions created by XUV photoionization are guided by a weak ho-
mogeneous electric field (3.20 V·cm−1) and a homogeneous mag-
netic field (6.70 G) towards two time- and position-sensitive detec-
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tors at opposite ends of the spectrometer. The detectors consist of
two MCPs (Photonis) in Chevron configuration, followed by a three-
layer delay-line anode (HEX) with a crossing angle of 60 degrees
between adjacent layers and an active radius of 40 mm manufac-
tured by RoentDek. For the electrons, the length of the extraction
region is 7 cm, followed by a 14 cm field-free region. A homoge-
neous magnetic field is applied over all regions by a set of Helmholtz
coils, which are tilted to counteract the earth’s magnetic field. The
COLTRIMS gives access to the typical electron-ion coincidence mea-
surement with full three-dimensional momentum resolution in 4π

solid angle. The momentum resolution of electrons is ∆px = ∆py =
0.001 a.u. and ∆pz = 0.056 a.u., where x corresponds to the direction
of light propagation, y is the direction of the supersonic gas jet and
z is the time-of-flight direction. The photoelectron kinetic energy is
calibrated via the XUV-APT photoelectron spectrum of argon with
an ionization potential of Ip ∼ 15.8 eV.

Cluster source

The neutral water clusters [167, 168] are formed in a continuous su-
personic expansion into vacuum with a water vapor pressure of 0.3
MPa through a 50 µm nozzle orifice and pass through two conical
skimmers (Beam Dynamics) located 10 mm and 30 mm downstream
with a diameter of 200 µm and 1 mm, respectively. The liquid wa-
ter is maintained at 408 K to give rise to a sufficient vapor pres-
sure in a container of 0.7 L to support a stable water-cluster beam
for a duration of 120 hours. The water-cluster source is coupled to
the COLTRIMS via two differential pumping stages. To maintain
the ultrahigh vacuum in the main reaction chamber, a differentially
pumped beam dump captures the molecular beam after the interac-
tion region.
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Definition of the calculated quantities

The calculation of the orbital-specific photoionization delays is de-
scribed in the main text and in more detail in Appendix B. Here,
we additionally define the cross-section-averaged delays shown in
Figs. 5.3 a, 5.3 b as large empty circles and also in Fig. 5.4 c. Since
the contributions of individual orbitals to the 1b1 band of the water
clusters cannot be resolved, we introduce the cross-section-average
of the time delays over the n orbitals constituting the 1b1 band of
(H2O)n as follows:

τ(E) = ∑n
i=1 σi(E)τi(E)
∑n

i=1 σi(E)
, (5.1)

where σi(E) is the photoionization cross section of orbital i of the
1b1 band at the photon energy E and τi(E) is the corresponding pho-
toionization time delay.

In Fig. 5.4 c, we additionally show the first moment of the electron-
hole density, calculated using ORBKIT package [169]. In the case of
a single orbital (with index i) this is defined as

Mi =

∫
ρi(~r−~ri) |~r−~ri| d3r∫

ρi(~r)d3r
, (5.2)

where ρi(~r) is the density of orbital i and~ri is its center of charge. In
analogy to the time delays, we also define a cross-section average of
the orbital delocalization as

M =
∑n

i=1 σiMi

∑n
i=1 σi

, (5.3)
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5.2 Argon Clusters

To see if the observed increase of ionization time delay in the wa-
ter clusters also applies other systems, a similar experiment as de-
scribed in the previous section was performed on argon clusters.
The bonding between argon atoms inside a cluster is much weaker
compared to the molecules in a water cluster. This is due to the weak
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Figure 5.5: (a) Time-of-flight spectrum of the ions with the yield on a loga-
rithmic scale. The position of Ar+ and several clusters are marked in red.
(b) Same as in (a), but with the y-position on the detector on the y-axis and
the yield represented by a logarithmic false color scale. The y-direction in
the laboratory frame, corresponds to the propagation direction of the gas jet.
Note that the peaks at 2 µs and 7.7 µs are by H+ and OH+, due to remains
of water in the vacuum chamber.

interaction between the atoms, which is solely based on the van der
Waals force [170]. This circumstance also leads to relatively large in-
ternuclear distances in the clusters (e.g. RAr2=RAr3=3.8 Å).
This changes for the charged argon clusters, which have a much
stronger bond owing to charge-induced dipole interaction [170].
Therefore, the charged clusters also have shorter equilibrium inter-
nuclear distances then their neutral counterparts. Upon vertical ion-
ization the ionic cluster configuration is far from its equilibrium and,
hence, have a lot of potential energy, which leads to a myriad of frag-
mentation [171]. The variety of fragmentation pathways makes it
impossible to assign ionic cluster fragments to a specific cluster size
at time of ionization. Respectively, the interpretation of extracted
ionization delays presents a rather ambiguous task.
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The argon cluster were generated by supersonic expansion of argon
into the vacuum chamber with a backing pressure of 1 bar. The clus-
ter yield can be seen in Figure 5.5 a, where the ion yield is plotted as
a function of time-of-flight. The peaks caused by counts of Ar+, Ar+2
and larger clusters are indicated in the figure. For Ar+ and Ar+2 , a
combination of a narrow peak and a broad distribution can be ob-
served, while for Ar+3 , Ar+4 and larger clusters there is only a broad
distribution. A broad distribution in the time-of-flight implies that
the ions have kinetic energy upon ionization and therefore serves as
an indication for fragmentation. The narrow peaks in Ar+ and Ar+2
are caused from ions which did not undergo a fragmentation pro-
cess and the broad distributions surrounding it are the fragmented
ions with kinetic energy. In Fig. 5.5 b, the same is shown with the
addition of the detector position of the ions in y-direction. In this
way, one can clearly differentiate between ions originating from the
gas jet or the background, because the propagation of the gas jet is
along the y-direction. Atoms, that are ionized in the gas jet, have
a constant momentum in y-direction, which causes an offset on the
detector, linear to the ions time-of-flight.

Argon has a simple energy spectrum, with ionization only from the
3p orbital for harmonics up to order 17. The corresponding ioniza-
tion potentials for 3p3/2 and 3p1/2 are 15.7 eV and 15.9 eV [172]. In
Figure 5.6 a the RABBIT spectrogram for Ar+ is shown, which only
contains a single band, because the spin-orbit splitting can not be re-
solved. 5.6 b and 5.6 c contain the RABBIT spectrograms for Ar+2 and
the fragmented (Ar+4 )frag respectively. The sideband oscillations can
clearly be observed in all three cases. To extract the ionization time
delays from those RABBIT spectra, the sideband intensity is fitted
with equation (2.30), as detailed in chapter 2.3.

To compare the ionization delays of argon monomer with argon
clusters, delays are extracted from RABBIT spectrograms compris-
ing electrons that were recorded in coincidence with several of the
detected charged cluster fragments. The delay differences between
argon clusters and monomer, from a multitude of data sets, are
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Figure 5.6: RABBIT spectrograms for electrons in coincidence with (a) Ar+,
(b) Ar+2 and (c) (Ar+4 )frag, from a single experimental data set. Counts are
normalized and shown in false color. The sidebands 12 and 14 are at 2.8 eV
and 5.9 eV respectively.

shown in Figure 5.7, where gray stars represent the delays of indi-
vidual data sets, and blue circles give the mean of all data sets with
the standard deviation given as error bars. Fig. 5.7 a-c give the de-
lay differences for sideband 12-16. It can be seen that any measured
delays between clusters and monomer are only small and even zero
within the error bars. Merely for sideband 12 (Fig. 5.7 a) there seems
to be a measurable delay difference converging to ∼25 as for larger
clusters. Similar to the results presented in the beginning of this
chapter in Fig. 5.3, the delays are expected to be largest for the
lowest sideband (SB12 in this case), which is a consequence of the
energy-dependent scattering phase shift as illustrated in Fig. 2.1.
The observed delay difference between argon monomer and clus-
ters at sideband 12 could well be a sign of the delocalization in rare
gas clusters affecting the photo ionization dynamics, similar to the
observation in water clusters. However, due to the indistinct frag-
mentation dynamics of neutral argon clusters only an average of
various cluster sizes is measured. Nevertheless, there is some re-
lation between the measured ionic cluster fragments and the corre-
sponding neutral mother clusters: (Ar+2 )frag originates mainly from
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Figure 5.7: Relative ionization delays of argon clusters, referenced to argon
monomer (e.g. τ(Arn)-τ(Ar)) for (a) SB12, (b) SB14 and (c) SB16. Gray stars
show the relative delays obtained from individual measurements and blue
circles represent the mean of all measurements. The error bars give the stan-
dard deviation of the mean from the individual results. The subscript ’frag’
in the x-axis label indicates that the ions are fragmented parts from a larger
cluster of unknown size.
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Cluster size n Point group of most number of
for Arn symmetric configuration [173] symmetry elements h

3 C3 3
4 Td 24
5 D3h 12
6 O 24
7 D5h 20
8 Td 24
9 C3 3

10 Td 24
14 Oh 48
19 O 24
20 Td 24

Table 5.1: Point group and number of symmetry elements h for various
cluster sizes Arn.

neutral clusters Arn, with n=3-10, whereas for (Ar+3 )frag and larger
fragments the original cluster size is mainly Arn, with n>10 [171].
Observing the significant delay differences in sideband 12 only from
(Ar+3 )frag on and larger clusters, it follows that the difference in pho-
toionization time delay of argon clusters compared to the monomer
is largest for clusters consisting of more than 10 atoms.
This seems different to the finding in water clusters where no fur-
ther increase in ionization delay was found beyond the tetramer
((H2O)4). But rare gas clusters exhibit much higher symmetry than
water clusters, with even clusters larger than 10 atoms having mul-
tiple symmetry elements. The point groups and symmetry elements
for argon clusters up to n=20 are listed in table 5.2, from which it can
be seen that clusters larger than 10 atoms are among the most sym-
metric ones. Hence, the observation of the largest ionization time
delays for argon clusters consisting of more than 10 atoms, indicates
that orbital delocalization in rare gas clusters indeed has an impact
on photoionization delays.
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5.3 Conclusion and Outlook

In conclusion we have demonstrated the feasibility of cluster-size
resolved attosecond metrology on the example of molecular and
atomic clusters. In water clusters we found an increase in photoion-
ization time delays for increasing cluster size, relative to a single
water molecule. This increase in ionization delay is correlated with
the orbital delocalization and hence the total symmetry of the clus-
ter. In water clusters the first-moment of the electron-hole density,
which serves as a measure for the degree of delocalization, increases
up to the tetramer, which has the most symmetric isomer with s-4
point group. For a further increase in cluster size, partial localization
sets in due to decrease in symmetry, causing the ionization delays to
converge to a constant value close to the delays found in liquid wa-
ter [32]. A possible exception to this is the octamer, which also has
s-4 symmetry but neither experimental nor theoretical results were
available at the time of writing.
In argon clusters, the ionization-delay differences between clusters
and the single atom are generally smaller than in water, with the
largest delays found for clusters consisting of more than 10 atoms.
In contrast to water clusters, rare gas clusters are highly symmet-
ric, even for large systems (> 10 atoms), with the highest symme-
try found in a cluster consisting of 14 atoms. Even though the ion-
ization delays in argon clusters allow only very restricted interpre-
tation, due to the ambiguous fragmentation pathways, the results
constitute a further indication of how photoionization dynamics are
affected by symmetry and orbital delocalization.
The results presented in this chapter thereby set the foundation for
further work on cluster-size resolved attosecond spectroscopy and
the investigation of orbital delocalization and its effect on ionization
and electron dynamics.

99



5.3. Conclusion and Outlook

100



Chapter 6

Attosecond Spectroscopy
of Rare Gas Dimers

Two-center interference is one of the most prominent effects in quan-
tum mechanics. The first double-slit experiment has been carried
out by Thomas Young in 1801 with light [174]. It then took until
1960 - long after the wave nature of particles became known - until
the double-slit experiment was demonstrated with electrons [175].
Shortly after that, it was noted by Cohen and Fano, that the electron
wave from the photoionization of a diatomic homonuclear molecule,
is similar to the one behind a double slit [176]. Since then, there
have been numerous investigations on two-center interference in di-
atomic homonuclear molecules [177–186]. So far, the majority of the
studies were looking at the effects on partial and total cross-sections
of ionization, where oscillations in the cross-section as a function
of electron energy were found [177, 179, 180, 182, 184, 186], even
for unaligned molecules [176, 187]. More recently, the signature
of the two-center interference has been found in the yield of high-
harmonic generation from CO2 [178, 188–191] and H2 [181, 192].
From chapter 2.1 it is known that a variation in cross-section is often
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associated with a change of the Wigner time delay and therefore one
can expect that the effect of two-center interference might be observ-
able in the photoionization time delays of diatomic molecules. In-
deed, strong variations of the Wigner delay as a result of two-center
interference in diatomic molecules have been predicted theoretically
[193–195], but - to the best of my knowledge - not yet experimentally
observed. Which electron energies are most affected by the interfer-
ence strongly depends on the internuclear distance of the diatomic
molecule, i.e. the slit distance. For larger internuclear distances,
also electrons with a longer de Broglie wavelength and smaller ki-
netic energy are affected. Ning et al. predicted a sharp increase
in the ionization delay of H+

2 at 105 eV and 340 eV at an internu-
clear distance of 1.587 Å [195]; they further showed the position of
the peaks decrease in energy with increasing nuclear distance. This
was confirmed by Liao et al., who calculated the molecular-frame-
resolved Wigner delay for a heterogeneous diatomic molecule with
an internuclear distance of 2.116 Å and found pronounced peaks in
the stereo time-delay difference from an electron emitted to the left
or right around 55 eV and 195 eV [194].
Because for diatomic molecules with internuclear distances around
1-3 Å (as it is common), a measurable effect of the two-center inter-
ference is only expected for high electron energies (> 50 eV), it is
experimentally challenging to investigate. A solution to this, can be
to increase the internuclear distances, by studying atomic rare-gas
dimers, which have much larger atomic separation (3-5 Å) due to
the nature of their van der Waals interactions, keeping them weakly
bound.
A further advantage of rare-gas dimers is the possibility to compare
time delays to the monomer, which have very similar ionization po-
tentials. This minimizes the influence of other sources of changing
ionization delays, such as laser-induced delays [196]. The effects
of the two-center interference on the ionization delays, can thus be
more easily and clearly identified.
In section 6.1, the energy-dependent photoionization time delay dif-
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ferences in monomer and dimer of neon, argon and krypton are in-
vestigated. Section 6.2 studies the ionization delays in the molecular
frame of neon and section 6.3 concludes this chapter.
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6.1. Two-Center Interference in Dimers

6.1 Two-Center Interference in Dimers

Introduction

The molecular double slit can be described by the superposition of
two spherical waves

Ψ1,2 =
1
|r| · e

i(k(r±R/2)+Φ1,2) (6.1)

departing at the two atoms with internuclear distance R, momen-
tum k and initial phase Φ [197]. The electron wavepacket can only
be described by two departing waves from the two atoms if the elec-
tron hole is delocalized between the atoms. In this case interfer-
ence between the two wavepackets analogous to the double slit in-
terference takes place. In Figure 6.1 the orbital diagram is shown
for the neon dimer for the four highest occupied orbitals, which are
formed from the 2p orbitals of each neon atom. The orbital diagram
is schematically identical for the argon and krypton dimers. From
the three-dimensional wavefunctions in Fig. 6.1 it can be seen that
each orbital is fully delocalized over both atoms, but the coherent
superposition of two orbitals with different parity (e.g. g and u)
will lead to localization of the wavefunction on one atom. The ef-
fect of the delocalization and localization of the wavefunction and
its role in the two-center interference has been demonstrated by M.
Kunitski et al. [197] in the year 2019. In a strong-field ionization
experiment of neon dimers they were able to isolate the symmetry
of the remaining ion and thereby observe both gerade and ungerade
type of interference. The superposition of both causes the interfer-
ence pattern to vanish.

Experiment

As discussed in chapter 5.2, the bonding between the two atoms
in a rare gas dimer is only due to weak van der Waals interac-
tion and therefore the internuclear distances are particularly large:
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Ne 2p Ne 2p
1pu

1pg

3sg

3su

Figure 6.1: Highest-occupied molecular orbitals of the neon dimer, formed
from the 2p orbitals of each neon atom. On the right side, the three-
dimensional orbital wavefunctions are shown for the respective orbitals.
The wavefunctions were calculated using ORCA [198, 199].
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Figure 6.3: RABBIT spectrograms for electrons in coincidence with (a) Kr+

and (b) Kr+2 , from a single experimental data set. The electron emission an-
gle is θLab = 0− 25◦, where θLab represents the polar angle in the laboratory
frame. Counts are normalized and shown in false color. The sidebands 12
and 14 are at 4.5 eV and 7.6 eV, respectively.

RNe-Ne=3.337 Å [200], RAr-Ar=3.8 Å [201] and RKr-Kr=4.01 Å [202].
This makes them well suited to study the effects of two-center inter-
ference, but it also makes the experimental preparation of the dimers
inefficient. The clusters are generated by supersonic expansion of
the rare gas through a 50 µm nozzle (see 3.3.2), with a backing pres-
sure of 3 bar for neon, 1 bar for argon and 0.5 bar for krypton. Under
these conditions the relative yield of undissociated dimers was be-
tween 0.05-0.1% for Ne2 and 0.5-1% for Ar2 and Kr2. The yield of
all ions is shown in Fig. 6.2, Fig. 5.5 and Fig. C1 for neon, argon
and krypton, respectively. In the top panel of those figures, the total
yield as a function of ion time-of-flight is shown in counts and the
bottom panel shows additionally the y-position on the detector. It
can be seen that the yield of larger clusters is very different for the
three rare gases. In neon there are no larger clusters observed, while
in krypton there are some Kr+2 and Kr+3 fragments from larger clus-
ters detected and the time-of-flight spectrum of argon shows ions up
to Ar+10 and larger.
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6.1. Two-Center Interference in Dimers

To study the effect of the two-center interference on the ionization
time delays, a RABBIT experiment is performed (see chapter 3.4.2)
with electrons measured in coincidence with the ions. The RABBIT
spectrograms are then analyzed for the un-fragmented monomer
(i.e. with zero kinetic-energy release) and dimer separately. By
only considering electrons from the un-fragmented ions, contribu-
tions from other clusters are excluded. The RABBIT spectrograms
for monomer and dimer are shown in Fig. C2, Fig. 5.6 and Fig. 6.3
for neon, argon and krypton, respectively. In the RABBIT spectro-
grams it can be seen that only the HOMO state of each gas is ionized,
leading to a simple electronic spectrum with isolated main and side-
bands. The ionization potentials of the monomer are IPNe=21.6 eV
[172], IPAr=15.7 eV [172] and IPKr=14.1 eV [172] with the IP of the
dimers being only slightly lower [203–205]. The RABBIT spectro-
grams of argon and krypton were analyzed by fitting a cosine to
the sideband intensity according to equation (2.30). For neon the
complex-fit analysis, described in chapter 3.4.2, was used because
the high IR intensity of the probe1 causes some contribution of 4ω

as can be seen in Fig. 6.8.
For each gas sample there were multiple experiments performed us-
ing different harmonic spectra, yielding several data sets with a dif-
ferent range of sidebands available. Each data set was analyzed sep-
arately and in the remaining chapter the ionization delays discussed
are the mean values of all individual data sets and error bars show
the standard deviation. There are 3, 13 and 6 data sets available for
Ne, Ar and Kr respectively.

Results

In Figure 6.4 the relative ionization delays between dimer and
monomer τrel. = τdimer − τmonomer are shown for neon, argon and
krypton as a function of electron energy. For neon, only two side-
bands are available (SB16 and SB18) with a delay difference of 15

1The IR intensity was set to a high value in an attempt to increase the sideband
intensity of the weak dimer signal.
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Figure 6.4: Relative ionization delays as a function of energy between dimer
and monomer for (a) neon, (b) argon and (c) krypton. Filled blue circles give
the mean of the experimental data with the standard deviation as error bars
for an electron emission angle relative to the XUV polarization of θLab =
0− 25◦. Grey asterisks show the individual relative delays of each data set.
The black lines show theoretical one-photon ionization delay differences for
θLab = 0◦. They were calculated using the ePolyscat molecular scattering
code [206, 207].
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6.1. Two-Center Interference in Dimers

(±17) as and 36 (±36) as. With two experimental data points, it is
of course not possible to observe an oscillation, but according to the
calculated delay difference shown in Fig. C3, an oscillation is not ex-
pected until above 30 eV electron energy. Further, the significance
of the standard deviation is unfortunately very limited due to the
small number of data sets (only 3) available for neon.
In argon most of the relative delays are within±15 as with error bars
significantly larger. Only at 19 eV electron energy the delay reaches
50 as, which coincides well with the calculated maximum of the os-
cillation at 18.2 eV. Unfortunately the error at this particular energy
is too large (± 155 as) to interpret the delay as caused by two-center
interference.
This is different for krypton delays in 6.4 c, where the first three ob-
served delays are 25 (±20) as, -22 (±13) as and 35 (±30) as. Also
the delays at higher energies show a continuation of the oscillation
with delays of 140 (±200) as and -60 (±75) as, however, with much
larger error. Overall the calculated delay difference for Kr2 shown
as a black line in 6.4 c, seems to agree well with the experiment, with
a minimum at 6.8 eV and a maximum at 11.8 eV.

Discussion

The relative ionization delays presented in Figure 6.4 show an
increasing signature of two-center interference from Ne2 to Kr2,
which can be explained by the increasing internuclear distance of
the rare gas dimers: RNe-Ne=3.337 Å [200], RAr-Ar=3.8 Å [201] and
RKr-Kr=4.01 Å [202]. The dependence on the internuclear distance
has already been observed by Ning et al. [195], where an intuitive
picture for maxima in the Wigner delay of H+

2 is provided. The dif-
ferential cross-section (DCS) in the molecular frame of H+

2 shows the
signature of the semiclassical path interference between the emitted
electron waves of the two centers. Destructive interference leads to
minima in the DCS when electron momentum pe and internuclear
distance R satisfy the condition

pe · R = peR cos θMol = (2n + 1)π . (6.2)
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Figure 6.5: Orbital resolved one-photon ionization delays of Kr2 referenced
to Kr as function of de Broglie wavelength of the photoelectron. Sigma states
are shown in blue, Pi states in red, gerade parity with a solid line and unger-
ade parity with a dashed line.

The minimum in the differential cross-section is accompanied by
a π phase shift in the transition matrix element (see chapter 2.1),
leading to a maximum in the Wigner delay [195].
The effect of the internuclear distance can also clearly be observed
in Fig. 6.4, where the local maxima of the calculated delays (black
lines) are moving to lower energies from argon to krypton.

Interestingly it appears that this peak in the Wigner delay is observ-
able even after integration along the angles in the molecular frame,
since the experimental data as well as the calculations shown in
Fig. 6.4 are angular averaged in the molecular frame and angular
resolved in the laboratory frame. Further, the calculations in Fig.
6.4 are cross-section-weighted over all four molecular orbitals illus-
trated in Fig. 6.1 and hence the combination of states with gerade
and ungerade parity should lead to at least some cancellation of an
observable interference [197]. Indeed, an investigation of the orbital
resolved delays of the krypton dimer in Figure 6.5 reveals that the
delays of orbitals with gerade and ungerade symmetry exhibit some
- although weak - anti-cyclic behavior. Here the orbital resolved rel-
ative delays are shown as a function of the de Broglie wavelength
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6.1. Two-Center Interference in Dimers

λdB = h/pe , where pe is momentum of the photoelectron. A pecu-
liarity we note is that both gerade states show a maximum around
3.7 Å, while the states of ungerade parity have a maximum around
8.4 Å, roughly coinciding with RKr-Kr and 2RKr-Kr respectively. How-
ever, the magnitude of the local maxima vary significantly for each
of the four orbitals, which is also the reason of the surviving oscilla-
tion in the full, cross-section weighted calculation.
Experimentally, the combination of orbitals with different parity is
actually mostly prevented due to analysis of electrons in coincidence
with the stable dimer ions. In Figure 6.6, the potential energy of
a charged rare gas dimer Rg+

2 is sketched as a function of internu-
clear distance. From the potential energies and the indicated Franck-
Condon region for ionization from the neutral ground state it can
be seen that by far the most stable ionic dimer results from ioniza-
tion out of the σu molecular orbital. This is additionally supported
by work of high resolution threshold photoelectron spectroscopy
of Ne2, Ar2 and Kr2, which found that ionization out of the σu or-
bital has a much higher cross-section than ionization out of the πu
and πg orbitals for all species [208]. This allows the conclusion that
the experimental delays reported in Fig. 6.4 are almost exclusively
from the σu molecular orbital, which one would expect to result
in a stronger observable of two-enter interference than an equally
weighted contributions from all states. However, close scrutiny of
the orbital resolved delays in Fig. 6.5 reveals that the Σ+

u state does
not have any local maximum below 6 Å (e.g. above 4.1 eV) but is
flat in the region where the oscillation is observed in the experimen-
tal delays.
This discrepancy between experimental and theoretical observation

has not been resolved at the time of writing and is still being inves-
tigated. A possible source of errors could lie in the simple nature
of the calculations presented here, which are based on Hartree-Fock
(HF) wavefunctions and for which no proper convergence tests have
been performed at the time of writing. The HF method is known
to have limited accuracy in describing open-shell molecular sys-
tems. Additionally, scattering calculations for low energy electrons
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Figure 6.6: Schematic drawing of the potential energy of an ionized rare
gas dimer Rg+2 , as a function of internuclear distance. The Franck-Condon
region for ionization from the neutral ground state is marked by the
blue opaque area. Note that spin-orbit coupling is omitted for simplicity.
Adapted from [208, 209], which used the polarization configuration interac-
tion (POL–CI) method for calculations [210].

are methodologically particularly demanding and typically theoret-
ical Wigner delays are only shown for electron energies larger than
∼5 eV [28, 29, 75, 76].

6.2 Molecular-Frame-Resolved Delays of Neon
Dimer

As can be seen in Figure 6.2, neon is the only rare gas measured that
does not form clusters larger than the dimer2. Due to this circum-
stance it is possible to ascribe any of the Ne+ ions with kinetic en-
ergy to the neon dimer and hence to access the electrons of a dissoci-
ation channel of Ne+2 in the molecular frame. By extracting RABBIT
spectrograms for specific angles between the Ne+ ion momentum
and electron momentum one can then obtain ionization delays for
the respective electron emission direction in the molecular frame.

2This can be concluded from the missing broad distribution around the sharp
dimer peak, which implies that there are no Ne+2 ions originating from fragmenta-
tion of a larger cluster.
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Figure 6.7: Molecular frame ionization delays of Ne+2 relative to Ne+ for
(b) SB16 and (c) SB18. (a) Sketch of the molecular frame of Ne+2 with the
emission direction of the electron defined by the polar angle θ = θMol in the
molecular frame. The orange and green area indicating the angular cone
for emission left or right along the molecular axis respectively. The angu-
lar ranges for the shown delays are: θMol = 0− 45◦, θMol = 45− 135◦ and
θMol = 135− 180◦. For all of them the reference is Ne+ with θLab = 0− 45◦

and θLab = 135− 180◦. Grey asterisks represent delays from individual data
sets, filled circles show the mean and the error bars are the standard devia-
tion. Theoretical one-photon ionization delays for a localized electron hole
and for the same angular ranges are plotted as black diamonds. Dashed half
circles are drawn at the experimental delay values of left and right emis-
sion directions to guide the eye. Theoretical calculations were performed
by Robert Lucchese.
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Unlike in chapter 4, where delays for several emission directions in
the recoil frame of CF4 were extracted, here it was only possible to
analyze three angular ranges of the polar angle θMol in the molecular
frame due to insufficient statistics.
Figure 6.7 shows the relative ionization delays between Ne+2 and
Ne+ for three different angular ranges of the polar angle θMol in the
molecular frame of the neon dimer. A strong left-right asymmetry of
the delays can be observed with the delays for electron emission par-
allel to the axis along the neutral atom and orthogonal to the molec-
ular axis being almost zero, whereas for electron emission along the
ion, large negative delays of more than -200 as for both sideband 16
(Fig. 6.7 b) and sideband 18 (Fig. 6.7 c) were measured.
In order to observe an asymmetry along the axis of a diatomic
molecule, it is necessary to break the symmetry of the molecule. One
possibility to achieve this is in a diatomic heteronuclear molecule,
as it was done by Vos and coworkers when they measured an asym-
metry of the ionization delays in the molecular frame of CO [75].
Interestingly, they observed a delay difference of more than -150 as,
with the smaller delay measured for the electron emitted along the
ion direction, analogous to our observation. Due to Ne2 being a
homonuclear diatomic with a fully symmetric ground state, other
ways to break the symmetry must be considered. In this case, break-
ing the symmetry requires a coherent mixing of states with gerade
and ungerade parity, which leads to (partial-) localization of the or-
bital [211]. This approach of symmetry breaking in homonuclear di-
atomic molecules has been demonstrated multiple times by means
of an external laser field coupling states of different parity [212–216],
through the entanglement of autoionizing states of different parity
[217, 218] and even through the coupling of g and u states through
the photoelectrons Coulomb field [219, 220].
Due to the particularly strong laser field that was used in the case of
the neon measurement (see Fig. 6.8), a coupling of g and u through
the IR field seems to be a realistic possibility. This is further sup-
ported by the particularly strong coupling between the Σg and Σu
states due to large transition dipole moments in rare gas dimers [221,
222].
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Figure 6.8: FFT amplitude of neon RABBIT spectrogram shown in Fig. C2a.
The presence of an oscillation at 4ω0 is a sign of continuum-continuum tran-
sitions including 2 IR photons due to high IR intensity.

The localization of the electron hole on one side of the molecule as
a consequence of the coherent superposition of gerade and unger-
ade wavefunction presents a simple explanation for the asymmetric
ionization delays along the molecular axis of Ne2. The localization
results in a non-centered starting position of the electron wavefunc-
tion, which then experiences a different potential landscape for left
or right emission direction. The dependence on the mean position of
the electron along the molecular axis has also been suggested as the
source of asymmetric ionization delays in CO [75]. This interpreta-
tion is further supported by preliminary theoretical calculations of
the angular resolved one-photon ionization delays for a localized
electron hole in the photoionization of Ne2, shown as black dia-
monds in Fig. 6.7. Those calculations were performed by Robert
Lucchese using the ePolyscat molecular scattering code [206, 207].
Good qualitative agreement is observed with delay asymmetries of
-209 as (SB16) and -160 as (SB18) in the calculations.
However, so far no mechanism causing a symmetry breaking in Ne2
could be unambiguously identified and, both experimental and the-
oretical, investigations are still ongoing at the time of writing. Fur-
ther, the large error bars in combination with the limited number of
data points prevents one from drawing a final conclusion, highlight-
ing the need for additional experimental studies.
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6.3 Conclusion and Outlook

In this chapter the role of localization and delocalization in the pho-
toionization delays of rare gas dimers was discussed and first exper-
imental results were presented. Delocalization of the electron hole in
a diatomic molecule results in two-center interference, which mani-
fests itself in an observable change in the Wigner delay [195]. So far,
the effect of two-center interference on the Wigner delay has been
investigated only theoretically [193–195] and the results presented
here constitute a first experimental attempt. By studying several
rare gas dimers it is possible to investigate the influence of the in-
ternuclear distance on the ionization delays. For Kr2 an oscillating
delay as a function of electron energy is observed, which might be a
signature of two-center interference.
Further, an indication for at least partial localization of the electron
hole has been observed in the molecular-frame ionization delays of
Ne2. In this case the IR field necessary for the RABBIT experiment
might couple states of gerade and ungerade parity, leading to par-
tial localization of the electron hole, which in turn causes a highly
asymmetric ionization delay along the molecular axis of Ne2.

The difficulties of these experiments are mainly due to the very low
dimer yield in the cluster generation, which requires long acquisi-
tion times (approximately 48 h per data set). Because it is challeng-
ing to maintain stable experimental conditions over such a long pe-
riod of time, the quality of the experimental data presented in this
chapter, does not allow to reach a final conclusion on this topic. In-
stead, this chapter should motivate further experimental and the-
oretical investigations of ionization time delays in rare gas dimers,
where the occurrence of effects associated with both orbital localiza-
tion and delocalization, provide an exciting subject to study.
In particular with high repetition laser sources becoming more
broadly available, the experiments will become easier to realize and
efforts can be undertaken to improve the angular resolution in the
molecular frame of Ne2 and other rare gas dimers, where the effect
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of two-center interference is expected to be much stronger [195] and
can be studied in more detail. Also interesting would be the investi-
gation of these effects in the xenon dimer, which has an even larger
internuclear distance of RXe-Xe =4.36 Å [223]. Due to the spin or-
bit splitting of 1.31 eV between Xe+ 2P1/2 and Xe+ 2P3/2, a better
energy resolution than available in the present experimental setup,
is necessary to clearly resolve sideband and mainband peaks which
are separated by 1.55 eV in the present experimental conditions.
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Chapter 7

Conclusion

In this thesis, the combination of attosecond spectroscopy and co-
incidence detection was leveraged to investigate the photoioniza-
tion time delays of molecules and clusters in ways that have pre-
viously not been attempted. The results presented provided new
insights into the electron dynamics in molecular systems and serve
as an example of the possibilities that can be achieved by combining
attosecond and coincidence spectroscopy. This thesis shall thereby
motivate further experimental investigations of more complex sys-
tems that will increase our understanding of electron dynamics in
molecules.

A COLTRIMS type detector, combined with an XUV-IR interferom-
eter had been used to measure 3D momentum- and time-resolved
electron and ion spectra of molecules and clusters. Following the
RABBIT technique, ionization time delays were extracted and their
dependence on electron emission angle in the molecular and lab-
oratory frame, electron-kinetic-energy dependence and cluster-size
dependence was investigated.
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Conclusion

In chapter 4 the coincidence technique allowed for the simultane-
ous measurement of CF4 and argon, where the HOMO of CF4 has
a similar ionization potential as the HOMO of Ar. Thereby it was
possible to experimentally cancel effects of laser-induced delays and
determine the ionization time delay in the presence of strong shape
resonances. Further, detecting electrons in coincidence with the 3D
momentum-resolved CF+

3 ion made it possible to analyze the angu-
lar resolved ionization time delays in the recoil frame of CF4. For the
first time, ionization delays in the entire angular space in reference to
the molecular axis were extracted and the highly structured RAPIDs
could be explained with a partial-wave analysis of the RABBIT de-
lays. This type of analysis procedure is in principal not limited by
the size of the molecule and fully molecular-frame-resolved ioniza-
tion delays of more complex systems can be envisioned.

Due to the coincidence capabilities it was also possible to compare
the photoionization delays of clusters with different sizes, for the
first time, which was demonstrated in chapter 5. In water clusters, it
was shown that an increase in cluster size causes a simultaneous in-
crease in ionization delay. This could be attributed to the increasing
orbital delocalization in the clusters due to an increase in symmetry.
When the cluster size exceeds 4 molecules, structural disorder sets
in and causes the partial localization of orbitals. At this point the
ionization delay converges to a constant value, which is close to the
time delay previously measured in liquid water. Thereby, the under-
lying principle, or at least an important contribution to the changing
ionization time delays from gas-phase to liquid-phase water could
be unraveled.
In addition to water clusters, it could be shown that a similar in-
crease of the ionization delays is measured in argon clusters, which
indicates a more general validity of the correlation between ioniza-
tion delays and orbital localization/delocalization, promising to re-
veal new insights about the electronic structure for many other sys-
tems.
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Conclusion

Chapter 6 covered the fundamental quantum effect of two-center
interference in homonuclear diatomics. The comparison of electron-
energy resolved ionization delays between different rare gas dimers
and their monomers, revealed the dependence of interference max-
ima and minima on the internuclear distance. In Kr2 an experimen-
tal indication is found that the quantum interference of the two-
center photoemission imprints itself onto the ionization delay of the
electron. Additional experimental and theoretical work is needed to
investigate this effect further. Rare gas dimers provide an ideal sys-
tem due to the range of internuclear distances available for the dif-
ferent rare gas dimers as well as the comparison with the monomers
which cancels any laser-induced delays.
With the coincidence capabilities it was also possible to study ioniza-
tion delays in the molecular frame of the neon dimer, which revealed
strongly asymmetric delays along the molecular axis. This symme-
try breaking fundamentally requires a localization of the electron
hole, which is in direct contradiction to the delocalization of the or-
bital required for the two-center interference. The role of localization
and delocalization of the orbitals in homonuclear diatomics is still an
open question and the ionization delays in Ne2 provide an exciting
system to investigate this very fundamental problem further.
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Supplementary Material for ’Attosecond In-
terferometry of Shape Resonances in the Re-
coil Frame of CF4’

Saijoscha Heck,1 Denitsa Baykusheva,2† Meng Han,1 Jia-Bao Ji,1

Conaill Perry,1 Xiaochun Gong1,3 and Hans Jakob Wörner1†

1 Laboratorium für Physikalische Chemie, ETH Zürich, 8093 Zürich,
Switzerland,
2 Department of Physics, Harvard University, Cambridge, Mas-
sachusetts 02138, USA
3 State Key Laboratory of Precision Spectroscopy, East China Nor-
mal University, Shanghai, China
† E-mail: dbaykusheva@g.harvard.edu, hwoerner@ethz.ch.

Theoretical methodology

Quantum-scattering Calculations

The calculation of the CF4 photoionization matrix elements
MΓ0

1hν,a/e(E≶
SB, ϑ, ϕ) has been performed using the ePolyScatmolec-

ular scattering codes described in Refs. [45, 46]. The electronic struc-
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Figure A1: Calculated angle-resolved sidebands for the 1t1 HOMO of
CF4. Theoretically predicted sideband intensity for SB12 (A), SB14 (B), and
SB16 (C), displayed as a function of the emission angle ϑ and the XUV-IR de-
lay τ. The black dots signify the position of the extremal phase ΦMol(ESB, ϑ)
at each angle.
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Figure A2: Calculated angle-resolved sidebands for the 4t2 HOMO-1 of
CF4. Theoretically predicted sideband intensity for SB12 (A), SB14 (B), and
SB16 (C), displayed as a function of the emission angle ϑ and the XUV-IR de-
lay τ. The black dots signify the position of the extremal phase ΦMol(ESB, ϑ)
at each angle.
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Figure A3: Calculated MFPAD for photoionization from the 4t2 (HOMO-
1) channel. The shown MFPAD corresponds to an electron kinetic energy of
Ekin = 3.2 eV. The Euler angles are set at α = 0◦, β = 0◦, i.e. the laboratory
and the molecular frames coincide. The black spheres show the positions of
the fluorine atoms.

ture of CF4 has been calculated with the Hartree-Fock (HF) method
using a cc-pVTZ basis set. The single-center partial-wave expansion
in the scattering calculations has been truncated at lmax = 60, which
ensures converged results. Given the set of matrix elements Ilmµ(E)
output by ePolyScat, the emission- and orientation-angle-dependent
photoionization matrix elements have been calculated via:

MΓ0
1hν(E, ϑ, ϕ) = ∑

lmµ

IΓ0
lmµYlm(ϑ, ϕ)Y1µ(β, α) (7.1)

The molecular frame employed in the theoretical calculation is de-
picted in Fig. A3 and Fig. 4.3 of the main text. The molecular z-axis
corresponds to the emission angle (ϑ, ϕ) = (0, 0), i.e. (ϑ = 0, ϕ = 0)
points along the (dissociating) C–F bond. For illustrative purposes,
in Fig. A3 we also plot the squared amplitude of a selected MF-
angle-resolved matrix element at α = 0, β = 0. This quantity corre-
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sponds to the molecular-frame photoelectron angular distribution,
MFPAD.

A B C D

3

Figure A4: Calculated MFPADs. The MFPADs for the 1t1 (HOMO) chan-
nel shown in this figure have been calculated with ePolyScat, i.e. the same
methodology used for the calculation of the time delays.

A B C D

Figure A5: Calculated MFPADs. Same as Fig. A4 for the 4t2 (HOMO-1)
channel. The overall very good agreement with, both, experimental MF-
PADs and more sophisticated multi-channel calculations based on the com-
plex Kohn variational method [108], both shown in Fig. A6, demonstrate
the accuracy of the ePolyScat calculations.
A B C

CF3
+F

D

Figure A6: Experimental and calculated MFPADs of the 4t2 (HOMO-1)
channel from previous work. MFPADs adapted from Larsen et al. [108],
shown here to demonstrate the agreement of our calculations with previ-
ous experimental and theoretical data. (A) Ekin=2.1 eV, (B) Ekin=3.2 eV, (C)
Ekin=4.3 eV and (C) Ekin=5.2 eV.
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To assess the accuracy of the ePolyScat calculations used in our
work, MFPADs obtained with the photoionization matrix elements
described above have been compared to previous calculations and
experimental data presented in Ref. [108]. Figure A4 displays the
MFPADs for photoionization from the HOMO and Figure A5 from
the HOMO-1 of CF4. The direct comparison of Figs. A5 and A6
validates the accuracy of our calculations.

Laboratory-Frame angular resolved delays

In Figure 4.2 of the main text we show laboratory frame angular re-
solved delays for an emission angle of 0-18◦. This angle was chosen,
because it is the angular range with the most electron yield and also
with the best energy resolution. Nevertheless, the question arises
how much the delays caused from the shape resonances depend on
the choice of emission angle. In Fig. A7 we show the ionization de-
lays of CF4 for both HOMO and HOMO-1 referenced to argon, with
an electron emission angle of 25◦-55◦. The black solid line shows the
calculated RABBIT delays for the same angular range and reference.
It can be seen, that also in this angular range the agreement between
theory and experiment is good. Further, there is no qualitative dif-
ference of the delays observed for the angular range of 0-18◦, shown
in Figure 4.2. Due to the choice of electric and magnetic field param-
eters, we are unable to access delays for full angular integration.

Partial wave analysis of the RABBIT delays

In this section, we present a detailed analysis of the photoionization
cross sections and RABBIT delays discussed in this work on the ba-
sis of a partial wave decomposition. This approach clarifies the key
mechanisms underlying the photoelectron trapping in the shape res-
onances and its manifestation in the measured RABBIT delays.
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Figure A7: Laboratory-Frame Photoionization delays. Delays for channel
(A) 1t1 and (B) 4t2. Black filled circles show the experimental values, the
black solid line shows the calculated RABBIT delays. Both experimental and
theoretical delays are for electrons emitted 25◦-55◦ with respect to the XUV
polarization and are referenced to argon using the same angular integration
range. The emission angle is visualized in the inlet of (A), where the green
shaded area shows the angular range and the purple double arrow indicates
the XUV polarization. The error bars show the standard deviation of the
delays extracted from multiple data sets.

We first discuss the HOMO channel. Figure A8 shows the cross sec-
tion of the 1t1 → kt2 photoionizing transition. It clearly reveals the
presence of a shape resonance at a kinetic energy of ∼2.3 eV, which
is dominated by an f-wave (l = 3) contribution. No shape reso-
nances have been found in the relevant energy range in the other
continuum symmetries (a2, e and t1).

The HOMO-1 channel features two shape resonances, one of a1 sym-
metry (Fig. A9A) and one of t2 symmetry (Fig. A9B). The two
resonances lie close in energy and overlap within their respective
widths. Both of them are dominated by f-wave contributions, as in
the case of the HOMO channel. The a1 shape resonance additionally
has contributions from s- (l = 0) and g- (l = 4) waves, whereas the t2
shape resonance has p- (l = 1) and d- (l = 2) wave contributions. We
note that p- and d-waves do not contain the totally symmetric irre-
ducible representation and are therefore excluded from contributing
to the a1 shape resonance by symmetry.
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1t1; t2

Figure A8: Partial-wave decomposition of the HOMO(1t1)→ kt2 cross sec-
tion.

4t2; a1A

Figure A9: Partial-wave decomposition of the HOMO-1 cross sections.
For channels (A) HOMO-1→ ka1 and (B) HOMO-1→ kt2.

To determine the lifetimes of the respective resonances we fit the
symmetry-resolved cross sections using the Fano formalism [224]

f (x) = A
(q + x−E0

Γ/2 )2

1 + ( x−E0
Γ/2 )2

+ B, (7.2)
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resonance Fano
lifetime position parameter

channel τ / as Γ / eV E0 / eV q
1t1 → kt2 650 1.01 2.43 26.8
4t2 → ka1 457 1.44 3.91 -7.6
4t2 → kt2 370 1.78 3.02 6.67

Table A1: Lifetimes and Fano-fit parameters of shape resonances.

where q is the Fano parameter, Γ the linewidth, E0 the resonance
position, A an amplitude and B an offset. The lifetime is then calcu-
lated with the relation τ = h̄/Γ. In Table A1 we show the resonance
lifetimes together with the fit parameters.

In the following, we study the angle dependence of the photoioniza-
tion delays in the molecular frame and analyze the contributions of
individual partial waves. When the analysis is restricted to a single
partial wave, we always obtain delays that are forward-backward
symmetric along the dissociation axis. Any asymmetry is therefore
the signature of the interference of at least two partial waves. In
the following, we hence chose different subsets of partial waves and
displayed the corresponding molecular-frame RABBIT delays. For
all partial-wave resolved delays shown, the cc-contribution and the
argon reference delays are omitted. The partial-wave analysis of
the RABBIT delays in the HOMO channel is shown in Fig. 4.3 of
the main text. Here, we present the corresponding analysis of the
HOMO-1 channel.

As shown in Fig. A9 and Fig. 4.2 of the main text, the HOMO-1
channel contains two overlapping shape resonances of symmetries
a1 and t2, respectively. Here, we discuss the partial-wave decom-
position of the angle-resolved photoionization delays for each con-
tinuum symmetry separately first, before showing the results of the
complete calculation.
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Figures A10 and A11 show the delays obtained from a calculation
that is restricted to the a1 continuum symmetry and l = 0, 3 or l =
0, 3, 4, respectively. Note that l = 1, 2 are not contributing to the
a1 continuum symmetry. The comparison of the two figures shows
that the qualitative asymmetry of the delays is already captured by
l = 0, 3 alone. In SB12, the addition of l = 4 has a large effect,
both on the angular variation and the absolute values of the delays,
whereas it has only a minor effect in the case of SB14 and SB16.

A B C

Figure A10: Partial-wave-resolved RABBIT delays of the HOMO-1 chan-
nel with continuum symmetry a1. Restricted to the contributions of partial
waves with l= 0 and 3 for (A) ECF4

kin =1.55 eV for SB12, (B) SB14 and (C) SB16.
All delays are referenced to argon.

A B C

Figure A11: Partial-wave-resolved RABBIT delays of the HOMO-1 chan-
nel with continuum symmetry a1. Restricted to the contributions of partial
waves with l=0, 3 and 4 for (A) ECF4

kin =1.55 eV for SB12 (B) SB14 and (C) SB16.
All delays are referenced to argon.
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Figures A12 and A13 show the delays obtained from a calculation
that is restricted to the t2 continuum symmetry and l = 2, 3 or
l = 1, 2, 3, respectively. Note that l = 0 is not contributing to the
t2 continuum symmetry. The comparison of the two figures again
shows that most features in the angular dependence of the delays
are already captured by l = 2, 3 alone. In SB12, the addition of l = 1
has a visible effect on the angular variation of the delays, whereas it
has only a minor effect in the case of SB14 and SB16.

A B C

Figure A12: Partial-wave-resolved RABBIT delays of the HOMO-1 chan-
nel with continuum symmetry t2. Restricted to the contributions of partial
waves with l= 2 and 3 for (A) ECF4

kin =1.55 eV for SB12, (B) SB14 and (C) SB16.
All delays are referenced to argon.

A B C

Figure A13: Partial-wave-resolved RABBIT delays of the HOMO-1 chan-
nel with continuum symmetry t2. Restricted to the contributions of partial
waves with l=1, 2 and 3 for (A) ECF4

kin =1.55 eV for SB12, (B) SB14 and (C)
SB16. All delays are referenced to argon.
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Figure A14 shows the angle-resolved delays obtained by including
all continuum symmetries and all significantly contributing partial
waves (l = 0− 4). The comparison with Figs. A11 and A13 shows
that the total delays are not a simple linear combination of the de-
lays obtained for specific continuum symmetries. The importance
of interference phenomena is further supported by the direct com-
parison of the results of a coherent and incoherent addition of the
symmetry-resolved photoionization matrix elements in Fig. 4.4 of
the main text.

A B C

Figure A14: Partial-wave-resolved RABBIT delays of the HOMO-1 chan-
nel with all continuum symmetries. Restricted to the contributions of par-
tial waves with l= 0, 1, 2, 3 and 4 for (A) ECF4

kin =1.55 eV for SB12, (B) SB14
and (C) SB16. All delays are referenced to argon.
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Graphical representations of the shape-resonance wave-
functions

In this section, we discuss the continuum wave functions at the en-
ergies of the three relevant shape resonances in more detail. These
wavefunctions were obtained using the resonance-search algorithm
implemented in ePolyScat [45, 46]. These calculations use a single-
active-electron approximation and are therefore slightly less accu-
rate than the regular ePolyScat calculations used throughout the re-
mainder of this work. They nevertheless have the benefit of pro-
viding the energy positions, lifetimes and single-electron continuum
wavefunctions of the shape resonances, which offer an intuitive un-
derstanding of their spatial and temporal properties.
Both the initial orbitals as well as the resonant wavefunctions
are calculated in a coordinate system where the C-F bonds span
a tetrahedron with vertices given by (±rCF cos α/2, ±rCF cos α/2,
±rCF cos α/2) with α = arccos 1/3. Choosing the electric field vec-
tor to lie along one of the C-F bonds (e.g. (1,1,1)) will thus create a
superposition of all three degenerate wavefunction components:

1/
√

3(1t(x)
1 + 1t(y)1 + 1t(z)1 ).

Figure A15 shows the wave functions of the bound 1t1 and 4t2 or-
bitals, as well as the continuum wave functions of the three shape
resonances that were studied in this work. Two of these contin-
uum wavefunctions are also shown in Fig. 4.2C,D of the main text.
Here, we note that the t2 shape resonances in both channels have
nearly identical wave functions, which suggests that they are actu-
ally closely related to each other, although accessed from different
initial orbitals. This is a remarkable observation because the two
t2 resonances are located at different photon energies in the two
channels and have different lifetimes. Specifically, the 4t2 →t2 res-
onance lies higher in photon energy and has a shorter lifetime than
the 1t1 →t2 resonance.
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A B

1t1

t2

4t2

a1 t2

Figure A15: 3-dimensional orbital wavefunctions. (A) Orbital wavefunc-
tions for the 1t1 HOMO (bottom) and the t2 continuum wavefunction at the
resonance energy (top). (B) same as (A) for the 4t2 HOMO-1 and the a1, as
well as t2 resonant wave functions. The position of the atoms is indicated
with black/blue spheres for C/F, respectively. Contour levels used are: 0.8,
0.7, 0.35, 0.15 and 0.09.

The isocountour values chosen in Fig. A15 have the advantage of
emphasizing the nature of the shape resonances, i.e. the molecular
cage effect, but the disadvantage of not clearly displaying the con-
tinuum character of the corresponding wave functions. We therefore
chose a different set of isocontour values for the same wavefunctions
in Fig. A16. Here, the bound character of the molecular orbitals
and the infinite extension of the continuum wave functions is more
clearly visualized.
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A B

1t1

t2

4t2

a1 t2

Figure A16: 3-dimensional orbital wavefunctions with lower isocontour
values. Same as Fig. A15, but with lower isocontour values to emphasize
the diffuse contributions to the shape-resonant wave functions. Contour
levels used are: 0.8, 0.6, 0.4, 0.22, 0.0145.
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Calculation of the potential energy surfaces of CF+
4

The potential-energy surfaces shown in Fig. 4.1A of the main text
were obtained as follows. First, one of the C-F bond lengths was
fixed to one of 25 values in a constrained structure optimization of
CF+

4 with unrestricted DFT employing the BP86 functional and the
def2-TZVP basis set. For each of these structures, the six lowest-
lying electronic states were calculated at the SA-CASSCF(23,16) level
of theory using the relativistic X2C Hamiltonian and the ANO-RCC
basis set with triple-zeta contraction. This active space contains
all valence orbitals except for the energetically well-separated 2s-
orbitals of the fluorine atoms.
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Figure A17: Phase retrieval from overlapping photoelectron signals of
CF4.(A) Laboratory-frame angle-resolved RABBIT spectrum with an angle
between electron direction and XUV polarization of 0-18◦.(B) Fitted energy
spectrum of CF4. The electron energies from the three energetically acces-
sible states are fitted according to their cross section and XUV intensities
using Gaussians. (C) Amplitude at 2ω of a Fourier Transformation of the
RABBIT spectrum shown in (A). (D) Phase at 2ω of the same Fourier Trans-
formation.
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Supplementary Material for ’Attosecond spec-
troscopy of size-resolved water clusters’
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Attosecond size-resolved cluster spectroscopy

Water-Cluster Generation setup

The experimental setup and the water-cluster source are illustrated
in Fig. B1. The neutral water clusters[167, 168] were formed in a con-
tinuous supersonic expansion into vacuum with a water-vapor pres-
sure of 0.3 MPa through a 50 µm nozzle orifice and passed through
two conical skimmers (Beam Dynamics) located 10 mm and 30 mm
downstream with a diameter of 200 µm and 1 mm, respectively. The
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Figure B1: Drawing of the coincidence spectrometer and water-cluster
source. The water-cluster source is coupled to the electron-ion coinci-
dence spectrometer through a two-stage differential pumping system with
a molecular-beam dump on the opposite side. The time-of-flight axis of the
coincidence spectrometer was perpendicular to the supersonic beam. Ho-
mogeneous electric fields were created by a stack of electrodes that guide
the motion of the ions and electrons to the MCP detectors. The pair of
Helmholtz coils provided the required magnetic fields.

liquid water was maintained at 408 K to give rise to a sufficient va-
por pressure in a container of 0.7 L to support a stable water-cluster
beam for a duration of 120 hours. The water-cluster source was
coupled to the COLTRIMS via two differential pumping stages. To
maintain the ultrahigh vacuum in the main reaction chamber, a dif-
ferentially pumped beam dump captured the molecular beam after
the interaction region.

Water-Cluster Fragmentation Dynamics and Abundance

The fragmentation dynamics of water clusters upon photoionization
consists out of a rapid proton transfer, followed by the loss of a sin-
gle neutral OH unit [146–154, 225, 226].
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Figure B2: Measured intensity of the protonated water-cluster ions
(H2O)nH+ in our cluster beam. The data was normalized with respect to
n=2, i.e. (H2O)2H+. The blue solid line is an exponential fit to the experi-
mental data (blue dots).

(H2O)n + hν −→ [(H2O)+n ]
∗ + e−

−→ (H2O)n−1H+ + OH + e−.
(7.3)

This pathway dominates the fragmentation of water clusters up to
n=15 [146, 148, 152]. For larger clusters the subsequent loss of addi-
tional water molecules becomes relevant following the reaction

(H2O)n + hν −→ (H2O)+n + e−

−→ (H2O)n−1−mH+ + OH + e− + mH2O.
(7.4)

However, in photoionization experiments with 12.5 eV [152] and
26.5 eV [146], the onset of H2O molecule loss has only been observed
for clusters with n ≥ 5, with the decay fraction for n=5 and n=6
still well below 10%. Figure B2 shows the measured intensity dis-
tribution of the protonated water clusters (H2O)nH+ of our cluster
source. The vanishing intensity for larger clusters allows us to ex-
clude the possibility of fragmentation dynamics from large clusters.
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Water-Cluster Structure

This section summarizes the isomer structures of small water clus-
ters and their population distribution within the temperature range
of our cluster beam. The structures of small water clusters and their
respective energies have been studied extensively in recent years
[156–163, 227]. Table S1 shows the electronic binding energies ∆Ee
of the clusters with respect to the (non-interacting) monomers and
the enthalpies of formation ∆H(0K) at 0 K for different isomers as
calculated by Temelso et al. [157]. For an estimated internal temper-
ature of the water clusters of 150 K there is 0.3 kcal/mol of thermal
energy available. Therefore, we only take into account the isomeric
structures that lie within 0.3 kcal/mol in enthalpy of the energeti-
cally most stable isomer. The resulting isomers are identified with
bold font in Table B1.

Attosecond Coincidence Interferometry

In our experiments, photoionization of water clusters was induced
by single-XUV-photon absorption, yielding a main-band (MB) pho-
toelectron band at a kinetic energy eKE = EXUV − Ip, as shown in
Fig. B3. The synchronized IR field induced two distinct quantum
paths from adjacent main bands to the same final side-band (SB)
state by absorption or stimulated emission of one IR photon. The in-
terference between these two quantum paths gave rise to the typical
SB intensity oscillations with half the IR period as a function of the
APT-IR pump-probe delay. To achieve attosecond temporal stabil-
ity, a frequency-stabilized laser beam (He-Ne continuum reference
laser, λ = 632.8nm) was coupled into the XUV-APT and IR Mach-
Zehnder interferometer [228–230], resulting in a time jitter of ∼ 40
as, as shown in Fig. B4.

The photoionization time delays of water clusters are determined
from the intensity oscillations of the SB peaks defined as

Aq(τ) = A cos(2ω(τ − τq)) + B = A cos(2ω(τ − τXUV
q − τ

sys
q )) + B,

(7.5)
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(H2O)n ∆Ee ∆H(0K)
2-(Cs) -5.03 -3.14
3-UUD -15.70 -10.63
3-UUU(C3) -15.08 -10.40
4-(S4) -27.43 -19.74
4-(Ci) -26.58 -19.08
4-PY -23.88 -16.56
5-CYC -36.01 -26.29
5-FR-B -34.87 -25.11
5-CA-C -34.69 -24.70
5-CA-A -34.54 -24.53
5-CA-B -33.82 -23.83
5-FR-C -32.44 -22.87
5-FR-A -33.13 -23.23
6-PR -46.14 -33.16
6-CA -45.93 -33.14
6-BK-1 -45.51 -33.11
6-BK-2 -45.14 -32.74
6-CC(S6) -44.60 -32.76
6-BAG -44.59 -32.36
6-CB-1(C2) -43.57 -31.91
6-CB-2(C2) -43.51 -32.03

Table B1: Binding energy and enthalpy of formation of different water clus-
ter isomers given in kcal/mol. The values were taken from Ref. [157].
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Figure B3: XUV-only photoelectron spectra of water clusters and argon
atoms. a argon, b [H2O]3H+, c [H2O]2H+, d [H2O]+2 , e [H2O]+. The XUV-
APT included the high-harmonic orders from 11 to 17.

where ω is the angular frequency of the IR field, τXUV
q represents the

emission-time difference of harmonics q + 1 and q− 1, i.e. it reflects
the attochirp of the XUV-APT [231] and τ

sys
q is the system-specific

photoionization time delay [39, 40, 98, 100, 121, 137].

Phase Reconstruction

Compared to atomic systems, the measurement of molecular pho-
toionization time delays typically faces the challenge of spectral
overlap [137, 155]. This is because the XUV-APT ionizes electrons
out of several possible orbitals, which leads to spectral overlap be-
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Figure B4: Delay stability of the attosecond pump-probe interferometer.
The time jitter of the phase-locked Mach-Zehnder interferometer amounted
to ±38as.

tween the photoelectron MB spectra created by different harmonic
orders and the SB spectra. Figure B5 shows the attosecond photo-
electron spectra recorded in coincidence with different water-cluster
fragments, ranging from the dimer to the protonated pentamer. To
extract the photoionization time delays from spectrally overlapping
attosecond photoelectron spectra, we used the complex-valued prin-
cipal components analysis as described in detail in [155], which has
also been successfully used in our recent work on liquid water [120].
In the first step, the XUV-only photoelectron spectrum is fitted with
a set of Gaussians, as shown in Fig. B3. In a second step, we fit-
ted additional Gaussians to reproduce the XUV+IR photoelectron
spectrum. Next, a Fast-Fourier Transformation (FFT) was done line
by line on the attosecond photoelectron spectra (Fig. B5) along the
time-delay axis and the resulting band in the complex-valued FFT at
the 2ω angular frequency was fitted by multiplying each Gaussian
component obtained in the XUV+IR fit with a complex amplitude
ezj
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Figure B5: Attosecond photoelectron spectra for different sized water
clusters. a, Attosecond photoelectron spectra coincident with the unpro-
tonated water dimer cation, (H2O)+2 . b-d, Same as a but for b (H2O)3H+, c
(H2O)4H+, d (H2O)5H+.

I f it(E) = ∑
j

pj(E)ezj = ∑
j

eaj pj(E)︸ ︷︷ ︸
Aj(E)

eibj , (7.6)

where pj(E) is the Gaussian fit for photoelectron band j (see Fig.
B3). This complex number zj = aj + ibj simultaneously accounts
for the side-band specific delay τj = −bj/(2ω) and a finite mod-
ulation contrast when |eaj | < 1. The numerical robustness of the
obtained phase shifts of SB12 and SB14 is illustrated in Fig. B6, ob-
tained by randomly varying the initial guesses of the 1b1 binding
energies over a range of 0.2 eV. These results showed that the de-
termination of the phase shifts was robust with respect to the initial
guesses and demonstrated the absence of any systematic correlation
between these two quantities.

To exclude any major contributions due to vibrational effects in the
measured photoionization time delays, we additionally performed
the attosecond size-resolved measurement with pure D2O clusters
(Sigma-Aldrich, 99.9 atom % D). Figure B7 shows the measured
mass spectrum of ionized D2O clusters, under similar conditions as
the spectrum shown in Fig. B1c and 1d in the main text. The ion
mass spectra for the different isotopes look very similar, as the frag-
mentation pathways are the same [232, 233]. Figure B8 shows the
size-resolved attosecond photoelectron spectra and their numerical
complex-fitting results for the heavy water clusters.
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Figure B6: Numerical stability of the phase reconstruction a, Measured
(red circles) and fitted (black line) photoelectron spectrum, in coincidence
with H2O+ and in the presence of the XUV-APT + IR field with the XUV
single-photon contributed main bands (solid lines) and sidebands (dashed
lines) corresponding to the 1b1 (blue), 3a1(orange) and 1b2 (purple) bands.
b, Real (black) and imaginary (yellow) components of the 2ω frequency
band in the Fourier transform of the RABBIT photoelectron spectrum of wa-
ter monomers. The circles represent the data points and the full lines repre-
sent the complex fit. c, Same as b, showing the amplitude and phase of the
2ω frequency band of the Fourier transform. d, Retrieved SB12 phase of 1b1
band as a function of the initial guess of the electron-kinetic energy. The up-
per and right-hand panels show the projected electron-kinetic-energy and
phase distributions. e, Same analysis as in d for the phase of SB14
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Figure B7: Mass spectrum of D2O clusters. a, Mass spectrum of the cluster
beam photoionized by an APT as a function of the mass-over-charge (MOC)
ratio. b Two-dimensional MOC spectrum of water cluster species as a func-
tion of position on the ion detector.
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a b c

d e

Figure B8: Attosecond photoelectron spectroscopy of size-selected D2O
clusters. Attosecond photoelectron spectra created by overlapping XUV-
APT and IR pulses and detected in coincidence with a D2O+, b (D2O)2D+, c
(D2O)3D+, d (D2O)4D+, e (D2O)5D+, respectively. The spectrum shown in
upper panel is integrated over the APT-IR delay, the middle panel shows the
RABBITT trace, and the bottom panel displays the Fourier transforms at 2ω
of the attosecond photoelectron spectra, shown in terms of their modulation
amplitude (orange color) and phase (blue color). The experimental data and
the fitted curves are shown as open circles and solid lines, respectively.
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Calculations

Calculations of photoionization matrix elements and cross sec-
tions

To describe the photoionization dynamics of an N-electron molecule
or cluster, we employed a quantum-scattering calculation based on
the iterative Schwinger variational principle [234]. In this approach,
we performed a single-center partial-wave decomposition of the ini-
tial electronic state, Ψi = ∑`m Rn`(r)Y`m(r̂), which was constructed
from an anti-symmetrized product of the n = N/2 occupied or-
bitals, as implemented in ePolyScat [206, 207]. The final-state wave
function and the scattering potential were also expanded into partial
waves.

The photoionization dipole matrix elements in the length gauge for
linearly polarized radiation are given by

Ii, f =
〈

Ψ
(−)
f ,κ

∣∣r · ÊXUV
∣∣Ψi

〉
=

√
4π

3κ ∑
`mv

I`mvY`m(κ̂)Y∗1v(n̂) (7.7)

where r is the position operator, Y`m are the spherical harmonics,
Y1,v=0,±1 describes the orientation ÊXUV of the XUV polarization in
the molecular frame, κ̂ is the asymptotic momentum of the outgoing
photoelectron wavepacket, |Ψ(−)

f ,κ 〉 denotes the observed final-state

wave function, and I`mv =
√

2
π (−i)`

〈
Ψ
(−)
f ,κ`m |rv|Ψi

〉
is the partial-

wave matrix element. The photoionization cross sections integrated
over target-orientation and photoelectron-emission angles are given
by

σ =
4π2E

3c ∑
∣∣∣Ii, f

∣∣∣2 , (7.8)
where E is the photon energy.

Calculations of photoionization time delays

As introduced by Wigner and Smith [39, 40], the energy derivative
of the scattering phase is associated with a time delay in scattering.
In photoionization, this definition leads to a delay of the outgoing
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photoelectron wavepacket. The case of atoms and molecules have
been treated in Refs. [121] and [98], respectively. The photoioniza-
tion time delay is defined as the energy derivative of the complex
photoionization amplitude f (ε)

τ =
d
dε

Arg( f (ε)) = Im
{

1
f (ε)

d f
dε

}
. (7.9)

In the picture of partial-wave decomposition, the outgoing wavepacket
is expressed as a coherent sum over partial waves, Ψ = ∑lm ψlm,
where each component is defined by the quantum numbers (l, m),
i.e. the electronic orbital angular momentum and its projection onto
a given quantization axis, and each (l, m) defines a partial-wave scat-
tering channel.

In contrast to the spherical nature of the scattering potential in the
atomic case, a molecule or cluster has a highly anisotropic potential,
which requires many partial waves in the single-center expansion.
In our calculations we have typically used lmax = 50.

The photoionization time delay in the molecular frame depends on
the photon energy E, the final momentum κ̂ and the polarization
direction ÊXUV of the ionizing radiation. It can be defined as:

τMF
ω (E, κ̂, ÊXUV) = h̄

∂

∂E
[Arg(

〈
Ψ
(−)
f ,κ

∣∣r · ÊXUV
∣∣Ψi

〉
)]. (7.10)

Figure B9 illustrates the photoionization delay (left) and the differ-
ential photoionization cross section (right) for the case of the water
dimer as a function of the emission angles (θ, φ) in the molecular
frame.

Although the three-dimensional momentum is accessible in our co-
incidence setup, we averaged over all molecular orientations and
the emission angle κ̂ of the photoelectron in the off-line analysis due
to the limited water-cluster signal. Hence, the ionization time de-
lay τω(E) is obtained by integrating over all molecular orientations
(defined by the set of Euler angles R̂γ) and photoelectron-emission
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Figure B9: Example of one-photon (Wigner) time delay in the molecular
frame (a) and differential photoionization cross section (b) for HOMO of
the (H2O)2 system and the light polarisation direction (blue arrow) indi-
cated in the inset, as a function of photoelectron ejection directions (black
arrow defined by θ and φ angles in molecular frame).

directions κ̂, as described in Ref. [98].

τω(E) =
1

8π2

∫
dR̂γ

∫
dκ̂ A(E, R̂γ, κ̂) τMF

ω (E, R̂γ, κ̂)

where

A(E, R̂γ, κ̂) =
|∑lmµ IlmµYlm(κ̂)D(1)

µmp(R̂γ)|2

∑lmµ |Ilmµ|2
,

both quantities being shown in Fig. B9.

Instead of directly measuring the one-photon (Wigner) delays
τω(E), a RABBIT experiment accesses a closely related quantity, re-
sulting from two-photon (XUV+IR) transitions. The molecular part
of the two-photon time delay (ignoring cc-delay) in the molecular
frame is defined via the total transition amplitude f MF

mol given by

f MF
mol (2q, κ̂, R̂γ) = ∑

LML′M′
Y∗L′M′(κ̂)YLM(κ̂) b∗L′M′ ;(2q−1)(R̂γ) bLM;(2q+1)(R̂γ),
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Figure B10: One-photon (Wigner) time delay a) and two-photon
(XUV+IR) time delay b) in the molecular frame as a function of electron-
ejection angles (θ and φ) in the molecular frame, when the light polarisation
(XUV and IR, blue arrow) is aligned along the z-axis, as shown in the inset.
All results are time delays calculated for the H2O monomer, HOMO orbital
and photoionization to SB12.

where transition amplitudes from IR emission/absorption b have
been defined in Ref. [98]. We get the laboratory-frame τmol(2q) time
delay by coherently integrating f MF

mol over all molecular orientations
(defined by the set of Euler angles R̂γ) and photoelectron-emission
directions κ̂ and calculating the phase of the total transition ampli-
tude, i.e.

τmol(2q) =
1

2ω
arg

[∫
dR̂γ

∫
dκ̂ f MF

mol (2q, κ̂, R̂γ)

]
.

We can also calculate the molecular frame time delay from f MF
mol (2q, κ̂, R̂γ)

directly, and then proceed as in the one-photon case by cross-section-
weighted integration (shown in RHS of Fig. B10, Fig. B11 and Fig.
B12). We have verified that the two approaches give the same re-
sults.

Figures B10 to B12 compare the molecular-frame one- and two-
photon delays of the water clusters. These figures show that the two
quantities are very similar in magnitude and display very similar an-
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Figure B11: Same as Fig. B10 but for (H2O)2 and HOMO orbital.

gle dependencies. This agreement is further quantified in Fig. B13,
which directly compares the one- and two-photon delays obtained
after full angular averaging over the photoemission and molecular-
orientation directions. In most cases, the difference between the
delays amount to a few attoseconds only. The largest difference is
found in the case of the S4 isomer of the water tetramer, where the
difference amounts to ∼13 as. Compared to the error bars of the
experimental results, even this difference is still negligible.

Based on this close agreement between one- and two-photon de-
lays in water clusters, we have therefore based our discussion in the
main text and in the remainder of this document on the one-photon
(Wigner) delays.

Photoionization delays of the 1b1 and O-1s (1a1) bands
of water clusters

The following set of figures show the complete cluster-size-, isomer-
and orbital-resolved one-photon-ionization delays integrated over
target orientations and photoemission directions. A subset of these
results are shown in Figs. 5.3 and 5.4 of the main text. Figure 5.3 of
the main text shows the cross-section-weighted average time delay,
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Figure B12: Same as Fig. B10 but for (H2O)(s4)
4 and HOMO orbital.

which is defined as follows

τ(E) = ∑n
i=1 σi(E)τi(E)
∑n

i=1 σi(E)
, (7.11)

where the sum runs over the n orbitals of the 1b1 band of (H2O)n,
σi(E) is the photoionization cross section of orbital i at the photon
energy E and τi(E) is the corresponding photoionization time de-
lay. This quantity can directly be compared with the experimental
results, which do not resolve the individual orbitals of the 1b1 band.

Figure B14 shows the time delays and 1b1-band orbital densities of
the 1-2 most stable water-cluster isomers. A selection of these re-
sults is also shown in Figs. 5.3 and 5.4 of the main text. This figure
highlights the close relationship between orbital delocalization and
time delays. The largest delays are obtained for the tetramer with S4
symmetry. This is consistent with the perfect orbital delocalization
imposed by symmetry. This figure also nicely illustrates the gen-
erality of the localization phenomenon for clusters larger than the
tetramer: all orbital densities for pentamers to heptamers are typ-
ically delocalized over ∼3 molecules. The delocalization does not
augment with increasing cluster size.
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Figure B13: Comparison of absolute angle- and orientation-averaged one-
and two-photon delays of water clusters in SB14. These results can be di-
rectly compared with the (relative) one-photon delays shown in Fig. B3b of
the main text.

Figure B15 shows the same results as Fig. B14, but displays the
orbital wave functions, instead of the orbital densities. This repre-
sentation highlights the additional possible role of the orbital sign.
Comparing, as an example, HOMO and HOMO-3 of the tetramer-
ci reveals that the "out-of-phase" combination of the 1b1 molecular-
fragment orbital has a much smaller delay (208 as) than the "in-
phase" combination (420 as). The same trend can also be seen
when comparing the HOMO (230 as) and HOMO-2 (425 as) of the
tetramer-s4.

Figures B16 and B17 show the same orbital densities and wave func-
tions as Figs. B14 and B15, but provide the delays for a kinetic energy
of 9.1 eV, corresponding to a photon energy of ∼21.7 eV, i.e. SB14.
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Figure B18 shows the time delays and O-1s (or 1a1) orbital densi-
ties of the same water-cluster isomers as Figs. B14-B17. A subset of
these results is also shown in Figs. 5.3 and 5.4 of the main text. These
calculations illustrate the direct relationship between time delay and
orbital delocalization even more directly by removing the orbital hy-
bridization effects caused by hydrogen bonding and orbital overlap
in the 1b1 band. The orbitals of the tetramer-ci are localized on a
single water molecule and display a delay that is identical to the
monomer. In contrast, the orbitals of the tetramer-s4 are perfectly
delocalized (by symmetry) and all display much larger delays. In
the O-1s band, the effect of disorder-induced orbital delocalization
is even more striking. For all clusters larger than the tetramer, the or-
bitals are localized on individual molecules and the delays are close
to the monomer delay. These results further confirm the negligible
contribution of electron scattering off neutral water molecules to the
time delays.

Figure B19 shows the same results as Fig. B18, but displays the or-
bital wave functions, instead of the orbital densities. In this case, the
relationship between time delays and signs of the orbital wave func-
tions appears to be opposite to the 1b1 band. Comparing the HOMO
and HOMO-3 of the tetramer-s4, it is the "out-of-phase" combination
of the atomic O-1s orbitals that leads to the larger delay (141 as),
compared to the "in-phase" combination. However, the less sym-
metric phase combination of HOMO-2 is associated with the largest
delay (185 as). Therefore, we do not find a simple relationship be-
tween the signs of the linear combinations of fragment orbitals in
clusters and the associated photoionization time delays.
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Figure B14: Orbital-resolved photoionization time delays of SB12 for the
1b1 band. Orbital density and photoionization time delays of water clus-
ters using a kinetic energy of 6.0 eV, corresponding to a photon energy of
∼18.6 eV.
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Figure B15: Orbital-resolved photoionization time delays of SB12 for the
1b1 band. Same as Fig. B14, but showing the orbital wave functions instead
of their density.
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Figure B16: Orbital-resolved photoionization time delays of SB14 for the
1b1 band. Orbital density and photoionization time delays of water clus-
ters using a kinetic energy of 9.1 eV, corresponding to a photon energy of
∼21.7 eV.
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Figure B17: Orbital-resolved photoionization time delay of SB14 for the
1b1 band. Same as Fig. B16, but showing the orbital wave functions instead
of their density.
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Figure B18: Orbital-resolved photoionization time delays of the O1s (or
1a1) band. Orbital density and photoionization time delays of water clus-
ters using a kinetic energy of 6.0 eV, corresponding to a photon energy of
∼544 eV.
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Figure B19: Orbital-resolved photoionization time delays of the O1s (or
1a1) band. Same as Fig. B18, but showing the orbital wave functions instead
of their density.
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Figure B20: Illustration of the large amplitude motion (proton transfer)
following ionization of water clusters, illustrated for the example of the
water dimer. A similar illustration for the case of the water trimer is shown
in Fig. 5.1b of the main text.

Effects of nuclear motion and resonances on photoion-
ization delays of water clusters

In this section, we briefly discuss the possible role of nuclear motion
on photoionization delays of water clusters. Ionization of a water
cluster initiates the transfer of a proton from the ionized molecule
to its neighbor, as illustrated in Fig. B20. The time scale for proton
transfer in ionized water clusters has recently been determined to be
∼30-40 fs [132].

To assess the role of nuclear motion on the photoionization time de-
lays, we have calculated the variation of the time delays along the
proton-transfer coordinate, as well as the O-O stretch coordinate in
the water dimer. Figure B21 shows that the photoionization delays,
obtained as a function of these nuclear coordinates vary very little
(by ±3 as) across the Franck-Condon regions, shown as red-shaded
areas. These results support the fixed-nuclei approximation used in
the remainder of our work.

We moreover studied the energy dependence of the photoionization
time delays with the goal of locating possible shape resonances or
Cooper(-like) minima. Previous work has shown that shape reso-
nances usually lead to pronounced local maxima in the photoioniza-

164



Appendix B

Figure B21: Photoionization time delays for the HOMO of the water
dimer as a function of OH bond length (left) and OO bond length (right)
for the case of SB12. The shaded area is the Franck-Condon (FC) region for
the vibrational ground state of (H2O)2.

Figure B22: Orbital-resolved photoionization time delays of individual
orbitals of the 1b1 band of the water dimer (left) and trimer (right).

tion delays [98, 137, 140], whereas Cooper minima give rise to local
minima [235]. In the case of water clusters, we find that the varia-
tion of the photoionization time delays is strictly monotonic in the
energy region of interest in our work, which indicates the absence of
shape resonances or Cooper-like minima.

Benchmarking the quantum-scattering calculations against
experimental photoelectron asymmetry parameters

Finally, we present an independent validation of our quantum-
scattering calculations by comparison with an independent exper-
imental observable, i.e. the photoelectron asymmetry parameters of
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water clusters [226, 227]. Figures B23 compares the measured photo-
electron asymmetry parameters to our calculations at the kinetic en-
ergies corresponding to SB12 and SB14. The asymmetry parameters
were obtained from the output of ePolyScat [206, 207], which uses
Eq. (12) in [207] for the calculation of the asymmetry parameters
of individual orbitals. We subsequently performed a cross-section-
weighted average of the β values of the individual orbitals i = 1−N
of the 1b1-band of (H2O)n according to

β(E) = ∑n
i=1 σi(E)βi(E)
∑n

i=1 σi(E)
, (7.12)

The very good agreement between measured asymmetry parame-
ters and those calculated at the electron-kinetic energies correspond-
ing to SB12 and SB14 in our work independently validates the accu-
racy of our quantum-scattering calculations on water clusters.
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Figure B23: Asymmetry parameters (β) for photoionization from the 1b1-
band of water clusters. Comparison of experimental (lines, Ref. [227]) and
calculated (crosses/circles, this work) asymmetry parameters (β) as a func-
tion of the electron kinetic energies.
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Additional figures for chapter ’Rare Gas Dimers’
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Figure C2: RABBIT spectrograms for electrons in coincidence with (a) Ne+,
(b) Ne+2 and (c) (Ne+)frag, from a single experimental data set. For (a) and
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Figure C3: Orbital-resolved one-photon ionization delays of Ne2 referenced
to Ne as a function of electron kinetic energy. Sigma states are shown in
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