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Abstract

We introduce a general algorithmic framework for smooth non-convex stochas-
tic optimization based on variance reduction techniques. Our framework
allows for flexible selections of batch sizes and stepsize, encapsulating many
popular variance reduction algorithms designed for non-convex optimization
as well as several new variants. When applying the general framework to
non-convex biased stochastic optimization, the algorithms match the optimal
complexity achieved by unbiased stochastic methods when the biased gradi-
ent estimates satisfy an average bias growth condition. We further apply the
general framework to a wide spectrum of structured stochastic optimization
problems, including stochastic bilevel optimization, stochastic minimax opti-
mization and stochastic compositional optimization, yielding a rich family
of near-optimal single-loop algorithms for each of these problems. When
combined with stochastic mirror descent, our general framework also solves
a class of non-smooth non-convex stochastic optimization problems with the
optimal oracle complexity, providing the first convergence result without
using large batch sizes in the non-Euclidean setting.

i



Contents

Contents ii

1 Introduction 1
1.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Organization and Main Results . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 General Analysis of Variance Reduction for Non-Convex Optimization 6
2.1 Problem Setting and Assumptions . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 General Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Convergence Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Parameter Choices and New Variants . . . . . . . . . . . . . . . . . . . . . 12

3 Variance Reduction for Biased Stochastic Optimization 15
3.1 General Framework with Biased Gradient Estimates . . . . . . . . . . . . . 15
3.2 Stochastic Bilevel Optimization . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Stochastic Minimax Optimization . . . . . . . . . . . . . . . . . . . . . . . . 25

3.3.1 Non-Convex Strongly-Concave Case . . . . . . . . . . . . . . . . . . 25
3.3.2 Non-Convex P-Ł Case . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.4 Stochastic Compositional Optimization . . . . . . . . . . . . . . . . . . . . 30

4 Variance Reduction for Stochastic Mirror Descent 34
4.1 Problem Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2 Algorithm and Convergence Analysis . . . . . . . . . . . . . . . . . . . . . 36

5 Experiments 39

6 Conclusion 45

A Deferred Proofs 46
A.1 Proofs of Results in Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 46
A.2 Proofs of Results in Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . . 49

A.2.1 General Framework with Biased Gradient Estimates . . . . . . . . 49
A.2.2 Stochastic Bilevel Optimization . . . . . . . . . . . . . . . . . . . . . 50
A.2.3 Stochastic Minimax Optimization . . . . . . . . . . . . . . . . . . . 54
A.2.4 Stochastic Compositional Optimization . . . . . . . . . . . . . . . . 59

A.3 Proofs of Results in Chapter 4 . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Bibliography 65

ii



Chapter 1

Introduction

Non-convex optimization has attracted more and more attentions with the huge success
of deep learning in various domains including image recognition [1], language under-
standing [2] and drug discovery [3]. One of the most important engines for solving
non-convex optimization problems encountered in modern machine learning is the
so-called stochastic gradient descent (SGD). For the stochastic optimization of the general
form:

min
x∈Rd

F(x) := Eξ[ f (x; ξ)],

where we consider the case when F(x) is non-convex and smooth, SGD updates

xt+1 = xt − α∇ f (xt; ξt), t = 1, · · · , T,

with the stepsize α and the stochastic gradient ∇ f (xt; ξt) returned by some first-order
oracle at query point xt. SGD requires at least O(ε−4) oracle calls [4] to find an ε-
stationary point x̃ such that ‖∇F(x̃)‖ ≤ ε.

Variance reduction has emerged recently as a powerful technique to improve the complex-
ity result of SGD. After SVRG [5] and SAGA [6] achieved theoretically better convergence
rate in the convex regime, several variance reduction methods have been proposed for
non-convex optimization as well, for example SPIDER [7, 8], SARAH [9] and STORM
[10]. These methods have been proved to be effective and can obtain the O(ε−3) sample
complexity to guarantee an ε-stationary point, which is optimal when assuming average
smoothness [11]. In this work, we introduce the following general framework for a
unified analysis of different variance reduction methods in the non-convex regime.

General Framework:
xt+1 = xt − αht, t = 1, ..., T,

where

ht =

{
1
D ∑D

i=1∇ f (xt; ξi
t), if t ≡ 0 (mod Q);

(1− η)
(

ht−1 − 1
S ∑S

i=1∇ f (xt−1; ξi
t)
)
+ 1

S ∑S
i=1∇ f (xt; ξi

t), otherwise.

In the above framework, Q is the epoch length, D and S are batch sizes, α is the stepsize,
η ∈ [0, 1] is a momentum parameter, and {ξi

t} are independent and identically distributed
samples. The framework runs in epochs and at the beginning of each epoch, it takes a
potentially large batch size D to compute a mini-batch estimator of the true gradient
(referred to as checkpoint gradients); and a possibly smaller batch size S at other iterations
to compute a recursive gradient with control variate technique.
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1.1. Related Work

The previous analysis for SGD and variance reduction methods relys on the construction
of unbiased gradient estimators. However, recent years have witnessed a dramatic
increase in machine learning applications where unbiased gradient estimators are costly
to obtain, e.g., solving Bellman equations in reinforcement learning [12], Wasserstein
robust models [13], robust learning over multiple domains [14], meta-learning [15],
and hyper-parameter optimization [16], to name a few. Notably, these applications
can often be formulated as some structured stochastic optimization such as stochastic
bilevel optimization [17], stochastic minimax optimization [18], stochastic compositional
optimization [19], conditional stochastic optimization [20], etc.

One common feature of these structured stochastic optimization problems is that the bias
in gradient estimators comes from either an estimation or an optimization subproblem.
Hence, the bias can often be controlled. In such cases, it is natural to design biased
gradient methods based on two different philosophies. The first one is to enforce small
bias within targeted accuracy at every iteration, which in general requires a double-loop
algorithm [21, 22]; the other is to adaptively reduce the bias of the gradient estimator,
which typically results in a simpler single-loop algorithm. However, existing single-loop
algorithms heavily rely on a case-by-case construction, whose convergence rates are
sometimes even sub-optimal [17, 18, 19].

Based on these observations, one may ask the question that if there exist optimal single-
loop algorithms for the aforementioned non-convex structured stochastic optimization
problems. To address the issues, we extend the proposed general framework for variance
reduction methods to biased stochastic settings where we only have access to some
(possibly white-box) stochastic oracle that gives a biased estimate ∇̄ f (x; ξ) of the true
gradient ∇F(x) at every query point x. Our results suggest that the optimal complexity
O(ε−3) is still achievable if the bias can be properly controlled, and thus we can give an
affirmative answer to the question before.

In addition to the biased case, another interesting variant of the original non-convex
stochastic optimization is the following non-smooth non-convex optimization:

min
x∈Rd

Φ(x) := F(x) + r(x) := Eξ[ f (x; ξ)] + r(x),

where F(x) is still smooth and non-convex, but the second part r(x) is convex and non-
smooth. This optimization problem is also common in machine learning when adding
simple regularization, e.g. r(x) = ‖x‖1, to the objective function F(x). For example, the
objectives of LASSO [23] and 1-norm SVM [24] can be reformulated as the above form.
When combining the general framework with mirror descent [25], we naturally obtain a
general framework for solving non-smooth non-convex stochastic optimization, and the
sample complexity O(ε−3) is also achieved.

1.1 Related Work

Variance Reduction Methods SPIDER [7] and SARAH [9] were the first to apply vari-
ance reduction to non-convex optimization and obtained the optimal O(ε−3) sample
complexity. The original work for SPIDER required ε-dependent stepsize α and nor-
malized gradient descent. A follow up work proposed an improved version named
SpiderBoost [8] where constant stepsize is enough. Setting η = 0, our general framework
exactly recovers the updates of SpiderBoost. SARAH was designed for convex optimiza-
tion at first but found effective for non-convex case as well. It corresponds to setting
η = 0 and S = 1 in the framework. Compared to SPIDER/SpiderBoost, SARAH does not
need mini-batches for the computation of recursive gradients, but it has to use a smaller
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1.1. Related Work

stepsize to control the error. Both SPIDER/SpiderBoost and SARAH are double-loop
algorithms with Q < T, and they all need very large batch size D, which might cause
some issues for practical applications.

STORM [10] introduced the use of momentum parameter η to the updates of SPIDER and
SARAH. The benefit of using momentum parameter is that no mini-batch is required at
all, and that single-loop is enough. Setting D = 1, S = 1, Q = T and using time-varying
stepsizes αt and ηt ∈ (0, 1), our framework recovers STORM. When η 6= 0 and S = 1, the
update of the recursive gradients becomes

ht = (1− η)(ht−1 −∇ f (xt−1; ξt)) +∇ f (xt; ξt)

= (1− η)ht−1 + η∇ f (xt; ξt) + (1− η)(∇ f (xt; ξt)−∇ f (xt−1; ξt)).

This is similar to adding momentum term to the update before, and thus we refer to
η as the momentum parameter. Another improved method for SPIDER/SARAH is a
recently proposed one called PAGE [26]. In each iteration of the algorithm, the recursive
gradient is computed with some probability, and the mini-batch or checkpoint gradient
is computed otherwise. In this way, PAGE becomes a single-loop algorithm and is easier
to implement in practice.

As mentioned above, our general framework includes the widely-used variance reduction
methods SPIDER [7, 8], SARAH [9] and STORM [10] as special cases under particular
selections of batch sizes, stepsize and momentum parameter. However, in practice, tuning
these parameters to satisfy the requirement imposed by these specific methods can be
difficult. Our analysis for the general framework suggests that a variety of combinations
of parameters provide guarantees for achieving optimal complexity O(ε−3). It justifies
more flexible parameter selection in variance reduction methods. Moreover, we also
provide the first extension for these variance reduction methods to the biased case. With
properly controlled bias, the optimal complexity is also achievable.

Biased Gradient Methods Recently, there exists a series of work on stochastic gradient
descent with biased gradients [27, 28, 29]. These papers assume that the bias comes
from some black-box oracles or additive noises with non-zero mean. Here our work
focuses on the general variance reduction framework with biased (white-box) oracles. In
particular, we are interested in structured stochastic optimization where one can utilize
the problem structure to construct biased oracle that adaptively reduces the bias and
obtain the optimal complexity. Compared to a few work on specific variance reduction
techniques for certain applications [30, 31], our framework is much more general.

Non-Convex Structured Stochastic Optimization For stochastic bilevel optimization,
when the lower-level problem is strongly convex and smooth, Ghadimi and Wang [21]
achieved an O(ε−6) complexity using a double-loop algorithm. Hong et al. [17] and Chen
et al. [32] considered single-loop algorithm and improved the complexity to O(ε−5) and
O(ε−4), respectively. For non-convex strongly-concave stochastic minimax optimization,
Luo et al. [31] and Xu et al. [33] showed that a double-loop algorithm can achieve an
O(ε−3) complexity. Huang et al. [34] achieved the same complexity with a simplified
single-loop algorithm using STORM [10]. For stochastic compositional optimization,
Chen et al. [35] demonstrated an oracle complexity of order O(ε−4) and Zhang and Xiao
[36] improved it to O(ε−3) using nested variance reduction.

Non-Smooth Non-Convex Stochastic Optimization For the non-smooth non-convex
stochastic optimization problem we consider, Ghadimi et al. [37] proposed ProxSGD
and achieved the O(ε−4) sample complexity with large batch sizes. Based on SVRG
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1.2. Organization and Main Results

[5], Li and Li [38] improved the complexity to O(ε−10/3). Wang et al. [8] also extended
SpiderBoost to Prox-SpiderBoost for solving non-smooth stochastic optimization and
achieved the sample complexity O(ε−3) to guarantee an ε-stationary point.

1.2 Organization and Main Results

The thesis is organized as follows:

• In Chapter 2, we give a unified analysis for a rich family of variance reduction methods
by the general framework we proposed in the unbiased case. We show that the framework
achieves the optimal complexity guarantees under a wide range of parameter settings
(batch sizes, stepsize, momentum parameter). It encompasses popular variance reduction
algorithms, such as SPIDER [7, 8], SARAH [9] and STORM [10], as special cases and also
renders new interesting variants. Our result suggests that: (i) if no momentum term
is used (η = 0), one always need to compute the checkpoint gradient with batch size
O(ε−2) for O(ε−1) times; (ii) using momentum term helps reduce the checkpoint batch
size D, and the recursive batch size S and number of epochs T/Q can be set to 1; (iii)
there exists a tradeoff between the stepsize α and the batch size S if no momentum term
is used, and a tradeoff between α and D when introducing momentum, which could be
useful insights to guide the implementations and parameter tuning in practice.

• In Chapter 3, we first extend the framework to general biased case and prove that
when the bias of the gradient estimates satisfies an average bias growth condition, the
general framework achieves the optimal complexity of O(ε−3) in finding an ε-stationary
point. To the best of our knowledge, this is the first general result for convergence of
variance reduction methods in the non-convex and biased setting. This condition sheds
lights on the construction of biased stochastic oracle for various structured non-convex
stochastic optimization. Motivated by the analysis for the general biased case, we then
apply the framework to three non-convex structured stochastic optimization problems
including stochastic bilevel optimization, stochastic minimax optimization and stochastic
compositional optimization, yielding a family of single-loop near-optimal algorithms. In
the context of stochastic bilevel optimization, this closes the gap between the existing
best-known upper-bound O(ε−4) [32] and lower-bound O(ε−3) for non-convex stochastic
optimization [11].

• In Chapter 4, we consider a more general optimization problem where the objective
can be non-smooth as well. We combine our general framework with stochastic mirror
descent and demonstrate that the sample complexity O(ε−3) is still achievable, which
matches the best-known upper-bound. When using the parameter settings to recover
STORM [10], we also obtain the first single-loop algorithm to guarantee convergence
without using large batch sizes.

• Finally in Chapter 5, we provide some numerical experiments for the comparison
of variance reduction methods on three minimization problems, and give a practical
example for how to select all parameters in the general framework to recover different
methods. The experiment results verify some theoretical findings in Chapter 2, for
example constant stepsize is enough for SPIDER [8] and small stepsize is essential for
SARAH [9]. We also find that algorithms with momentum parameter η 6= 0 are often
more stable. The reason might be that these methods are single-loop algorithms and do
not require mini-batches.

Notations Let ‖ · ‖ denote the L2 norm ‖ · ‖2. A function f : Rd → R is `-Lipschitz
continuous if | f (x)− f (y)| ≤ `‖x− y‖ holds for any x, y ∈ Rd. A function f is L-smooth
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1.2. Organization and Main Results

on Rd, if it is continuously differentiable on Rd and it holds that ‖∇ f (x)−∇ f (y)‖ ≤
L‖x− y‖ for any x, y ∈ Rd. We use ∇G(x, y) to denote the full gradient of function G
and ∇xG(x, y) to denote partial gradient of G on x.
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Chapter 2

General Analysis of Variance Reduction for
Non-Convex Optimization

Overview In this chapter, we propose a general algorithmic framework for variance
reduction methods to solve smooth non-convex stochastic optimization with unbiased
gradient oracle. The problem setting and assumptions are given in Section 2.1, and the
general framework can be found in Section 2.2. In Section 2.3, we provide a unified
convergence analysis of the general framework and show its optimal O(ε−3) oracle
complexity. Finally in Section 2.4 we discuss the parameter choices and demonstrate
that our general framework recovers popular variance reduction methods including
SpiderBoost [8], SARAH [9] and STORM [10]. We also show that the general framework
allows other selections of parameters and helps find undiscovered interesting variants of
variance reduction methods.

2.1 Problem Setting and Assumptions

We first formally state the problem setting and the assumptions. The problem we consider
is the following smooth non-convex stochastic optimization:

min
x∈Rd

F(x) := Eξ[ f (x; ξ)], (2.1)

where F(x) : Rd → R is a continuously differentiable function satisfying the assumptions
below.

Assumption 2.1 (Objective Function) The possibly non-convex objective function F(x) sat-
isfies that

• F(x) is LF-smooth with parameter LF > 0. This means for any x, y ∈ Rd, it holds that

F(y) ≤ F(x) +∇F(x)>(y− x) +
LF

2
‖x− y‖2.

• The optimal value F∗ := minx∈Rd F(x) is finite.

We are interested in the stochastic setting where one only has access to information
about F(x) via a first-order stochastic oracle SO. For a query point x, the oracle returns
a pair ( f (x; ξ),∇ f (x; ξ)) for some well-defined random vector ξ with support Ω ⊆ Rd

and distribution P. In other words, we can only compute noisy estimates of the function
F(x) and its gradient ∇F(x) with ξ representing all the randomness. The goal is to
minimize F(x) = Eξ[ f (x; ξ)] through access to the stochastic gradient ∇ f (x; ξ). The
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2.2. General Algorithm

modelling above covers most scenarios in machine learning applications, e.g. the finite-
sum settings F(x) = 1

n ∑n
i=1 fi(x) in supervised learning and the pure stochastic settings

in reinforcement learning. In this chapter, we first study the case when the gradient
estimate returned by the oracle is unbiased:

Eξ[∇ f (x; ξ)] = ∇F(x), ∀x ∈ Rd.

In addition to unbiasedness, we make the following assumptions about the stochastic
gradient ∇ f (x; ξ).

Assumption 2.2 (Gradient Estimate) The unbiased gradient estimate ∇ f (x; ξ) returned by
the stochastic oracle SO satisfies that

Eξ‖∇ f (x; ξ)−∇F(x)‖2 ≤ σ2, (2.2)

Eξ‖∇ f (x1; ξ)−∇ f (x2; ξ)‖ ≤ ` f ‖x1 − x2‖, ∀x1, x2 ∈ Rd, (2.3)

for some constants σ > 0 and ` f > 0.

Before discussing the above assumption, we first define the complexity measures. For
general non-convex optimization, it is intractable to find the global minimum [25]. As
an alternative, we define the notion of ε-stationarity, which is a commmon surrogate for
non-convex objectives.

Definition 2.3 For some accuracy measure ε > 0, a point x is called an ε-stationary point for a
differentiable non-convex function F(x) if ‖∇F(x)‖ ≤ ε.

For smooth non-convex stochastic optimization with an unbiased gradient oracle satis-
fying bounded variance condition (2.2), Arjevani et al. [11] proved that any algorithm
requires at least O(ε−4) queries to find an ε-stationary point. The lower bound is tight
since it can be achieved by stochastic gradient descent (SGD).

In addition, if the oracle also satisfies the average smoothness property (2.3), Arjevani et
al. [11] showed a lower bound of O(ε−3) queries. The bound is also tight and achieved
by various variance reduction methods such as SPIDER [7], SpiderBoost [8], SARAH [9]
and STORM [10]. We will see later that the average smoothness condition is crucial for
these variance reduction techniques to achieve the O(ε−3) complexity.

We notice that all these variance reduction methods are very much similar not only in
the algorithms, but also in their convergence analyses. That’s why we want to propose a
general framework and provide a simple and unified analysis.

2.2 General Algorithm

The general algorithmic framework we propose for solving (2.1) is given in Algorithm 1.
In Algorithm 1, T is the total iteration number, Q denotes the epoch length, D and S are
batch sizes, α is the fixed stepsize and η is the momentum parameter used to compute
the recursive gradient. To be specific, let every Q iterations denote an epoch. At the
beginning of each epoch, one queries the oracle SO for D times and computes

ht =
1
D

D

∑
i=1
∇ f (xt; ξi

t).

We will refer to this as the checkpoint gradient. Note that the queries to the oracle are
independent, i.e. the random variables {ξi

t}D
i=1 are sampled independently from the same
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2.2. General Algorithm

Algorithm 1 General Framework for Variance Reduction Methods

Input: T, Q, D, S, x0, α, η.
for t = 0, 1, · · · , T − 1 do

if t ≡ 0 (mod Q) then
Query SO for D times and compute ht =

1
D ∑D

i=1∇ f (xt; ξi
t).

xt+1 = xt − αht.
else

Query the oracle SO for 2S times.
ht = (1− η)

(
ht−1 − 1

S ∑S
i=1∇ f (xt−1; ξi

t)
)
+ 1

S ∑S
i=1∇ f (xt; ξi

t).
xt+1 = xt − αht.

end if
end for

Output: xτ with τ chosen uniformly at random from {0, 1, · · · , T − 1}.

distribution P. In other iterations, one queries the oracle SO for S times at both points
xt−1 and xt and computes the recursive gradient

ht = (1− η)

(
ht−1 −

1
S

S

∑
i=1
∇ f (xt−1; ξi

t)

)
+

1
S

S

∑
i=1
∇ f (xt; ξi

t). (2.4)

Here S is typically much smaller than D. After computing the gradient estimator ht of
the true gradient ∇F(xt), the update for xt+1 is just one gradient descent step using the
estimator ht with stepsize α.

When there is no momentum, i.e. η = 1, ht reduces to a mini-batch estimator of ∇F(xt)
and loses the variance recursion property. The framework thus reduces to mini-batch
SGD. When η < 1, ht has a similar form as the classical variance reduction technique
SPIDER and SARAH (when η = 0), and STORM (when using time-varying ηt ∈ (0, 1)).

The total number of calls to the oracle SO is O(T(2S + D/Q)), as shown in the lemma
below.

Lemma 2.4 The oracle complexity of Algorithm 1 is O
(

T
(

2S + D
Q

))
, where T stands for the

total number of iterations, Q is the epoch length, D is the batch size of the checkpoint gradients
and S is the batch size to compute recursive gradients.

Proof In iteration t = 0, Q, 2Q, · · · ,
⌊

T
Q

⌋
Q, we use a batch with size D, thus

(⌊
T
Q

⌋
+ 1
)

D
calls of oracle in total. In other iterations, we use a batch with size S and use 2S calls
per-iteration, leading to

(
T −

(⌊
T
Q

⌋
+ 1
))
· 2S calls in total. Adding these two, the oracle

complexity of Algorithm 1 is(⌊
T
Q

⌋
+ 1
)

D +

(
T −

(⌊
T
Q

⌋
+ 1
))
· 2S = 2TS +

(⌊
T
Q

⌋
+ 1
)
(D− 2S)

< 2TS +

(
T
Q

+ 1
)

D

= O
(

2TS + T
D
Q

)
.

We use the fact that
⌊

T
Q

⌋
≤ T

Q , S ≥ 1 and Q ≤ T in general. �

Before we move to the convergence analysis of Algorithm 1, we restate a well-known
result in Lemma 2.5 for recursive gradients in the variance reduction related literature
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2.3. Convergence Analysis

and demonstrate the proof in Appendix A.1 for completeness. We define

At := E‖ht −∇F(xt)‖2

be the estimation error of the gradient estimator ht with the expectation taking over all
the randomness up to iteration t. By decomposing the recursive update (2.4) and using
the average smoothness assumption (2.3), we have the following results.

Lemma 2.5 For Algorithm 1, under Assumptions 2.2, supposing that 0 ≤ η < 1, we have

At+1 ≤ (1− η)At + 2σ2 η2

S
+ 2`2

f
α2

S
E‖ht‖2,

for t + 1 6≡ 0 (mod Q), i.e. in iterations where recursive gradients are used.

Lemma 2.5 suggests that the estimation error at iteration t + 1 can be traced back to
iteration t up to some additional error terms. This is different from what we have in
SGD. The equivalent term in SGD is At = E‖∇ f (xt; ξt)−∇F(xt)‖ ≤ σ2 by (2.2), which
is independent of other iterations.

Lemma 2.5 is the key to proving optimal O(ε−3) complexity for different variance
reduction methods. We will give more details in the next section.

2.3 Convergence Analysis

We provide a simple and unified convergence analysis for the general framework in
Algorithm 1 with different parameter setups. The setups we find not only recover popular
variance reduction methods such as SPIDER and SARAH, but also help discover novel
variants.

First of all, since F(x) is LF-smooth, the gradient update rule gives us

F(xt+1) ≤ F(xt)− α∇F(xt)
>ht +

LF

2
α2‖ht‖2

≤ F(xt)−
α

2
‖∇F(xt)‖2 − α

3
‖ht‖2 +

α

2
‖ht −∇F(xt)‖2,

(2.5)

where the last inequality uses 2a>b = ‖a‖2 + ‖b‖2 − ‖a− b‖2 and assumes α ≤ 1
3LF

.

Dividing α/2 on both sides of (2.5) and summing up from t = 0 to T − 1, we have

1
T

T−1

∑
t=0

E‖∇F(xt)‖2 ≤ 2[F(x0)− F∗]
αT

− 2
3T

T−1

∑
t=0

E‖ht‖2 +
1
T

T−1

∑
t=0

At, (2.6)

where we uses the fact that F(xT) ≥ F∗ = minx F(x) and At = E‖ht − ∇F(xt)‖2.
Equation (2.6) shows that the average squared gradient norm can be upper bounded
with the average estimation error 1

T ∑T−1
t=0 At incurred by recursive gradient estimator. We

then show that the average estimation error can be bounded by carefully selecting batch
sizes D, S, stepsize α, and other parameters η and Q in Algorithm 1 with the help of
Lemma 2.5.

We first show that the average estimation error satisfies the following bound, which is a
direct consequence of Lemma 2.5 by distinguishing two cases for η = 0 and η ∈ (0, 1).
The detailed proof can be found in Appendix A.1.
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2.3. Convergence Analysis

Lemma 2.6 Under Assumptions 2.2, for a constant cη ∈ (0, 1/α2) we can choose, we have that

1
T

T−1

∑
t=0

At ≤


σ2

D + 2`2
f

Qα2

S ·
1
T

T−1
∑

t=0
E‖ht‖2, if η = 0;

σ2

cηαD
1

αT +
2cησ2

S
1

αT

T−1
∑

t=0
α3 +

2`2
f

cηS
1
T

T−1
∑

t=0
E‖ht‖2, if η = cηα2.

Note that the above bounds hold for any choice of D, S, Q, T, stepsize α and momentum
parameter η. The following main result shows that for specific choices of these parameters,
the average estimation error will not grow faster than the average square norm of the
gradient estimator ht, up to an additive diminishing term.

Theorem 2.7 Suppose that Assumption 2.2 holds, the average estimator error satisfies

1
T

T−1

∑
t=0

At ≤
σ2

αT
+ ρA ·

1
T

T−1

∑
t=0

E‖ht‖2, (2.7)

for some constant ρA > 0 we can select, under either of the following setups.

(i) η = 0, for any α such that (`−2
f ρA)

1/3 · T−1/3 ≤ α ≤ 1/(3LF), and

D = αT, S =
` f√
ρA

α3/2T1/2, Q =

√
ρA

2` f
α−1/2T1/2,

with oracle complexity 4 ρ−1/2
A ` f · α3/2T3/2 = O(α3/2T3/2).

(ii) η = 2`2
f α2/ρA, for α = ρ1/3

A (8`2
f · T)−1/3 ≤ 1/(3LF) if T large enough, and

D = ρA`
−2
f α−1, S = 1, Q = T,

with oracle complexity O(T).

Proof When η = 0, by Lemma 2.6,

1
T

T−1

∑
t=0

At ≤
σ2

D
+ 2`2

f
Qα2

S
1
T

T−1

∑
t=0

E‖ht‖2 =
σ2

αT
+ ρA ·

1
T

T−1

∑
t=0

E‖ht‖2,

with the choice that

D = αT, 2`2
f
Qα2

S
= ρA. (2.8)

By Lemma 2.4, the number of total oracle calls required is

T(2S +
D
Q
) ≥ T · 2

√
2D · S

Q
= T · 2

√
2αT ·

2`2
f α2

ρA
=

4` f√
ρA

α3/2T3/2,

where the first inequality holds since a + b ≥ 2
√

ab for any a, b > 0, and the first
equality holds by (2.8). The minimum oracle complexity is thus 4 ρ−1/2

A ` f · α3/2T3/2 =

O(α3/2T3/2), and this complexity is achieved by setting 2S = D/Q. Solving for 2SQ =
D = αT and 2`2

f S−1Q = ρAα−2, we obtain that

Q =

√
ρA

2` f
α−1/2T1/2, S =

` f√
ρA

α3/2T1/2.
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2.3. Convergence Analysis

The requirement that α ≥ (`−2
f ρA)

1/3 · T−1/3 comes from the fact that S ≥ 1. The
requirement that α ≤ 1/(3LF) makes sure that (2.5) at the beginning of Section 2.3 holds.

When η 6= 0, by Lemma 2.6, we obtain

1
T

T−1

∑
t=0

At ≤
1

cηαD
· σ2

αT
+

2cη

S

T−1

∑
t=0

α3 · σ2

αT
+

2`2
f

cηS
· 1

T

T−1

∑
t=0

E‖ht‖2

=
σ2

αT
+ ρA ·

1
T

T−1

∑
t=0

E‖ht‖2,

if the following condition holds:

αD =
2
cη

,
T−1

∑
t=0

α3 =
S

4cη
, cηS =

2`2
f

ρA
.

The requirements now have no explicit dependence on Q and thus we can select Q = T
to avoid multiple computations of the checkpoint gradients and obtain a single-loop
algorithm. In addition, the requirements also have better dependence on the batch sizes
S and D. Selecting cη = 2`2

f ρ−1
A , we can set S = 1, i.e. no mini-batch is required apart

from one checkpoint gradient at the beginning. Therefore, we immediately obtain that
α = 1/(4cηT)−1/3 = ρ1/3

A (8`2
f · T)−1/3 and D = 2/(cηα) = ρA`

−2
f α−1 = O(T1/3). When

S = 1 and Q = T, the oracle complexity is just O(T + D) = O(T). �

Based on the above results and equation (2.6), we immediately have the following
theorem.

Theorem 2.8 Suppose Assumption 2.1 and 2.2 hold. Let the choice of parameters be specified
as in Theorem 2.7 with ρA ∈ (0, 2

3 ]. Then the output of the general framework in Algorithm 1
satisfies that

Eτ‖∇F(xτ)‖2 ≤ 2[F(x0)− F∗] + σ2

αT
,

where xτ is a random output uniformly chosen from the iterates {xt}T−1
t=0 . This further implies

that to achieve an ε-stationary point, the total oracle complexity is O(ε−3), as shown in Remark
2.9 below.

Proof By equation (2.6) and (2.7), we immediately obtain that

Eτ‖∇F(xτ)‖2 =
1
T

T−1

∑
t=0

E‖∇F(xt)‖2 ≤ 2[F(x0)− F∗]
αT

− 2
3T

T−1

∑
t=0

E‖ht‖2 +
1
T

T−1

∑
t=0

At

≤ 2[F(x0)− F∗] + σ2

αT
−
(

2
3
− ρA

)
1
T

T−1

∑
t=0

E‖ht‖2

≤ 2[F(x0)− F∗] + σ2

αT
,

since ρA ≤ 2/3. By Assumption 2.1, F∗ is finite. If we select x0 such that F(x0) is
also finite, we have that Eτ‖∇F(xτ)‖2 ≤ O(1/(αT)). To guarantee ε-stationarity, by
Definition 2.3, we need Eτ‖∇F(xτ)‖2 ≤ ε2. Setting αT = O(ε−2) would satisfy the
requirement and lead to the O(ε−3) complexity as shown in Remark 2.9. �

Remark 2.9 (Oracle Complexity) To guarantee ε-stationarity, we need αT = O(ε−2). As a
result, the oracle complexity under parameter setup (i) is O(α3/2T3/2) = O(ε−3) and setup (ii)
is O(T) = O(ε−3) since α = O(T−1/3). Both conditions yield the oracle complexity of O(ε−3),
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2.4. Parameter Choices and New Variants

Table 2.1: Summary of parameter selections for Algorithm 1 for finding an ε-stationary point. T
stands for iteration complexity, T/Q for number of epoches, D for batch size at checkpoints, S
for batch size at other iterations, η for the momentum parameter and α for the stepsize. Note that
SPIDER here refers to the follow-up and improved version SpiderBoost.

Parameters SPIDER SARAH STORM New 1 New 2
T O(ε−2) O(ε−3) O(ε−3) O(ε−5/2) O(ε−3)

T/Q O(ε−1) O(ε−1) 1 O(ε−1) 1
D O(ε−2) O(ε−2) O(1) O(ε−2) O(ε−1)

S O(ε−1) O(1) O(1) O(ε−1/2) O(1)
η (or ηt) 0 0 O(t−2/3) 0 O(ε2)

α (or αt) O(1) O(ε) O(t−1/3) O(ε1/2) O(ε)
Complexity O(ε−3) O(ε−3) Õ(ε−3) O(ε−3) O(ε−3)

which is known to be the optimal oracle complexity [11]. In the proof of Theorem 2.7, we also show
that O(α3/2T3/2) is the minimum complexity under setup (i) and O(T) is also the minimum
complexity the general framework allows under setup (ii) since S ≥ 1 and Q ≤ T. This suggests
the best complexity the framework can achieve is O(ε−3), also matching the lower bound.

2.4 Parameter Choices and New Variants

Combining Theorem 2.7 and 2.8, we then discuss the different settings of parameters
which help achieve the optimal rate and explain how our framework recovers popular
variance reduction methods. We also find new variations of variance reduction methods
as byproducts of the general analysis.

Under Parameter Setup (i) When η = 0 and we set αT = O(ε−2) to guarantee
an ε-stationary point, by the parameter selection rule in Theorem 2.7, we obtain that
D = αT = O(ε−2), T/Q = O(α1/2T1/2) = O(ε−1) and S/α = O(αT) = O(ε−1). This
means that one has to use a large checkpoint batch size D = O(ε−2) and compute the
checkpoint gradients for T/Q = O(ε−1) times, and there exhibits a tradeoff between the
per-iteration batch size S and stepsize α. When using small batch size S, a small stepsize
α is also required to control the error.

To give specific choice of all parameters in the order of ε, we let α = T−1/k ≥ T−1/3 for
k ≥ 3 without loss of generality. Then we have T = O(ε−2k/(k−1)) and α = O(ε2/(k−1))
since αT = O(ε−2). If we choose k = ∞ such that α = O(1), T = O(ε−2) and S = O(ε−1),
this reduces to SpiderBoost [8] where a constant level of stepsize is allowed. If we choose
k = 3 such that α = O(ε), T = O(ε−3) and S = O(1), this reduces to SARAH [9] where
we can set S = 1 to avoid the use of mini-batch for recursive gradients. If we choose
other k > 3, this leads to a set of new variations which have not been discovered before,
providing more flexibility in the selection of parameters. We summarize the different
choices of parameters for each methods recovered by our general framework in Table 2.1,
as well as a new variation New 1 with the choice that k = 5 as an example.

Under Parameter Setup (ii) When η > 0 and we set T = O(ε−3) to guarantee an
ε-stationary point, by the parameter selection rule in Theorem 2.7, we obtain that
α = O(T−1/3) = O(ε) and D = O(α−1) = O(ε−1). Introducing the momentum largely
reduces the batch sizes as S = 1 and D is smaller than before. Furthermore, setting
Q = T avoids computation of multiple checkpoint gradients, i.e. we only compute it at
iteration t = 0. This new single-loop algorithm is called New 2 in Table 2.1.
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2.4. Parameter Choices and New Variants

Note that when one uses time-varying stepsizes αt and corresponding ηt, the framework
also recovers STORM [10] by setting stepsizes αt =

k
(ω+t)1/3 = O(t−1/3) and momentum

parameters ηt = cηα2
t for some constants cη , k and ω that one can choose. The benefit

of time-varying stepsizes is that we can choose D = 1, which means no mini-batch
is needed at all. However, it will introduce additional logarithmic terms in the oracle
complexity, leading to only near-optimal rate. We then give a more detailed analysis
below.

When using time-varying stepsizes {αt}T
t=0 for the update xt+1 = xt − αt+1ht and ηt =

cηα2
t for the computation of recursive gradient ht, Lemma 2.5 holds by replacing α and η

by αt+1 and ηt+1. With a slight modification of the proof of Lemma 2.6 for η > 0, we first
show that

ηt+1

αt+1
At +

At

αt
− At

αt+1
≤ At

αt
− At+1

αt+1
+

2c2
ησ2

S
α3

t+1 +
2`2

f

S
αt+1E‖ht‖2, (2.9)

by rearranging terms of the modified Lemma 2.5 and dividing αt+1 on both sides. The
selection of αt =

k
(ω+t)1/3 guarantees that α0 ≥ αt ≥ αt+1 ≥ αT and

ηt+1

αt+1
+

1
αt
− 1

αt+1
= cηαt+1 +

1
αt
− 1

αt+1
≥ (cη − cα)αt+1,

for some constant cα depending on k and ω [10, Proof of Theorem 1]. Taking summation
of (2.9) and dividing both sides by (cη − cα)αTT, we obtain

1
αTT

T−1

∑
t=0

αt+1At ≤
σ2

(cη − cα)α0D
1

αTT
+

2c2
ησ2

(cη − cα)S
1

αTT

T−1

∑
t=0

α3
t+1 +

2`2
f

(cη − cα)S
1

αTT

T−1

∑
t=0

αt+1E‖ht‖2.

We choose cη = cα + 2`2
f ρ−1

A such that S = 1. Furthermore, we can set D = 1 since now

α0 = O(1). However, we have that
T−1
∑

t=0
α3

t+1 = O
(

T−1
∑

t=0

1
t

)
= O(log T), and thus

1
αTT

T−1

∑
t=0

αt+1At ≤ O
(

1
αTT

)
+O

(
log T
αTT

)
+ ρA ·

1
αTT

T−1

∑
t=0

αt+1E‖ht‖2.

Combined with (2.5) by first taking summations and then dividing both sides by αTT/2,
we can show that

Eτ‖∇F(xτ)‖2 ≤ 1
αTT

T−1

∑
t=0

αt+1E‖∇F(xt)‖2

≤ 2[F(x0)− F∗]
αTT

− 2
3αTT

T−1

∑
t=0

αt+1E‖ht‖2 +
1

αTT

T−1

∑
t=0

αt+1At

≤ O
(

log T
αTT

)
−
(

2
3
− ρA

)
1

αTT

T−1

∑
t=0

αt+1E‖ht‖2

≤ O
(

log T
αTT

)
= O

(
log T
T2/3

)
,

since αt+1 ≥ αT = O(T−1/3) and we choose ρA ≤ 2/3. The oracle complexity is
thus O(T) = Õ(ε−3) with Õ hiding additional logarithmic terms in ε−1. Therefore,
STORM avoids mini-batch by time-varying stepsizes. However, the complexity is only
near-optimal. The parameter choice of STORM is also included in Table 2.1.
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2.4. Parameter Choices and New Variants

Concluding Remarks In this chapter, we propose a general framework in Algorithm 1
for different variance reduction methods to solve smooth non-convex stochastic optimiza-
tion (2.1) with unbiased oracle satisfying Assumption 2.2. We provide a unified analysis
of the convergence rate of Algorithm 1 and show its optimal O(ε−3) oracle complexity.
With the proper parameter selection rules as given in Section 2.4, our general framework
encompasses popular variance reduction algorithms such as SPIDER [7, 8], SARAH [9]
and STORM [10] as special cases, and also renders other new interesting variants as
summarized in Table 2.1. In the next chapter, we will apply the general framework to
smooth non-convex stochastic optimization with biased gradients and show that we can
still achieve the optimal O(ε−3) oracle complexity as long as the bias can be properly
controlled.
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Chapter 3

Variance Reduction for Biased Stochastic
Optimization

Overview In this chapter, we apply the general framework proposed in Section 2.2 of
the previous chapter to smooth non-convex stochastic optimization with biased gradient
estimates. In Section 3.1, we show that our general framework can still achieve O(ε−3)
oracle complexity if the bias satisfies a novel growth condition. In the next sections, we
apply the general framework to three well-known structured stochastic optimization
problems including stochastic bilevel optimization (Section 3.2), stochastic minimax
optimization (Section 3.3) and stochastic compositional optimization (Section 3.4). In all
three applications, we can only construct biased gradient oracles. However, we prove that
the bias can be properly controlled in a similar way as the growth condition in Section
3.1. Therefore, using the general framework to estimate different quantities of interest,
we can still achieve the optimal O(ε−3) convergence rate, which also demonstrates the
effectiveness of our general analysis in the previous chapter.

3.1 General Framework with Biased Gradient Estimates

The problem we consider in this chapter is still the smooth non-convex stochastic
optimization defined in (2.1) with the objective function F(x) satisfying Assumption 2.1,
i.e. F(x) is LF-smooth and the optimal value F∗ is finite. However, in this chapter we
study the case where we only have access to some (possibly white-box) biased gradient
oracle. Such problems where we can only construct biased gradient estimator have
appeared in many modern machine learning applications, and have received more and
more attentions recently. These applications can often be formulated as structured or
nested optimization, and we will discuss more about it in the following sections. In this
section, we first give a general analysis of the biased stochastic optimization problems.

For a query point x, the biased stochastic oracle SO returns some biased gradient
estimate of the true gradient ∇F(x). We define the biased gradient estimate as ∇̄ f (x; ξ)
to distinguish it from the unbiased case and denote the bias as

B(x) := Eξ[∇̄ f (x; ξ)]−∇F(x),

where B : Rd → R measures the bias at point x. Similar to Assumption 2.2, we also
assume the biased gradient estimate satisfies the bounded variance condition (3.1) and
the average smoothness condition (3.2) as follows.

15



3.1. General Framework with Biased Gradient Estimates

Assumption 3.1 (Biased Gradient Estimate) The biased gradient estimate ∇̄ f (x; ξ) returned
by the stochastic oracle SO satisfies that

Eξ‖∇̄ f (x; ξ)−Eξ[∇̄ f (x; ξ)]‖2 ≤ σ2, (3.1)

Eξ‖∇̄ f (x1; ξ)− ∇̄ f (x2; ξ)‖ ≤ ` f ‖x1 − x2‖, ∀x1, x2 ∈ Rd, (3.2)

for some constants σ > 0 and ` f > 0.

Everything is the same as Assumption 2.2 except that currently we only have the biased
gradient estimate ∇̄ f (x; ξ). The average smoothness assumption (3.2) allows the use of
variance reduction methods to achieve O(ε−3) oracle complexity.

Note that this stochastic oracle might be given by some black-box or possibly white-box
that allows us to utilize problem specific structure to construct the estimate ∇̄ f (x; ξ). We
shall elaborate this in various applications in the later sections.

Replacing ∇ f (x; ξ) in Algorithm 1 by ∇̄ f (x; ξ), we obtain the general framework for
solving biased optimization using variance reduction. We use the recursive gradient
estimator ht constructed via access to the biased oracle to estimate the true gradient
∇F(xt), and update xt+1 = xt − αht iteratively for some stepsize α > 0. The gradient
error term E‖ht −∇F(xt)‖2 can be decomposed as:

E‖ht −∇F(xt)‖2︸ ︷︷ ︸
(gradient error)

≤ 2 E‖ht −Eξt [∇̄ f (xt; ξt)]‖2︸ ︷︷ ︸
:=At(estimation error)

+2 E‖B(xt)‖2︸ ︷︷ ︸
:=Bt(bias)

,

by the inequality ‖a + b‖2 ≤ 2‖a‖2 + 2‖b‖2. Compared to the unbiased case, in addition
to the estimation error At, we also have a bias term Bt. Thus by (2.5) and equivalent to
(2.6), under the assumption that F(x) is LF-smooth, we have that

1
T

T−1

∑
t=0

E‖∇F(xt)‖2 ≤ 2[F(x0)− F∗]
αT

− 2
3T

T−1

∑
t=0

E‖ht‖2 +
2
T

T−1

∑
t=0

At +
2
T

T−1

∑
t=0

Bt. (3.3)

The above equation shows that the average squared gradient norm in this case can be
upper bounded with the average estimation error 1

T ∑T−1
t=0 At incurred by the recursive

gradient estimator and the average bias 1
T ∑T−1

t=0 Bt incurred by the biased stochastic oracle.
Note that the bias depends solely on the biased oracle, whereas the average estimation
error is mainly determined by the parameter choices of our general framework.

The estimation error At does not depend on the bias. Thus simply replacing ∇ f (x; ξ)
by ∇̄ f (x; ξ) and F(xt) by Eξ[∇̄ f (x; ξ)], it is easy to see that Lemma 2.5, 2.6 and then
Theorem 2.7 holds for

At := E‖ht −Eξt [∇̄ f (xt; ξt)]‖2

in the biased case if Assumption 3.1 holds. Under the parameter choices as specified in
Theorem 2.7, we can control the average estimation error term by (2.7), and thus by (3.3),
we obtain that

1
T

T−1

∑
t=0

E‖∇F(xt)‖2 ≤ 2[F(x0)− F∗] + 2σ2

αT
−
(

2
3
− 2ρA

)
1
T

T−1

∑
t=0

E‖ht‖2 +
2
T

T−1

∑
t=0

Bt, (3.4)

for a constant ρA > 0 we can choose. Equation (3.4) suggests that if the bias term can be
properly controlled, we can obtain the same complexity result as the unbiased case. Next
we propose a novel growth condition to control the bias.
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3.1. General Framework with Biased Gradient Estimates

Average Bias Growth Condition As discussed earlier, we are interested in cases when
the bias can be properly controlled. We first introduce a notion of strong bias growth
condition, namely, for any input x ∈ Rd,

‖B(x)‖2 ≤ ρ1‖∇F(x)‖2, (SBG)

for some ρ1 ∈ (0, 1
2 ), which says that the bias shrinks relative to the true gradient. This is

analogous to the strong growth condition on the stochastic gradients widely studied for
over-parametrized models [39, 40]. Indeed, this kind of condition can be very strong and
expensive to obtain. Instead, we will consider a relaxed condition, which we call average
bias growth condition:

1
T

T−1

∑
t=0

E‖B(xt)‖2 ≤ ρ0

αT
+ ρ1 ·

1
T

T−1

∑
t=0

E‖∇F(xt)‖2, (ABG)

for some ρ0 ≥ 0 and ρ1 ∈ [0, 1
2 ). Note that (ρ0, ρ1)-ABG condition is much weaker than

the ρ1-SBG condition, and only requires the average of the bias to shrink relative to the
average true gradient, up to a diminishing term.

We then show that SBG or ABG condition is sufficient for the general algorithm to
achieve the same efficiency as unbiased counterparts in Theorem 3.2 below. The proof
of Theorem 3.2 directly follows from (3.4) and the bias growth condition. We provide a
detailed proof of it in Appendix A.2.1 for completeness.

Theorem 3.2 Suppose Assumptions 2.1 and 3.1 hold, and either the ρ1-SBG condition or the
(ρ0, ρ1)-ABG condition holds for some ρ0 ≥ 0 and ρ1 ∈ [0, 1

2 ). Let the choice of parameters
be specified as in Theorem 2.7 with ρA ∈ (0, 1

3 ]. Then the output of the general framework in
Algorithm 1 satisfies that

Eτ‖∇F(xτ)‖2 ≤ 2[F(x0)− F∗] + 2σ2 + 2ρ0

(1− 2ρ1)αT
,

where xτ is a random output uniformly chosen from the iterates {xt}T−1
t=0 . This further implies

that to achieve an ε-stationary point, the total oracle complexity is O(ε−3) as shown in Remark
2.9.

The complexity O(ε−3) is known to be optimal even assuming unbiased oracle as in
Chapter 2. To the best of our knowledge, this is the first general analysis for the
convergence of stochastic variance reduction methods with biased stochastic oracles
in the non-convex setting. It is worth mentioning that our analysis is much simpler
comparing to existing analysis with unbiased oracle and accommodates a broad range of
parameter choices and algorithms as shown in Section 2.4.

Theorem 3.2 suggests that using the general framework even for functions with biased
stochastic oracle, as long as the SBG or ABG condition holds, we can achieve the optimal
rate. This shows the effectiveness of our general analysis. In the next sections, we give
some specific applications for which we can use the general framework to achieve the
optimal complexity. In these applications, the bias term or the gradient error term can be
controlled similarly to the bias growth condition. We find that although ABG condition
is very general and characterizes a certain class of biased optimization problems that
can be solved by our general framework to obtain optimal convergence rate, it is often
difficult to directly verify in practice. We add more discussions on the ABG condition
here before moving to specific examples.
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3.2. Stochastic Bilevel Optimization

By (3.4), if the average bias can be bounded by the average square norm of the recursive
gradient up to a diminishing term, we can still prove the optimal rate. That is,

1
T

T−1

∑
t=0

E‖B(xt)‖2 ≤ ρ0

αT
+ ρ2 ·

1
T

T−1

∑
t=0

E‖ht‖2. (3.5)

If we have condition (3.5) for some constant ρ2 ∈ (0, 1
3 ], by (3.4) with the choice that

ρA ∈ (0, 1
3 ], we directly obtain that

Eτ‖∇F(xτ)‖2 ≤ 2[F(x0)− F∗] + 2σ2 + 2ρ0

αT
−
(

2
3
− 2ρA − 2ρ2

)
1
T

T−1

∑
t=0

E‖ht‖2

≤ 2[F(x0)− F∗] + 2σ2 + 2ρ0

αT
.

Similar to Theorem 2.8, we can achieve the O(ε−3) oracle complexity. As we will see in
the following sections, it is often easier to bound the average bias or the average gradient
error by 1

T ∑T−1
t=0 E‖ht‖2, thus not affecting too much. Therefore, we are actually only

verifying condition (3.5) in specific applications.

Although condition (3.5) is easier to verify, it is less general and informative than the
ABG condition since it would rely on the specific choice of the gradient estimator. We
then show that if the recursive gradient estimator is used as in the general framework,
we can prove that condition (3.5) implies the ABG condition.

Suppose condition (3.5) holds. Since E‖ht‖2 ≤ 2E‖∇F(xt)‖2 + 4At + 4Bt using the fact
that ‖a + b‖2 ≤ 2‖a‖2 + 2‖b‖2 twice, by Theorem 2.7, we have

1
T

T−1

∑
t=0

E‖ht‖2 ≤ 2
T

T−1

∑
t=0

E‖∇F(xt)‖2 +
4
T

T−1

∑
t=0

At +
4
T

T−1

∑
t=0

Bt

≤ 4σ2

αT
+ 4ρA ·

1
T

T−1

∑
t=0

E‖ht‖2 +
2
T

T−1

∑
t=0

E‖∇F(xt)‖2 +
4
T

T−1

∑
t=0

Bt.

Choosing ρA < 1/4, we obtain

1
T

T−1

∑
t=0

E‖ht‖2 ≤ 4σ2

(1− 4ρA)αT
+

2
(1− 4ρA)T

T−1

∑
t=0

E‖∇F(xt)‖2 +
4

(1− 4ρA)T

T−1

∑
t=0

Bt.

Plugging this bound back into (3.5), we recover ABG condition by properly selecting ρ2.
We prove that ABG condition also holds if we can show condition (3.5). All discussions
above suggest that we can directly verify condition (3.5) in practice.

In the next sections, we apply the general framework in Algorithm 1 to several specific
examples including stochastic bilevel optimization, stochastic minimax optimization and
stochastic compositional optimization. In all these examples, similarly to condition (3.5),
we can prove that the average bias or the average gradient error can be bounded by the
average recursive gradient up to a diminishing term, and thus we can still obtain the
optimal complexity.

3.2 Stochastic Bilevel Optimization

We first apply the general framework to non-convex strongly-convex stochastic bilevel
optimization. Stochastic bilevel optimization solves the following problem:

min
x∈Rd1

F(x) := Eξ[ f (x, y∗(x); ξ)], (upper)

s.t. y∗(x) ∈ arg min
y∈Rd2

G(x, y) = Eζ [g(x, y; ζ)]. (lower) (3.6)
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3.2. Stochastic Bilevel Optimization

We assume that both upper-level function F : Rd1 → R and lower-level function G :
Rd1 ×Rd2 → R are continuously differentiable. The difficulty of bilevel optimization
lies in the fact that it is nested. The upper-level function depends on y∗(x), which is an
optimal solution to another lower-level optimization problems. In order to construct an
upper-level gradient estimator and minimize F(x), we need to solve another problem
miny G(x, y) at each iteration. When there is no closed-form solution of y∗(x), we
can only obtain an approximation and thus create bias. Such kind of optimization
problem has regained attention these years since its application in model-agnostic meta-
learning [41, 15, 42], hyper-parameter optimization [43, 16], reinforcement learning [17],
representation learning [44] and continual learning [45].

We consider the non-convex strongly-convex setting when G(x, y) is µg-strongly convex
in y for any x. Therefore, the lower-level optimal solution y∗(x) is unique for any given x.
This setting corresponds to adding strongly-convex regularization and also widely-used
in many aforementioned machine learning applications. Even when lower-level objective
is strongly-convex, bilevel optimization is still a challenging problem if no closed-form
solution of y∗(x) is known since we can only construct biased gradient estimators.

In the following, we first give a short review of related literature, then we list all the
necessary assumptions and explain how to construct the biased gradient oracle, finally
we present our algorithm and give its convergence analysis.

Related Work

Ghadimi and Wang [21] were the first to derive finite time convergence rate for non-
convex strongly-convex stochastic bilevel optimization. The algorithm they proposed
uses a double-loop structure and achieves Õ(ε−6) complexity to obtain an ε-stationary
point as defined in Definition 2.3. In each iteration t of the outer-loop for the update of x,
the algorithm runs multiple gradient descent in the inner-loop to minimize G(xt, y) and
find an accurate approximation of y∗(xt). Ji et al. [46] improved the rate to ˜O(ε−4) by
using large batch sizes.

Hong et al. [17] showed that double-loop structure is not necessary. In the early stages
when xt is far from optimal, there is no need to solve lower-level optimization to a high
accuracy. They thus proposed a single-loop algorithm that updates one step of x and
then one step of y alternately. The algorithm has to use two-timescale stepsizes for upper
and lower-level updates to control the bias, and achieves Õ(ε−5) complexity. Chen et al.
[32] and Khanduri [47] added correction terms to either lower-level update or upper-level
update, and were able to improve the rate to Õ(ε−4). A recent work by Chen et al. [48]
found that the optimal solution y∗(x) is actually smooth. With this hidden smoothness
property, they were able to prove that a single-loop algorithm with simple SGD step on
both levels achieves the Õ(ε−4) complexity.

Note that O(ε−4) is the optimal rate even for classical non-convex minimization [11]. As
stochastic bilevel optimization is also a special case of non-convex optimization, we are
able to obtain near-optimal algorithms. This suggests that non-convex strongly-convex
stochastic bilevel optimization is no-harder than classical non-convex minimization
measured in sample complexity.

We also know that the optimal complexity is O(ε−3) if we assume that the stochastic
gradient satisfies average smoothness assumption [11]. Thus we wonder whether this
rate is also achievable for bilevel optimization. We are the first to give an affirmative
answer. As shown later, we propose a single-loop algorithm with both upper and lower-
level gradients estimated using the general framework, and prove its Õ(ε−3) sample
complexity. The results imply that any variance reduction methods are able to achieve

19



3.2. Stochastic Bilevel Optimization

Table 3.1: Comparison of the sample complexity of different algorithms to achieve an ε-stationary
point defined in Definition 2.3 for solving non-convex strongly-convex stochastic bilevel optimiza-
tion. Õ in the table hides additional logarithmic terms in ε−1. AS means that the oracle satisfies
average smoothness assumption as in Assumption 3.1, and Non-AS represents the case when
average smoothness condition (3.2) does not hold.

Algorithm Structure Batch Size Oracle Complexity
Ghadimi and Wang [21] Double-Loop Õ(1) Non-AS Õ(ε−6)

Ji et al. [46] Double-Loop Õ(ε−2) Non-AS Õ(ε−4)
Hong et al. [17] Single-Loop Õ(1) Non-AS Õ(ε−5)
Chen et al. [32] Single-Loop O(1) Non-AS Õ(ε−4)
Chen et al. [48] Single-Loop Õ(1) Non-AS Õ(ε−4)

Khanduri et al. [47] Single-Loop Õ(1) AS Õ(ε−4)
Khanduri et al. [49] Single-Loop Õ(1) AS Õ(ε−3)
Guo and Yang. [50] Single-Loop Õ(1) AS Õ(ε−3)

Yang et al. [51] Double-Loop Õ(ε−2) AS Õ(ε−3)
This work (η = 0) Double-Loop Õ(ε−2) AS Õ(ε−3)
This work (η > 0) Single-Loop Õ(1) AS Õ(ε−3)

the optimal rate for bilevel optimization when applied on both levels. After we submitted
our work to a conference, we found that there are several recent papers [49, 50, 51]
obtaining the same complexity result. They either used SPIDER [7] or STORM [10] to
construct the gradient estimator and thus can be regarded as special case of our results.
See Table 3.1 for a comparison of different algorithms we mentioned above.

Assumptions and Basic Properties

Before presenting our algorithm and its convergence analysis, we first list all the necessary
assumptions which are common in the related literature.

Assumption 3.3 The upper-level function f (x, y; ξ) is differentiable and satisfies that

• ∇x f (x, y; ξ) is Lipschitz continous w.r.t. both x and y for any given ξ with constant
L fx > 0, i.e. ‖∇x f (x1, y1; ξ)−∇x f (x2, y2; ξ)‖ ≤ L fx(‖x1 − x2‖+ ‖y1 − y2‖).

• ∇y f (x, y; ξ) is Lipschitz continous w.r.t. both x and y for any given ξ with constant
L fy > 0, i.e. ‖∇y f (x1, y1; ξ)−∇y f (x2, y2; ξ)‖ ≤ L fy(‖x1 − x2‖+ ‖y1 − y2‖).

• For any x and y, ‖∇y f (x, y; ξ)‖ ≤ C fy for some constant C fy > 0.

The lower-level function g(x, y; ζ) is twice-differentiable and satisfies that

• For any given x, g(x, y; ζ) is µg-strongly convex and Lg-smooth w.r.t. y, and that
µg I � ∇2

yyg(x, y; ζ) � Lg I.

• ∇2
xyg(x, y; ζ) is Lipschitz continous w.r.t. both x and y for any given ζ with constant

Lgxy > 0. ∇2
yyg(x, y; ζ) is Lipschitz continous w.r.t. both x and y for any given ζ with

constant Lgyy > 0.

• For any x and y, ‖∇2
xyg(x, y; ζ)‖2 ≤ Cgxy for some constant Cgxy > 0.

The estimates ∇x f (x, y; ξ), ∇y f (x, y; ξ), ∇yg(x, y; ζ), ∇2
xyg(x, y; ζ) and ∇2

yyg(x, y; ζ) are
unbiased and satisfy bounded gradient conditions.

• Eξ‖∇x f (x, y; ξ)−Eξ[∇x f (x, y; ξ)]‖2 ≤ σ2
fx

for some constant σfx > 0.

• Eξ‖∇y f (x, y; ξ)−Eξ[∇y f (x, y; ξ)]‖2 ≤ σ2
fy

for some constant σfy > 0.
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3.2. Stochastic Bilevel Optimization

• Eζ‖∇yg(x, y; ζ)−∇yG(x, y)‖2 ≤ σ2
g for some constant σg > 0.

• Eζ‖∇2
xyg(x, y; ζ)−∇2

xyG(x, y)‖2 ≤ σ2
gxy

for some constant σgxy > 0.

Assumption 3.3 is just a summary of Assumptions 1, 2, and 3 in Ghadimi and Wang
[21], but for the stochastic functions f (x, y; ξ) and g(x, y; ζ). This is slightly stronger than
average smoothness but we can still assume all properties hold under expectations and
obtain the same results.

Let F(x, y) := Eξ[ f (x, y; ξ)] for simplicity. With Assumption 3.3, by implicit function
theorem, the upper-level gradient is well defined [21, Lemma 2.1]:

∇F(x) = ∇xF(x, y∗(x))−∇2
xyG(x, y∗(x))[∇2

yyG(x, y∗(x))]−1∇yF(x, y∗(x)).

Since y∗(x) is generally not accessible, a common choice is to approximate it by some y
and thus we define a surrogate as

∇̄F(x, y) = ∇xF(x, y)−∇2
xyG(x, y)[∇2

yyG(x, y)]−1∇yF(x, y).

As the surrogate contains the need to inverse the Hessian matrix, we construct the
following widely-used biased oracle [21, Algorithm 3] that computes an approximation:

∇̄ f (x, y; ξ̄) = ∇x f (x, y; ξ)−∇2
xyg(x, y; ζ)

[
K
Lg

k

∏
i=1

(
I − 1

Lg
∇2

yyg(x, y; ζ(i))
)]
∇y f (x, y; ξ),

where ξ̄ := {ξ, ζ, ζ(1), ζ(2), · · · , ζ(K)} uses a sample ξ and K + 1 i.i.d. samples ζ and
{ζ(i)}K

i=1, and k is selected uniformly at random from {1, ..., K}. For the lower-level, we
simply use the unbiased stochastic oracle ∇yg(x, y; ζ).

Under Assumption 3.3, we can show that F(x) is L f -smooth and both oracles satisfy
Assumption 3.1, i.e. the bounded variance assumption with constants σ2

f and σ2
g respec-

tively and the average smoothness assumption with constants ` f and `g. As shown in
the two lemmas below.

Lemma 3.4 [21, Lemma 2.2] Under assumptions 3.3, we can show that F(x) is LF-smooth and
y∗(x) is Ly-Lipschitz. Moreover, the error ‖∇̄F(x, y)−∇F(x)‖ can be bounded. That is, for all
x1, x2, x ∈ Rd1 and y ∈ Rd2 ,

‖∇F(x1)−∇F(x2)‖ ≤ LF‖x1 − x2‖, (3.7)
‖∇̄F(x, y)−∇F(x)‖ ≤ L‖y− y∗(x)‖, (3.8)
‖y∗(x1)− y∗(x2)‖ ≤ Ly‖x1 − x2‖. (3.9)

For the constants defined in Assumption 3.3, the above parameters are:

L = L fx +
L fy Cgxy

µg
+ C fy

(
Lgxy

µg
+

Lgyy Cgxy

µ2
g

)
,

LF = L fx +
(L fy + L)Cgxy

µg
+ C fy

(
Lgxy

µg
+

Lgyy Cgxy

µ2
g

)
, Ly =

Lg

µg
.

The above lemma guarantees that F(x) is well-defined and the error induced by approxi-
mating y∗(x) by some y can be controlled.
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3.2. Stochastic Bilevel Optimization

Lemma 3.5 Under Assumption 3.3, we can show that both the upper and lower-level oracle
satisfy bounded variance assumption and average smoothness assumption. For the upper-level
biased gradient oracle ∇̄ f (x, y; ξ), we have

Eξ̄‖∇̄ f (x, y; ξ̄)−Eξ̄[∇̄ f (x, y; ξ̄)]‖ ≤ σ2
f , (3.10)

Eξ̄‖∇̄ f (x1, y1; ξ̄)− ∇̄ f (x2, y2; ξ̄)‖ ≤ `2
f (‖x1 − x2‖2 + ‖y1 − y2‖2), (3.11)

where (3.10) comes from Lemma 11 in Hong et al. [17] for

σ2
f = σ2

fx
+

3
µ2

g

[
(σ2

fy
+ C2

fy
)(σ2

gxy
+ 2C2

gxy
) + σ2

fy
C2

gxy

]
,

and (3.11) follows from Lemma 4.1 in Khanduri et al. [47] for

`2
f = 2L2

fx
+

6C2
gxy

L2
fy

K

2µgLg − µ2
g
+

6L2
gxy

C2
fy

K

2µgLg − µ2
g
+

6C2
gxy

C2
fy

L2
gyy

K3

(Lg − µg)2(2µgLg − µ2
g)

.

For the lower-level unbiased oracle ∇yg(x, y; ζ), we also have

Eζ‖∇yg(x, y; ζ)−∇yG(x, y)‖2 ≤ σ2
g , (3.12)

Eζ‖∇g(x1, y1; ζ)−∇g(x2, y2; ζ)‖ ≤ `2
g(‖x1 − x2‖2 + ‖y1 − y2‖2). (3.13)

Both (3.12) and (3.13) directly comes from Assumption 3.3.

The above lemma shows that the upper-level biased oracle satisfies Assumption 3.1 and
the lower-level unbiased oracle satisfies Assumption 2.2. Thus we can apply variance
reduction methods to obtain better convergence rate.

Algorithm and Convergence Analysis

We propose the following single-loop algorithm

yt+1 = yt − βhg
t ,

xt+1 = xt − αh f
t ,

with both hg
t estimating ∇yG(xt, yt) and h f

t estimating Eξ̄t
[∇̄ f (xt, yt+1; ξ̄t)] via the general

framework in Algorithm 1, and α, β be the corresponding stepsizes. The detailed
algorithm is described in Algorithm 2.

Similar to the analysis before, the key is to bound the gradient error E‖h f
t −∇F(xt)‖2,

and it can be decomposed to the estimation error A f
t := E‖h f

t −Eξ̄t
[∇̄ f (xt, yt+1; ξ̄t)]‖2

and the bias ‖B(xt, yt+1)‖2 = ‖Eξ̄t
[∇̄ f (xt, yt+1; ξ̄t)]−∇F(xt)‖2.

We first handle the estimation error A f
t . In the following analysis, we also denote

Ag
t := E‖hg

t −∇yG(xt, yt)‖2 as the lower-level estimation error and call A f
t the upper-

level estimation error. Since now the necessary average smoothness condition (3.11)
to obtain the desired bound of A f

t depends on y as well, with a slight modification of
Lemma 2.5, we have

A f
t+1 ≤ (1− η)A f

t + 2σ2
f

η2

S
+

2
S

E‖∇̄ f (xt+1, yt+2; ξ̄t+1)− ∇̄ f (xt, yt+1; ξ̄t+1)‖2

≤ (1− η)A f
t + 2σ2

f
η2

S
+ 2`2

f
α2

S
E‖h f

t ‖2 + 2`2
f

β2

S
E‖hg

t+1‖
2.
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3.2. Stochastic Bilevel Optimization

Algorithm 2 Variance Reduction for Stochastic Bilevel Optimization

Input: T, Q, D, S, x0, y0, α, β, η.
for t = 0, 1, · · · , T − 1 do

if t ≡ 0 (mod Q) then
Sample Dg

t = {ζ1
t , ζ2

t , · · · , ζD
t } and compute hg

t = 1
D ∑D

i=1∇yg(xt, yt; ζ i
t).

yt+1 = yt − βhg
t .

Sample D f
t = {ξ̄1

t , ξ̄2
t , · · · , ξ̄D

t } and compute h f
t = 1

D ∑D
i=1 ∇̄ f (xt, yt+1; ξ̄i

t).
xt+1 = xt − αh f

t .
else

Sample Sg
t = {ζ1

t , ζ2
t , · · · , ζS

t }.
hg

t = (1− η)
(

hg
t−1 −

1
S ∑S

i=1∇yg(xt−1, yt−1; ζ i
t)
)
+ 1

S ∑S
i=1∇yg(xt, yt; ζ i

t).

yt+1 = yt − βhg
t .

Sample S f
t = {ξ̄1

t , ξ̄2
t , · · · , ξ̄S

t }.
h f

t = (1− η)
(

h f
t−1 −

1
S ∑S

i=1 ∇̄ f (xt−1, yt; ξ̄i
t)
)
+ 1

S ∑S
i=1 ∇̄ f (xt, yt+1; ξ̄i

t).

xt+1 = xt − αh f
t .

end if
end for

Output: xτ with τ chosen uniformly at random from {0, 1, · · · , T − 1}.

Note that there is an additional error term in E‖hg
t+1‖2. Thus we also need to apply

variance reduction for the lower-level gradient to cancel this additional term. We then
obtain the bound for both upper and lower-level gradient estimation error in Lemma
3.6. This is a direct consequence of Theorem 2.7 and the average smoothness assumption
(3.11) and (3.13).

Lemma 3.6 Supposing Assumption 3.3 holds, with all the settings in Algorithm 2 for parameters
D, S, Q, η and α selected according to Theorem 2.7 for some constant ρA > 0 we define later and
the choice that β = α/cβ for some constant cβ we define later, i.e.,

(i) η = 0, D = αT, S = ρ−1/2
A ` f α3/2T1/2, Q = ρ1/2

A (2` f )
−1α−1/2T1/2 for any α such that

(ρA`
−2
f )1/3T−1/3 ≤ α ≤ 1/(3LF) with the smooth parameter LF defined in (3.7) and

β = α/cβ;

(ii) η = 2`2
f α2/ρA, α = ρ1/3

A (8`2
f · T)−1/3, β = α/cβ, D = ρA`

−2
f α−1, S = 1 and Q = T,

then we have

1
T

T−1

∑
t=0

A f
t ≤

σ2
f

αT
+ ρA ·

1
T

T−1

∑
t=0

E‖h f
t ‖2 +

ρA

c2
β

· 1
T

T−1

∑
t=0

E‖hg
t+1‖

2,

1
T

T−1

∑
t=0

Ag
t+1 ≤

σ2
g

αT
+ ρA

`2
g

`2
f
· 1

T

T−1

∑
t=0

E‖h f
t ‖2 +

ρA

c2
β

`2
g

`2
f
· 1

T

T−1

∑
t=0

E‖hg
t+1‖

2.

Then we analysis the bias ‖B(xt, yt+1)‖ = ‖Eξ̄t
[∇̄ f (xt, yt+1; ξ̄t)] − ∇F(xt)‖. With As-

sumption 3.3, the bias term can be bounded by

‖B(xt, yt+1)‖ ≤ ‖Eξ̄t
[∇̄ f (xt, yt+1; ξ̄t)]− ∇̄F(xt, yt+1)‖+ ‖∇̄F(xt, yt+1)−∇F(xt)‖

≤ Cgxy C fy µ−1
g (1− µg/Lg)

K︸ ︷︷ ︸
approximation of inverse Hessian

+ L‖yt+1 − y∗(xt)‖︸ ︷︷ ︸
approximation of y∗(x)

, (3.14)
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where the first part follows from Lemma 11 in Hong et al. [17], and the second part
holds by (3.8) in Lemma 3.4. Choosing K = O(log ε−1), the bias which comes from
approximating Hessian inverse is less than ε. The rest is to bound the bias introduced by
approximating y∗(xt) by yt+1, i.e. ‖yt+1 − y∗(xt)‖2. We bound it by lower-level descent
in the lemma below.

Lemma 3.7 Under Assumption 3.3, for Algorithm 2 with the choice that β = α/cβ for some
constant cβ to be determined, assuming β ≤ 1

2(µg+Lg)
, we have

1
T

T−1

∑
t=0

E‖yt+1 − y∗(xt)‖2 ≤
2cβ

cgαT
‖y1 − y∗(x0)‖2 +

4L2
yc2

β

c2
g
· 1

T

T−1

∑
t=0

E‖h f
t ‖2

− 1
µgT

T−1

∑
t=0

E‖hg
t+1‖

2 +

(
4

µg
+

2
c2

g

)
1
T

T−1

∑
t=0

Ag
t+1,

where cg =
µg

µg+Lg
.

Note that the lemma above is similar to what we have in (3.3), with an additional error
term bounded by 1

T ∑T−1
t=0 E‖h f

t ‖2. That is why we can achieve the optimal rate by the
discussion of condition (3.5) at the end of Section 3.1. With the help of Lemma 3.6 to
handle the estimation error and Lemma 3.7 to bound the bias, we can show the following
convergence theorem. The detailed proof of Lemma 3.6, 3.7 and Theorem 3.8 can be
found in Appendix A.2.2.

Theorem 3.8 For non-convex strongly-convex stochastic bilevel optimization defined in (3.6),
under Assumption 3.3, with the parameters D, S, Q, η and α selected according to Lemma 3.6 for

ρA = min

{
1
12

,
µg`2

f

96L2`2
g

,
c2

g`
2
f

48L2`2
g

,
c2

β`
2
f

16`2
g

,
c2

gc2
β`

2
f

8µg`2
g

,
c2

βL2

µg

}
,

and the choice of β = α
cβ

for constant cβ =
cg

4
√

6LLy
and cg =

µg
µg+Lg

, supposing α ≤ cβ

2(µg+Lg)
,

with K = O(log ε−1), we can show that the output of Algorithm 2 satisfies

Eτ‖∇F(xτ)‖2 ≤
[

2[F(x0)− F∗] +
8cβL2‖y1 − y∗(x0)‖2

cg
+ 2σ2

f +

(
16
µg

+
8
c2

g

)
L2σ2

g + 2

]
/(αT).

To make sure that xτ is an ε-stationary point, similar to the analysis in Remark 2.9, we can show
that the sample complexity is Õ(ε−3).

Note that constructing ∇̄ f (x, y; ξ̄) uses K + 2 = O(log ε−1) samples. That’s why the
batch size for algorithms in Table 3.1 is at least Õ(1). Hence, the sample complexity
is also Õ(ε−3). Compared with existing single-loop algorithms in Hong et al. [17] and
Chen et al. [32], we improve their complexity from Õ(ε−5) and Õ(ε−4) to Õ(ε−3) under
the average smoothness condition, closing the gap between the upper-bounds and the
lower-bound for non-convex stochastic minimization problems. The contemporaneous
works [49, 50, 51] obtained the same rate as we do. However, they all focused on a
specific variance reduction technique, e.g. STORM. In comparison, we focus on a general
variance reduction framework that includes STORM as a special case as shown in Section
2.4. Our framework allows more versatility in parameter choices during implementation,
and our analysis provides guidelines for design of new algorithms on other biased
stochastic optimization problem rather than just on bilevel optimization.
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3.3. Stochastic Minimax Optimization

3.3 Stochastic Minimax Optimization

In this section, we consider the stochastic minimax optimization:

min
x∈Rd1

F(x) := max
y∈Y⊆Rd2

G(x, y), where G(x, y) := Eξ[g(x, y; ξ)], (3.15)

where G : Rd1 ×Rd2 → R is continuously differentiable. Minimax optimization has
many interesting applications in machine learning including generative adversarial
networks (GANs) [52], robust optimization [53, 54], adversarial machine learning [13, 55],
reinforcement learning [56, 57] and so on. There are plenty of works establishing
convergence theory for solving (3.15) under strongly-convex strongly-concave setting
[58, 59] or general convex-concave setting [60, 61, 62]. However, non-convex minimax
problems are more popular in practice, especially when neural networks are involved as
in GANs. Therefore, in this work, we focus on the smooth non-convex stochastic setting
with non-convex strongly-concave case shown in Section 3.3.1 and non-convex P-Ł case
given in Section 3.3.2. Minimax optimization can be regarded as a special case of bilevel
optimization when lower-level objective in (3.6) is replaced with −Eξ[ f (x, y; ξ)]. Thus
we will see that the algorithm and its analysis in this section are very much similar to
what we have in Section 3.2 for bilevel optimization.

3.3.1 Non-Convex Strongly-Concave Case

We first consider the non-convex strongly-concave setting where G(x, y) is µ-strongly
concave in y. See Table 3.2 for a brief comparison of sample complexity of the related
algorithms to obtain an ε-stationary point. Without average smoothness assumption,
Rafique et al. [63] and Jin et al. [64] achieved the optimal O(ε−4) rate through a double-
loop algorithm. Lin et al. [18] proposed a single-loop algorithm and achieved the optimal
rate with large batch sizes. The single-loop algorithm for solving (3.15) is also called
gradient descent ascent (GDA), i.e. one descent step for x and one ascent step for y.
Chen et al. [48] extended their work for bilevel optimization to minimax case and proved
that single-loop alternating GDA without large batch sizes is already optimal. However,
assumptions in their paper are much stronger.

When average smoothness assumption holds, Luo et al. [31] and Xu et al. [33] obtained
the optimal O(ε−3) sample complexity when applying SARAH on both updates of x and
y. For each update of x, the algorithms run multi-steps for y, and thus are actually triple-
loop algorithms. Huang et al. [34] used STORM and obtained a single-loop algorithm
achieving the optimal complexity.

Before presenting our results, we first make the following standard assumptions. Suppose
that Y is convex and compact, G is L-smooth with respect to (x, y) and G(x, y) is µ-
strongly concave in y for any given x, as listed below.

Assumption 3.9 The objective G and domain Y satisfy

• G is L-smooth in (x, y) and G(x, ·) is µ-strongly concave for any given x.

• Y is convex and compact.

The condition number is defined as κ := L/µ. When Assumption 3.9 holds, we have the
following lemma to guarantee that F(x) is LF-smooth and y∗(x) := arg maxy∈Y G(x, y)
is κ-Lipschitz continuous, which is simlar to Lemma 3.4 for bilevel optimization. The
lemma also shows how to compute ∇F(x), as given by Danskin’s Theorem [65] when Y
is convex and compact.
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Table 3.2: Comparison of the sample complexity of different algorithms to achieve an ε-stationary
point defined in Definition 2.3 for solving non-convex strongly-concave stochastic minimax
optimization. Õ in the table hides additional logarithmic terms in ε−1. AS means that the oracle
satisfies average smoothness assumption as in Assumption 3.1, and Non-AS represents the case
when average smoothness condition (3.2) does not hold.

Algorithm Structure Batch Size Oracle Complexity
Rafique et al. [63] Double-Loop O(1) Non-AS O(ε−4)

Jin et al. [64] Double-Loop O(1) Non-AS O(ε−4)
Lin et al. [18] Single-Loop O(1) Non-AS O(ε−5)
Lin et al. [18] Single-Loop O(ε−2) Non-AS O(ε−4)

Chen et al. [48] Single-Loop O(1) Non-AS O(ε−4)
Luo et al. [31] Triple-Loop O(ε−2) AS O(ε−3)
Xu et al. [33] Triple-Loop O(ε−2) AS O(ε−3)

Huang et al. [34] Single-Loop O(1) AS Õ(ε−3)
This work (η = 0) Double-Loop O(ε−2) AS O(ε−3)
This work (η > 0) Single-Loop O(1) AS O(ε−3)

Lemma 3.10 [18, Lemma 4.3] Supposing Assumption 3.9 holds, then for function F(x) defined
in (3.15) and y∗(x) := arg maxy∈Y G(x, y), we have

• F(x) is LF-smooth with LF = 2κL and ∇F(x) = ∇zG(z, y∗(x))|z=x.

• y∗(x) is κ-Lipschitz continuous.

We have access to the unbiased gradient oracle ∇xg(x, y; ξ) and ∇yg(x, y; ξ) satisfying
the following classical assumptions, i.e. bounded variance assumption and average
smoothness assumption.

Assumption 3.11 Let ∇g(x, y; ξ) denote the full gradient of g. We assume that

• Eξ‖∇g(x, y; ξ)−∇G(x, y)‖2 ≤ σ2.

• Eξ‖∇g(x1, y1; ξ)−∇g(x2, y2; ξ)‖2 ≤ `2(‖x1 − x2‖2 + ‖y1 − y2‖2).

Similar as what we do for bilevel optimization, we estimate both ∇yG(xt, yt) and
∇xG(xt, yt+1) with Algorithm 1 and obtain a single-loop algorithm that is similar to
alternating GDA. We denote the estimators as hy

t and hx
t respectively. The algorithm

updates one ascent step of y to find an approximation yt+1 for y∗(xt), and then updates
one descent step of x using yt+1. The detailed algorithm is in Algorithm 3, and the
projection step of y is to ensure that yt+1 ∈ Y .

We first analyse the estimation error Ay
t = E‖hy

t − ∇yG(xt, yt)‖2 and Ax
t = E‖hx

t −
∇xG(xt, yt+1)‖2. Similar to the bilevel optimization, we have the bound in Lemma 3.12.
This is simpler than Lemma 3.6 since we have the same Lipschitz parameter for both
∇xg(x, y; ξ) and ∇yg(x, y; ξ). The proof directly follows from Lemma 3.6 for bilevel
optimization.

Lemma 3.12 Supposing Assumption 3.11 holds, with all the settings in Algorithm 3 for parame-
ters D, S, Q, η and α selected according to Theorem 2.7 for some constant ρA > 0 we define later
and the choice that β = α/cβ for some constant cβ we define later, i.e.,

(i) η = 0, D = αT, S = ρ−1/2
A `α3/2T1/2, Q = ρ1/2

A (2`)−1α−1/2T1/2 for any α such that
(ρA`

−2)1/3T−1/3 ≤ α ≤ 1/(3LF) with the smooth parameter LF defined in Lemma 3.10
and β = α/cβ;

(ii) η = 2`2α2/ρA, α = ρ1/3
A (8`2 · T)−1/3, β = α/cβ, D = ρA`

−2α−1, S = 1 and Q = T,
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Algorithm 3 Variance Reduction for Stochastic Minimax Optimization

Input: T, Q, D, S, x0, y0, α, β, η.
for t = 0, 1, · · · , T − 1 do

if t ≡ 0 (mod Q) then
Sample Dy

t = {ξ1
t , ξ2

t , · · · , ξD
t } and compute hy

t = 1
D ∑D

i=1∇yg(xt, yt; ξi
t).

yt+1 = ΠY (yt + βhy
t ).

Sample Dx
t = {ξ̃1

t , ξ̃2
t , · · · , ξ̃D

t } and compute hx
t = 1

D ∑D
i=1∇xg(xt, yt+1; ξ̃i

t).
xt+1 = xt − αhx

t .
else

Sample Sy
t = {ξ1

t , ξ2
t , · · · , ξS

t }.
hy

t = (1− η)
(

hy
t−1 −

1
S ∑S

i=1∇yg(xt−1, yt−1; ξi
t)
)
+ 1

S ∑S
i=1∇yg(xt, yt; ξi

t).

yt+1 = ΠY (yt + βhy
t ).

Sample Sx
t = {ξ̃1

t , ξ̃2
t , · · · , ξ̃S

t }.
hx

t = (1− η)
(

hx
t−1 − 1

S ∑S
i=1∇xg(xt−1, yt; ξ̃i

t)
)
+ 1

S ∑S
i=1∇xg(xt, yt+1; ξ̃i

t).
xt+1 = xt − αhx

t .
end if

end for
Output: xτ with τ chosen uniformly at random from {0, 1, · · · , T − 1}.

then we have

1
T

T−1

∑
t=0

Ax
t ≤

σ2

αT
+ ρA ·

1
T

T−1

∑
t=0

E‖hx
t ‖2 +

ρA

c2
β

· 1
T

T−1

∑
t=0

E‖hy
t+1‖

2,

1
T

T−1

∑
t=0

Ay
t+1 ≤

σ2

αT
+ ρA ·

1
T

T−1

∑
t=0

E‖hx
t ‖2 +

ρA

c2
β

· 1
T

T−1

∑
t=0

E‖hy
t+1‖

2.

Next we analyse the bias term. Although both ∇yg(xt, yt; ξt) and ∇xg(xt, yt+1; ξ̃t) are
unbiased, we can only construct biased oracle for ∇F(xt) since y∗(xt) is unknown. The
corresponding bias B(xt, yt+1) := ∇xG(xt, yt+1)−∇F(xt) can be bounded by

‖B(xt, yt+1)‖ = ‖∇xG(xt, yt+1)−∇xG(xt, y∗(xt))‖ ≤ L‖yt+1 − y∗(xt)‖, (3.16)

since G is L-smooth. With the similar analysis for bilevel optimization, we obtain the
following lemma to bound 1

T ∑T−1
t=0 E‖yt+1 − y∗(xt)‖2 which is equivalent to the bias.

Lemma 3.13 Under Assumption 3.9 and 3.11, for Algorithm 3 with the choice that β = α/cβ

for some constant cβ to be determined, assuming β ≤ 1
4κµ , we have

1
T

T−1

∑
t=0

E‖yt+1 − y∗(xt)‖2 ≤
4κcβ

αT
‖y1 − y∗(x0)‖2 + 16κ4c2

β ·
1
T

T−1

∑
t=0

E‖hx
t ‖2

− 1
µT

T−1

∑
t=0

E‖hy
t+1‖

2 +

(
4κ

µ
+ 8κ2

)
1
T

T−1

∑
t=0

Ay
t+1,

where κ = L/µ is the condition number.

Now we have Lemma 3.12 for the estimation error and Lemma 3.13 for the bias, thus
we can obtain the following convergence theorem. The proofs for both Lemma 3.13 and
Theorem 3.14 can be found in Appendix A.2.3.
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Theorem 3.14 For non-convex strongly-concave stochastic minimax optimization defined in
(3.15), under Assumption 3.9 and 3.11, with the parameters D, S, Q, T, η and α selected
according to Lemma 3.12 for

ρA = min

{
1

12
,

1
48κ2L

,
1

96κ2L2 ,
c2

β

16κ
,

c2
β

32κL
,

κLc2
β

2

}
,

supposing that α ≤ cβ

4κµ and β = α
cβ

for a constant cβ = 1
8
√

3κ2L
, then the output of Algorithm 3

satisfies

Eτ‖∇F(xτ)‖2 ≤
[
2[F(x0)− F∗] + 8κL2cβ‖y1 − y∗(x0)‖2 + (2 + 8κ2L + 16κ2L2)σ2]/(αT).

To make sure that xτ is an ε-stationary point, similar to the analysis in Remark 2.9, we can show
that the sample complexity is O(ε−3), which is optimal w.r.t. ε.

In this section, we provide a single-loop algorithmic framework for non-convex strongly-
concave stochastic minimax optimization. It achieves a sample complexity of O(ε−3) as
shown in Theorem 3.14, matching the best known result achieved by two multi-loop
algorithms by Luo et al. [31] and Xu et al. [33]. However, Algorithm 3 is much simpler
and more general. If one relaxes the fixed stepsize requirement as mentioned in Section
2.4, our algorithm also recovers Huang et al. [34] as a special case. Such relaxation comes
with a cost and the sample complexity has an additional log(ε−1) term, which is Õ(ε−3).

3.3.2 Non-Convex P- L Case

We are also interested in the setting when G(x, y) is possibly non-convex in y but satisfies
the well-studied Polyak-Łojasiewicz (P-Ł) condition. We provide a definition of P-Ł
condition here for reference.

Definition 3.15 (Polyak-Łojasiewicz Condition) A differentiable function f (x) with the
minimum value f ∗ := minx f (x) satisfies µ-Polyak-Łojasiewicz condition if for any x, it holds
that

1
2
‖∇ f (x)‖2 ≥ µ( f (x)− f ∗).

The definition of P-Ł condition does not require convexity, and that a function can be
non-convex and still satisfy P-Ł condition [66]. For functions satisfying P-Ł condition,
Karimi et al. [66] proved that gradient descent (GD) converges to the global minimum at
a linear rate under deterministic settings and SGD also converges globally at a sublinear
rate under stochastic settings. Both convergence rates match the results for strongly-
convex functions. Karimi et al. [66] also showed that P-Ł condition is weaker than other
conditions (e.g. quadratic growth (QG) condition defined later in Lemma 3.18) that have
been explored to show linear convergence rates without strong convexity.

Actually, many optimization problems that appear in practical applications have been
verified to satisfy the P-Ł condition, e.g. training over-parameterized deep networks
[67] and learning linear quadratic regulator (LQR) models [68]. For the minimax opti-
mization we discuss in this section, P-Ł condition also holds for objectives in generative
adversarial imitation learning with LQR dynamics [69, 70]. This motivates us to study
the convergence rate for non-convex P-Ł minimax optimization.

Nouiehed et al. [71] obtained a double-loop algorithm for solving (3.15) under P-Ł setting.
The algorithm requires O(log ε−1) ascent steps in each iteration and thus achieves Õ(ε−4)

28



3.3. Stochastic Minimax Optimization

sample complexity to find an ε-stationary point. Recently, Xie et al. [72] studied non-
convex P-Ł minimax optimization in the context of federated learning. Their work
implies that a single-loop GDA can obtain O(ε−4) complexity when using large batch
sizes, and it can also achieve Õ(ε−3) rate when using STORM [10] to estimate both
gradients under average smoothness assumptions. In a different line of research, Yang et
al. [73] studied the case when G(x, y) satisfies P-Ł condition for both x and y (two-sided
P-Ł), and proved a linear rate for alternating GDA to find a global optimum.

We consider the one-sided P-Ł case in this section and prove that Algorithm 3 still
requires O(ε−3) samples to obtain an ε-stationary solution defined in Definition 2.3
for the problem (3.15). We first formally state all the assumptions. For the stochastic
oracle, we use the same gradient estimates satisfying Assumption 3.11 as in Section
3.3.1 for strongly-concave case. In this section, we consider the P-Ł case as given in the
assumption below.

Assumption 3.16 The objective function G(x, y) defined in (3.15) satisfies that

• G is L-smooth in (x, y).

• For any x ∈ Rd1 , −G(x, ·) satisfies P-Ł condition, that is

1
2
‖∇yG(x, y)‖2 ≥ µ(max

y
G(x, y)− G(x, y)), ∀y ∈ Rd2 .

The above condition directly follows from Definition 3.15 noticing that miny−G(x, y) =
−maxy G(x, y). We still denote the condition number as κ := L/µ. The Danskin type
lemma in the P-Ł case to guarantee that F(x) is well-defined and show how to compute
∇F(x) is given below.

Lemma 3.17 [71, Lemma A.5] In the minimax problem, when −G(x, ·) satisfies P-Ł condition
for any x with constant µ and G(x, y) is L-smooth, then the function F(x) := maxy∈Y G(x, y) is
LF-smooth with LF := 2κL and ∇F(x) = ∇xG(x, y∗(x)) for any y∗(x) ∈ arg maxy∈Y G(x, y).

Following the above lemma, the compactness requirement on the domain Y can be
removed. Thus in this section, we let Y = Rd2 and the projection step in Algorithm 3 can
be omitted. Then we analysis its convergence rate for P-Ł case. The bound for estimation
error remains the same as in Lemma 3.12. We proceed with the bias term. We first give a
helpful lemma which shows the relation between P-Ł condition and another well-known
QG condition.

Lemma 3.18 [66, Theorem 2] For some function f (x), if it is L-smooth and satisfies P-Ł
condition with constant µ, then it also satisfies quadratic growth (QG) condition with µ, i.e.,

f (x)− f ∗ ≥ µ

2
‖xp − x‖2,

where f ∗ = minx f (x) is the optimal value and xp is the projection of x onto the optimal set
arg minx f (x).

Since y∗(x) may not be unique anymore when G(x, y) is possibly non-convex in y, we
can not control the bias by directly bounding the error ‖yt+1 − y∗(xt)‖ like in Section
3.3.1 for the strongly-concave case. However, with the help of Lemma 3.18, if we choose
y∗(xt) to be the projection of yt+1 onto the optimal set arg maxy G(xt, y), the bias term
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satisfies

‖B(xt, yt+1)‖2 = ‖∇xG(xt, yt+1)−∇F(xt)‖2

(a)
= ‖∇xG(xt, yt+1)−∇xG(xt, y∗(xt))‖2

(b)
≤ L2‖yt+1 − y∗(xt)‖2

(c)
≤ 2L2

µ

(
G(xt, y∗(xt))− G(xt, yt+1)

)
(d)
= 2κL(F(xt)− G(xt, yt+1)), (3.17)

where (a) comes from Lemma 3.17, (b) holds by smoothness of G, (c) follows from Lemma
3.18 since −G(xt, ·) satisfies P-Ł condition and (d) follows from definition of F(x) in
(3.15). Although the optimal point may not be unique, the optimal function value is
unique. Then we can bound the bias in Lemma 3.19 below.

Lemma 3.19 Under Assumption 3.16 and 3.11, for Algorithm 3 with the choice that β = α/cβ

for some constant cβ to be determined, assuming β < 1/µ, we have

1
T

T−1

∑
t=0

E
[

F(xt)− G(xt, yt+1)
]
≤ F(x0)− G(x0, y1)

βµT
+

(
1− 1

βµ

)
F(x0)− F(xT)

T

+
cβ

2µ
(3 + αL) · 1

T

T−1

∑
t=0

E‖hx
t ‖2 +

cβ

2µ
· 1

T

T−1

∑
t=0

Ax
t

− 1
2µ

(1− βL) · 1
T

T−1

∑
t=0

E‖hy
t+1‖

2 +
1

2µ
· 1

T

T−1

∑
t=0

Ay
t+1.

With Lemma 3.19 to control the bias and Lemma 3.12 to control the variance, we can
derive the following theorem for the output of Algorithm 3. We provide a detailed proof
of both Lemma 3.19 and Theorem 3.20 in Appendix A.2.3.

Theorem 3.20 For non-convex P-Ł stochastic minimax optimization defined in (3.15), under
Assumption 3.16 and 3.11, with the parameters D, S, Q, T, η and α selected according to
Lemma 3.12 for ρA = c2

β/4, supposing that α < min
{

3
L , cβ

µ , cβ

4L

}
and β = α/cβ for a constant

cβ = 1/(36κ2), then the output of Algorithm 3 satisfies

Eτ‖∇F(xτ)‖2 ≤ 2[F(x0)− F∗] + [F(x0)− G(x0, y1)]/9 + (37/18 + 2κ2)σ2

αT
,

where κ = L/µ is the condition number.

Algorithm 3 also achieves the O(ε−3) sample complexity for non-convex P-Ł stochastic
minimax optimization, matching the lower-bound for smooth non-convex optimization
with average smoothness assumption [11], and we are the first to explicitly close this gap
under non-convex P-Ł settings.

3.4 Stochastic Compositional Optimization

Finally we discuss the application to stochastic compositional optimization of the form:

min
x∈Rd2

F(x) := F1(F2(x)) = Eξ[ f1(F2(x); ξ)] for F2(x) := Eζ [ f2(x; ζ)], (3.18)
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Table 3.3: Comparison of the sample complexity of different algorithms to achieve an ε-stationary
point defined in Definition 2.3 for solving stochastic compositional optimization. AS means that
the oracle satisfies average smoothness assumption as in Assumption 3.1, and Non-AS represents
the case when average smoothness condition (3.2) does not hold.

Algorithm Structure Batch Size Oracle Complexity
Wang et al. [19] Single-Loop O(1) Non-AS O(ε−8)
Wang et al. [76] Single-Loop O(1) Non-AS O(ε−4.5)

Ghadimi et al. [77] Single-Loop O(1) Non-AS O(ε−4)
Chen et al. [35] Single-Loop O(1) Non-AS O(ε−4)

Zhang and Xiao [30] Double-Loop O(ε−2) AS O(ε−3)
Zhang and Xiao [36] Double-Loop O(ε−2) AS O(ε−3)

Hu et al. [78] Double-Loop O(ε−2) AS O(ε−3)
This work (η = 0) Double-Loop O(ε−2) AS O(ε−3)
This work (η > 0) Single-Loop O(1) AS O(ε−3)

where f1 : Rd1 → R and f2 : Rd2 → Rd1 are continuously differentiable functions. We
have easily accessible unbiased estimates f2(x; ζ), ∇ f2(x; ζ) and ∇ f1(y; ξ). However,
∇ f2(x; ζ1)>∇ f1( f2(x; ζ2); ξ) is only a biased estimate of the true gradient ∇F(x) =
∇F2(x)>∇F1(F2(x)), where ζ1 and ζ2 are drawn independently. The difficulty comes
from the fact that we have no access to F2(x) and need to estimate it through ∇ f2(x; ζ).

Stochastic compositional optimization (3.18) has many applications in risk management
[74], policy evaluation in reinforcement learning [75] and model-agnostic meta-learning
[41]. Wang et al. [19] gave the first non-asymptotic analysis of stochastic compositional
optimization and proposed a two-timescale stochastic compositional gradient descent
(SCGD) algorithm. They further provided an accelerated version of SCGD and improved
the rate to O(ε−4.5) [76]. Ghadimi et al. [77] developed a single-timescale approach and
Chen et al. [35] added some corrections term to SCGD. They both achieved the optimal
O(ε−4) complexity. When assuming average smoothness and using variance reduction,
Zhang and Xiao [30] achieved O(ε−3) sample complexity for a special case when F1(x) is
deterministic. They improved their work to general multi-level stochastic case in Zhang
and Xiao [36] and proved the same sample complexity. Hu et al. [78] used SARAH [9] to
estimate all the stochastic parts and also obtained O(ε−3) complexity. Table 3.3 provides
a summary of all related algorithms.

The stochastic compositional optimization in (3.18) can be reformulated as a special case
of bilevel optimization [48]:

min
x∈Rd2

F(x) := Eξ[ f1(y∗(x); ξ)] for y∗(x) = arg min
y∈Rd1

‖y− f2(x; ζ)‖2.

Motivated by Algorithm 2 for solving bilevel optimization (3.6), we propose Algorithm 4
for stochastic compositional optimization. The algorithm uses the general framework in
Algorithm 1 to estimate F2(xt) using yt through access to f2(xt; ζt), and then constructs
the biased gradient estimator ht for ∇F(xt) through queries for ∇ f2(xt; ζ̃t)>∇ f1(yt; ξt).
Note that we use independent samples ζt and ζ̃t to ensure that

Eζ̃t,ξt
[∇ f2(xt; ζ̃t)

>∇ f1(yt; ξt)] = ∇F2(xt)
>∇F1(yt),

since yt is independent from ζ̃t. Therefore, ht is actually estimating ∇F2(xt)>∇F1(yt),
creating some bias depending on ‖yt − F2(xt)‖. The update step is still xt+1 = xt − αht.

We make the following assumptions that are common in the related literature. Note that
it is slightly stronger than the average smoothness condition in Assumption 3.1.
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Algorithm 4 Variance Reduction for Stochastic Compositional Optimization

Input: T, Q, D, S, x0, α, η.
for t = 0, 1, · · · , T − 1 do

if t ≡ 0 (mod Q) then
Sample Dy

t = {ζ1
t , ζ2

t , · · · , ζD
t } and compute yt =

1
D ∑D

i=1 f2(xt; ζ i
t).

Sample Dh
t = {(ζ̃1

t , ξ1
t ), (ζ̃

2
t , ξ2

t ), · · · , (ζ̃D
t , ξD

t )}.
ht =

1
D ∑D

i=1∇ f2(xt; ζ̃ i
t)
>∇ f1(yt; ξi

t).
else

Sample Sy
t = {ζ1

t , ζ2
t , · · · , ζS

t }.
yt = (1− η)

(
yt−1 − 1

S ∑S
i=1 f2(xt−1; ζ i

t)
)
+ 1

S ∑S
i=1 f2(xt; ζ i

t).

Sample Sh
t = {(ζ̃1

t , ξ1
t ), (ζ̃

2
t , ξ2

t ), · · · , (ζ̃S
t , ξS

t )}.
ht = (1− η)

(
ht−1 − 1

S ∑S
i=1∇ f2(xt−1; ζ̃ i

t)
>∇ f1(yt−1; ξt)

)
+ 1

S ∑S
i=1∇ f2(xt; ζ̃ i

t)
>∇ f1(yt; ξt).

end if
Update xt+1 = xt − αht.

end for
Output: xτ with τ chosen uniformly at random from {0, 1, · · · , T − 1}.

Assumption 3.21 For any ξ and ζ, the function f1(y; ξ) and f2(x; ζ) satisfy that

• f1(y; ξ) is M f1-Lipschitz continuous and L f1-smooth.

• f2(x; ζ) is M f2-Lipschitz continuous and the Jacobian ∇ f2(x; ζ) is L f2-Lipschitz continu-
ous.

• The estimate ∇ f1(y; ξ) has bounded variance, i.e. Eξ‖∇ f1(y; ξ)−∇F1(y)‖2 ≤ σ2
f1

.

• The bounded variance condition for f2(x; ζ) also holds, i.e. Eζ‖ f2(x; ζ)− F2(x)‖2 ≤ σ2
f2

and Eζ‖∇ f2(x; ζ)−∇F2(x)‖2 ≤ σ2
f ′2

.

With Assumption 3.21, it is easy to verify that F(x) is LF-smooth [30, Appendix A] with
LF = M2

f2
L f1 + M f1 L f2 . Moreover, the gradient error satisfies

E‖ht −∇F(xt)‖2 = E‖ht −∇F2(xt)
>∇F1(yt) +∇F2(xt)

>∇F1(yt)−∇F2(xt)
>∇F1(F2(xt))‖2

≤ 2E‖ht −∇F2(xt)
>∇F1(yt)‖2 + 2E‖∇F2(xt)

>[∇F1(yt)−∇F1(F2(xt))]‖2

≤ 2 E‖ht −∇F2(xt)
>∇F1(yt)‖2︸ ︷︷ ︸

At

+2M2
f2

L2
f1

E‖yt − F2(xt)‖2︸ ︷︷ ︸
Bt

. (3.19)

The last inequality holds since F2(x) is M f2-Lipschitz continuous and F1(y) is L f1-smooth
by Assumption 3.21. The first term At is the estimation error of ht and the second bias
term Bt is the estimation error of yt. We then show that both terms can satisfy equation
(2.7) with parameters selected according to Theorem 2.7.

Lemma 3.22 Supposing Assumption 3.21 holds, with all the settings in Algorithm 4 for parame-
ters D, S, Q, η and α selected according to Theorem 2.7 for some constant ρA > 0 we define later,
i.e.,

(i) η = 0, D = αT, S = ρ−1/2
A ` f α3/2T1/2 and Q = ρ1/2

A (2` f )
−1α−1/2T1/2 for any α

such that (ρA`
−2
f )1/3T−1/3 ≤ α ≤ 1/(3LF) with the smooth parameter LF = M2

f2
L f1 +

M f1 L f2 ;

(ii) η = 2`2
f α2/ρA, α = ρ1/3

A (8`2
f · T)−1/3, D = ρA`

−2
f α−1, S = 1 and Q = T,
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3.4. Stochastic Compositional Optimization

then we have

1
T

T−1

∑
t=0

At ≤
{

σ2/(αT) + ρA · 1
T ∑T−1

t=0 E‖ht‖2, if (i) ;
(σ2 + 12M2

f2
L2

f1
σ2

f2
)/(αT) + 2ρA · 1

T ∑T−1
t=0 E‖ht‖2, if (ii) ,

1
T

T−1

∑
t=0

Bt ≤
σ2

f2

αT
+ ρA

M2
f2

`2
f
· 1

T

T−1

∑
t=0

E‖ht‖2,

where σ2 := 2M2
f2

σ2
f1
+ 2M2

f1
σ2

f ′2
and `2

f := 4M4
f2

L2
f1
+ 2M2

f1
L2

f2
with all constants defined in

Assumption 3.21.

Similar to the analysis before, with Lemma 3.22 to bound both the estimation error and
the bias, we can obtain the following convergence theorem. The proofs of Lemma 3.22
and Theorem 3.23 are given in Appendix A.2.4.

Theorem 3.23 For smooth non-convex stochastic compositional optimization defined in (3.18),
under Assumption 3.21, with the parameters D, S, Q, η and α selected according to Lemma 3.22
for ρA = 1/12, we have that the output of Algorithm 4 satisfies

Eτ‖∇F(xτ)‖2 ≤
2[F(x0)− F∗] + 2σ2 + 26M2

f2
L2

f1
σ2

f2

αT
,

where σ2 := 2M2
f2

σ2
f1
+ 2M2

f1
σ2

f ′2
. To make sure that xτ is an ε-stationary point, similar to the

analysis in Remark 2.9, one can show that the sample complexity is O(ε−3), which is optimal.

In comparison, Wang et al. [76] and Ghadimi et al. [77] considered moving average
estimators of F2(x) and∇F2(x) in the form of ht = (1− η)ht−1 + zt, where zt are unbiased
estimates returned by the first-order stochastic oracle. Without variance reduction, they
achieved O(ε−4) sample complexity to find an ε-stationary point defined in Definition
2.3. When assuming average smoothness condition (3.2) holds and applying variance
reduction, our result matches the optimal complexity obtained by Zhang and Xiao [36]
and Hu et al. [78], which can be viewed as a special case of our Algorithm 4 with
η = 0. Moreover, when setting η > 0, our algorithm is the first single-loop algorithm to
achieve O(ε−3) sample complexity without using large batch sizes. This allows simpler
implementation and reduces the cost for practical applications.

Concluding Remarks In this chapter, we extend the general analysis in Chapter 2 from
unbiased smooth non-convex stochastic optimization to the biased case. As long as the
biased stochastic oracle satisfies the average smoothness condition (3.2) in Assumption
3.1, we can still apply variance reduction methods, and then Lemma 2.6 and Theorem 2.7
hold. In Section 3.1, we first consider the general biased optimization and prove that if
the bias term satisfies the SBG or ABG condition, Algorithm 1 still achieves the optimal
O(ε−3) complexity. We further apply the general framework to three concrete examples,
i.e. stochastic bilevel optimization in Section 3.2, stochastic minimax optimization in
Section 3.3 and stochastic compositional optimization in Section 3.4. We explain why we
can only construct biased gradient oracles and provide general frameworks for solving
these structured optimization problems using variance reduction. By properly analyzing
the specific bias terms and showing that the gradient error can be bounded similar to
the ABG condition, we prove that the sample complexity of our proposed algorithms is
O(ε−3). In the previous chapter and this chapter, we consider the smooth non-convex
stochastic optimization and prove the optimal complexity for our general algorithms.
In the next chapter, we will apply the general framework for variance reduction in
Algorithm 1 to non-smooth non-convex stochastic optimization. When combined with
stochastic mirror descent, Algorithm 1 also solves this class of non-convex stochastic
optimization with O(ε−3) sample complexity.
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Chapter 4

Variance Reduction for Stochastic Mirror
Descent

Overview We have seen the effectiveness of our general framework and corresponding
analysis for variance reduction methods in previous chapters. When applied to smooth
non-convex stochastic optimization, we are able to show the O(ε−3) sample complexity.
In this chapter, we consider a more general problem where the objective function can be
non-smooth as well. Although we assume that the non-smooth part is relatively simple,
such optimization problem has many practical applications. We combine the general
framework in Algorithm 1 with stochastic mirror descent and prove that the sample
complexity is still O(ε−3) to achieve an ε-stationary point for non-smooth non-convex
stochastic optimization.

4.1 Problem Setting

In this chapter, we study the following non-smooth non-convex stochastic optimization
problem:

min
x∈X⊆Rd

Φ(x) := F(x) + r(x) = Eξ[ f (x; ξ)] + r(x), (4.1)

where F(x) := Eξ[ f (x; ξ)] is smooth but non-convex, and r(x) is non-smooth but convex.
When r(x) = 0, the problem reduces to smooth non-convex stochastic optimization that
we have discussed in the previous chapters. When r(x) 6= 0 and is relatively simple, for
example L1-regularizer r(x) = λ‖x‖1 and indicator function

r(x) =

{
0, if x ∈ C,
+∞, otherwise,

for some convex domain C, the problem becomes more general and covers a wide
spectrum of optimization problems arising in machine learning applications such as
LASSO [23], sparse logistic regression [79] and 1-norm SVM [24]. Actually, when adding
non-smooth convex regularization (e.g. L1) to smooth non-convex objectives or solving
smooth non-convex optimization constrained on a convex domain (e.g. probability
simplex), the problems can be formulated as (4.1).

For smooth optimization problems, we can directly compute the gradients and perform
(stochastic) gradient descent. When it comes to the non-smooth case, lots of algorithms
based on mirror descent [25] have been proposed for solving (4.1), and nearly all of them
can be generalized as the following iterative updates:

xt+1 = arg min
x∈X

{
r(x) + h>t x +

1
α

Vω(x, xt)

}
, (4.2)
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4.1. Problem Setting

where α is the step-size, ht is some gradient estimator of ∇F(xt) and Bregman distance
Vω(x, y) is defined in Definition 4.1.

Definition 4.1 (Bregman Distance) For some continuously differentiable and µ-strongly con-
vex function ω(x) : X → R, we define the corresponding Bregman distance as

Vω(x, y) = ω(x)−ω(y)−∇ω(y)>(x− y).

The strongly-convex function ω(x) is often called the distance generating function.

Remark 4.2 (Examples of Bregman Distance) If we choose the generating function ω(x) =
1
2‖x‖2, then its Bregman distance is Vω(x, y) = 1

2‖x − y‖2, and thus the update step (4.2)
reduces to (projected) subgradient descent. In the simplest case when X = Rd and r(x) = 0,
it is just (stochastic) gradient descent xt+1 = xt − αht. We can also choose other distance
generating functions. For example, if ω(x) = ∑d

i=1 xi ln(xi), the Bregman distance Vω(x, y) =
∑d

i=1 xi ln(xi/yi) recovers the well-known Kullback-Leibler divergence which measures the differ-
ence between two distributions.

The stochastic mirror descent step (4.2) involves the computation of another simple
optimization problem at each iteration. In this chapter, we assume that the step is easily
solvable since r(x) is relatively simple. The update step is also referred to as proximal
operator in the related literature, and that is why the related algorithms are often called
proximal algorithms.

Ghadimi et al. [37] gave the first non-asymptotic convergence analysis for solving (4.1).
When using ht as the true gradient ∇F(xt) or its mini-batch estimator in the update
(4.2), they proposed ProxGD in the deterministic setting and ProxSGD in the stochastic
setting, respectively. Reddi et al. [80] proposed ProxSVRG/SAGA for solving (4.1) in the
finite-sum case based on the variance reduction methods SVRG [5] and SAGA [6]. The
algorithms compute ht using SVRG/SAGA to estimate ∇F(xt) and consider the special
case when ω(x) = 1

2‖x‖2. Li and Li [38] improved the analysis and parameter choices
of ProxSVRG, and the improved version is named ProxSVRG+. Li et al. [81] further
extended ProxSVRG+ to general generating function ω(x) and proposed SVRAMD.
The best sample complexity so far for solving (4.1) is achieved by Prox-SpiderBoost
[8], which is the proximal version of SpiderBoost. This motivates us to combine our
general framework with stochastic mirror descent and provide a general analysis. Not
surprisingly, our algorithm matches the complexity of Prox-SpiderBoost and includes it
as a special case when ω(x) = 1

2‖x‖2 and η = 0.

We measure the performances of all algorithms by both iteration complexity and sample
complexity to find an ε-stationary point of (4.1). We are also interested in the iteration
complexity since we need to solve the update (4.2) at each iteration, which might be
costly in some scenarios. We first define the concept of stationarity for non-smooth
objectives considered in this chapter.

The gradient mapping corresponding to the estimator ht is defined as

Gα(xt, ht) :=
1
α
(xt − xt+1), (4.3)

for the update (4.2). Gα(xt, ht) will reduce to ht when r(x) = 0, ω(x) = 1
2‖x‖2 and

X = Rd by Remark 4.2. This is called the gradient mapping since the update is
equivalent to xt+1 = xt − αGα(xt, ht) by the definition above. Similar to the smooth case,
we aim to find a point such that the true gradient is small. Naturally, the mapping of the
true gradient in the non-smooth setting is

Gα(xt,∇F(xt)) :=
1
α
(xt − x+t ), (4.4)
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4.2. Algorithm and Convergence Analysis

Table 4.1: Comparison of the sample complexity of different algorithms to achieve an ε-stationary
point defined in Definition 4.3 for solving non-smooth non-convex stochastic optimization in (4.1).
For double-loop algorithms, Batch (D) stands for the batch size used for checkpoint gradients
in the out-loop and Batch (S) stands for the batch size used in the inner-loop. For single-loop
algorithms, Batch (D) stands for the batch size used for checkpoint gradients at the beginning and
Batch (S) stands for the batch size used in other iterations. Iteration means the total number of
iterations required and Sample means the total number of samples required. Õ hides additional
logarithmic terms in ε−1.

Algorithm Structure Batch (D) Batch (S) Iteration Sample
ProxSGD [37] Single-Loop O(ε−2) O(ε−2) O(ε−2) O(ε−4)

ProxSVRG+ [38] Double-Loop O(ε−2) O(ε−4/3) O(ε−2) O(ε−10/3)

SVRAMD [81] Double-Loop O(ε−2) O(ε−4/3) O(ε−2) O(ε−10/3)
Prox-SpiderBoost [8] Double-Loop O(ε−2) O(ε−1) O(ε−2) O(ε−3)
This work (SPIDER) Double-Loop O(ε−2) O(ε−1) O(ε−2) O(ε−3)
This work (SARAH) Double-Loop O(ε−2) O(1) O(ε−3) O(ε−3)
This work (New 2) Single-Loop O(ε−1) O(1) O(ε−3) O(ε−3)

This work (STORM) Single-Loop O(1) O(1) Õ(ε−3) Õ(ε−3)

for x+t defined as follows to avoid confusions:

x+t = arg min
x∈X

{
r(x) +∇F(xt)

>x +
1
α

Vω(x, xt)

}
, (4.5)

i.e. replacing ht by the true gradient ∇F(xt) in the update (4.2). For simplicity of the
notation, we will use Gα(xt) instead of Gα(xt,∇F(xt)) in the following analysis. Gα(xt)
reduces to ∇F(xt) by the similar arguments above.

Definition 4.3 (ε-Stationary Point) For some accuracy measure ε > 0, a point x is called an
ε-stationary point of the non-smooth non-convex function Φ(x) defined in (4.1) if ‖Gα(x)‖ ≤ ε
with the gradient mapping Gα(x) defined in (4.4).

Table 4.1 provides a comparison of all aforementioned algorithms to achieve an ε-
stationary point for solving (4.1). Under average smoothness assumption, our algorithm
improves upon ProxSGD and ProxSVRG+, and achieves the best O(ε−3) sample com-
plexity. When using the parameter selection rules to recover New 2 or STORM [10] as
mentioned in Section 2.4, our algorithm is the first to guarantee convergence without
large batch sizes. However, the improvement comes at the cost of increased iteration
complexity.

4.2 Algorithm and Convergence Analysis

When using the general variance reduction framework in Algorithm 1 to estimate the
gradient, we obtain the variance reduced stochastic mirror descent in Algorithm 5. Before
analyzing the convergence rate of Algorithm 5, we first formally state all the necessary
assumptions.

Assumption 4.4 (Objective Function) The function Φ(x) = F(x) + r(x) defined in (4.1)
satisfies that

• The possibly non-convex function F(x) is LF-smooth.

• The possibly non-smooth function r(x) is convex, that is, ∀x, y ∈ X , we have that

r(y) ≥ r(x) + g>x (y− x),
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4.2. Algorithm and Convergence Analysis

Algorithm 5 Variance Reduced Stochastic Mirror Descent

Input: T, Q, D, S, x0, α, η, ω(x).
for t = 0, 1, · · · , T − 1 do

if t ≡ 0 (mod Q) then
Query SO for D times and compute ht =

1
D ∑D

i=1∇ f (xt; ξi
t).

else
Query the oracle SO for 2S times.
ht = (1− η)(ht−1 − 1

S ∑S
i=1∇ f (xt−1; ξi

t)) +
1
S ∑S

i=1∇ f (xt; ξi
t).

end if
xt+1 = arg min

x∈X

{
r(x) + h>t x + 1

α Vω(x, xt)
}

.

end for
Output: xτ with τ chosen uniformly at random from {0, 1, · · · , T − 1}.

for any subgradient gx ∈ ∂ r(x).

In addition, we assume that the optimal value Φ∗ := minx∈X Φ(x) is finite.

In this chapter, we assume an unbiased gradient oracle SO for the function F(x). Given
some query point x ∈ X , the oracle returns an estimate ∇ f (x; ξ) for the true gradient
∇F(x) such that Eξ[∇ f (x; ξ)] = ∇F(x). To apply variance reduction methods, we
assume that the oracle also satisfies Assumption 2.2, and we restate it here.

Assumption 4.5 (Gradient Estimate) The unbiased gradient estimate ∇ f (x; ξ) returned by
the stochastic oracle SO satisfies that

Eξ‖∇ f (x; ξ)−∇F(x)‖2 ≤ σ2, (4.6)
Eξ‖∇ f (x1; ξ)−∇ f (x2; ξ)‖ ≤ ` f ‖x1 − x2‖, ∀x1, x2 ∈ X , (4.7)

for some constants σ > 0 and ` f > 0.

We first give two technical lemmas in Ghadimi et al. [37] to analysis the behaviors of
the gradient mapping Gα(xt, ht) and the relation between Gα(xt, ht) and Gα(xt). The
detailed proofs can be found in Appendix A.3, and the proofs follow from the optimality
condition of the update step (4.2).

Lemma 4.6 [37, Lemma 1] For the mirror descent update (4.2) and corresponding gradient
mapping Gα(xt, ht) defined in (4.3), if the generating function ω(x) is µ-strongly convex, we
have

h>t Gα(xt, ht) ≥
1
α

(
r(xt+1)− r(xt)

)
+ µ‖Gα(xt, ht)‖2, (4.8)

for any stepsize α > 0 and xt ∈ X .

Lemma 4.7 [37, Lemma 2] If we define Gα(xt, ht) in (4.3) and define Gα(xt) in (4.4), assuming
that the generating function ω(x) is µ-strongly convex, then it holds that

‖Gα(xt, ht)− Gα(xt)‖2 ≤ 1
µ2 ‖ht −∇F(xt)‖2, (4.9)

for any stepsize α > 0 and xt ∈ X .

We then analyze the estimation error term At = E‖ht −∇F(xt)‖2. By Lemma 2.5 in
Chapter 2, under Assumption 4.5, the estimation error satisfies

At+1 ≤ (1− η)At + 2σ2 η2

S
+

2`2
f

S
E‖xt+1 − xt‖2

≤ (1− η)At + 2σ2 η2

S
+ 2`2

f
α2

S
E‖Gα(xt, ht)‖2,
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4.2. Algorithm and Convergence Analysis

by the definition of Gα(xt, ht) in (4.3). Then by Lemma 2.6 and Theorem 2.7, we obtain
that the average estimation error

1
T

T−1

∑
t=0

At ≤
σ2

αT
+ ρA ·

1
T

T−1

∑
t=0

E‖Gα(xt, ht)‖2,

with parameter choices specified in Theorem 2.7. Therefore, with the help of Lemma 4.6
and 4.7, we can show the following convergence theorem for Algorithm 5. The complete
proof of Theorem 4.8 is provided in Appendix A.3.

Theorem 4.8 Suppose Assumption 4.4 and 4.5 hold. Let the selections of parameters be specified
as in Theorem 2.7 with the choice that ρA = µ2

3 and one additional requirement that α ≤
µ

3LF
. Assuming that the generating function ω(x) is µ-strongly convex, then the output xτ of

Algorithm 5 satisfies

Eτ‖Gα(xτ)‖2 ≤ 16[Φ(x0)−Φ∗]/µ + 10 σ2/µ2

αT
.

To guarantee an ε-stationary point as defined in Definition 4.3, by Remark 2.9, the sample
complexity is O(ε−3).

The sample complexity for Algorithm 5 to achieve an ε-stationary point defined in
Definition 4.3 is O(ε−3), improving on the O(ε−4) complexity of ProxSGD [37] without
variance reduction and the O(ε−10/3) complexity of ProxSVRG+ [38]. Prox-SpiderBoost
[8] also achieved O(ε−3) sample complexity, but it is a special case of Algorithm 5. The
iteration complexity O(T), i.e. the number of times to compute the update (4.2), varies
with different parameter selections of our algorithm. When setting η = 0 and α = O(1)
to recover Prox-SpiderBoost, we are able to achieve O(ε−2) iteration complexity, also
matching the best known results. More interestingly, when setting η 6= 0 to recover
New 2 or STORM [10], our algorithm is the first to guarantee convergence without using
large batch sizes and also achieves O(ε−3) sample complexity. However, the iteration
complexity when η 6= 0 is also O(ε−3), which is worse than other algorithms.

Concluding Remarks In this chapter, we consider the non-smooth non-convex stochastic
optimization problem defined in (4.1). When combining the general framework in
Algorithm 1 with stochastic mirror descent, we propose Algorithm 5 and show that
the sample complexity is still O(ε−3) to guarantee an ε-stationary point as defined in
Definition 4.3. The convergence analysis for Algorithm 5 is greatly simplified with
results in Chapter 2. This further shows the effectiveness and convenience of our general
analysis for variance reduction methods.
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Chapter 5

Experiments

In this chapter, we present some numerical experiments to compare different variance
reduction methods designed for non-convex stochastic optimization. Although these
variance reduction methods are very powerful in theoretical analysis, there has been
a lack of empirical evidence to verify their effectiveness in practical applications. For
example, Defazio and Bottou [82] studied the behaviors of SVRG [5] for its application
in convolutional neural networks. They found that SVRG fails to reduce the variance
and fails to improve upon the performance of SGD, especially for large models. The
work mainly studied SVRG and its variants such as SAGA [6] and SCSG [83]. Since
such variance reduction methods are mainly designed for convex and strongly-convex
objectives, it remains unknown whether the same holds true for non-convex variance
reduction methods such as SPIDER [7] and STORM [10] measured by ε-stationarity.

Cutkosky and Orabona [10] thought the failure of SVRG and SPIDER in non-convex
optimization applications stems from the use of non-adaptive stepsizes and large batch
sizes, and that’s why they proposed STORM. They compared the performance of STORM
to the widely-used AdaGrad [84] and Adam [85] on an image recognition task using
a ResNet [1] model, and showed that STORM is marginally better. PAGE [26] also
included empirical comparison on the image recognition task for different deep learning
architectures. The experiments show that PAGE is marginally better than SGD. These
pioneer works for the application of variance reduction in practical non-convex problems
might suggest that single-loop algorithms or algorithms without the use of large batch
sizes should be our choice.

As a benefit of our general framework, all variance reduction methods were implemented
through Algorithm 1 and recovered according to different parameter choices discussed
in Section 2.4. We mainly compared the performances of SpiderBoost [8], SARAH [9],
STORM [10] and New 2 on three minimization problems. The parameter selections for
individual method follow from Table 2.1. We provide the configuration used in our
experiments in Table 5.1 to give an example on how to select them in practice.

We mainly tuned the stepsize α and the momentum parameter η (for New 2 and STORM)
in specific applications, and other parameters were fixed to the values in Table 5.1. For
STORM, we let αt =

k
(ω+t)1/3 and ηt = cα2

t according to the original paper [10], and tuned
k, ω and c. Table 5.1 is just one example, and other configurations are also possible. All
parameters are selected such that each algorithm is clearly separated from the others
by their characterizations listed in Table 2.1. For example, SPIDER requires large batch
sizes for both D and S with D > S; SARAH allows small batch size S but need larger
Q. Note that in theoretical analysis, we let S = 1 or D = 1 to avoid mini-batches. In
our experiments, we instead use small batch size S = 32, which is a common choice in
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Table 5.1: Parameter settings for Algorithm 1 in our experiments to recover the variance reduction
methods according to Table 2.1. SPIDER refers to its improved version SpiderBoost. Since the
general framework recovers SGD by setting η = 1 and D = S, we also include it here. PAGE [26]
is the loopless version of SPIDER/SARAH. For single-loop algorithms SGD, New 2 and STORM,
Q is set to be T. The momentum parameter η for New 2 and STORM, as well as the stepsize α
for all algorithms are tuned for different problems.

Parameters SGD SPIDER SARAH PAGE New 2 STORM
η 1 0 0 0 - -
D 32 1024 1024 1024 256 32
S 32 256 32 32 32 32
Q - 32 256 - - -

practical applications. The settings of New 1 is between SPIDER and SARAH, and thus
generating similar performance, so we leave it out.

Toy Example We first consider a toy example:

min
x∈Rd

f (x) = ln
(

1
2
‖Ax− b‖2 + 1

)
, (5.1)

where A ∈ Rn×d and b ∈ Rn. The objective above is non-convex and smooth with
one global minimum when ‖Ax − b‖ = 0 and several other stationary points when
‖Ax− b‖ → ∞. It highly relates to linear regression when regarding A as the feature
matrix and b as labels. Here we implemented a pure stochastic setting by adding random
noise to the true gradient, and an average of all the samples in the batch is returned if
involving mini-batches. A and b were generated in the following two ways.

• We let n = 200 and d = 100. Each entry of A and b was sampled independently
from the standard Gaussian distribution N (0, 1). At each query point, a random
vector with every entry sampled independently from N (0, 10) was added to the
true gradient, leading to an unbiased gradient estimate.

• We used the well-known Boston house prices dataset [86] for the feature matrix
A and label b. The number of instances is 506. For each instance, there are 13
attributes representing basic information of the house, i.e. n = 506 and d = 13. The
goal is to predict the price. Similar to the above case, we added a random vector
with every entry sampled independently from N (0, 1) to the true gradient.

For both cases, we swept α over the same logarithmically spaced grid for all algorithms
except STORM. The best choice of SGD is α = 0.001 for randomly generated data and
α = 10−5 for Boston house prices dataset. The best choice of other algorithms is α = 0.01
for both types of data. This is aligned with our theoretical analysis, since the stepsize
for SGD should be O(1/

√
T), which is of order O(ε2) to guarantee an ε-stationary point

and is smaller comparing to variance reduction methods as listed in Table 2.1. For New2,
η = 10−4 generates the best performance, and it is of order O(α2). For STORM, the best
setting is k = ω = 0.1 and c = 0.01. We measure the performance of each algorithm by
Euclidean norm of the true gradient and plot it against the number of samples used in
Figure 5.1. The performance of every method is averaged over 10 different runs.

Figure 5.1 suggests that variance reduction methods with momentum parameter η 6= 0,
i.e. New 2 and STORM, are much better than others. They converge faster to some
stationary point with the smallest gradient norm. SARAH and PAGE are better than
SPIDER, and all variance reduction methods are better than SGD. It is worth mentioning
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(a) Simulated Data (b) Boston House Prices

Figure 5.1: The performances of different algorithms to solve (5.1). Logarithmic scale is adopted
for the norm of the true gradients. (a) is the case when A and b are randomly sampled, while in
(b) the real-world Boston house prices dataset are used.

that SGD actually converges to the global optimum and variance reduction methods
converge to other stationary points. This coincides with the intuition that the noise in
SGD helps to escape local optima.

Robust Linear Regression Then we extend the toy example (5.1) to one practical variant,
i.e. robust linear regression considered in SpiderBoost [8]. Given a dataset {ai, bi}n

i=1
with vectors ai ∈ Rd representing features and bi ∈ R representing the target labels, the
goal is to find some vector x ∈ Rd such that aT

i x is close to bi for each instance i. We
want to minimize the following objective function:

min
x∈Rd

f (x) =
1
n

n

∑
i=1

ln
(

1
2
(a>i x− bi)

2 + 1
)

. (5.2)

The objective above is more robust to outliers comparing to the general linear regression.
Equation (5.2) is of finite-sum form and is slightly different from (5.1). The gradient
estimate in this case is computed at one randomly sampled instance i, and is unbiased
when taking expectations. When involving mini-batches, an average of all instances in
the batch is simply returned.

We tested all algorithms on the California housing dataset [87] with information of the
houses as feature vectors and prices as targets. The number of instances is n = 20640
and the number of attributes for each instance is d = 8. The dataset was splitted to a
training set with size 15480 and a test set with size 5160. We optimized the objective
on the training set and then tested the performance on the test set. The same as before,
we swept α over logarithmically spaced grid and tuned η for New 2, and k, ω, c for
STORM. For SPIDER, the best stepsize is α = 0.1. For other algorithms, the best stepsize
is α = 0.01. This verifies the analysis in Chapter 2 that SPIDER allows larger stepsize.
We let η = 0.001 for New 2 and k = ω = 0.1 and c = 1 for STORM.

We measured the performances of all algorithms by three metrics plotted in Figure
5.2. The training loss and training gradient norm show the optimization ability of each
methods, and the test mean squared error (MSE) 1

|Dtest| ∑i∈Dtest
(a>i x− bi)

2 if we denote
the test set as Dtest measures the generalization ability. The performance of every method
is averaged over 10 different runs. Figure 5.2 shows that New 2 and STORM have the
best performances, and SGD is better than the remaining methods. SPIDER converges
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(a) Training Gradient Norm (b) Training Loss (c) Test Mean Squared Error

Figure 5.2: Behaviors of different algorithms for solving (5.2) on California housing dataset. All
metrics are plotted against number of samples with ntrain = 15480 as the training size, and
logarithmic scale is used. (a) shows the Euclidean norm of the true gradient during training, (b)
plots the training objective values and (c) compares the mean squared error on the test dataset.

slightly faster than SGD due to the larger stepsize, but the final training loss and test MSE
are slightly worse. We also find that all methods converge to similar levels of training
loss and test MSE, although the convergence speed differs a lot. There is some small
oscillation for the training gradient norm of STORM, and it is periodic between each pass
of the training set. This happens because we reset the stepsize to be k/ω1/3, i.e. t = 0, at
the beginning of each pass, and we found this actually generated better performance.

Multi-Class Classification The last example is a multi-class classification task on the
commonly-used MNIST dataset [88]. The dataset contains 60000 images of hand-written
digits, each with size 28× 28. The task is to classify every image to the correct number
it represents. We used 50000 data for training and the rest 10000 for testing, and each
image was flattened to a feature vector of size 784.

We first compared the performances of each algorithm using multi-class logistic regres-
sion as follows.

min
x∈R784×10

f (x) =
1
n

n

∑
i=1

`(x; ai, bi) + λ
784

∑
i=1

9

∑
j=0

x2
ij

1 + x2
ij

,

where {ai, bi}n
i=1 is the dataset with ai ∈ R784 representing the flattened image and

bi ∈ {0, 1, · · · , 9} representing the digit, and `(x; ai, bi) is the cross-entropy loss given by

`(x; ai, bi) = − ln

(
exp(a>i xbi)

∑9
j=0 exp(a>i xj)

)
.

Besides the original cross-entropy loss, we added some non-convex regularization with
λ = 0.1 to make the objective non-convex [8].

We tuned all parameters in the same way as before. The best choice is α = 0.001 for SGD,
New 2 and PAGE, α = 0.005 for SPIDER and α = 5× 10−4 for SARAH. We see again
that the stepsize for SPIDER is larger, and we also notice that the stepsize for SARAH is
smaller, as suggested by our theoretical analysis. Other parameters are η = 0.1 for New
2, and k = 0.01, ω = 10 and c = 104 for STORM. Different from previous cases, η is large
for both New 2 and STORM. Note that c = 104 is valid when iteration T is large, and this
leads to the same level of η as New 2 in most iterations. We measured the performances
of all methods by training loss and test accuracy as a convention. The results are shown
in Figure 5.3.
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(a) Training Loss (b) Test Accuracy

Figure 5.3: The performances of different algorithms for the multi-class classification task on the
MNIST dataset using logistic regression. Both metrics are plotted against number of samples
used during training with ntrain = 50000 as the training size.

Figure 5.3 shows that STORM performs the best. It converges the fastest and the final test
accuracy is also the highest. New 2 and SGD perform similarly, and are both better than
the remaining three methods. However, the final loss and accuracy of all the algorithms
do not differ too much. The only concern is the convergence speed. The reason might be
that classification task on MNIST is not very challenging, and that the objective function
is not too non-convex. Thus variance reduction methods can not take full advantages
compared with SGD.

(a) Training Loss (b) Test Accuracy

Figure 5.4: The performances of different algorithms for the multi-class classification task on the
MNIST dataset using a three-layer neural network. Both metrics are plotted against number of
samples used during training with ntrain = 50000 as the training size.

We then tested all the algorithms on a three-layer fully-connected neural network. The
objective is

min
x

f (x) =
1
n

n

∑
i=1

`(x; ai, bi),

where x denotes the parameters of the network and `(x; ai, bi) represents a forward pass
given data sample ai and bi. The network consisted of two hidden layers with 128 and 64
units respectively. ReLU activation function was used for hidden layers and Softmax was
used to compute the outputs. The objective is non-convex, and we implemented it with
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PyTorch [89].

The best choice is α = 0.001 for SGD, New 2 and PAGE, α = 10−4 for SPIDER and
α = 5× 10−5 for SARAH. This again verifies that SARAH requires smaller stepsizes. We
chose η = 0.1 for New 2 and k = 0.01, ω = 10 and c = 104 for STORM. The performance
results are given in Figure 5.4. In Figure 5.4, New 2 and STORM still perform better
than SGD, and SGD is better than SPIDER, SARAH and PAGE. This again suggests that
single-loop algorithms without using large batch sizes are better than others.

Concluding Remarks In this chapter, we provide experiments on three non-convex min-
imization problems to compare different variance reduction methods. Our experiments
suggest that New 2 and STORM perform better than other algorithms, thus introducing
the momentum parameter η 6= 0 indeed helps to improve the practical performances.
Note that the new variant New 2 performs similar to the state-of-the-art algorithm
STORM, showing the benefits of our general framework. To our best knowledge, this
is the first result to empirically compare different variance reduction methods for non-
convex optimization. We hope this will provide some useful hints for the application of
variance reduction methods in practice.
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Chapter 6

Conclusion

The thesis provides a general framework for the analysis of a class of variance reduction
methods designed for non-convex stochastic optimization. In the unbiased setting, we
observe many potential parameter choices that can achieve the optimal oracle complexity
for non-convex stochastic optimization. In the biased setting, we identify the condition
on the bias to achieve the optimal complexity. The condition serves as a guideline
and a common recipe for white-box biased stochastic oracle constructions of structured
non-convex stochastic optimization. Based on that, we obtain a family of single-loop near-
optimal algorithms for stochastic bilevel optimization, stochastic minimax optimization
and stochastic compositional optimization. We further study the case when the objective
function can be non-smooth as well. Our results suggest that these variance reduction
methods can be directly extend to non-smooth case via stochastic mirror descent, and
that the optimal complexity results also hold.

As for future studies, we provide three potential directions.

• It remains interesting to apply the general framework to more applications where
the oracle is biased or the objective function is non-smooth. It is also interesting
to find other variants of the original non-convex stochastic optimization problems
where our general framework is still helpful.

• Our analysis focus on the dependence on ε and ignores most constants e.g. smooth-
ness parameter LF. In stochastic bilevel optimization and stochastic minimax
optimization, the dependence on the condition number κ is also important. It
would be interesting to see whether our framework can be combined with acceler-
ating techniques to obtain better dependence on κ.

• Since there has been very few empirical evidence to show the improved complexity
of variance reduction methods compared to SGD, it would be interesting to conduct
more experiments for different large-scale dataset and different models, especially
in deep learning. The experiments on structured optimization problems such as
bilevel optimization and minimax optimization will also be valuable, as they can
be direct applied to several recent machine learning problems, e.g. meta-learning,
hyper-parameter optimization and adversarial learning.
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Appendix A

Deferred Proofs

A.1 Proofs of Results in Chapter 2

We give proofs of Lemma 2.5 and Lemma 2.6 in this section. The proof of Lemma 2.6 is
divided into two parts, i.e., Lemma A.1 for the case when η = 0, and Lemma A.2 for the
case when η 6= 0.

We first give proof of Lemma 2.5 for completeness.

Proof (Lemma 2.5) Subtracting ∇F(xt) from both sides of the recursive update (2.4), we
decompose the error as the following.

ht −∇F(xt) = (1− η)

(
ht−1 −

1
S

S

∑
i=1
∇ f (xt−1; ξi

t)

)
+

1
S

S

∑
i=1
∇ f (xt; ξi

t)−∇F(xt)

= (1− η)(ht−1 −∇F(xt−1)) +
1
S

S

∑
i=1
∇ f (xt; ξi

t)−∇F(xt)

+ (1− η)

(
∇F(xt−1)−

1
S

S

∑
i=1
∇ f (xt−1; ξi

t)

)

= (1− η)(ht−1 −∇F(xt−1)) + η

(
1
S

S

∑
i=1
∇ f (xt; ξi

t)−∇F(xt)

)

+ (1− η)

(
1
S

S

∑
i=1

δ(ξi
t)−Eξt [δ(ξt)]

)
, (A.1)

where we denote δ(ξt) := ∇ f (xt; ξt)−∇ f (xt−1; ξt). For notation simplicity, we let

∆1 =
1
S

S

∑
i=1
∇ f (xt; ξi

t)−∇F(xt),

∆2 =
1
S

S

∑
i=1

δ(ξi
t)−Eξt [δ(ξt)].

Note that when taking expectation w.r.t. St := {ξ1
t , · · · , ξS

t }, the last two terms of (A.1)
become 0 and thus

At = E

∥∥∥(1− η)(ht−1 −∇F(xt−1)) + η∆1 + (1− η)∆2

∥∥∥2

(a)
= (1− η)2At−1 + E‖η∆1 + (1− η)∆2‖2

(b)
≤ (1− η)At−1 + 2η2E‖∆1‖2 + 2E‖∆2‖2, (A.2)

46



A.1. Proofs of Results in Chapter 2

where (a) uses the fact that the cross terms

ESt [∆
>
1 (ht−1 −∇F(xt−1))] = ESt [∆

>
2 (ht−1 −∇F(xt−1)] = 0,

since ht−1 and xt−1 do not depend on St, and (b) uses the fact that ‖a + b‖2 ≤ 2‖a‖2 +
2‖b‖2 and 1− η ∈ [0, 1].

For E‖∆1‖2, using the fact that each sample is independent from each other and bounded
variance condition (2.2) in Assumption 2.2, we have that

E‖∆1‖2 = E

∥∥∥∥∥ 1
S

S

∑
i=1
∇ f (xt; ξi

t)−∇F(xt)

∥∥∥∥∥
2

=
1
S2

S

∑
i=1

E‖∇ f (xt; ξi
t)−∇F(xt)‖2 ≤ σ2

S
.

For E‖∆2‖2, we also have that

E‖∆2‖2 = E

∥∥∥∥∥ 1
S

S

∑
i=1

δ(ξi
t)−Eξt [δ(ξt)]

∥∥∥∥∥
2

=
1
S

E‖δ(ξt)−Eξt [δ(ξt)]‖2

(a)
≤ 1

S
E‖∇ f (xt; ξt)−∇ f (xt−1; ξt)‖2

(b)
≤
`2

f

S
E‖xt − xt−1‖2 =

`2
f

S
α2E‖ht−1‖2,

where (a) follows from the fact that

Eξt‖δ(ξt)−Eξt [δ(ξt)]‖2 = Eξt‖δ(ξt)‖2 − ‖Eξt [δ(ξt)]‖2 ≤ Eξt‖δ(ξt)‖2,

and (b) uses average smoothness condition (2.3) in Assumption 2.2. The proof is complete
if we plug the two bounds for E‖∆1‖2 and E‖∆2‖2 into (A.2) and replace t with t + 1.�

With the help of the above lemma, we analyze the average estimation error 1
T ∑T−1

t=0 At.
We first look at the case when η = 0.

Lemma A.1 For Algorithm 1 with η = 0, supposing Assumption 2.2 holds, we have

1
T

T−1

∑
t=0

At ≤
σ2

D
+ 2`2

f
Qα2

S
· 1

T

T−1

∑
t=0

E‖ht‖2.

Proof When η = 0, Lemma 2.5 becomes

At ≤ At−1 + 2`2
f
α2

S
E‖ht−1‖2,

for t ∈ {1, 2, · · · , Q− 1} ∪ {Q + 1, Q + 2, · · · , 2Q− 1} ∪ · · · , i.e. iterations that t 6≡ 0
(mod Q). Define t = ktQ + bt := k̃t + bt with kt =

⌊
t
Q

⌋
and bt = t− Q

⌊
t
Q

⌋
< Q, such

that k̃t ≤ t < k̃t + Q. We can trace the error At back to Ak̃t
. First, it is easy to see

At ≤ At−1 + 2`2
f
α2

S
E‖ht−1‖2 ≤ At−2 + 2`2

f
α2

S

t−1

∑
r=t−2

E‖hr‖2.

47



A.1. Proofs of Results in Chapter 2

Then by induction, we have

At ≤ Ak̃t
+ 2`2

f
α2

S

t−1

∑
r=k̃t

E‖hr‖2 ≤ σ2

D
+ 2`2

f
α2

S

t−1

∑
r=k̃t

E‖hr‖2. (A.3)

The last inequality holds since for iteration k̃t = ktQ, by bounded variance condition (2.2)
in Assumption 2.2,

Ak̃t
= E

∥∥∥∥∥ 1
D

D

∑
i=1
∇ f (xk̃t

; ξi
k̃t
)−∇F(xk̃t

)

∥∥∥∥∥
2

≤ σ2

D
.

By convention, we let ∑k̃t−1
r=k̃t

E‖hr‖2 = 0. Thus we have (A.3) for any t = 0, 1, · · · , T − 1.
Summing up from t = 0 to t = T − 1, we obtain

T−1

∑
t=0

At ≤
T−1

∑
t=0

σ2

D
+ 2`2

f
α2

S

T−1

∑
t=0

t−1

∑
r=k̃t

E‖hr‖2

≤ T
σ2

D
+ 2`2

f
Qα2

S

T−1

∑
t=0

E‖ht‖2.

To see the last inequality, we denote Ht = ∑t−1
r=k̃t

E‖hr‖2. For each t, Ht sums from k̃t to

t− 1, involving at most t− k̃t = bt < Q entries. Equivalently, for each t, the entry E‖ht‖2

only appears in Ht+1, Ht+2, · · · , Hk̃t+Q−1. To explain why, let t′ > t be some iteration after
t. If t′ ≤ k̃t + Q− 1, we have k̃t′ = k̃t ≤ t, and thus E‖ht‖2 appears in Ht′ . If t′ ≥ k̃t + Q,
then k̃t′ = k̃t + Q > t since bt < Q, and thus E‖ht‖2 does not appear in Ht′ . Therefore,
in the double sum ∑T−1

t=0 Ht, each E‖ht‖2 only appears k̃t + Q− 1− t = Q− bt − 1 < Q
times. As a result, we have

T−1

∑
t=0

t−1

∑
r=k̃t

E‖hr‖2 ≤
T−2

∑
t=0

Q ·E‖ht‖2 ≤
T−1

∑
t=0

Q ·E‖ht‖2, (A.4)

and the proof is complete by dividing T on both sides. �

Lemma A.1 implies that, when η = 0, we need large D and small Q to control the error.
It means that we need to compute multiple checkpoint gradients, each with a large batch
size. This can be avoided by introducing the momentum parameter η > 0.

Lemma A.2 For Algorithm 1 with η 6= 0, supposing Assumption 2.2 holds, we have

1
T

T−1

∑
t=0

At ≤
σ2

cηαD
1

αT
+

2cησ2

S
1

αT

T−1

∑
t=0

α3 +
2`2

f

cηS
1
T

T−1

∑
t=0

E‖ht‖2,

with the choice that η = cηα2 for some constant cη ∈ (0, 1/α2).

Proof For any t = 0, 1, · · · , Q− 2, Lemma 2.5 holds true. Rearranging terms and dividing
both sides by α, we have

η

α
At ≤

At

α
− At+1

α
+

2σ2

S
η2

α
+

2`2
f α

S
E‖ht‖2.

Under the choice that η = cηα2, we have for any t = 0, 1, · · · , Q− 2,

cηαAt ≤
At

α
− At+1

α
+

2c2
ησ2

S
α3 +

2`2
f α

S
E‖ht‖2.
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Summing up from t = 0 to t = Q− 2, since AQ−1 ≥ 0, we obtain

cηα
Q−2

∑
t=0

At ≤
A0

α
+

2c2
ησ2

S

Q−2

∑
t=0

α3 +
2`2

f α

S

Q−2

∑
t=0

E‖ht‖2

≤ σ2

αD
+

2c2
ησ2

S

Q−2

∑
t=0

α3 +
2`2

f α

S

Q−2

∑
t=0

E‖ht‖2. (A.5)

The last inequality holds since in iteration t = 0, we compute a checkpoint gradient with
batch size D. Different from Lemma A.1, we already have the bound for summation of
At and there is no double-sum involved. Thus we can just set Q = T.

For the case when t = Q− 1 = T − 1, to make sure that Lemma 2.5 holds, for simplicity
of the analysis, we can run one additional recursive gradient update to compute hT and
thus AT is well-defined. This will not affect the sample complexity and output of the
Algorithm. Therefore, the summation in (A.5) can be extended to t = T − 1 and the
proof is complete by dividing both sides by cηαT. �

From Lemma A.2, when η 6= 0, we can set Q = T and the bound has a better dependence
on D. This means that we only need to compute the checkpoint gradient for one time
with a much smaller batch size at the beginning of the algorithm.

Combining Lemma A.1 and A.2, the proof of Lemma 2.6 is complete.

A.2 Proofs of Results in Chapter 3

This section contains the proof of Theorem 3.2 for the convergence rate of Algorithm
1 with general biased oracle under ABG condition, and proofs of three convergence
theorems for applications of the general framework to different examples.

A.2.1 General Framework with Biased Gradient Estimates

We give the proof of Theorem 3.2 below.

Proof (Theorem 3.2) For completeness, we repeat here the analysis to obtain (3.3). Since
F(x) is LF-smooth by Assumption 2.1, we have

F(xt+1) ≤ F(xt) +∇F(xt)
>(xt+1 − xt) +

LF

2
‖xt+1 − xt‖2

(a)
= F(xt)− α∇F(xt)

>ht +
LF

2
α2‖ht‖2

(b)
= F(xt)− α

(
1
2
‖∇F(xt)‖2 +

1
2
‖ht‖2 − 1

2
‖ht −∇F(xt)‖2

)
+

LF

2
α2‖ht‖2

(c)
≤ F(xt)−

α

2
‖∇F(xt)‖2 − α

3
‖ht‖2 +

α

2
‖ht −∇F(xt)‖2,

where (a) uses the update rule, (b) follows from the fact that 2a>b = ‖a‖2 + ‖b‖2 − ‖a−
b‖2 and (c) uses the choice that α ≤ 1

3LF
.

After taking full expectations, rearranging terms and dividing both sides by α/2, we get

E‖∇F(xt)‖2 ≤ 2
α

E[F(xt)− F(xt+1)]−
2
3

E‖ht‖2 + E‖ht −∇F(xt)‖2.

49



A.2. Proofs of Results in Chapter 3

We proceed by bounding the last term using the inequality that ‖a+ b‖2 ≤ 2‖a‖2 + 2‖b‖2.

E‖ht −∇F(xt)‖2 = E‖ht −Eξt [∇̄ f (xt; ξt)] + Eξt [∇̄ f (xt; ξt)]−∇F(xt)‖2

≤ 2E‖ht −Eξt [∇̄ f (xt; ξt)]‖2 + 2E‖Eξt [∇̄ f (xt; ξt)]−∇F(xt)‖2

= 2At + 2Bt.

Therefore, we have

E‖∇F(xt)‖2 ≤ 2
α

E[F(xt)− F(xt+1)]−
2
3

E‖ht‖2 + 2At + 2Bt.

By the fact that Eτ‖∇F(xτ)‖2 = 1
T ∑T−1

t=0 E‖∇F(xt)‖2, summing up from t = 0 to t =
T − 1 and dividing both sides by T, we have

Eτ‖∇F(xτ)‖2 ≤ 2
αT

T−1

∑
t=0

E[F(xt)− F(xt+1)]−
2

3T

T−1

∑
t=0

E‖ht‖2 +
2
T

T−1

∑
t=0

At +
2
T

T−1

∑
t=0

Bt

≤ 2[F(x0)− F∗]
αT

− 2
3T

T−1

∑
t=0

E‖ht‖2 +
2
T

T−1

∑
t=0

At +
2
T

T−1

∑
t=0

Bt,

since F(xT) ≥ F∗ := minx F(x). Utilizing the bound in Theorem 2.7 for the estimation
error At and the (ρ0, ρ1)-ABG condition (note that ρ1-SBG condition implies (0, ρ1)-ABG
condition) for the bias Bt, we have for ρA ∈ (0, 1/3],

Eτ‖∇F(xτ)‖2 ≤ 2[F(x0)− F∗] + 2σ2 + 2ρ0

αT
−
(

2
3
− 2ρA

)
1
T

T−1

∑
t=0

E‖ht‖2 + 2ρ1Eτ‖∇F(xτ)‖2

≤ 2[F(x0)− F∗] + 2σ2 + 2ρ0

αT
+ 2ρ1Eτ‖∇F(xτ)‖2.

As a result, if ρ1 ∈ [0, 1/2), it holds that

Eτ‖∇F(xτ)‖2 ≤ 2[F(x0)− F∗] + 2σ2 + 2ρ0

(1− 2ρ1)αT
,

and the proof is complete. By Assumption 2.1, F∗ is finite, and then Eτ‖∇F(xτ)‖2 =
O(1/(αT)). The oracle complexity is thus O(ε−3) by Remark 2.9 when setting αT =
O(ε−2) to guarantee an ε-stationary point. �

A.2.2 Stochastic Bilevel Optimization

Here we present the proof of Theorem 3.8, i.e. the convergence rate of Algorithm 2 to
solve stochastic bilevel optimization (3.6). In order to prove Theorem 3.8, we also give
the proofs of Lemma 3.6 and 3.7 to control the estimation error and the bias.

We first prove Lemma 3.6.

Proof (Lemma 3.6) The bound for 1
T ∑T−1

t=0 A f
t immediately follows from similar argu-

ments as Lemma 2.6 and Theorem 2.7 by the setting that β2 = α2/c2
β. The bound for

1
T ∑T−1

t=0 Ag
t+1 can be obtained in a similar way. By (3.13), the lower-level estimation error

satisfies

Ag
t+1 ≤ (1− η)Ag

t + 2σ2
g

η2

S
+

2
S

E‖∇g(xt+1, yt+1; ζt+1)−∇g(xt, yt; ζt+1)‖2

≤ (1− η)Ag
t + 2σ2

g
η2

S
+ 2`2

g
α2

S
E‖h f

t ‖2 + 2`2
g

β2

S
E‖hg

t ‖2.
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Note that we use the same set of parameters when estimating both the upper-level and
the lower-level gradients. Then with similar arguments, we have

1
T

T−1

∑
t=0

Ag
t+1 ≤

σ2
g

αT
+ ρA

`2
g

`2
f
· 1

T

T−2

∑
t=0

E‖h f
t+1‖

2 +
ρA

c2
β

`2
g

`2
f
· 1

T

T−2

∑
t=0

E‖hg
t+1‖

2.

The reason why we can only sum up from 0 to T − 2 comes from (A.4) and (A.5).
The proof is complete since ∑T−2

t=0 E‖h f
t+1‖2 = ∑T−1

t=1 E‖h f
t ‖2 ≤ ∑T−1

t=0 E‖h f
t ‖2 and that

∑T−2
t=0 E‖hg

t+1‖2 ≤ ∑T−1
t=0 E‖hg

t+1‖2. The selection of ρA and cβ is explained in the proof of
Theorem 3.8. �

Then we give the proof of Lemma 3.7.

Proof (Lemma 3.7) To make sure that yT+1 is well-defined and to simplify the analysis,
we run one additional step yT+1 = yT − βhg

T after obtaining xT. For t = 1, · · · , T, by the
update yt+1 = yt − βhg

t ,

E‖yt+1 − y∗(xt)‖2 = E‖yt − y∗(xt)‖2 + β2E‖hg
t ‖2 − 2βE

[(
hg

t
)>(yt − y∗(xt)

)]
= E‖yt − y∗(xt)‖2 + β2E‖hg

t ‖2 − 2βE
[
∇yG(xt, yt)

>(yt − y∗(xt)
)]

+ 2βE
[(
∇yG(xt, yt)− hg

t
)>(yt − y∗(xt)

)]
. (A.6)

Since y∗(xt) is the lower-level optimal solution given xt, we have ∇yG(xt, y∗(xt)) = 0,
then

E
[
∇yG(xt, yt)

>(yt − y∗(xt)
)]

= E
[(
∇yG(xt, yt)−∇yG(xt, y∗(xt))

)>(yt − y∗(xt)
)]

(a)
≥

µg

µg + Lg
E‖yt − y∗(xt)‖2 +

1
µg + Lg

E‖∇yG(xt, yt)−∇yG(xt, y∗(xt))‖2

=
µg

µg + Lg
E‖yt − y∗(xt)‖2 +

1
µg + Lg

E‖∇yG(xt, yt)‖2

=
µg

µg + Lg
E‖yt − y∗(xt)‖2 +

1
µg + Lg

E‖hg
t −

(
hg

t −∇yG(xt, yt)
)
‖2

(b)
≥

µg

µg + Lg
E‖yt − y∗(xt)‖2 +

1
2(µg + Lg)

E‖hg
t ‖2 − 1

µg + Lg
E‖hg

t −∇yG(xt, yt)‖2,

(A.7)

where (b) follows from the inequality ‖a− b‖2 ≥ 1
2‖a‖2−‖b‖2 and (a) uses a well-known

result [90] that for any µ-strongly convex and L-smooth function f (x), the following is
true: (

∇ f (x)−∇ f (y)
)>(x− y

)
≥ µ

µ + L
‖x− y‖2 +

1
µ + L

‖∇ f (x)−∇ f (y)‖2.

Plugging (A.7) into (A.6), we get

E‖yt+1 − y∗(xt)‖2 ≤
(

1−
2µgβ

µg + Lg

)
E‖yt − y∗(xt)‖2 − β

(
1

µg + Lg
− β

)
E‖hg

t ‖2

+
2β

µg + Lg
Ag

t + 2βE
[(
∇yG(xt, yt)− hg

t
)>(yt − y∗(xt)

)]
. (A.8)

By the inequality 2a>b ≤ ‖a‖2 + ‖b‖2, for some γ1 > 0, we have

2E
[(
∇yG(xt, yt)− hg

t
)>(yt − y∗(xt)

)]
≤ 1

γ1
E‖hg

t −∇yG(xt, yt)‖2 + γ1E‖yt − y∗(xt)‖2.

(A.9)
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We define cg =
µg

µg+Lg
such that 1

µg+Lg
=

cg
µg

and choose γ1 = cg. Combining (A.8) and
(A.9), we obtain

E‖yt+1 − y∗(xt)‖2 ≤ (1− cgβ)E‖yt − y∗(xt)‖2 − β

(
cg

µg
− β

)
E‖hg

t ‖2 +

(
2cg

µg
+

1
cg

)
βAg

t .

To handle E‖yt − y∗(xt)‖2 and trace it back to E‖yt − y∗(xt−1)‖2, we have the bound

E‖yt − y∗(xt)‖2 = E‖yt − y∗(xt−1) + y∗(xt−1)− y∗(xt)‖2

(a)
≤ (1 + γ2)E‖yt − y∗(xt−1)‖2 +

(
1 +

1
γ2

)
E‖y∗(xt−1)− y∗(xt)‖2

(b)
≤ (1 + γ2)E‖yt − y∗(xt−1)‖2 +

(
1 +

1
γ2

)
L2

yE‖xt−1 − xt‖2

(c)
= (1 + γ2)E‖yt − y∗(xt−1)‖2 +

(
1 +

1
γ2

)
L2

yα2E‖h f
t−1‖

2,

where (a) uses 2a>b ≤ ‖a‖2 + ‖b‖2 again for some γ2 > 0, (b) follows from property (3.9)
in Lemma 3.4 and (c) holds because of the update rule.

We choose γ2 =
cgβ

2(1−cgβ)
such that (1− cgβ)(1 + γ2) = 1− cg

2 β and (1− cgβ)(1 + 1
γ2
) <

1 + 1
γ2

= 2
cg β − 1 < 2

cgβ , therefore

E‖yt+1 − y∗(xt)‖2 ≤
(

1−
cg

2
β
)

E‖yt − y∗(xt−1)‖2 +
2L2

yα2

cgβ
E‖h f

t−1‖
2

− β

(
cg

µg
− β

)
E‖hg

t ‖2 +

(
2cg

µg
+

1
cg

)
βAg

t .

After rearranging terms and dividing both sides by cg
2 β, we obtain

E‖yt − y∗(xt−1)‖2 ≤ 2
cgβ

(
E‖yt − y∗(xt−1)‖2 −E‖yt+1 − y∗(xt)‖2

)
+

4L2
y

c2
g
· α2

β2 E‖h f
t−1‖

2

− 2
µg

(
1−

µg

cg
β

)
E‖hg

t ‖2 +

(
4

µg
+

2
c2

g

)
Ag

t

≤ 2
cgβ

(
E‖yt − y∗(xt−1)‖2 −E‖yt+1 − y∗(xt)‖2

)
+

4L2
yc2

β

c2
g

E‖h f
t−1‖

2

− 1
µg

E‖hg
t ‖2 +

(
4

µg
+

2
c2

g

)
Ag

t ,

since α
β = cβ and that β ≤ cg

2µg
. Summing up from 1 to T and dividing both sides by T,

we get

1
T

T−1

∑
t=0

E‖yt+1 − y∗(xt)‖2 ≤ 2
cgβT

‖y1 − y∗(x0)‖2 +
4L2

yc2
β

c2
g
· 1

T

T−1

∑
t=0

E‖h f
t ‖2

− 1
µgT

T−1

∑
t=0

E‖hg
t+1‖

2 +

(
4

µg
+

2
c2

g

)
1
T

T−1

∑
t=0

Ag
t+1,

and the proof is complete since β = α/cβ for constant cβ we define in the proof of
Theorem 3.8. �
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Now we can prove Theorem 3.8.

Proof (Theorem 3.8) By (3.3) or the proof of Theorem 3.2, we get

Eτ‖∇F(xτ)‖2 ≤ 2[F(x0)− F∗]
αT

− 2
3T

T−1

∑
t=0

E‖h f
t ‖2 +

1
T

T−1

∑
t=0

E‖h f
t −∇F(xt)‖2

≤ 2[F(x0)− F∗]
αT

− 2
3T

T−1

∑
t=0

E‖h f
t ‖2 +

2
T

T−1

∑
t=0

A f
t +

2
T

T−1

∑
t=0

E‖B(xt, yt+1)‖2,

where B(xt, yt+1) defined in (3.14) satisfies

E‖B(xt, yt+1)‖2 ≤
2C2

gxy
C2

fy

µ2
g

(1−
µg

Lg
)2K + 2L2E‖yt+1 − y∗(xt)‖2,

by the inequality ‖a + b‖2 ≤ 2‖a‖2 + 2‖b‖2. The first term, i.e. the bias induced by

approximating inverse Hessian, is less than 1/(αT) for K ≥ Lg
2µg

log
(

2C2
gxy C2

fy

µ2
g

αT
)

since

µg ≤ Lg. The second term, the error from approximating lower-level optimal solution
y∗(xt) by yt+1, comes from (3.8) in Lemma 3.4.

Putting everything together, by Lemma 3.7, we obtain

Eτ‖∇F(xτ)‖2 ≤ 2[F(x0)− F∗] + 2
αT

− 2
3T

T−1

∑
t=0

E‖h f
t ‖2 +

2
T

T−1

∑
t=0

A f
t + 4L2 · 1

T

T−1

∑
t=0

E‖yt+1 − y∗(xt)‖2

≤ 2[F(x0)− F∗] + 2
αT

− 2
3T

T−1

∑
t=0

E‖h f
t ‖2 +

2
T

T−1

∑
t=0

A f
t +

16L2L2
yc2

β

c2
g

· 1
T

T−1

∑
t=0

E‖h f
t ‖2

+
8cβL2

cgαT
‖y1 − y∗(x0)‖2 − 4L2

µgT

T−1

∑
t=0

E‖hg
t+1‖

2 +

(
16
µg

+
8
c2

g

)
L2 · 1

T

T−1

∑
t=0

Ag
t+1

≤
2[F(x0)− F∗] + 2 + 8cβL2‖y1 − y∗(x0)‖2/cg

αT

−
(

2
3
−

16L2L2
yc2

β

c2
g

)
1
T

T−1

∑
t=0

E‖h f
t ‖2 +

2
T

T−1

∑
t=0

A f
t

− 4L2

µg
· 1

T

T−1

∑
t=0

E‖hg
t+1‖

2 +

(
16
µg

+
8
c2

g

)
L2 · 1

T

T−1

∑
t=0

Ag
t+1,

where we observe some symmetry between the upper-level and lower-level descent.
Using Lemma 3.6 to bound both A f

t and Ag
t+1, we have

Eτ‖∇F(xτ)‖2 ≤
2[F(x0)− F∗] + 2 + 8cβL2‖y1 − y∗(x0)‖2/cg + 2σ2

f + (16/µg + 8/c2
g)L2σ2

g

αT

−
(

2
3
−

16L2L2
yc2

β

c2
g

− 2ρA −
(

16
µg

+
8
c2

g

)
L2 `

2
g

`2
f
ρA

)
1
T

T−1

∑
t=0

E‖h f
t ‖2

−
(

4L2

µg
− 2ρA

c2
β

−
(

16
µg

+
8
c2

g

)
L2 `

2
g

`2
f

ρA

c2
β

)
1
T

T−1

∑
t=0

E‖hg
t+1‖

2.

If we choose cβ =
cg

4
√

6LLy
such that

16L2L2
yc2

β

c2
g

= 1
6 , and

ρA = min

{
1
12

,
µg`2

f

96L2`2
g

,
c2

g`
2
f

48L2`2
g

,
c2

βL2

µg
,

c2
β`

2
f

16`2
g

,
c2

gc2
β`

2
f

8µg`2
g

}
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such that

2
3
−

16L2L2
yc2

β

c2
g

− 2ρA −
(

16
µg

+
8
c2

g

)
L2 `

2
g

`2
f
ρA ≥ 0,

4L2

µg
− 2ρA

c2
β

−
(

16
µg

+
8
c2

g

)
L2 `

2
g

`2
f

ρA

c2
β

≥ 0,

we get the desired result. If ‖y1 − y∗(x0)‖2 is bounded, and this can be achieved at least
by some additional steps for miny g(x0, y), we can choose αT = O(ε−2) to obtain an
ε-stationary point. The sample complexity is thus Õ(ε−3) since K = O(log(αT)) =
O(log ε−1) and the total number of samples required for Algorithm 2 is O(T(S +
D/Q)(1 + K)). The requirement for β ≤ 1/2(µg + Lg) in Lemma 3.7 can be satis-
fied by choosing α with an additional requirement that α ≤ cβ/2(µg + Lg) in Lemma 3.6
since β = α/cβ. �

A.2.3 Stochastic Minimax Optimization

In this section, for Algorithm 3 to solve stochastic minimax optimization (3.15), we
prove its convergence rate in Theorem 3.14 for the non-convex strongly-concave case and
Theorem 3.20 for the non-convex P-Ł case.

Non-Convex Strongly-Concave Case

We first give the proof of Lemma 3.13. The proof is very much similar to the proof of
Lemma 3.7 for bilevel optimization.

Proof (Lemma 3.13) By non-expansion of projection, we have

E‖yt+1 − y∗(xt)‖2 ≤ E‖yt + βhy
t − y∗(xt)‖2

= E‖yt − y∗(xt)‖2 + β2E‖hy
t ‖2 + 2βE

[(
(hy

t
)>(yt − y∗(xt)

)]
= E‖yt − y∗(xt)‖2 + β2E‖hy

t ‖2 + 2βE
[
∇yG(xt, yt)

>(yt − y∗(xt)
)]

+ 2βE
[(

hy
t −∇yG(xt, yt)

)>(yt − y∗(xt)
)]

. (A.10)

We know that −G(x, y) is L-smooth and µ-strongly convex in y. The ascent step to maxi-
mize over G(x, ·) is equivalent to the descent step to minimize over −G(x, ·). Therefore,
the same as the proof of Lemma 3.7 for −G(x, ·), by (A.7), we obtain that

E
[
∇yG(xt, yt)

>(yt− y∗(xt)
)]
≤ − 1

1 + κ
E‖yt− y∗(xt)‖2− 1

2µ(1 + κ)
E‖hy

t ‖2 +
1

µ(1 + κ)
Ay

t .

(A.11)
By (A.9) with γ1 = 1

1+κ , we have

2E
[(
∇yG(xt, yt)− hy

t
)>(yt − y∗(xt)

)]
≤ (1 + κ)Ay

t +
1

1 + κ
E‖yt − y∗(xt)‖2. (A.12)

Since y∗(x) is Lipschitz continuous by Lemma 3.10, we know

E‖yt − y∗(xt)‖2 ≤ (1 + γ2)E‖yt − y∗(xt−1)‖2 +

(
1 +

1
γ2

)
E‖y∗(xt−1)− y∗(xt)‖2

≤ (1 + γ2)E‖yt − y∗(xt−1)‖2 +

(
1 +

1
γ2

)
κ2E‖xt−1 − xt‖2

= (1 + γ2)E‖yt − y∗(xt−1)‖2 +

(
1 +

1
γ2

)
κ2α2E‖hx

t−1‖2. (A.13)
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Plugging (A.11), (A.12) and (A.13) into (A.10) and choosing γ2 in the same way as in the
proof of Lemma 3.7, we obtain

E‖yt+1 − y∗(xt)‖2 ≤
(

1− β

2(1 + κ)

)
E‖yt − y∗(xt−1)‖2 +

2(1 + κ)κ2α2

β
E‖hx

t−1‖2

− β

(
1

µ(1 + κ)
− β

)
E‖hy

t ‖2 +

(
2

µ(1 + κ)
+ (1 + κ)

)
βAy

t

≤
(

1− β

4κ

)
E‖yt − y∗(xt−1)‖2 + 4κ3 α2

β
E‖hx

t−1‖2

− β

(
1

2µκ
− β

)
E‖hy

t ‖2 +

(
1
µ
+ 2κ

)
βAy

t ,

since κ ≥ 1. After rearranging terms and dividing both sides by β
4κ , we obtain

E‖yt − y∗(xt−1)‖2 ≤ 4κ

β

(
E‖yt − y∗(xt−1)‖2 −E‖yt+1 − y∗(xt)‖2

)
+ 16κ4 α2

β2 E‖hx
t−1‖2

−
(

2
µ
− 4κβ

)
E‖hy

t ‖2 +

(
4κ

µ
+ 8κ2

)
Ay

t

≤ 4κ

β

(
E‖yt − y∗(xt−1)‖2 −E‖yt+1 − y∗(xt)‖2

)
+ 16κ4c2

βE‖hx
t−1‖2

− 1
µ

E‖hy
t ‖2 +

(
4κ

µ
+ 8κ2

)
Ay

t ,

since α
β = cβ and that β ≤ 1

4κµ . Summing up from 1 to T and dividing both sides by T,
we get

1
T

T−1

∑
t=0

E‖yt+1 − y∗(xt)‖2 ≤ 4κ

βT
‖y1 − y∗(x0)‖2 + 16κ4c2

β ·
1
T

T−1

∑
t=0

E‖hx
t ‖2

− 1
µT

T−1

∑
t=0

E‖hy
t+1‖

2 +

(
4κ

µ
+ 8κ2

)
1
T

T−1

∑
t=0

Ay
t+1.

The proof is complete by replacing β with α/cβ for cβ given in the proof of Theorem
3.14. �

With Lemma 3.12 and 3.13, we give the proof of Theorem 3.14.

Proof (Theorem 3.14) By (3.3) or the proof of Theorem 3.2 for the general biased oracle,
we get

Eτ‖∇F(xτ)‖2 ≤ 2[F(x0)− F∗]
αT

− 2
3T

T−1

∑
t=0

E‖hx
t ‖2 +

2
T

T−1

∑
t=0

Ax
t +

2
T

T−1

∑
t=0

E‖B(xt, yt+1)‖2

≤ 2[F(x0)− F∗]
αT

− 2
3T

T−1

∑
t=0

E‖hx
t ‖2 +

2
T

T−1

∑
t=0

Ax
t + 2L2 · 1

T

T−1

∑
t=0

E‖yt+1 − yt‖2,

by (3.16). Since Lemma 3.13 holds and that κ = L
µ , we have

Eτ‖∇F(xτ)‖2 ≤
2[F(x0)− F∗] + 8κL2cβ‖y1 − y∗(x0)‖2

αT

−
(

2
3
− 32κ4L2c2

β

)
1
T

T−1

∑
t=0

E‖hx
t ‖2 +

2
T

T−1

∑
t=0

Ax
t

− 2κL · 1
T

T−1

∑
t=0

E‖hy
t+1‖

2 + (8κ2L + 16κ2L2)
1
T

T−1

∑
t=0

Ay
t+1.
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By Lemma 3.12 with an additional requirement that α ≤ cβ

4κµ to guarantee that β ≤ 1
4κµ ,

we obtain

Eτ‖∇F(xτ)‖2 ≤
2[F(x0)− F∗] + 8κL2cβ‖y1 − y∗(x0)‖2 + (2 + 8κ2L + 16κ2L2)σ2

αT

−
(

2
3
− 32κ4L2c2

β − 2ρA − (8κ2L + 16κ2L2)ρA

)
1
T

T−1

∑
t=0

E‖hx
t ‖2

−
(

2κL− 2ρA

c2
β

− (8κ2L + 16κ2L2)
ρA

c2
β

)
1
T

T−1

∑
t=0

E‖hy
t+1‖

2.

If we choose cβ = 1
8
√

3κ2L
such that 32κ4L2c2

β = 1
6 , and

ρA = min

{
1
12

,
1

48κ2L
,

1
96κ2L2 ,

κLc2
β

2
,

c2
β

16κ
,

c2
β

32κL

}
such that

2
3
− 32κ4L2c2

β − 2ρA − (8κ2L + 16κ2L2)ρA ≥ 0,

2κL− 2ρA

c2
β

− (8κ2L + 16κ2L2)
ρA

c2
β

≥ 0,

we get the desired result. Note that the number of samples required for Algorithm 3 is
O(T(2S + 2D/Q)). By Remark 2.9, since ‖y1 − y∗(x0)‖2 is bounded by Assumption 3.9,
if we choose αT = O(ε−2) to guarantee an ε-stationary point, the sample complexity is
O(ε−3). �

Non-Convex P- L Case

We give the proof of Lemma 3.19 below.

Proof (Lemma 3.19) Let t = 1, 2, · · · , T. We know that −G(x, y) is L-smooth w.r.t. y,
thus

−G(xt, yt+1) ≤ −G(xt, yt)−∇yG(xt, yt)
>(yt+1 − yt) +

L
2
‖yt+1 − yt‖2

(a)
= −G(xt, yt)− β∇yG(xt, yt)

>hy
t +

L
2

β2‖hy
t ‖2

(b)
= −G(xt, yt)−

β

2
‖∇yG(xt, yt)‖2 − β

2
(1− βL)‖hy

t ‖2 +
β

2
‖hy

t −∇yG(xt, yt)‖2

(c)
≤ −G(xt, yt)− βµ

(
F(xt)− G(xt, yt)

)
− β

2
(1− βL)‖hy

t ‖2 +
β

2
‖hy

t −∇yG(xt, yt)‖2,

where (a) follows from the update rule of yt in Algorithm 3, (b) holds by the inequality
that 2a>b = ‖a‖2 + ‖b‖2− ‖a− b‖2, and (c) uses Assumption 3.16 that −G(x, y) satisfies
P-Ł condition and the definition (3.15) that F(xt) = maxy G(xt, y).

Adding F(xt) on both sides of the above inequality, we obtain

F(xt)− G(xt, yt+1) ≤ (1− βµ)
(

F(xt)− G(xt, yt)
)
− β

2
(1− βL)‖hy

t ‖2 +
β

2
‖hy

t −∇yG(xt, yt)‖2

= (1− βµ)
(

F(xt−1)− G(xt−1, yt) + G(xt−1, yt)− G(xt, yt) + F(xt)− F(xt−1)
)

− β

2
(1− βL)‖hy

t ‖2 +
β

2
‖hy

t −∇yG(xt, yt)‖2. (A.14)

56



A.2. Proofs of Results in Chapter 3

We first handle the term G(xt−1, yt)− G(xt, yt). Since −G(x, y) is also L-smooth w.r.t. x,
we have

G(xt−1, yt)− G(xt, yt) ≤ −∇xG(xt−1, yt)
>(xt − xt−1) +

L
2
‖xt − xt−1‖2

= α∇xG(xt−1, yt)
>hx

t−1 +
L
2

α2‖hx
t−1‖2

=
α

2
‖∇xG(xt−1, yt)‖2 +

α

2
(1 + αL)‖hx

t−1‖2 − α

2
‖hx

t−1 −∇xG(xt−1, yt)‖2

≤ α

2
(3 + αL)‖hx

t−1‖2 +
α

2
‖hx

t−1 −∇xG(xt−1, yt)‖2, (A.15)

and the last inequality holds by the fact that

‖∇xG(xt−1, yt)‖2 = ‖hx
t−1 − (hx

t−1 −∇xG(xt−1, yt))‖2

≤ 2‖hx
t−1‖2 + 2‖hx

t−1 −∇xG(xt−1, yt)‖2.

Let ∆t = F(xt)− G(xt, yt+1) for simplicity, by (A.14) and (A.15), we obtain

∆t ≤ (1− βµ)∆t−1 + (1− βµ)(F(xt)− F(xt−1))

+
α

2
(3 + αL)(1− βµ)‖hx

t−1‖2 +
α

2
(1− βµ)‖hx

t−1 −∇xG(xt−1, yt)‖2

− β

2
(1− βL)‖hy

t ‖2 +
β

2
‖hy

t −∇yG(xt, yt)‖2,

with the choice that β < 1/µ. Rearranging terms of the above inequality and dividing
both sides by βµ, we have

∆t−1 ≤
∆t−1 − ∆t

βµ
+

(1− βµ)

βµ
(F(xt)− F(xt−1))

+
cβ

2µ
(3 + αL)‖hx

t−1‖2 +
cβ

2µ
‖hx

t−1 −∇xG(xt−1, yt)‖2

− 1
2µ

(1− βL)‖hy
t ‖2 +

1
2µ
‖hy

t −∇yG(xt, yt)‖2,

since 0 < 1− βµ < 1 and the definition cβ = α/β. Summing up the above inequality
from t = 1 to T and dividing T on both sides, we obtain

1
T

T−1

∑
t=0

∆t ≤
∆0 − ∆T

βµT
+

(1− βµ)

βµT
(F(xT)− F(x0))

+
cβ

2µ
(3 + αL) · 1

T

T−1

∑
t=0
‖hx

t ‖2 +
cβ

2µ
· 1

T

T−1

∑
t=0
‖hx

t −∇xG(xt, yt+1)‖2

− 1
2µ

(1− βL) · 1
T

T−1

∑
t=0
‖hy

t+1‖
2 +

1
2µ
· 1

T

T−1

∑
t=0
‖hy

t+1 −∇yG(xt+1, yt+1)‖2.

Note that ∆0 = F(x0)− G(x0, y1) and ∆T ≥ 0 by definition of F(x), finally we obtain

1
T

T−1

∑
t=0

E[∆t] ≤
F(x0)− G(x0, y1)

βµT
+

(
1− 1

βµ

)
F(x0)− F(xT)

T

+
cβ

2µ
(3 + αL) · 1

T

T−1

∑
t=0

E‖hx
t ‖2 +

cβ

2µ
· 1

T

T−1

∑
t=0

Ax
t

− 1
2µ

(1− βL) · 1
T

T−1

∑
t=0

E‖hy
t+1‖

2 +
1

2µ
· 1

T

T−1

∑
t=0

Ay
t+1. �
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Now we can give the proof of Theorem 3.20.

Proof (Theorem 3.20) By Lemma 3.17, F(x) is LF-smooth with LF = 2κL. With the same
analysis as in the proof of Theorem 3.2, since (3.17) holds, we have that

Eτ‖∇F(xτ)‖2 ≤ 2[F(x0)− F(xT)]

αT
− 2

3T

T−1

∑
t=0

E‖hx
t ‖2 +

2
T

T−1

∑
t=0

Ax
t +

2
T

T−1

∑
t=0

E‖B(xt, yt+1)‖2

≤ 2[F(x0)− F(xT)]

αT
− 2

3T

T−1

∑
t=0

E‖hx
t ‖2 +

2
T

T−1

∑
t=0

Ax
t +

4κL
T

T−1

∑
t=0

E
[

F(xt)− G(xt, yt+1)
]
,

Since Lemma 3.19 holds,

Eτ‖∇F(xτ)‖2 ≤
(2 + 4κ2(µα− cβ))[F(x0)− F(xT)]

αT
+

4κ2cβ(F(x0)− G(x0, y1))

αT

−
(

2
3
− 2κ2Lcβ · α− 6κ2cβ

)
· 1

T

T−1

∑
t=0

E‖hx
t ‖2 + (2 + 2κ2cβ) ·

1
T

T−1

∑
t=0

Ax
t

− 2κ2(1− βL) · 1
T

T−1

∑
t=0

E‖hy
t+1‖

2 + 2κ2 · 1
T

T−1

∑
t=0

Ay
t+1.

By Lemma 3.12 with an additional requirement that α <
cβ

µ to guarantee that β < 1
µ , we

obtain

Eτ‖∇F(xτ)‖2 ≤
(2 + 4κ2(µα− cβ))[F(x0)− F(xT)] + 4κ2cβ∆0 + (2 + 2κ2 + 2κ2cβ)σ

2

αT

−
(

2
3
− 2κ2Lcβ · α− 6κ2cβ − (2 + 2κ2 + 2κ2cβ)ρA

)
· 1

T

T−1

∑
t=0

E‖hx
t ‖2

−
(

2κ2 − 2κ2L · β− (2 + 2κ2 + 2κ2cβ)
ρA

c2
β

)
· 1

T

T−1

∑
t=0

E‖hy
t+1‖

2.

We choose cβ = 1
36κ2 and α ≤ 3

L such that 6κ2cβ = 1
6 and 2κ2Lcβ · α ≤ 1

6 . We choose
β ≤ 1

4L such that 2κ2L · β ≤ κ2

2 . Then if ρA satisfies

ρA = min

{
1

18
,

1
18κ2 ,

1
18κ2cβ

,
κ2c2

β

4
,

c2
β

4
,

cβ

4

}
=

c2
β

4
,

such that
2
3
− 2κ2Lcβ · α− 6κ2cβ − (2 + 2κ2 + 2κ2cβ)ρA ≥ 0

2κ2 − 2κ2L · β− (2 + 2κ2 + 2κ2cβ)
ρA

c2
β

≥ 0,

we get that

Eτ‖∇F(xτ)‖2 ≤
(2 + 4κ2(µα− cβ))[F(x0)− F(xT)] + 4κ2cβ∆0 + (2 + 2κ2 + 2κ2cβ)σ

2

αT

≤ 2[F(x0)− F∗] + ∆0/9 + (37/18 + 2κ2)σ2

αT
,

where the last inequality holds since for α <
cβ

µ ,

(2 + 4κ2(µα− cβ))[F(x0)− F(xT)] = (2− 1/9 + 4κ2µα)[F(x0)− F(xT)]

≤ (2− 1/9 + 4κ2µα)[F(x0)− F∗]
≤ 2[F(x0)− F∗].
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Note that the number of samples required for Algorithm 3 is O(T(2S + 2D/Q)). By
Remark 2.9, if we choose αT = O(ε−2) to guarantee an ε-stationary point, the sample
complexity is O(ε−3). �

A.2.4 Stochastic Compositional Optimization

The last example is the stochastic compositional optimization defined in (3.18). We
provide a detailed proof of Lemma 3.22 and Theorem 3.23 to show the O(ε−3) sample
complexity of Algorithm 4 in this section.

Before proving Lemma 3.22, we first verify that the biased oracle ∇ f2(xt; ζ̃t)>∇ f1(yt; ξt)
satisfies Assumption 3.1, i.e. bounded variance condition (3.1) and average smoothness
condition (3.2). This allows us to apply the general analysis in Chapter 2.

The bounded variance condition holds with constant σ2 := 2M2
f2

σ2
f1
+ 2M2

f1
σ2

f ′2
as shown

below.

Eζ̃,ξ‖∇ f2(x; ζ̃)>∇ f1(y; ξ)−∇F2(x)>∇F1(y)‖2

= Eζ̃,ξ‖∇ f2(x; ζ̃)>(∇ f1(y; ξ)−∇F1(y)) + (∇ f2(x; ζ̃)−∇F2(x))>∇F1(y)‖2

≤ 2Eζ̃‖∇ f2(x; ζ̃)‖2 ·Eξ‖∇ f1(y; ξ)−∇F1(y)‖2 + 2Eζ̃‖∇ f2(x; ζ̃)−∇F2(x)‖2 · ‖∇F1(y)‖2

≤ 2M2
f2

σ2
f1
+ 2M2

f1
σ2

f ′2
:= σ2, (A.16)

since f2(x; ζ̃) is M f2-Lipschitz and F1(y) is M f1-Lipschitz by Assumption 3.21. The
average smoothness condition can be proved in a similar way.

Eζ̃,ξ‖∇ f2(x1; ζ̃)>∇ f1(y1; ξ)−∇ f2(x2; ζ̃)>∇ f1(y2; ξ)‖2

= Eζ̃,ξ‖∇ f2(x1; ζ̃)>(∇ f1(y1; ξ)−∇ f1(y2; ξ)) + (∇ f2(x1; ζ̃)−∇ f2(x2; ζ̃))>∇ f1(y2; ξ)‖2

≤ 2Eζ̃‖∇ f2(x1; ζ̃)‖2 ·Eξ‖∇ f1(y1; ξ)−∇ f1(y2; ξ)‖2

+ 2Eζ̃‖∇ f2(x1; ζ̃)−∇ f2(x2; ζ̃)‖2 ·Eξ‖∇ f1(y2; ξ)‖2

≤ 2M2
f2

L2
f1
‖y1 − y2‖2 + 2M2

f1
L2

f2
‖x1 − x2‖2, (A.17)

with all constants defined in Assumption 3.21. Now we give the proof of Lemma 3.22.

Proof (Lemma 3.22) We use ht to estimate ∇F2(xt)>∇F1(yt) via ∇ f2(xt; ζ̃t)>∇ f1(yt; ξt)
by the general framework. Let At = E‖ht −∇F2(xt)>∇F1(yt)‖2 be the estimation error.
Note that Eζ̃t,ξt

[∇ f2(xt; ζ̃t)>∇ f1(yt; ξt)] = ∇F2(xt)>∇F1(yt), similar to (A.2) in the proof
of Lemma 2.5, by (A.16) and (A.17), we obtain

At ≤ (1− η)At−1 + 2σ2 η2

S
+

2
S

E‖∇ f2(xt; ζ̃t)
>∇ f1(yt; ξt)−∇ f2(xt−1; ζ̃t)

>∇ f1(yt−1; ξt)‖2

≤ (1− η)At−1 + 2σ2 η2

S
+

4M2
f2

L2
f1

S
E‖yt − yt−1‖2 +

4M2
f1

L2
f2

S
E‖xt − xt−1‖2. (A.18)

Then we analyze the term E‖yt − yt−1‖2. The equivalent term in bilevel and minimax
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case is handled by lower-level descent. Here we bound it by the recursive update of y.

E‖yt − yt−1‖2 (a)
= E

∥∥∥∥∥ 1
S

S

∑
i=1

f2(xt; ζ i
t)− ηyt−1 − (1− η)

1
S

S

∑
i=1

f2(xt−1; ζ i
t)

∥∥∥∥∥
2

= E

∥∥∥∥∥ 1
S

S

∑
i=1

(
f2(xt; ζ i

t)− f2(xt−1; ζ i
t)
)
− η

(
yt−1 −

1
S

S

∑
i=1

f2(xt−1; ζ i
t)

)∥∥∥∥∥
2

≤ 2
S2 E

∥∥∥∥∥ S

∑
i=1

(
f2(xt; ζ i

t)− f2(xt−1; ζ i
t)
)∥∥∥∥∥

2

+ 2η2E

∥∥∥∥∥yt−1 −
1
S

S

∑
i=1

f2(xt−1; ζ i
t)

∥∥∥∥∥
2

(b)
≤ 2

S

S

∑
i=1

E‖ f2(xt; ζ i
t)− f2(xt−1; ζ i

t)‖2 + 4η2E‖yt−1 − F2(xt−1)‖2

+ 4η2E

∥∥∥∥∥F2(xt−1)−
1
S

S

∑
i=1

f2(xt−1; ζ i
t)

∥∥∥∥∥
2

(c)
≤ 2M2

f2
E‖xt − xt−1‖2 +

4η2

S
σ2

f2
+ 4η2E‖yt−1 − F2(xt−1)‖2,

where (a) follows from the update step of yt in Algorithm 4, (b) holds by the inequality
that ‖a1 + a2 + · · · + ak‖2 ≤ k(‖a1‖2 + ‖a2‖2 + · · · ‖ak‖2) which comes from Cauchy-
Schwarz inequality, and (c) uses Assumption 3.21 that f2(x; ζ i

t) is M f2-Lipschitz continu-
ous. Plugging the bound for E‖yt − yt−1‖2 back into (A.18), we obtain

At ≤ (1− η)At−1 + 2(σ2 + 8M2
f2

L2
f1

σ2
f2

/S)
η2

S
+ (4M4

f2
L2

f1
+ 2M2

f1
L2

f2
)

2
S

E‖xt − xt−1‖2

+ 16M2
f2

L2
f1

η2

S
E‖yt−1 − F2(xt−1)‖2

= (1− η)At−1 + 2(σ2 + 8M2
f2

L2
f1

σ2
f2

/S)
η2

S
+ 2`2

f
α2

S
E‖ht−1‖2 + 16M2

f2
L2

f1

η2

S
Bt−1,

where we use xt+1 = xt − αht, Bt = E‖yt −∇F2(xt)‖ and let `2
f := 4M4

f2
L2

f1
+ 2M2

f1
L2

f2
for

notation simplicity. The equation above is almost the same as Lemma 2.5, but has one
additional term in the order of η2Bt−1. We then show this term does not affect too much.

When η = 0, by Lemma 2.6 or Lemma A.1 in Appendix A.1, we have

1
T

T−1

∑
t=0

At ≤
σ2

D
+ 2`2

f
Qα2

S
· 1

T

T−1

∑
t=0

E‖ht‖2,

thus by parameter selection rule (i) in Theorem 2.7, we obtain that

1
T

T−1

∑
t=0

At ≤
σ2

αT
+ ρA ·

1
T

T−1

∑
t=0

E‖ht‖2.

When η 6= 0, by Lemma 2.6 or Lemma A.2 in Appendix A.1, we have

1
T

T−1

∑
t=0

At ≤
1

cηαD
· σ2

αT
+

2cη

S

T−1

∑
t=0

α3 ·
σ2 + 8M2

f2
L2

f1
σ2

f2
/S

αT
+

2`2
f

cηS
· 1

T

T−1

∑
t=0

E‖ht‖2

+ 16M2
f2

L2
f1

cηα2

S
· 1

T

T−1

∑
t=0

Bt,
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and then by parameter selection rule (ii) in Theorem 2.7, we obtain that

1
T

T−1

∑
t=0

At ≤
σ2 + 8M2

f2
L2

f1
σ2

f2

αT
+ ρA ·

1
T

T−1

∑
t=0

E‖ht‖2 +
4M2

f2
L2

f1

αT
· 1

T

T−1

∑
t=0

Bt, (A.19)

since cηα2/S = 1/(4αT).

Then we analyse Bt, i.e. the estimation error of yt, in a similar way. We use yt to estimate
F2(xt) via f2(xt; ζt). Under Assumption 3.21, similar to (A.2) in the proof of Lemma 2.5,
the error term satisfies

Bt ≤ (1− η)Bt−1 +
2η2σ2

f2

S
+

2
S

E‖ f2(xt; ζ)− f2(xt−1; ζ)‖2

≤ (1− η)Bt−1 +
2η2σ2

f2

S
+ 2M2

f2

α2

S
E‖ht−1‖2.

Note that we use the same set of parameters for the estimation of F2(xt) and∇F2(xt)>∇F1(yt)
for simplicity. By Lemma 2.6 and the parameter selection rules in Theorem 2.7, we obtain
that

1
T

T−1

∑
t=0

Bt ≤
σ2

f2

αT
+ ρA

M2
f2

`2
f
· 1

T

T−1

∑
t=0

E‖ht‖2.

Without loss of generality, when T is large enough, we have αT ≥ O(T2/3) ≥ 1. Replacing
1
T ∑T−1

t=0 Bt in (A.19) by the above inequality, we have

1
T

T−1

∑
t=0

At ≤
σ2 + 8M2

f2
L2

f1
σ2

f2

αT
+ ρA ·

1
T

T−1

∑
t=0

E‖ht‖2 + 4M2
f2

L2
f1
· 1

T

T−1

∑
t=0

Bt

≤
σ2 + 12M2

f2
L2

f1
σ2

f2

αT
+ ρA

(
1 +

4M4
f2

L2
f1

`2
f

)
1
T

T−1

∑
t=0

E‖ht‖2

≤
σ2 + 12M2

f2
L2

f1
σ2

f2

αT
+ 2ρA ·

1
T

T−1

∑
t=0

E‖ht‖2,

since `2
f = 4M4

f2
L2

f1
+ 2M2

f1
L2

f2
. Thus the proof is complete. �

Lemma 3.22 is a direct consequence of Lemma 2.6 and Theorem 2.7. Then we can prove
Theorem 3.23 and explain how we select ρA.

Proof (Theorem 3.23) With Assumption 3.21, it is easy to verify [30, Appendix A] that
F(x) is LF-smooth with LF = M2

f2
L f1 + M f1 L f2 . Similar to (3.3) or the proof of Theorem

3.2, we obtain

Eτ‖∇F(xτ)‖2 ≤ 2[F(x0)− F∗]
αT

− 2
3T

T−1

∑
t=0

E‖ht‖2 +
1
T

T−1

∑
t=0

E‖ht −∇F(xt)‖2

≤ 2[F(x0)− F∗]
αT

− 2
3T

T−1

∑
t=0

E‖ht‖2 +
2
T

T−1

∑
t=0

At + 2M2
f2

L2
f1

1
T

T−1

∑
t=0

Bt,

by (3.19). The bound for At has two cases in Lemma 3.22, and we use the second one
since it is slightly worse. By results in Lemma 3.22, we obtain

Eτ‖∇F(xτ)‖2 ≤
2[F(x0)− F∗] + 2σ2 + 26M2

f2
L2

f1
σ2

f2

αT

−
(

2
3
− 4ρA −

2M4
f2

L2
f1

`2
f

ρA

)
1
T

T−1

∑
t=0

E‖ht‖2.

61



A.3. Proofs of Results in Chapter 4

If we choose ρA in Lemma 3.22 as ρA = min
{

1
12 ,

`2
f

6M4
f2

L2
f1

}
= 1

12 since `2
f ≥ 4M4

f2
L2

f1
, we

have
2
3
− 4ρA −

2M4
f2

L2
f1

`2
f

ρA ≥ 0,

and the proof is complete. Note that the total number of samples required for Algorithm 4
is O(T(3S + 3D/Q)), which is O(ε−3) by setting αT = O(ε−2) to achieve an ε-stationary
point by similar arguments in Remark 2.9. �

A.3 Proofs of Results in Chapter 4

We provide proofs of Lemma 4.6 and 4.7 for completeness. We first state the concept of
the optimaity condition for reference. For constrained convex optimization minx∈X f (x),
x∗ is an optimal solution if and only if the following holds true:

∇ f (x∗)>(x− x∗) ≥ 0, ∀x ∈ X . (A.20)

If f (x) is not differentiable, the above also holds by replacing ∇ f (x∗) with some subgra-
dient g∗ ∈ ∂ f (x∗).

Proof (Lemma 4.6) The optimization problem in the update (4.2) is convex. Then by its
optimality condition as shown in (A.20) and Definition 4.1 of Bregman distance, for a
subgradient gt+1 ∈ ∂ r(xt+1) and ∀u ∈ X , we have(

gt+1 + ht +
1
α
[∇ω(xt+1)−∇ω(xt)]

)>
(u− xt+1) ≥ 0.

Let u = xt in the above inequality, we obtain

h>t (xt − xt+1) ≥ g>t+1(xt+1 − xt) +
1
α

(
∇ω(xt+1)−∇ω(xt)

)>
(xt+1 − xt)

≥ r(xt+1)− r(xt) +
µ

α
‖xt+1 − xt‖2,

where the last inequality holds since r(x) is convex and ω(x) is µ-strongly convex.
Dividing both sides of the above inequality by α, we have

h>t Gα(xt, ht) ≥
1
α

(
r(xt+1)− r(xt)

)
+ µ‖Gα(xt, ht)‖2,

where Gα(xt, ht) =
1
α (xt − xt+1) is the gradient mapping. �

Proof (Lemma 4.7) By the definition of Gα(xt, ht) and Gα(xt) in (4.3) and (4.4), we have

Gα(xt, ht)− Gα(xt) =
1
α
(xt − xt+1)−

1
α
(xt − x+t ) =

1
α
(x+t − xt+1).

By the optimality condition of (4.2), for any u ∈ X and some subgradient gt+1 ∈ ∂ r(xt+1)
we have

h>t (u− xt+1) ≥ g>t+1(xt+1 − u) +
1
α

(
∇ω(xt+1)−∇ω(xt)

)>
(xt+1 − u)

≥ r(xt+1)− r(u) +
1
α

(
∇ω(xt+1)−∇ω(xt)

)>
(xt+1 − u),
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where the last inequality follows from the convexity of r(x). Setting u = x+t in the above
inequality, we obtain

h>t (x+t − xt+1) ≥ r(xt+1)− r(x+t ) +
1
α

(
∇ω(xt+1)−∇ω(xt)

)>
(xt+1 − x+t ). (A.21)

By the optimality condition of (4.5), for any u ∈ X and some subgradient g+t ∈ ∂ r(x+t )
we have

∇F(xt)
>(u− x+t ) ≥ (g+t )

>(x+t − u) +
1
α

(
∇ω(x+t )−∇ω(xt)

)>
(x+t − u)

≥ r(x+t )− r(u) +
1
α

(
∇ω(x+t )−∇ω(xt)

)>
(x+t − u),

where the last inequality follows from the convexity of r(x). Setting u = xt+1 in the
above inequality, we obtain

∇F(xt)
>(xt+1 − x+t ) ≥ r(x+t )− r(xt+1) +

1
α

(
∇ω(x+t )−∇ω(xt)

)>
(x+t − xt+1). (A.22)

Summing up (A.21) and (A.22), we have

(∇F(xt)− ht)
>(xt+1 − x+t ) ≥

1
α

(
∇ω(xt+1)−∇ω(x+t )

)>
(xt+1 − x+t )

≥ µ

α
‖xt+1 − x+t ‖2,

since ω(x) is µ-strongly convex. Then by Cauchy-Schwarz inequality,
µ

α
‖xt+1 − x+t ‖2 ≤ ‖ht −∇F(xt)‖‖xt+1 − x+t ‖.

Since xt+1 6= x+t in general, we know

µ

α
‖xt+1 − x+t ‖ ≤ ‖ht −∇F(xt)‖,

and that

‖Gα(xt, ht)− Gα(xt)‖2 =
1
α2 ‖xt+1 − x+t ‖2 ≤ 1

µ2 ‖ht −∇F(xt)‖2. �

With the help of the Lemma 4.6 and 4.7, we show the proof of Theorem 4.8 below.

Proof (Theorem 4.8) Since F(x) is LF-smooth by Assumption 4.4, we have

F(xt+1) ≤ F(xt) +∇F(xt)
>(xt+1 − xt) +

LF

2
‖xt+1 − xt‖2

(a)
= F(xt)− α∇F(xt)

>Gα(xt, ht) +
LFα2

2
‖Gα(xt, ht)‖2

= F(xt)− αh>t Gα(xt, ht) + α(ht −∇F(xt))
>Gα(xt, ht) +

LFα2

2
‖Gα(xt, ht)‖2

(b)
≤ F(xt)− r(xt+1) + r(xt)−

α

2
(2µ− αLF)‖Gα(xt, ht)‖2 + α(ht −∇F(xt))

>Gα(xt, ht),

where (a) follows from the definition of Gα(xt, ht) in (4.3) and (b) holds by Lemma 4.6.
Note that Φ(x) = F(x) + r(x) by (4.1), thus

Φ(xt+1) ≤ Φ(xt)−
α

2
(2µ− αLF)‖Gα(xt, ht)‖2 + α(ht −∇F(xt))

>Gα(xt, ht)

≤ Φ(xt)−
α

2
(µ− αLF)‖Gα(xt, ht)‖2 +

α

2µ
‖ht −∇F(xt)‖2, (A.23)
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where in the last inequality we use Young’s inequality that for any γ > 0,

2(ht −∇F(xt))
>Gα(xt, ht) ≤ γ‖Gα(xt, ht)‖2 +

1
γ
‖ht −∇F(xt)‖2,

and we choose γ = µ > 0. Rearranging terms of (A.23) and taking full expectations, we
have

α

2
(µ− αLF)E‖Gα(xt, ht)‖2 ≤ E[Φ(xt)−Φ(xt+1)] +

α

2µ
E‖ht −∇F(xt)‖2.

Summing up the above inequality from t = 0 to T − 1 and then dividing both sides by
αT/2, we obtain

(µ− αLF) ·
1
T

T−1

∑
t=0

E‖Gα(xt, ht)‖2 ≤ 2[Φ(x0)−Φ∗]
αT

+
1

µT

T−1

∑
t=0

E‖ht −∇F(xt)‖2, (A.24)

since Φ(xT) ≥ Φ∗. We use ht to estimate ∇F(xt) by the general variance reduced
framework, thus by Theorem 2.7 in Chapter 2 with the constant ρA to be determined, we
have that

1
T

T−1

∑
t=0

E‖ht −∇F(xt)‖2 ≤ σ2

αT
+ ρA ·

1
T

T−1

∑
t=0

E‖Gα(xt, ht))‖2. (A.25)

Plugging (A.25) into (A.24), we obtain(
µ− αLF −

ρA

µ

)
· 1

T

T−1

∑
t=0

E‖Gα(xt, ht)‖2 ≤ 2[Φ(x0)−Φ∗] + σ2/µ

αT
.

With the choice that α ≤ µ/(3LF) and ρA = µ2/3 such that µ− αLF − ρA/µ ≥ µ/3, we
then obtain that

1
T

T−1

∑
t=0

E‖Gα(xt, ht)‖2 ≤ 6[Φ(x0)−Φ∗]/µ + 3 σ2/µ2

αT
. (A.26)

What we need to bound is Eτ‖Gα(xτ)‖2 = 1
T ∑T−1

t=0 E‖Gα(xτ)‖2. By Young’s inequality,

‖Gα(xt)‖2 = ‖(Gα(xt)− Gα(xt, ht)) + Gα(xt, ht)‖2

≤ 2‖Gα(xt)− Gα(xt, ht)‖2 + 2‖Gα(xt, ht)‖2

≤ 2‖Gα(xt, ht)‖2 +
2
µ2 ‖ht −∇F(xt)‖2,

where the last inequality follows from Lemma 4.7. Thus

Eτ‖Gα(xτ)‖2 ≤ 2 · 1
T

T−1

∑
t=0
‖Gα(xt, ht)‖2 +

2
µ2 ·

1
T

T−1

∑
t=0
‖ht −∇F(xt)‖2

≤ 2σ2

µ2αT
+

(
2ρA

µ2 + 2
)
· 1

T

T−1

∑
t=0
‖Gα(xt, ht)‖2

≤ 2σ2

µ2αT
+

(
2ρA

µ2 + 2
)
· 6[Φ(x0)−Φ∗]/µ + 3 σ2/µ2

αT

=
16[Φ(x0)−Φ∗]/µ + 10 σ2/µ2

αT
,

by (A.25), (A.26) and the choice that ρA = µ2/3. �
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