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Summary 

The brain is a complex network of anatomically connected and perpetually interacting neural 

populations. To comprehensively understand complex brain function, it is necessary to 

investigate the brain across different scales – from cellular and (micro)circuit levels to distinct 

brain networks – and to define relationships among these levels. Noninvasive resting-state 

functional magnetic resonance imaging (rsfMRI) is a common approach used to understand 

intrinsic brain network organization in healthy humans. RsfMRI is also widely utilized to 

investigate altered brain network organization in numerous psychiatric and 

neurodevelopmental disorders. However, the neural basis of brain network organization in 

healthy and diseased brains remains elusive, making it difficult to associate functional 

macroscopic observations with underlying cellular level alterations. The aim of this PhD thesis 

was to bridge this gap. To do so required invasive interventional approaches and controlled 

experimental conditions achievable with animal models. We provide causal insights into how 

altered neuronal signaling of specific cell populations map onto alterations of rsfMRI brain 

network organization, by combining rsfMRI with cell-specific neuromodulation of Designer 

Receptors Exclusively Activated by Designer Drugs (DREADDs) in mice. DREADDs are modified 

G protein coupled receptors insensitive to endogenous ligands but activated by an otherwise 

inert low dose pharmacological agent, allowing targeted control of neuronal signaling. This 

PhD thesis starts with a review of emerging methods to study neuronal activity of the rodent 

brain at the system and network levels and continues with two projects designed to bridge 

the gap between the cellular and network levels.   

 

In the first project we investigated the effects of perturbing the excitation-inhibition (E:I) 

ratio, the putative mechanism in a number of neurodevelopmental disorders, on whole-brain 

functional connectivity (FC) and dynamics. Using DREADDs we increased the E:I ratio either 

by i) overexciting excitatory neurons, or ii) inhibiting inhibitory Parvalbumin (PV) interneurons 

within cortical microcircuits. Conventional FC analyses revealed significant reductions in long-

range functional connectivity within anatomically connected areas, regardless of the E:I 

perturbation approach. Moreover, using an advanced machine learning approach, a trained 

classifier was able to correctly identify regions with perturbed E:I ratio elicited by our DREADD 

manipulation. We further validated the same classifier on an independent cohort 

of Fmr1y/- knockout mice, a mouse model for autism with well-documented loss of PV 

neurons and chronic alterations in E:I. Our findings demonstrate a novel approach towards 

inferring microcircuit abnormalities from macroscopic fMRI measurements. 

 

In the second project we explored the effects of excitation or inhibition of D1 medium spiny 

neurons (MSNs) of the right dorsomedial striatum on brain FC and dynamics. Dynamics of 

each region constituting a striato-thalamic-cortical circuit were assessed using an advanced 

machine learning approach and FC analyses. We showed that modulation of D1 MSNs in the 

striatum propagates through anatomically connected networks, thereby shaping the 
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dynamics of multiple thalamic and cortical regions within an anatomically defined circuit, 

while only perturbing cortico-striatal functional connectivity. Our findings demonstrate a 

complementary approach to FC analyses, which provides rich region-specific information in 

the context of altered brain dynamics. 

 

Finally, some general implications of the major findings are discussed followed by an outlook 

of possible future directions to address open questions. Taken together, our results indicate 

that local cell-specific neuromodulation, whether of cortical or subcortical origin, shapes the 

brain dynamics and functional connectivity of anatomically connected regions, revealing 

distinct patterns of cell-specific neuromodulation across scales.  
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Zusammenfassung 

Das Gehirn ist ein komplexes Netzwerk aus anatomisch verbundenen und ständig 

interagierenden neuronalen Populationen.  Um komplexe Hirnfunktionen umfassend zu 

verstehen, ist es notwendig, das Gehirn auf verschiedene Skalen zu untersuchen - von der 

zellulären (Mikro-)Schaltkreisebene bis hin zu verschiedenen Hirnnetzwerken auf 

makroskopischer Ebene - und deren Beziehungen untereinander zu definieren. Die nicht-

invasive funktionelle Magnetresonanztomographie im Ruhezustand (rsfMRI) ist ein gängiger 

Ansatz, um die intrinsische Netzwerkorganisation des Gehirns bei gesunden Menschen zu 

verstehen. RsfMRI wird auch häufig zur Untersuchung der veränderten Netzwerkorganisation 

des Gehirns bei zahlreichen psychiatrischen und neurologischen Erkrankungen eingesetzt. 

Allerdings ist die neuronale Basis dieser Netzwerkorganisation nach wie vor unbekannt. Es ist 

daher schwierig, funktionelle makroskopische Beobachtungen mit den ihnen 

zugrundeliegenden zellulären Prozessen zu assoziieren. Ziel der vorliegenden Dissertation 

war es, diese Verständnislücke zu schließen. Dies erforderte invasive, interventionelle 

Ansätze und kontrollierte experimentelle Bedingungen, welche so nur im Tiermodel realisiert 

werden können. Durch die Kombination von rsfMRI mit der zellspezifischen Neuromodulation 

von „Designer Receptors Exclusively Activated by Designer Drugs“ (DREADDs) in Mäusen 

konnten kausale Erkenntnisse darüber gewonnen werden, wie eine veränderte neuronale 

Signalübertragung spezifischer Zellpopulationen die Organisation von Gehirnnetzwerken auf 

makroskopischer Ebene beeinflusst. DREADDs sind modifizierte G-Protein-gekoppelte 

Rezeptoren, die unempfindlich gegenüber endogenen Liganden sind, jedoch durch einen 

pharmakologisch inerten, niedrig dosierten Wirkstoff aktiviert werden können. Dadurch wird 

eine gezielte Kontrolle der neuronalen Signalübertragung ermöglicht. Diese Doktorarbeit 

beginnt mit einem Überblick über neue Methoden zur Untersuchung der neuronalen Aktivität 

des Nagetiergehirns auf der System- und Netzwerkebene und präsentiert im Folgenden zwei 

Projekte, welche die Verständislücke zwischen zellulärer und Netzwerkebene schließen 

sollen. 

 

Im ersten Projekt untersuchten wir die Auswirkungen einer Störung der Exzitation-Inhibition 

Balance (E:I), welche vermutlich einer Reihe von neurologischen Entwicklungsstörungen 

zugrunde liegt, auf die funktionelle Konnektivität (FC) und Dynamik des gesamten Gehirns. 

Mit Hilfe von DREADDs erhöhten wir das E:I-Verhältnis entweder durch i) Übererregung von 

exzitatorischen Neuronen oder ii) Hemmung von inhibitorischen Parvalbumin (PV)-

Interneuronen innerhalb kortikaler Mikroschaltkreise. Konventionelle FC-Analysen zeigten 

signifikante Reduktionen der funktionellen Fernkonnektivität innerhalb anatomisch 

verbundener Areale, unabhängig vom angewendeten E:I-Störungsansatz. Desweiteren war 

ein auf maschinellem Lernen basierter (ML-Ansatz) Klassifikator in der Lage, Regionen mit 

gestörtem E:I-Verhältnis aufgrund unserer DREADD-Manipulation korrekt zu identifizieren. 

Wir validierten diesen Klassifikator an einer unabhängigen Kohorte von Fmr1y/- Knockout-

Mäusen, welche als ein murines Autismus-Modell mit gut dokumentiertem Verlust von PV-
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Neuronen und chronischen Veränderungen der E:I gelten. Unsere Ergebnisse zeigen einen 

neuartigen Ansatz, um aus makroskopischen fMRI-Messungen auf Anomalien der 

Mikroschaltkreise zu schließen. 

 

Im zweiten Projekt untersuchten wir die Auswirkungen der Erregung oder Hemmung von 

mittelgrossen dornentragenden Projektionsneuronen des Typs D1 (MSNs) des rechten 

dorsomedialen Striatums auf die funktionelle Konnektivität und Dynamik des Gehirns. Die 

Dynamik jeder Region, die einen striato-thalamisch-kortikalen Schaltkreis bildet, wurde 

hierbei mit Hilfe eines ML-Ansatzes und FC-Analysen bewertet. Wir konnten zeigen, dass sich 

die Modulation von D1 MSNs im Striatum durch anatomisch verbundene Netzwerke 

ausbreitet und dadurch die Dynamik mehrerer thalamischer und kortikaler Regionen 

innerhalb eines anatomisch klar definierten Schaltkreises beeinflusst, während sie nur die 

kortiko-striatale funktionelle Konnektivität stört. Unsere Ergebnisse zeigen einen 

komplementären Ansatz zu FC-Analysen auf, der wertvolle, regionsspezifische Informationen 

im Kontext der veränderten Hirndynamik liefern kann. 

 

Abschließend diskutiere ich einige allgemeine Implikationen der wichtigsten Ergebnisse, 

gefolgt von einem Ausblick auf mögliche zukünftige Forschungsschwerpunkte, um offene 

Fragen zu klären. Zusammengefasst deuten unsere Ergebnisse darauf hin, dass lokale 

zellspezifische Neuromodulation, unabhängig davon ob sie kortikalen oder subkortikalen 

Ursprungs ist, die Hirndynamik und funktionelle Konnektivität anatomisch verbundener 

Regionen prägt und dabei über die verschiedenen Skalen hinweg unterschiedliche Muster 

zellspezifischer Neuromodulation aufzeigt. 
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     CHAPTER 1 

 Introduction 

1.1. Motivation 

The mammalian brain is a complex network of anatomically connected, perpetually 

interacting neuronal populations and supporting cells, which together form a structural 

foundation underlying neuronal function and complex behavior (Seung, 2012). With current 

advances in experimental tools and techniques, it is possible to study behavioral function at 

the level of anatomically distinct cell populations. However, it is rarely the case that complex 

behavior is solely regulated by a single brain region but rather through the interplay of a 

number of anatomically connected brain regions that form specialized circuits. Consequently, 

neuroscience is shifting away from only identifying the function of single brain regions, 

towards deciphering brain function within the context of complex dynamic brain networks 

(Sporns, 2011). A comprehensive understanding of the complex function of brain networks 

involves investigating the brain from the microscale (single neuron connections) to the 

mesoscale (neural populations forming local functional circuits) and macroscale (anatomically 

distinct brain regions) levels and defining relationships among them.  

 

Measuring neural activity and relating it to complex network dynamics and ultimately 

behavior remains one of the central challenges in contemporary neuroscience. In humans, 

resting-state functional magnetic resonance imaging (rsfMRI) is the method of choice for 

estimating activity interdependences between brain networks. Since its onset in the mid 

1990s, human rsfMRI has been an indispensable tool in understanding the workings of the 

healthy and pathological brain (Rosen and Savoy, 2012). RsfMRI examines temporal 

correlations of slow (<0.1Hz) fluctuations intrinsically generated by the brain at rest. While 

indirectly capturing the neuronal activity of the brain, these fluctuations form spatial patterns 

of correlated network activity, that reveal the brain’s intrinsic functional architecture (Fox and 

Raichle, 2007). Resting-state networks exhibit high functional connectivity, are anatomically 

specific and have been shown to be sensitive to a variety of neurodevelopmental and 

psychiatric diseases, by displaying altered brain connectivity. In order to understand the 

pathobiology of diseases in humans, emphasis has been placed on finding rsfMRI biomarkers 

which could help quantify altered brain connectivity linked to an individual’s disease state 

(Hohenfeld et al., 2018, Jack, 2018). While an increasing number of studies describe rsfMRI 

biomarkers at the pathological level (Gomez-Ramirez and Wu, 2014, Wager and Woo, 2017), 

mechanistic insights into how altered neuronal signaling of specific cell populations map onto 

alterations of rsfMRI connectivity are limited. In this PhD thesis, we bridge this gap by 

combining rsfMRI with chemogenetic neuromodulation in mouse. 

 

Chemogenetics such as Designer Receptors Exclusively Activated by Designer Drugs 

(DREADDs), enable selective and controlled pharmacological neuromodulation of specific 

cells or circuits of the mouse brain. They are a powerful tool for targeted control of neuronal 
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signaling that can be leveraged towards more translational applications (English and Roth, 

2015). RsfMRI as a translational noninvasive tool has found broad applications within the 

animal neuroimaging community (Mandino et al., 2020). Mouse rsfMRI studies have revealed 

resting-state networks with similar properties as those in the human brain, making it a 

promising translational model for studying physiological networks. In this thesis, we combine 

these two modalities to investigate the effects of cell-specific neuromodulation on whole-

brain network dynamics. The goal of this thesis is to establish a causal link between cellular 

perturbations at the microscale and brain network dynamics at the macroscale, and 

potentially provide new insights for advancing neuroimaging as a tool, in the context of future 

clinical applications. 

 

The remainder of this chapter provides an overview of rsfMRI with a focus on resting-state 

functional connectivity followed by a description of chemogenetic neuromodulation, before 

outlining the benefits of combining rodent rsfMRI with chemogenetics. Finally, excitation: 

inhibition (E:I) balance and basal ganglia are briefly introduced before the specific aims of this 

thesis and chapter overviews are provided. 

 

1.2. Resting-state functional magnetic resonance imaging (rsfMRI)   

In 1990, Ogawa and colleagues investigated responses to a physiological stimulus in rodent 

brains and reported that functional brain mapping was possible using venous blood 

oxygenation level-dependent (BOLD) magnetic resonance imaging (MRI) contrast (Ogawa et 

al., 1990a, Ogawa et al., 1990b). This BOLD contrast is the basis of functional MRI and relies 

on the magnetic properties of the hemoglobin, which is based on alterations in levels of 

deoxygenated and oxygenated blood resulting from neural activity (Buxton, 2013).  

 

Neural activity propagates via synaptic transmission of action potentials, mediated by the 

release of neurotransmitters from the presynaptic terminals across the synaptic gap. 

Released neurotransmitters bind to postsynaptic receptors of the neighboring neuron 

resulting in the generation of postsynaptic potentials which travel further down the axon of 

that neuron. Propagation of neural activity is an energy-consuming process which requires a 

constant supply of nutrients through the dense vasculature of the brain. An increase in neural 

activity leads to an increased demand of oxygen and glucose, resulting in a local up-regulation 

of glucose metabolism, cerebral metabolic rate of oxygen consumption (CMRO2) and cerebral 

blood flow (CBF). While CBF changes and glucose metabolism are closely coupled, the CBF 

increase upon neural activation surpasses the increase in CMRO2 (Fox and Raichle, 1986), 

leading to a net increase of oxygenated hemoglobin present in the blood. This hemodynamic 

effect which arises from a mismatch between CBF increase and CMRO2 change is the basis of 

the BOLD signal (Buxton, 2013). A summary of the BOLD signal generation can be found in 

Box 1.1. 



Chapter 1. Introduction 

3 
 

The first researchers to show that brain activity is related to fluctuations of the BOLD signal 

applied visual and motor stimulus paradigms. To visualize areas responsive to those stimuli, 

the BOLD signal was measured relative to a baseline condition (Kwong et al., 1992). This 

seminal work led to a development and widespread use of task-based fMRI to study the 

human brain (Barch et al., 2013). However, in 1995 Biswal and colleagues (Biswal et al., 1995) 

illustrated that the slow (<0.1 Hz) spontaneous BOLD fluctuations in the right and left motor 

areas are temporally correlated, without performing any tasks. This is the first report of task-

free BOLD-fMRI, denoted by many as resting-state fMRI (rsfMRI). 

 

Box 1.1. Summary of BOLD signal generation 

Intrinsic magnetic properties of the blood are used for BOLD signal generation. Local neural activation 

triggers an increase in the ratio of oxygenated vs deoxygenated hemoglobin, whose distinct magnetic 

properties give rise to the BOLD signal. Oxygenated hemoglobin is diamagnetic i.e., it does not affect 

the MR magnetic field leading to no signal intensity loss.  It is the paramagnetic properties of the 

deoxyhemoglobin that cause magnetic susceptibility inside blood vessels and surrounding tissue, thus 

affecting the magnetic field and increasing T2* relaxation times. T2* relaxation time is a time constant 

used to measure the decay of the MRI signal that arises within the tissue of interest. Local increase in 

neural activity leads to an over-compensatory increase of regional CBF, which decreases the relative 

amount of deoxygenated hemoglobin leading to a slower T2* relaxation time and local increase in 

signal intensity. MRI sequences that enhance the T2* contrast and enable fast image acquisition, such 

as gradient-echo echo planar imaging (GRE-EPI) are often used for studying hemodynamic responses 

to neuronal activation (Chavhan et al., 2009). The GRE-EPI sequence has been applied in all the rsfMRI 

studies covered in this thesis.  

 

Resting-state fMRI is a common noninvasive imaging modality capable of measuring human 

brain activity at a spatial resolution typically around 3mm and a temporal resolution of around 

1s. Resting-state BOLD signals fluctuate in the slow frequency range (<0.1 Hz). They indirectly 

reflect spontaneous neuronal activity, which is intrinsically generated by the brain in the 

absence of any specific task or stimulus, i.e. during rest (Fox and Raichle, 2007).  

 

With the expansion of resting-state fMRI came the need to study the origins of spontaneous 

BOLD signal fluctuations. Human resting-state networks were validated using 

magnetoencephalography (MEG), a modality that bypasses the hemodynamic response and 

measures magnetic fields induced by synchronized current flow in neuronal assembles. This 

method displayed spatially similar resting-state networks compared to networks derived 

from rsfMRI, thus confirming their neuronal basis (Brookes et al., 2011). Several research 

groups independently focused on combining rodent rsfMRI with a direct measurement of 

neuronal and astrocytic activity via optical fluorescent calcium imaging. These studies reveal 

strong coupling of the neuronal and astrocytic calcium signals with rsfMRI BOLD responses 

(Schlegel et al., 2018, Tong et al., 2019). Recent work also in mice illustrated that ultra-slow 

oscillations of neuronal activity entrain fluctuations in arteriole diameter which are further 
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reflected in the resting-state BOLD signal (Mateo et al., 2017), thus, indicating its neuronal 

basis. 

 

Resting-state BOLD signals are usually examined by investigating their temporally correlated 

patterns across the brain using functional connectivity analysis (Chen et al., 2020a). 

Functional connectivity (FC) describes the relationship between spontaneous BOLD 

fluctuations of distinct brain regions and reflects the level of functional communication 

between them. It is  routinely calculated by using the Pearson correlation coefficient to assess 

the statistical interdependences between pairs of regions (van den Heuvel and Hulshoff Pol, 

2010). A brief summary of the most common methods used to analyze the rsfMRI data can 

be found in Box 1.2. 

 

Box 1.2. Common methods to analyze rsfMRI data 

Prior to analyzing rsfMRI data a number of preprocessing steps are performed. There is usually more 

than one way (i.e., more than one algorithm) for performing each of the steps, thus preprocessing 

rsfMRI steps are not standardized and the individual details frequently vary across research groups. 

However, the most common steps include: 1) Motion correction which accounts for any slight 

movements during the scan, usually lower than 1-2 voxels (if the motion is larger, it is recommended 

to reject the entire dataset). 2) Filtering the data with a high pass filter in order to remove low 

frequency fluctuations arising from the system hardware. 3) Spatial smoothening to improve signal to 

noise ratio. 4) Co-registration to an anatomical reference template to allow group-level analyses. 

Common methods to analyze rsfMRI data can be divided into data-driven and hypothesis-driven 

methods. The most widely used data-driven method is independent component analysis (ICA).  

ICA is a multivariate method aimed at reducing the data into a set of maps displaying regions that 

exhibit similar spatiotemporal patterns. This is followed by sorting the components into known brain 

networks, or artefacts arising from cardiovascular effects, respiration or motion. 

The oldest and most commonly applied hypothesis-driven method to analyze rsfMRI data is referred 

to as seed-based analysis. A region-of-interest (ROI; i.e., seed) is chosen, which is based on an a priori 

hypothesis. Time-series extracted from the ROI are linearly correlated with the rest of the ROIs or 

voxels of the brain. The result is a map of the brain, where stronger correlations between the seed 

region with the rest of the brain imply higher functional connectivity. 

 

1.2.1 Resting-state functional connectivity in humans 

The human brain is a complex network of structurally interconnected regions that 

continuously communicate with one another. This functional communication has resulted in 

the identification of a number of robust resting-state networks. Perhaps the most widely 

studied one is the default mode network (DMN), consisting of distinct regions distributed 

across the cortex (from ventromedial and lateral prefrontal, posteromedial and inferior 

parietal to lateral and medial temporal regions) (Greicius et al., 2003) and subcortical regions 

such as basal forebrain and thalamus (Alves et al., 2019). The DMN is considered the 

backbone of cortical integration (Kernbach et al., 2018). Its regions display decreased 

activation during attention-demanding tasks and are strongly negatively correlated with task-
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positive (regions activated during a task) networks, such as visual and somatosensory 

networks (Heine et al., 2012). By examining the temporal correlations between brain voxels 

at rest, a number of other robust resting-state networks were identified, including, auditory, 

visual, motor, and others (Chen et al., 2020a). Generally, these resting-state networks are 

defined by anatomically relevant structures that maintain, in their resting state, a significant 

degree of temporal coherence in their spontaneous activity (Fox and Raichle, 2007, Corbetta 

et al., 2008, van den Heuvel and Hulshoff Pol, 2010). Resting-state networks exhibit high 

functional connectivity and have been shown to be remarkably reproducible within and 

across healthy individuals (Fox and Raichle, 2007, Chen et al., 2020a). A representative list of 

human brain networks detectable by resting-state fMRI is shown in Figure 1.1. 

 

 
Figure 1.1. The resting-state networks commonly found in humans. Cortical resting-state networks modified 

from (Smith et al., 2009). Default mode network includes medial parietal cingulate, inferior-lateral-parietal and 

ventromedial frontal cortex. Sensorimotor network includes supplementary motor area, sensorimotor cortex and 

secondary somatosensory cortex. Auditory network includes the superior temporal gyrus, Heschl’s gyrus and 

posterior insular. Medial-frontal network includes anterior cingulate and paracingulate. Frontoparietal network 

includes several frontoparietal areas including Broca’s and Wernicke’s areas. Resting-state networks were 

obtained using independent component analysis. 

 

Perhaps more important than the functional organization of the healthy human brain is the 

fact that resting-state networks are sensitive to a variety of neurodevelopmental and 

psychiatric diseases, such as Autism Spectrum Disorder (ASD) (Hull et al., 2016), depression 

(Karim et al., 2017), and schizophrenia (Kraguljac et al., 2016), to name a few, rendering 

rsfMRI a potentially valuable tool for diagnostic purposes (Gomez-Ramirez and Wu, 2014, 

Wager and Woo, 2017). Interestingly, since its discovery in the mid 90s till 2010, over 20 

disease states have been investigated using rsfMRI, including all major neurological and 

psychiatric diseases (e.g. ASD, Alzheimer’s, Parkinson’s, etc.) (Fox and Greicius, 2010) and this 

trend continues until today (Jack, 2018, Wolters et al., 2019, Jalilianhasanpour et al., 2019, 

Hohenfeld et al., 2018). Earlier studies focused mostly on FC comparisons between the 

healthy and unhealthy groups, revealing some type of aberrant connectivity in the unhealthy 

group (Hohenfeld et al., 2018). Recent studies are more diverse in the types of analyses 

chosen to assess rsfMRI and in addition to the conventional FC, include graph theory analyses, 
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machine learning classification, etc., (Jack, 2018, Kazeminejad and Sotero, 2019). Because 

rsfMRI is noninvasive, painless and requires minimal patient compliance, its use in clinical 

applications is directed towards finding reproducible biomarkers for obtaining diagnostic and 

prognostic information linked with the disease (Fox and Greicius, 2010).  Machine learning is 

one of the analyses deployed to investigate the diagnostic value of rsfMRI to find 

neuroimaging-based biomarkers of distinct brain disorders. This has resulted in rsfMRI 

becoming one of the prevalent methods used to study the function of the human brain in 

health and disease. An example that demonstrates the importance of the rsfMRI signal is the 

existence of a number of research projects aimed at collecting large amounts of rsfMRI data 

across different institutions (Smith and Nichols, 2018), such as Human Connectome Project 

(Van Essen et al., 2013), UK Biobank (Miller et al., 2016) and many more (Horien et al., 2021). 

 

1.2.2 Resting-state functional connectivity in mice 

The noninvasive and task-free nature of rsfMRI allows a cross species comparison of neuronal 

activity of the brain, rendering rsfMRI a potentially suitable translational tool. The mouse 

brain is roughly three orders of magnitude smaller than the human brain, which constitutes 

a challenge in terms of achievable signal-to-noise (SNR) ratio in the scanner. SNR can be 

increased either by increasing the signal or decreasing the noise. Ultrahigh-field MR systems 

improve the signal achievable but introduce image artefacts due to magnetic field 

inhomogeneities. This can be overcome with the use of cryogenic coils, which are cooled to 

30K to reduce thermal noise from the electronic equipment, thus increasing the SNR in the 

order of 2.5 (Baltes et al., 2009). These technical advances have notably contributed to 

increasing the accuracy of the rsfMRI measurements in mice, a critical factor for conducting 

functional connectivity studies.  

 

One common practice in mouse rsfMRI experiments is to use low-dose anesthetics in order 

to reduce animal distress and help restrain animals. This has prompted thorough research 

into evaluating various doses of different anesthetics on the FC of the mouse brain (Grandjean 

et al., 2014a, Nasrallah et al., 2014, Bukhari et al., 2017, Reimann and Niendorf, 2020). 

Medetomidine (Nasrallah et al., 2014, Grandjean et al., 2014a), isoflurane (Grandjean et al., 

2014a), halothane (Sforazzini et al., 2014, Liska et al., 2015), or a combination of 

medetomidine/isoflurane (Grandjean et al., 2014a, Zerbi et al., 2019a) are among the most 

common anesthetics used for rsfMRI studies in mice (Reimann and Niendorf, 2020). While 

the effects of these anesthetics on FC may differ, recent work from Grandjean and colleagues 

showed that regardless of the anesthetic protocols applied during scanning (referring to the 

four mentioned above), the resting-state networks were shown to be comparable in a multi-

center comparison approach. Specifically, they analyzed 17 mouse rsfMRI datasets (consisting 

of 15 scans each) obtained from different institutions with various anesthesia protocols and 

illustrated the presence of network-specific functional connectivity in all datasets (Grandjean 

et al., 2020). This indicates to some extent that network properties are retained between 
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different conditions and illustrates the importance of proper sedation protocols for obtaining 

reliable functional connectivity results. 

 

With ultrahigh MR systems, optimal anesthesia protocols and identical analytical methods as 

used in human rsfMRI work, researchers have identified a number of mouse resting-state 

brain networks. These networks display identical properties to the networks reported in 

humans, indicating an evolutional preservation (Chuang and Nasrallah, 2017, Gozzi and 

Schwarz, 2016, Zerbi et al., 2015, Sforazzini et al., 2014, Nasrallah et al., 2014, Jonckers et al., 

2011). A plausible default mode network homologue of the human DMN was also identified 

(Sforazzini et al., 2014, Stafford et al., 2014, Zerbi et al., 2015). Stafford and colleagues (2014) 

used seed-based analysis independently in humans, macaques, and mice to identify the DMN. 

In each species, the seed was placed in the identical region identified as part of the DMN in 

humans (RSP – retrosplenial area). Results indicate overlapping regions of mouse DMN with 

human and macaque DMN (anterior cingulate, orbitofrontal and parietal areas), followed also 

by a presence of primary visual and somatosensory areas not identified in the primate brain 

(Stafford et al., 2014). While some areas of DMN are conserved across species, others such 

as posterior cingulate cortex do not have a clear correlate in the mouse. By applying identical 

analytical methods as for human rsfMRI network analysis, additional mouse resting-state 

networks identified include visual, somatosensory, motor, basal ganglia, and hippocampus 

(Zerbi et al., 2015, Grandjean et al., 2017b, Liska et al., 2015). A representative list of mouse 

brain networks is illustrated in Figure 1.2. 

 

 
Figure 1.2. The resting-state networks commonly found in mice. Mouse resting-state networks modified from 

(Grandjean et al., 2017b). Resting-state networks were obtained using independent component analysis.  

 

Hence, with the availability of analogous measurement methods, the presence of 

evolutionary-conserved and mutually interconnected functional networks, the mouse is a 
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promising translational model to understand the neural basis of brain structures and 

functions in health and disease. The availability of genetically modified (transgenic) mouse 

animal models of human diseases, such as fmr1-/y knockout mice, associated with the Fragile 

X Syndrome (FXS) (Kazdoba et al., 2014), or mice lacking CNTNAP2 gene shown to be 

implicated in ASD (Penagarikano et al., 2011), also adds to their translational potential. 

Transgenic animal models allow studying the underlying repercussions of functional loss of 

genes on brain FC and allow assessing the efficiency of pharmacological compounds in 

ameliorating molecular and functional phenotypes of the disease (Zerbi et al., 2019b). A brief 

overview of rodent rsfMRI in shaping our understudying of the brain has recently been 

reviewed (as a part of an invited review paper) and can be found in chapter 2, section 2.2. 

 

1.3. Chemogenetic brain neuromodulation  

Brain neuromodulation allows insight into the architecture of the cellular organization that 

enables neuronal function and ultimately complex behavior. The first attempts to ‘remotely 

control’ neuronal signaling date back to the 1980s. However, most of the chemicals produced 

were found to be unstable in vivo. Only recently has research overcome this obstacle and 

enabled the control of neuronal activity in vivo (Rogan and Roth, 2011). Namely, the two most 

widely applied techniques that allow in vivo neuromodulation of brain neurons in type- and 

region-specific ways are optogenetics and chemogenetics, which have been around since 

2005 and 2007, respectively (Boyden et al., 2005, Armbruster et al., 2007). 

 

The developments of optogenetics and chemogenetics have revolutionized systems 

neuroscience by allowing targeted inhibition and excitation of specific neuronal 

subpopulations in distinct brain regions (Vlasov et al., 2018). For optogenetics, a light-

sensitive ion channel is expressed in a targeted neuron and a permanent intracranial implant 

is used to deliver light pulses, which allow either neuronal depolarization or hyperpolarization 

of targeted neurons. Optogenetics allow precise temporal resolution at the millisecond 

timescale, by a regulated delivery of light pulses (Boyden et al., 2005). For chemogenetics, 

the most widely applied are DREADDs i.e., Designer Receptors Exclusively Activated by 

Designer Drugs. As DREADDs were chosen to modulate neuronal activity in this PhD thesis, 

the rest of this section focuses on them. 

 

DREADDs are “engineered” muscarinic G protein coupled receptors, who lost the ability to 

respond to their native ligand acetylcholine and gained the ability to respond to an inert 

compound with nanomolar potencies. G protein coupled receptors (GPCRs) represent the 

largest family of membranous signaling molecules, they recognize an incredible variety of 

ligands (i.e., hormones, neurotransmitters, lipids, etc.) and play an essential role in 

modulating cellular transmembrane signaling (Allen and Roth, 2011, Zhu and Roth, 2015). 

Using directed molecular evolution in yeast, a synthetic process that mimics the process of 

natural selection to evolve molecules to have desired properties, muscarinic receptors 

eventually evolved to be insensitive to acetylcholine and activated by nanomolar 
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concentrations of pharmacologically inert clozapine metabolite - clozapine-N-oxide (CNO) 

(Rogan and Roth, 2011). These “engineered” receptors, termed as DREADDs, had minimal 

constitutive (basal) activity in vitro and in vivo, even when expressed at high levels in neurons 

(Alexander et al., 2009, Armbruster et al., 2007).  

 

In the neurosciences, since the first description of the technology, two (out of four) DREADDs 

are most commonly used, and each can precisely control one of the two major GPCR signaling 

pathways: i) hM3Dq, modified M3 muscarinic receptor which couples to Gq signaling leading 

to PLC (enzyme phospholipase C) stimulation followed by consequent release of intracellular 

calcium and neuronal activation (Fig. 1.3, left); ii) hM4Di, modified M4 muscarinic receptor 

which couples to Gi signaling leading to inhibition of voltage-gated calcium channels, which 

hyperpolarizes the neuronal membrane (Fig. 1.3, right) (Urban and Roth, 2015, Roth, 2016). 

The third major GPCR signaling pathway (Gs) can be modulated by another rM3Ds or GsD 

DREADD evolved from a rat M3 muscarinic receptor (Roth, 2016). Finally, a fourth type of 

DREADD actively used in vivo is a -opioid receptor (KORD) activated through binding the 

ligand Salvinorin B, which results in the inhibition of neuronal activity via Gi signaling (Vardy 

et al., 2015). The benefit of using KORD is that it can be combined with hM3Dq in the same 

animal, for bidirectional control of neuronal activity (Vardy et al., 2015).  

 

Spatiotemporal control of DREADD expression can be achieved either with the use of 

transgenic animals or via local infusions of a viral vector carrying the DREADD transgene. 

Specifically, generated transgenic mice expressing GsD DREADD under the direct control of 

the adenosine 2A receptor gene (Adora2a) were used to mimic the activation of Gs signaling 

in Adora2a-expressing neurons in a noninvasive manner (Farrell et al., 2013). Giorgi and 

colleagues also generated a transgenic mouse, who expressed hM3Dq in the serotonin-

producing neurons (Giorgi et al., 2017). The advantage of transgenic mouse lines over viral 

vectors is that in viral vectors only a subset of cells is transfected while, in transgenic animals 

virtually all cells of interest will express the DREADD. However, the approach of generating 

transgenic animals is rather tedious and can lead to problems if the DREADD is expressed 

outside the region of interest (ROI) (Cassataro et al., 2014).  
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Figure 1.3. Schematic illustration of the steps leading to neuronal activation/inhibition using hM3Dq/hM4Di 

DREADDs. Top of the image displays a viral construct injected into the ROI followed below by events that trigger 

activation of hM3Dq (left) and hM4Di (right). Briefly, hM3Dq is activated by binding CNO/clozapine, which causes 

activation of Gq signaling pathway leading to stimulation of phospholipase C (PLC), which catalyzes the 

conversion of phosphatidylinositol 4,5-bisphosphate (PIP2) to 1,2-diacylglycerol (DAG) and inositol 1,4,5-

trisphosphate (IP3). Both DAG and IP3 possess second messenger functions: the former stimulates various forms 

of protein kinase C(PKC) whereas the latter binds to its receptors to trigger the release of Ca2+ from intracellular 

stores leading to neuronal firing. HM4Di is activated by binding CNO/clozapine leading to activation of the Gi 

signaling pathway, which causes inhibition of adenylyl cyclase (AC), resulting in decreased intracellular cAMP 

levels. Since both EPAC and protein kinase A (PKA) are activated by cAMP, the ligand’s action at hM4Dq inhibits 

EPAC and PKA downstream signaling (Rogan and Roth, 2011, Vlasov et al., 2018, Atasoy and Sternson, 2018). 

Infusions of the viral vectors in the ROI are a more common approach and can be achieved 

either by directly injecting a viral vector into the ROI or by cre-lox recombination system, as 

most widely applied. Cre-lox system involves a virus initially containing a Cre-dependent 

‘FLEX’ or ‘DIO’ cassettes with the transgene of interest in a reverse (i.e., inactive) orientation. 

Using this approach, it is possible to target cells based on their projection patterns, in a circuit-

specific way, by injecting a Cre-dependent virus near the somata of the cells of interest and a 

retrograde Cre vector near the axon terminals. However, a more common method is to use 

transgenic mouse lines that express Cre in a subset of cells of interest (Cassataro and Sjulson, 

2015, Michaelides and Hurd, 2016, Roth, 2016). A commonly used vector is the adeno-

associated viral (AAV) vector because of its low toxicity, high transduction efficiency, high 
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availability, low cost, and existence of various serotypes which differ in their tropism (Zhu and 

Roth, 2015). 

 

To remotely activate DREADDs, CNO is administered either by an intraperitoneal or 

intravenous injection or in water/food pellets for longitudinal DREADD activation. It passes 

the blood-brain barrier, takes minutes to act, and lasts up to 2 hours (Wess et al., 2013). 

However, recent studies have shown that CNO has low in vivo affinity for DREADDs and back 

metabolizes to clozapine, which then readily passes the blood brain barrier to activate the 

DREADDs (Gomez et al., 2017, Manvich et al., 2018). Clozapine is an approved drug for 

schizophrenia in humans with high affinity for a number of serotonin, dopamine, muscarinic 

and adrenergic receptors (Allen and Roth, 2011). Nonetheless, Gomez and colleagues have 

demonstrated that clozapine has a high affinity and potency for DREADD receptors showing 

that doses below 0.1 mg/kg only activate the DREADDs and no other native receptors (Gomez 

et al., 2017). While this can be regarded as a potential limitation for using the DREADD 

technology, it also emphasizes the need for appropriate control groups, preferably ones that 

receive CNO/clozapine but not the DREADDs (Manvich et al., 2018). As of recently, new 

ligands have been suggested as an alternative to CNO, however their comprehensive 

reproducible characterisation in vivo is still ongoing (Thompson et al., 2018, Goutaudier et al., 

2019, Bonaventura et al., 2019).  

 

Overall, DREADD technology has provided neuroscientists with powerful novel tools to map 

neuronal circuits underlying brain function. DREADDs provide noninvasive, multiplexed, and 

reversible spatiotemporal control of specific neurons/brain circuits without any specialized 

equipment. Consequently, they have been extensively used to deconstruct behaviour, such 

as pain, mood, learning, memory, feeding, addiction and reward-guided behaviours (Wess et 

al., 2013, Smith et al., 2016, Whissell et al., 2016). Studies have also focused on using 

DREADDs to dissect the circuitry within animal models of human diseases, such as ASD, 

schizophrenia and Alzheimer’s disease (Whissell et al., 2016). As an example, DREADD specific 

activation of oxytocin-expressing neurons of the hypothalamus successfully ameliorated 

impaired social behaviour in an ASD transgenic mouse model lacking CNTNAP2 gene (gene 

linked with impaired social behavior) (Peñagarikano et al., 2015). As DREADDs have begun to 

illuminate the underlying neuronal circuitry of numerous behaviours and disorders, there is 

growing interest in developing chemogenetic systems suitable for therapeutic applications in 

humans (English and Roth, 2015).  

 

1.4. Chemogenetic neuromodulation combined with resting-state fMRI in mouse 

Combining chemogenetic neuromodulation with rsfMRI provides unique benefits (Fig. 1.4) in 

studying functional brain network dynamics, as it allows the combination of translational 

aspects of rsfMRI with the versatility of neuromodulation at the cellular level. The benefit of 

such an approach lies in its potential to mechanistically link macroscale patterns with their 

underlying neuronal activity, by identifying how neuromodulated cellular activity maps onto 
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specific alterations of large-scale network activity. Understanding this mechanistic link 

between scales could benefit human resting-state fMRI studies which focus on finding unique 

and reproducible biomarkers of psychological and neurodevelopmental diseases. 

 

 
Figure 1.4. Schematic illustration of the potential benefit of causal perturbations. Neuromodulation of mouse 

cellular or circuit systems leads to causal perturbations of brain networks, thus bridging the micro- and 

macroscales within the mouse brain. Causal perturbations within mouse brain networks can potentially provide 

insight into perturbed neuroanatomically comparable human networks. 

 

Resting-state fMRI research provides insights into the intrinsic functional organisation of the 

human brain and its dysfunctions caused by various disorders. Aberrant brain connectivity 

has also been characterized in mouse models of human disease, with a goal of establishing 

causal pathological contributions between specific disease-associated genetic variants and 

macroscopic connectivity. For example, we and others have demonstrated that genetically 

modified mouse models of Autism Spectrum Disorder (ASD) display aberrant whole-brain 

functional connectivity (Chelini et al., 2019, Liska et al., 2018, Pagani et al., 2018, Zerbi et al., 

2018). A number of comparative studies across the two species have also been performed. 

The effects on brain connectivity were assessed in autism-associated single gene disorder 

(NF1) in children and transgenic mice. Similar alterations in cortical and cortico-striatal 

functional connectivity were observed across both species (Shofty et al., 2019). Furthermore, 

another autism-associated gene deletion (16p11.2) led to impaired long-range prefrontal 

connectivity in both humans and transgenic mouse models (Bertero et al., 2018). 

Homogeneous whole-brain functional network changes inferred from such comparative 

studies across the two species yield an understanding of macroscopic changes in brain 

connectivity. However, a deeper understanding of the origins and the significance of these 

macroscopic changes are greatly complicated by our limited understanding of the 

neurobiological foundations of macroscale functional connectivity. As long as the neural basis 

underlying the functions and dysfunctions of networks remain unclear, it will be difficult to 

associate macroscopic observations with underlying neurophysiological changes. Bridging 

this gap requires interventional approaches and controlled experimental conditions only 

achievable with animal models. Hence, mouse models hold considerable promise in this 

regard, because of the possibilities to i) measure mouse brain function at the macroscale with 

a method available to human research, ii) neuromodulate cell or circuit function at the 
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microscale and iii) establish a causal link between i) and ii). The work presented in this thesis 

investigates this causal link by probing the effects of controlled cell-specific neuromodulation 

induced by DREADDs on whole-brain connectivity and dynamics measured by rsfMRI. The 

ultimate goal of this work is to understand the biological underpinnings of neural network 

dynamics and potentially provide new insights for advancing neuroimaging as a tool, in the 

context of future clinical applications.  

 

1.5. Cortical excitation - inhibition (E:I) balance  

Glutamatergic pyramidal neurons are the principal type of excitatory cells in cortex and 

comprise approximately 70 - 90 % of all the neurons in cortex. GABAergic (inhibitory) 

interneurons are highly diverse but comprise of only about 12% of all neurons in cortex 

(Feldmeyer et al., 2018) and are divided into three different subtypes, i) fast spiking cells that 

target the cell bodies of excitatory neurons and coexpress the calcium-binding protein 

parvalbumin (PV), ii) low-threshold spiking cells that coexpress the peptide somatostatin 

(SST), and iii) sparse dendrite targeting cells that coexpress vasoactive intestinal peptide (VIP) 

(Cardin, 2018). GABAergic activity is crucial for entrainment of oscillatory activity across a 

neuronal population by regulating precise temporal patterns in the local circuit. PV cells are 

the most abundant type of interneuron and converging evidence suggests that they are 

important for promoting synchronized firing within pyramidal cell populations (Bartos et al., 

2007, Cardin et al., 2009, Sohal and Rubenstein, 2019, Roux and Buzsaki, 2015). Synchronized 

firing is maintained through multiple cellular mechanisms which bring about temporally 

coordinated (balanced) activity of excitatory and inhibitory neurons. This balance of 

excitation and inhibition (E:I) is fundamental for in vivo network activity and its stability 

(Dehghani et al., 2016, He et al., 2018). The importance of balanced E:I was first suggested 

theoretically (van Vreeswijk and Sompolinsky, 1996) and later confirmed experimentally in 

vivo (Haider et al., 2006).  

 

In 2003 Rubenstein and Merzenich hypothesized that some forms of ASD might be caused by 

changing circuit’s E:I balance (Rubenstein and Merzenich, 2003). Since then, it has been 

shown that E:I imbalance is implicated in multiple brain disorders, including ASD and 

Schizophrenia (Selten et al., 2018). Numerous autism mouse models have been used to 

investigate candidate mechanisms in causing this E:I imbalances (Lee et al., 2017). Couple of 

those mechanisms suggest that increased E:I ratio can be attributed to depletion of 

GABAergic interneurons as well as increased intrinsic neuronal excitability (Lee et al., 2017). 

Since E:I imbalance has a significant role in multiple brain disorders, the first project of this 

thesis focused on acutely increasing E:I ratio to investigate its effects on macroscopic BOLD 

fluctuations.  
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1.6. The basal ganglia 

The basal ganglia are a set of deep forebrain nuclei consisting of striatum, the external and 

internal globus pallidus (GPe/i), the subthalamic nucleus (STN) and the substantia nigra pars 

compacta and pars reticulata (SNc/r). The striatum is a main input structure of the basal 

ganglia, and receives glutamatergic inputs from cortical, thalamic and limbic regions 

combined with dopaminergic input from the midbrain, thus acting as an integrative hub that 

assists in the selection of optimal behaviors (Reig and Silberberg, 2014, Nelson and Kreitzer, 

2014). The classical models of basal ganglia circuitry (Albin et al., 1989) propose that this 

optimal behavior results from the interplay of two sub circuits, the direct and indirect 

pathways, which originate from two different subpopulations of GABAergic medium spiny 

neurons (MSNs): i) dopamine D1 receptor-expressing MSNs that constitute the striatonigral 

or direct pathway, and ii) dopamine D2 receptor-expressing MSNs that constitute the 

striatopallidal or indirect pathway. In the context of movement, the direct pathway promotes 

movements by actively inhibiting two GABAergic output nuclei - GPi and SNr - which in turn 

project to thalamocortical and brainstem motor circuits. This reduction in inhibitory signals 

results in disinhibition of these circuits allowing the execution of necessary movements. In 

contrast, the indirect pathway increases the activity of two output nuclei - GPe and STN - 

which in turn leads to suppression of thalamocortical circuitry and ultimately inhibition of 

movements (Calabresi et al., 2014). Basal ganglia research has been guided by this classical 

model since it has been proposed, although recent work has shown that balanced activity in 

both MSN projection pathways is crucial for generation of movements (Tecuapetla et al., 

2014) and other optimal behaviours (Vicente et al., 2016). This emphasized that the functional 

organisation of basal ganglia is more complex than classically proposed (Calabresi et al., 

2014).  

 

The basal ganglia have been shown to be implicated in multiple functions, including motor 

learning, planning, execution, decision making and reward (Bonnavion et al., 2019). This made 

striatum and its direct and indirect pathways one of the most extensively researched brain 

structures at the micro- and mesoscales. Taking advantage of this vast amount of knowledge 

available, our second project focused on selectively perturbing MSNs of the direct pathway. 

We sought to understand their perturbation effects on the BOLD fluctuations of anatomically 

connected regions of striato-thalamic-cortical network.  

 

1.7. Specific aims of the thesis and chapter overviews 

The aim of this PhD thesis was to combine macroscopic measurements of rsfMRI together 

with microscopic perturbations of DREADDs to establish a causal link between cell-specific 

perturbations and whole-brain network connectivity. Taking into account the lack of 

publications on the combined DREADD-rsfMRI approach at the start of my PhD, three major 

goals were set:  

1. To develop and establish optimal protocols for a DREADD-rsfMRI approach.  
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2. To link perturbations of cortical excitation - inhibition balance (E:I) at the circuit level 

with alterations of BOLD connectivity.  

3. To investigate how perturbation of dopaminergic signalling within the striato-

thalamic-cortical network affects spontaneous BOLD fluctuations.  

 

In Chapter 2 a review paper is presented, currently under review, focusing on emerging 

methods for measuring spontaneous or evoked activity of a rodent brain and its functional 

implications at the systems and network level. Methods reviewed are ultrasound, 

photoacoustic, fluorescence, intrinsic optical imaging, and, relevant for this thesis, functional 

magnetic resonance imaging (fMRI).  This review provides an overview of the unique features 

of each technique, their use, limitations and potential for future expansion. 

 

Chapter 3 entails a peer-reviewed paper tackling the first two goals of my PhD. Increased E:I 

ratio is the putative mechanism in neurodevelopmental disorders such as ASD. Thus, we 

explored the effects of E:I perturbation on brain connectivity and BOLD fluctuations using 

conventional FC analysis and machine learning. E:I ratio is chemogenetically increased either 

by i) overexciting excitatory neurons or ii) inhibiting inhibitory Parvalbumin (PV) interneurons 

within cortical microcircuits. Regardless of the E:I perturbation approach, we identified 

significant reduction in long-range functional connectivity within anatomically connected 

areas. Using an advanced machine learning approach, we showed that a classifier can be 

trained to use only rsfMRI time-series data to correctly identify areas with perturbed E:I ratio 

due to our DREADD manipulation. We verified this on an independent cohort 

of Fmr1y/- knockout mice, a mouse model for autism with a well-documented loss of PV 

neurons and chronic alterations in E:I.  

 

The pilot data of this study were used to establish an optimal protocol for DREADD-rsfMRI, 

including volume of the DREADD virus and DREADD activator, approach to activate the 

DREADDs (intraperitoneal or intravenous), type (continuous or sequential) and length of the 

rsfMRI scan, etc.  

 

In Chapter 4, we explored the effects of cell-specific perturbations of D1 medium spiny 

neurons (MSNs) of dorsomedial striatum on BOLD signal dynamics of remote, yet 

anatomically connected, regions. We used publicly available atlases of the mouse mesoscale 

structural connectome to objectively map regions that constitute the striato-thalamic-cortical 

circuit. An advanced machine learning approach was applied to assess changes in the BOLD 

dynamics within each region of the circuit. Perturbations of D1 MSNs caused altered BOLD 

dynamics in a number of cortical and thalamic regions, while conventional FC analyses 

revealed perturbed cortico-striatal connectivity.  
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In Chapter 5, the main findings from chapters 3 & 4 are summarized and some implications 

raised by the individual studies are discussed, followed by suggestions for future experiments 

or analyses aimed at tackling open questions of this PhD thesis.  

 



 

17 
 

CHAPTER 2 
 

 Emerging imaging methods to study whole-brain function 

in rodent models 
 

Marija Markicevic, Iurii Savvateev, Christina Grimm, Valerio Zerbi 

 

Manuscript under review 

First author contributions 

Preparatory literature reading and writing of functional MRI section of the article, including 

Figure 2.1 and first draft of the abstract. Rereading of the manuscript with all co-authors.  

 

Graphical abstract 

Graphical abstract by Iurri Savvateev  

 

2.1. Abstract 

In the past decade, the idea that single populations of neurons support cognition and 

behavior has gradually given way to the realization that connectivity matters, and that 

complex behavior results from interactions between remote yet anatomically connected 
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areas that form specialized networks. In parallel, innovation in brain imaging techniques has 

led to the availability of a broad set of imaging tools to characterize the functional 

organization of complex networks. However, each of these tools poses significant technical 

challenges and faces limitations, which require careful consideration of their underlying 

anatomical, physiological and physical specificity. In this review, we focus on emerging 

methods for measuring spontaneous or evoked activity in the brain. We discuss methods that 

can measure large-scale brain activity (directly or indirectly) with relatively high temporal 

resolution, from milliseconds to seconds. We further focus on methods designed for studying 

the mammalian brain in preclinical models, specifically in mice and rats. This field has seen a 

great deal of innovation in recent years, facilitated by concomitant innovation in gene editing 

techniques and the possibility of more invasive recordings. This review aims to give an 

overview of currently available preclinical imaging methods and an outlook on future 

developments. This information is suitable for educational purposes and for assisting 

scientists in choosing the appropriate method for their own research question.  

 

2.2. Introduction 

Galaxies of thought, cognition and movement. The observation of natural phenomena is the 

basis of modern scientific thought, and a common approach to all scientific disciplines, from 

astronomy to neuroscience. Through observations we can generate, confirm, extend or 

challenge theories and models of how nature works. And just as telescopes are the means of 

unlocking the secrets of outer space, our understanding of the brain depends on the methods 

we use to observe its constituent elements and study how they interact with each other, 

creating galaxies of thought, cognition and movement. While there is no single technique 

(yet) capable of observing all these phenomena, there are many technologies at our disposal 

to study brain activity across multiple temporal and spatial dimensions (Figure 2.1). 

 

The basic substrate used by the brain to transmit information is represented by electrical 

events called neuronal spikes and the release of chemical neurotransmitters in the synaptic 

terminals. Decades of (electro)physiological research facilitated by in-vitro preparations, 

neuronal cell cultures or organoids, and in-vivo recordings have advanced our understanding 

of the mechanisms that drive neurons to fire and transmit their signals through the network. 

While neuronal rhythmicity plays an essential role in facilitating information processing across 

spatial and temporal hierarchies in the brain (Lakatos et al., 2019), individual neural spikes 

per se are too weak to influence complex behavior (with notable exceptions) (Houweling and 

Brecht, 2008). If our cognition really depended on individual spikes, we would deal with a 

poorly defined, high-dimensional system, not suitable for life. According to this view, 

correlates between the activity of a single neuron and a specific cognitive process provide a 

limited description of the causal relationship between brain activity and behavior (Elsayed 

and Cunningham, 2017). Thus, it seems increasingly likely that the brain does not use actual 

spike coding but population - or neural ensembles - coding that unfold on a limited, low-

dimensional portion of the full neural space (Gao and Ganguli, 2015, Gallego et al., 2018). As 
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information flows through the brain, population activity is further integrated into large-scale 

networks via the connectome (Sporns et al., 2005). The result is that large numbers of brain 

regions are active during every aspect of cognition and behavior.  

 

Since one of the more tractable goals of quantitative neuroscience is to develop predictive 

models that relate brain activity to behavior, observing activity and dynamics in neural 

networks – possibly in multiple brain areas – can get us closer to this goal. To do that, 

scientists and engineers have developed an array of methods capable of looking at whole-

brain activity from a zoomed-out perspective. In this review, we aim to provide the reader 

with an overview of the emerging methods for observing system and network-level brain 

function in rodents. While this article is not designed to provide a full review of the literature, 

history and physics behind each method, we distil the nature and the unique features of each 

technique, and comment on their use and potential for future expansion and of course, their 

limitations. We wrote this article for scientists who want to expand their view on preclinical 

imaging methods, are looking for the appropriate method to address their research question, 

and for didactical purposes. 

 

 
Figure 2.1. The spatiotemporal overview of imaging techniques used for studying rodent whole-brain function. 

Each colored box represents approximate spatiotemporal scope of the labelled technique. Light blue colored 

boxes represent techniques covered in this review, while grey boxes techniques not covered. EEG, 

electroencephalography; MEG, magnetoencephalography; PET, positron emission tomography; 2-DG, 2-
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deoxyglucose; fUS, functional ultrasound; fMRI, functional magnetic resonance imaging; VSD, voltage-sensitive 

dye imaging. 

 

2.3. Functional MRI 

Functional Magnetic Resonance Imaging (fMRI) is one of the leading techniques to study 

whole-brain function in humans. Its first description dates back to the early 1990s, when 

Ogawa and colleagues (Ogawa et al., 1990b) described the principles of blood oxygen level-

dependent (BOLD) magnetic resonance imaging (MRI): local changes in neuronal activity 

require a dynamic supply of oxygen and glucose, provided by a highly dense vascular system. 

More specifically, the process of neurovascular coupling, which entails the acute regulation 

of cerebral blood flow (CBF) via vasoactive molecules and neural messengers, ensures that 

this change in energetic demand is met (extensively reviewed in (Raichle and Mintun, 2006, 

Cauli and Hamel, 2010, Buxton et al., 2014, Kleinfeld et al., 2011)). To this day, much research 

effort is directed to the identification of cellular and molecular messengers that communicate 

neuronal activity to the vasculature, helping us understand cerebrovascular regulation and 

more accurately interpret observed fMRI signals (Desjardins et al., 2019, Anenberg et al., 

2015, Devor and Boas, 2012, Uhlirova et al., 2016, Devor et al., 2007). Ultimately, regional 

alterations in CBF influence the ratio of oxygenated vs deoxygenated haemoglobin, whose 

distinct magnetic properties give rise to the BOLD signal. It is the paramagnetic properties of 

the deoxyhaemoglobin that cause magnetic susceptibility inside blood vessels and 

surrounding tissue, thus affecting the magnetic field and the spin-spin relaxation time (T2 / 

T2*).  

 

MRI sequences that are sensitive to the T2*, such as gradient-echo (GRE) echo planar imaging 

(EPI), are often used for studying the fast dynamics of hemodynamic responses with a spatial 

resolution of ~1 to 3mm and with a temporal resolution of ~1 to 3 seconds (Kim and Ogawa, 

2012, Gore, 2003). In 1995 Biswal et al. (Biswal et al., 1995) showed that also slow (<0.1 Hz), 

spontaneous fluctuations of the BOLD signal measured during rest periods (i.e. without the 

overt perceptual input or motor output typically present in traditional task-based fMRI 

studies) could be measured with a GRE-EPI sequence. These fluctuations form spatial patterns 

of correlated activity (i.e. networks) that unfold along the long-range axonal connections of 

the brain, revealing its intrinsic functional architecture (Fox and Raichle, 2007). Since then, 

resting-state fMRI (rsfMRI) has become the method of choice to map regional interactions 

that occur in a resting or task-negative state across the whole brain in humans (with ~16.000 

rsfMRI papers published in the past two decades; source: Pubmed, Jan 2021). To this day, 

GRE-EPI sequences with intrinsically high T2* sensitivity, high temporal resolution and signal 

stability, are the most common choice for BOLD fMRI. It should be noted, though, that few 

technical caveats of the T2* contrast remain (Markl and Leupold, 2012). In fact, GRE 

sequences are more frequently troubled by susceptibility and chemical shift artifacts given 

their high sensitivity to large vessels, potentially leading to overestimations of activated 

regions (Markl and Leupold, 2012). However, there are other types of MRI sequences that 
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can work around these problems. The most common are T2-weighted techniques such as EPI 

spin-echo (SE) sequences, which filter signals associated with larger veins and enhance 

contrast from small capillaries that are more likely to be closer to the site of neuronal activity 

(Boxerman et al., 1995). This advantage comes at the expense of lower BOLD sensitivity and 

longer acquisition times (Zhao et al., 2004, Keilholz et al., 2006). Given that different 

techniques of contrast weighting are likely to involve different trade-offs between sensitivity 

and spatial specificity of the observed fMRI responses, making an informed decision regarding 

the choice of MRI pulse sequence to best fit one’s research question and study design is 

advisable.  

 

Rodent functional MRI  

While the evidence provided by fMRI imaging in humans continues to teach us a lot about 

brain-behaviour relationships, studying the biological underpinnings which underlie large-

scale networks and dynamics requires interventional and controlled experimental conditions 

only achievable in animal models. The past 10 years have seen a rapid increase in studies 

applying rsfMRI in rodent models. Early work mapped the spatial extent of resting-state 

networks in rats (Zhao et al., 2008, Pawela et al., 2008, Zhang et al., 2010, Hutchison et al., 

2010) and mice (Jonckers et al., 2011). These findings have led to the realization that the 

rodent brain is organized in large-scale networks, the properties of which are similar to those 

reported in humans. This laid the foundation for studying the rodent brain using multiple 

approaches adapted from the human literature, such as independent component analysis 

(Sforazzini et al., 2014, Zerbi et al., 2015, Lu et al., 2012, Jonckers et al., 2014), seed-based 

correlation (Liang et al., 2015, Nasrallah et al., 2014, Zerbi et al., 2015, Paasonen et al., 2018, 

Grandjean et al., 2020), dynamic functional connectivity analysis (Grandjean et al., 2017a, 

Sethi et al., 2017, Belloy et al., 2018) and tools from graph theory (Liska et al., 2015, Bertero 

et al., 2018). Other work focused on the relationship between network function and neuronal 

axonal connectivity, for example by comparing rsfMRI data with the underlying anatomical 

connectivity from tracer injection experiments by the Allen Institute (Oh et al., 2014). Thanks 

to this work, we have learned that high functional connectivity emerges predominantly 

between monosynaptically connected regions in the cortex, albeit this relation is not always 

present in subcortical regions like the thalamus (Grandjean et al., 2017b). In another study, 

Mills and colleagues showed that, in addition to neuro-anatomical wiring, the genetic profiles 

of individual brain regions strongly contribute to functional connectivity, and that the 

variance of fMRI signals is best explained by a linear combination of axonal and gene 

expression data (Mills et al., 2018). 

Rodent fMRI has also been used to better elucidate the mechanism of BOLD, for example by 

combining it with direct measurement of neural and astrocytic activity (Schlegel et al., 2018, 

Wang et al., 2018a, Tong et al., 2019, Lake et al., 2020, Schulz et al., 2012). Schlegel and 

colleagues (Schlegel et al., 2018) performed sensory-evoked (hind-paw stimulation) astrocytic 

and neuron specific calcium recordings with simultaneous BOLD-fMRI, and showed strong 

correlations between BOLD and calcium signals (both neuronal and astrocytic). Similarly, Tong 
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and colleagues (Tong et al., 2019) revealed a strong coupling between the neuronal calcium 

signal and task-based and task-free BOLD responses.  

Given that rodent and human fMRI share the same sequences for signal generation and use 

the same (pre)processing techniques, the technique holds great promise to understand the 

biological basis of human pathologies and link those with clinical outcomes in patients. 

Genetically modified (transgenic) animal models provide a crucial advantage in this 

undertaking. An extensive list of transgenic models has been investigated using rsfMRI to 

study numerous neuropsychological conditions, including Alzheimer’s disease (Zerbi et al., 

2014b, Grandjean et al., 2014b, Grandjean et al., 2016), schizophrenia (Errico et al., 2015b), 

pain (Buehlmann et al., 2018) and autism (Sforazzini et al., 2016, Liska et al., 2018, Zerbi et 

al., 2018),(Zerbi et al., 2019b). For example, a recent study mapped the connectivity changes 

in subjects with autism-associated 16p11.2 deletion and in the mouse model with the same 

genetic mutation. Both groups displayed diminished functional connectivity in allegedly 

homologous brain networks (Bertero et al., 2018). In this context, fMRI represents a valuable 

tool for addressing the growing need to formally identify common brain circuits between 

rodents and humans to determine the scope and limits of rodent translational models 

(Stafford et al., 2014),(Balsters et al., 2020). One caveat is that rodent fMRI is usually carried 

out in the anesthetized state to minimise head-motion during scanning, and only a handful of 

labs are acquiring fMRI data in awake animals (Stenroos et al., 2018, Desjardins et al., 2019, 

Liu et al., 2020b). The choice of anaesthetic introduces confounds in fMRI measurements and 

is certainly a limitation for translating findings to humans (Grandjean et al., 2020, Paasonen 

et al., 2018).  

 

New Avenues 

New acquisition sequences to assess brain function with MRI are emerging at an ever-

increasing rate. A family of MRI methods assess brain activity in rodents (other than BOLD) by 

measuring cerebral blood volume (CBV) and CBF, usually referred to as perfusion MRI. CBV 

and / or CBF are often measured by injecting a paramagnetic contrast agent (CA) into the 

bloodstream (Kim et al., 2013). The CA’s passage causes transient magnetic field 

inhomogeneities and introduces phase distortion of the water proton spins resulting in 

changes in T1, T2 or T2* relaxation times, which can be captured with different MRI 

sequences. Commonly used CAs are paramagnetic gadolinium chelates, which increase T1, 

and superparamagnetic iron oxide nanoparticles, which decrease T2/T2* (for a thorough 

review of techniques of perfusion MRI and comparison of CA see (Kim et al., 2013, Barbier et 

al., 2001, Wirestam, 2012)). CBV-weighted fMRI in small animals has some advantages over 

BOLD measurements, including higher signal-to-noise ratio (SNR) and reduced susceptibility 

artefact. Furthermore, CBV represents a direct and easily interpretable component of the 

neurovascular cascade compared to the BOLD signal (Kim et al., 2013). CBV-fMRI in 

combination with chemogenetic or optogenetic neuromodulation has been used to study the 

influence of serotonergic transmission on brain function. Giorgi and colleagues (Giorgi et al., 

2017) measured the effects of pharmacological and chemogenetic serotonin modulation on 
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whole-brain CBV. Their results indicate that serotonin modulation change the CBV in multiple 

primary target regions of serotonin encompassing corticohippocampal and ventrostriatal 

areas. A similar study from Grandjean and colleagues (Grandjean et al., 2019) showed that 

optogenetic activation of the dorsal raphe nucleus resulted in a CBV decrease in primary 

target regions of serotonin. Additionally, inducing acute stress by forced immobilization prior 

to the MRI also decreased the CBV in the same dorsal raphe’s primary target regions.  

Other MRI sequences have been developed to achieve faster recordings, artifact-free images 

or increase the specificity of MRI responses in relation to the underlying neural signals. 

Compared to conventional fMRI sequences, ultrafast fMRI sequences aim to shorten the 

repetition time (TR), which is the time from the application of a radiofrequency excitation 

pulse to the application of the next pulse. This can be achieved in a number of ways. One 

approach is to use simultaneous multi-slice imaging. Recently, Lee and colleagues(Lee et al., 

2019) developed a sequence for rodent fMRI that can encode multiple slices simultaneously 

by using slice-select gradient blips. Blips impose different amounts of linear phase for 

different slices; thanks to an extended field of view (FOV), each slice is shifted towards a 

different and non-overlapping portion of the FOV, thus speeding up the acquisition by a factor 

of 4, while keeping a similar signal-to-noise ratio to conventional EPI sequences.  

Being able to use high spatio-temporal resolution is also critical to discern the direction of 

information flow using the onset times of fMRI responses. For example, Jung and colleagues 

(Jung et al., 2021) applied a GRE-EPI sequence at ultra-high magnetic field (15.2 T) with a 

temporal resolution of 250ms and spatial resolution of 156x156x500m3 during either 

electrical paw stimulation or optogenetics stimulation of the motor cortex. Their results 

showed that the order of onset times varies between regions and active layers and coincides 

with their known sequence of neural activation. This work provided further evidence that 

ultra-high resolution BOLD MRI can be useful to identify bottom-up and top-down processes 

between cortico-cortical and cortico-thalamic regions and to assess the direction of 

information flow. 

Images generated by conventional fMRI sequences in rodents suffer from a high sensitivity to 

magnetic susceptibility artifacts due to the high field of scanners and the relatively long echo 

time required to generate the BOLD contrast. To solve this problem, MacKinnon and 

colleagues combined a zero-time echo (ZTE) pulse sequence with iron oxide nanoparticles to 

acquire CBV. The ZTE sequence is characterized by a very short echo time, which means that 

signal acquisition occurs immediately after the radio frequency pulse, preventing signal 

decay. At the same time, iron oxide nanoparticles shorten the T1 relaxation time, resulting in 

the detection of CBV-weighted functional activations in the brain even with a low echo time. 

This allows for a three-fold increase in the magnitude of the signal-to-noise ratio, along with 

a reduction in susceptibility artifacts and acoustic noise (MacKinnon, 2020).  

New MRI sequences have also been developed to measure brain activity differently from the 

hemodynamic response. One example is given by diffusion functional imaging (dfMRI). In 

dfMRI, a spin-echo echo planar (SE-EPI) sequence is combined with an isotropic diffusion 

encoding (IDE) gradient, to impart isotropic diffusion-weighting contrast in the acquired 
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signal. This makes dfMRI sensitive to rapid changes in three-dimensional tissue boundaries 

induced by neuronal activation (Le Bihan et al., 2006, Abe et al., 2017a). Evidence from 

intrinsic optical signals (IOS) studies suggests a strong coupling between neural activity and 

microscopic (sub)cellular morphological changes (Andrew et al., 1999). Therefore, dfMRI was 

developed to detect changes in water diffusion properties related to "cell swelling" and 

coupled to neuronal activity rather than hemodynamic responses (Le Bihan et al., 2006, Abe 

et al., 2017b). Nunes et al., (Nunes et al., 2021) were the first to investigate in greater depth 

the mechanism underlying neuromorphological coupling by developing an ultrafast line-

scanning dfMRI SE-EPI sequence with a time resolution of 100 ms, which enabled the 

detection of rapid diffusion dynamics. Upon forepaw stimulation, they detected in the rat 

somatosensory cortex that the dfMRI signal contains two different components: a fast-onset 

component that is insensitive to vascular change, followed by a slower component sensitive 

to vascular change. Independent IOS of optogenetically stimulated brain slices confirmed the 

close similarity between fast IOS and the fast-onset dfMRI component, thus suggesting 

further evidence of neuromorphological coupling. Moreover, in human studies, dfMRI 

showed higher spatial accuracy at activation mapping compared to classic functional MRI 

approaches (Aso et al., 2013) (De Luca et al., 2019). Nunes and colleagues applied dfMRI in 

rodent fMRI, and tested the specificity of dfMRI by mapping whole-brain responses upon 

hind-paw stimulation with voxel resolution (Nunes et al., 2019). Their results indicated that 

the dfMRI signal exhibits layer specificity and is spatially overlapping with the underlying 

neural activity within the thalamocortical pathway.  

Another family of methods that has recently been developed to evaluate neural activity is 

called molecular fMRI. Molecular fMRI monitors brain activity through the use of chemical or 

genetically-encoded probes i.e., MRI molecular imaging agents, which are designed to bind 

to specific molecular and cellular targets in the brain, analogous to fluorescent dyes for optical 

imaging (Jasanoff, 2007, Bartelle et al., 2016, Ghosh et al., 2018). These MRI molecular 

imaging agents work by interacting with water molecules to alter T1 and T2 relaxation times, 

or in some cases by incorporating nuclei that can be probed using radio frequencies distinct 

from those used to measure water protons (Bartelle et al., 2016, Hsieh and Jasanoff, 2012). 

Thus, molecular fMRI readout reflects distinct molecular hallmark of neural activity, rather 

than hemodynamic coupling that underlies BOLD fMRI. The first molecular fMRI study to 

combine molecular specificity and spatial coverage using a neurotransmitter sensor 

detectable by MRI assessed dopamine signalling. They injected MRI contrast agent sensitive 

to dopamine into the rat nucleus accumbens (NAc) and measured changes in dopamine 

concentration in NAc and caudate putamen (CPu) upon electrical stimulation of the medial 

forebrain bundle in lateral hypothalamus (Lee et al., 2014). Recently, this approach was 

combined with BOLD fMRI (Li and Jasanoff, 2020), where simultaneous functional BOLD and 

molecular imaging responses were recorded throughout the rat brain using multi-gradient 

echo MRI pulse sequence, during electrical stimulation of hypothalamus. Results indicated 

that phasic dopamine release in the NAc and medial CPu alters the duration, but not the 

magnitude, of the stimulus responses across the striatum via postsynaptic effects that vary 
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across subregions, and that dopamine causally modulates BOLD fMRI responses in the distal 

cortical regions.  

Another method that allows quantitative and noninvasive assessment of cerebral metabolism 

during brain activity is functional magnetic resonance spectroscopy (fMRS). The goal of fMRS 

is to obtain precise quantitative in vivo measurements of various metabolic concentration 

changes during brain activity. While broadly used in human brain studies, its application in 

rodents is still limited mainly due to low signal-to-noise ratio, low (~4sec) temporal resolution 

and anaesthesia confounds (Just, 2021, Rhodes, 2017). A recent review gives a detailed 

overview of the methodological aspects and translational prospects of fMRS in rodents (Just, 

2021).  

 

2.4. Ultrasound imaging 

Ultrasound imaging is a widely used diagnostic technique in medicine that is based on the 

principle of the emission of ultrasonic waves (from 20KHz to about 15MHz) and the 

transmission of echoes. Using the speed of sound and the time of each echo's return, an 

ultrasound system calculates the distance from the transducer to the tissue boundary and 

then uses this information to generate images of tissues and organs (Mace et al., 2013). 

Ultrasound systems can also be tuned to assess blood flow using the Doppler effect. The 

principle of Doppler ultrasound consists of detecting the movement of red blood cells by 

repeating pulsed emissions and studying the temporal variations of subsequent 

backscattered signals (Evans and McDicken, 2000). In clinics, Doppler ultrasound is the most 

commonly used technique to study blood circulation in the heart, arteries, limbs, kidney, and 

liver. However, for the brain, the application of transcranial Doppler (TCD) ultrasound is 

limited due to strong attenuation of the ultrasound beam by the skull, and its only clinical use 

is to diagnose cerebrovascular pathologies in newborns through the fontanel (for a review of 

TCD applications see (LaRovere, 2015)). 

 

Functional ultrasound imaging in rodents 

Until recently, little work has been done in preclinical rodent neuroscience using TCD. While 

partial skull removal could resolve scattering problems, conventional ultrasound still suffers 

from low sensitivity, which limits its application to image blood volume or flow in major 

cerebral arteries. However, the development of new concepts and technologies, such as 

ultrafast ultrasound and the use of plane-wave illumination as opposed to focused beam 

scanning, have enabled the use of ultrasound in basic neuroscience research (Deffieux et al., 

2018). Thanks to new scanners capable of acquiring images at a very high frame rate (~20 

kHz), ultra-fast ultrasound can boost the power Doppler signal-to-noise ratio over 50-fold, 

without the need of contrast agents (Mace et al., 2013). This increased sensitivity allows 

mapping of blood flow changes in small arterioles (up to 1 mm/s) that are related to small 

and transient changes in neuronal activity, laying the foundation for functional ultrasound 

(fUS) imaging (for a review on the techniques and physics of this technology see (Mace et al., 

2013) and (Deffieux et al., 2018)). 
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The first application of fUS imaging in translational neuroscience appeared in 2011, when 

Macé and colleagues showed the activation of the barrel cortex following whisker stimulation 

in anesthetized rats with high spatiotemporal detail (Macé et al., 2011). Furthermore, the 

authors measured the spatiotemporal dynamics of epileptiform seizures, showing cortical 

spreading depression propagating throughout the entire brain. Since then, more groups have 

started to use fUS as a tool to record whole-brain activity in many behavioral and cognitive 

tasks, such as forepaw electrical stimulation in rats (Urban et al., 2014), or at rest (Rideau  et 

al., 2016, Osmanski et al., 2014). In most cases, large cranial windows or skull thinning 

procedures were used for stable chronic imaging of deep brain structures. However, in 2017 

Tiran and colleagues showed that the whole brain vasculature could be imaged through the 

skull and skin in awake and freely moving mice, whereas young rats can be imaged up to 

35 days of age without prominent reductions in image quality (Tiran et al., 2017). A year later, 

Macé et al used fUS to map the brain areas activated during optokinetic reflex in awake mice 

and functionally dissect the regions whose activity depended on the reflex’s motor output  

(Macé et al., 2018). To date, new strategies can further increase the resolution of acquired 

images while maintaining rapid acquisition, for example using microbubble contrast agents 

and time tracking of microbubble positions (Errico et al., 2015a). 

 

In general, brain imaging in awake and behaving animals confers an advantage to fUS over 

fMRI. Furthermore, fUS combines whole brain reading with relatively high spatial resolution 

(100 x 100 x 300 µm) but with higher temporal resolution and low operating and maintenance 

costs. Although the skull remains an obstacle in fUS imaging for ultrasound wave propagation, 

the use of contrast agents (Errico et al., 2016) or a surgical procedure to produce a craniotomy 

or thinned skull window can solve this problem. Thanks to recent developments in injectable 

ultrasound contrast media or ultrafast high SNR sequences, an expansion of preclinical fUS 

applications in neuroscience is expected in the near future. 

 

2.5. Fluorescence imaging 

There are several optical imaging techniques that measure the activity of single neurons or 

neural groups, based on voltage or calcium dyes or genetically encoded probes. More recently 

the field has seen strong development of methods that increase the visual field and allow 

large-scale measurements of neural activity. The basic principle common to these techniques 

lies in the light emission of specific chemical compounds named fluorophores. The 

fluorophore absorbs light of a specific wavelength that brings it from a ground state to an 

excited state. When the fluorophore relaxes back to the ground state, in a process named 

luminescence, it emits light at a specific wavelength and energy. The light emitted during the 

luminescence – the fluorescence signal – is then captured by the adjacent optical system. The 

two key factors defining a fluorescent imaging technique are (i) the type of a fluorophore used 

(Dana et al., 2019, Chen et al., 2013) and (ii) the design of the optical system . In the following 
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sections, we will address both factors with respect to in-vivo functional brain imaging in 

rodents.  

 

Fluorophores 

Fluorophores can change their fluorescent properties, such as the wavelength or the intensity 

of the fluorescent signal, when involved in a specific physiological process, e.g., the firing of 

an action potential. The two most popular families of fluorophores used for in-vivo brain 

imaging are (i) calcium and (ii) voltage indicators. Calcium indicators measure changes in 

intracellular calcium ion concentration, whereas voltage indicators assess alterations in the 

membrane potential.  

 

Both calcium and voltage indicators can be further divided into two main groups: organic (e.g. 

chemical) (Paredes et al., 2008, Grinvald et al., 1986, Bando et al., 2019) and genetically 

encoded (Oh et al., 2019, Bando et al., 2019). Organic calcium (e.g. fluo-4) or voltage (e.g. 

ANINNE-6) indicators are synthesized organic molecules that are delivered into a target cell 

via bulk loading or cell microinjections (Paredes et al., 2008, Russell, 2011, Kuhn and Roome, 

2019, Bando et al., 2019). In contrast, genetically encoded calcium (e.g., GCaMPs) or voltage 

(e.g., ASAPs) indicators are expressed directly by the target cell. The incorporation of the 

indicator genes is achieved by using transgenic animals and/or virus vectors designed to 

express the genetic material under the control of a tissue specific promoter (Russell, 2011, 

Oh et al., 2019, Miyawaki et al., 1997, Bando et al., 2019). The cell type specific expression 

ensured by a tissue specific promoter makes genetically encoded calcium indicators (e.g., 

GCaMPs) the most popular choice for in-vivo brain fluorescent imaging in rodents.  

 

Voltage indicators are sensitive to subthreshold membrane voltage dynamics and have a 

higher temporal resolution in comparison to the calcium indicators (Piatkevich et al., 2019, 

Bando et al., 2019). Nevertheless, their use for wide field in-vivo brain imaging in rodents is 

hampered by the intrinsic low SNR (Russell, 2011) and by the technical challenge of achieving 

a precise localization of the voltage indicators in the cell membrane (Piatkevich et al., 2019, 

Bando et al., 2019). Therefore, while recognizing recent developments (Piatkevich et al., 2019, 

Bando et al., 2019) and the potential of multi-area voltage imaging (Piatkevich et al., 2019), 

we will focus our review on calcium indicators. 

 

Optical designs 

There are several optical systems currently available for detecting the fluorescent signal 

emitted by a fluorophore. Each of these can be used to maximize certain image parameters 

such as: acquisition speed, spatial resolution, FOV and dimensionality (e.g. 2D slice or 3D 

image) (Choi et al., 2015) . In the next sections, we focus on the most common fluorescence 

imaging procedures used for in-vivo brain imaging in rodents. For each method, we explain 

the basic principles of the optical design and review work that demonstrates its application 

in studying brain function with a large FOV. 
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Wide-field fluorescence imaging 

Wide-field fluorescence imaging (WF) refers to a procedure in which a whole specimen (e.g., 

the targeted brain regions or the entire cortex) is illuminated and the emitted fluorescence is 

recorded by a joined optical system (Figure 2.2/Box 2.1). In WF, it is essential to guarantee 

the passage of light with minimal dispersion and absorption; for this reason, WF is often 

combined with a procedure to replace the skull with a glass cranial window (Rossi et al., 2017, 

Kim et al., 2016). For example, Kim and colleagues measured GCaMP fluorescent signals with 

single neuron resolution throughout the entire dorsal cortex in awake, head-fixed mice (Kim 

et al., 2016). However, WF can also be conducted through the skull by removing only the 

scalp. This severely limits the precision and resolution of the images but also minimizes 

invasiveness. Using WF imaging of GCaMP through the intact skull, Peters and colleagues 

functionally mapped activity across the entire dorsal cortex in  awake head-fixed  mice, with 

a spatial resolution of 20 µm (Peters et al., 2021).  

 

Animal experiments with head restraints impose a fundamental technical limit on the 

behavior that can be studied. To overcome this limitation, WF micro-endoscopes and optical 

fibers have been designed to visualize cortical and subcortical activity in awake and freely 

moving animals (Malvaut et al., 2020, Hamel et al., 2015, Gonzalez et al., 2019, de Groot et 

al., 2020, Ziv and Ghosh, 2015). De Groot and colleagues (de Groot et al., 2020) integrated 

two micro-endoscopes for simultaneous recording from distant brain regions, an inertial 

measurement unit for movement monitoring and an LED driver for optogenetic stimulation 

in a single device named the “NINscope”. In one of their demonstrations, NINscopes were 

used to record the fluorescence of GCaMPs from the cortex and cerebellum and study the 

generation of movement upon cerebellar optogenetic stimulation in freely moving mice. 

Despite the great potential of WF for in vivo brain imaging, its optical design suffers from a 

strong susceptibility to background fluorescence caused by the signal coming out of the focal 

plane. This places some fundamental constraints on WF applications. First, the background 

fluorescence decreases the SNR, which limits the spatial resolution and does not allow 

scanning subcellular structures (e.g., synaptic boutons). Second, since the depth of focus is 

determined by fixed parameters of the optics, there is greater blur in the image when 

targeting deeper structures due to the background signal from the regions above. This 

currently limits the depth of WF imaging to the superficial layers of cortex. Finally, the 

continuous excitation of fluorophores from outside the focal plane can lead to an increase in 

phototoxicity and the production of reactive oxygen species (ROS), and photobleaching, 

which results in the inactivation of the fluorophore. 

 

Confocal fluorescence imaging 

Confocal microscopes use the same optical scheme as WF but with two additional features in 

order to increase the SNR. First, confocal microscopes utilize a tiny diaphragm, named a 

“pinhole”, to remove the signal coming out of the focal plane. Second, confocal microscopes 
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use lasers as a light source instead of LEDs or arc-lamps. This increases the focus of the 

illumination beam on the targeted region, while minimizing out of focus illumination. To 

achieve a large FOV, a complete 2D or 3D image of a sample is usually acquired by moving the 

illumination spot across the sample (Russell, 2011, Webb et al., 1987, Choi et al., 2015). 

Confocal fluorescence imaging was used by Yoshida and colleagues (Yoshida et al., 2018) to 

measure GCaMP6 fluorescence from individual axonal boutons in behaving head-restrained 

mice. By using a multispot confocal design, they could image for the first time a relatively 

large FOV of 1mm2. This allowed the study of long-range projecting axons from the thalamus 

to the primary motor cortex (M1) in layer 1. In order to circumvent the need for a head-

fixation constraint, Dussaux and colleagues developed a fibrescope adaptation of the confocal 

design, which allows a FOV of 230µm with single cell spatial resolution. This design was used 

to study changes in the velocity of red blood cells in cortical micro vessels in freely behaving 

mice compared to anaesthetized animals (Dussaux et al., 2018). Nevertheless, in the confocal 

design the photons out of the focal plane still contribute to phototoxicity and photobleaching 

(Yang and Yuste, 2017). Another drawback is related to tissue scattering, which limits the 

depth of focus to a maximum of 100-200µm (Dussaux et al., 2018, Yoshida et al., 2018).  

 

Multiphoton fluorescence imaging 

Multiphoton microscopes use two or three photons to provide the energy needed to excite a 

fluorophore. The use of multiple photons means that the individual energy of each photon 

will be lower than that of a single excitation photon. Therefore, the corresponding 

wavelengths are shifted in the red / infrared part of the light spectrum, which is less scattered 

by brain tissues than other wavelengths. This gives multiphoton fluorescence imaging a 

greater depth of penetration than one-photon modes (e.g., WF, confocal). Also, due to the 

greater focus of the laser beam, the fluorophores outside the focal plane do not absorb two 

photons (or three by three photons) simultaneously and are not excited. Therefore, the use 

of multiple photons ensures that the fluorophores are activated only in the focal plane, thus 

reducing background fluorescence and phototoxicity (Denk et al., 1990, Yang and Yuste, 

2017).  

 

Sofroniew et al. (Sofroniew et al., 2016) used the two-photon design to simultaneously record 

GCaMPs signals from a circular FOV with 5mm radius, reaching depths of up to 1mm. This was 

used to simultaneously monitor the activity from somatosensory, parietal and motor cortical 

areas in head-fixed, behaving mice. At the same time, the high spatial resolution permitted 

the visualization of calcium signals from individual spines. In order to further increase the 

FOV, Yang et al. (Yang et al., 2019) introduced the “MATRIEX” design for multiarea two-

photon imaging. MATRIEX uses multiple water-immersed miniature objectives, each having 

its own focal plane. Importantly, the images from these objectives can be simultaneously 

observed through one low-magnification dry objective. The use of several miniature 

objectives permitted not only simultaneous imaging from distant brain areas, but also the 

ability to adjust the imaging depth of each region independently. This was used to 
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simultaneously record GCaMP fluorescence from multiple brain regions distributed across an 

area up to 12mm2 and located at different depths: primary visual cortex (V1), primary motor 

cortex (M1) and CA1 region of hippocampus. Wagner and colleagues used two independent 

two-photon systems to image calcium activity from L5 of premotor cortex and cerebellum 

granule cells (GrCs) with single cell spatial resolution (Wagner et al., 2019). The experiment 

was conducted on awake head-restrained mice and allowed the researchers to examine the 

activity patterns in L5 and GrCs during a motor learning task. In order to use multiphoton 

imaging in freely moving animals, miniature versions of two-photon microscopes were 

recently developed (Helmchen et al., 2013, Helmchen et al., 2001, Zong et al., 2017). Zong et 

al. (Zong et al., 2017) used mini two-photon microscopes for calcium imaging in V1 in freely 

moving mice while keeping the spatial resolution at the level of individual spines, which is 

comparable to the conventional design. More recently, Klioutchnikov et al. adopted a three-

photon design for a head-mounted version and performed cortical imaging to a depth of 1.1 

mm in freely moving rats with a spatial resolution of a few micrometers, enabling imaging of 

calcium signals from single soma and dendrites (Klioutchnikov et al., 2020). 

 

Despite these technical advances, both conventional multiphoton and confocal methods are 

point-scanning techniques. Therefore, they have a speed acquisition limit which is set by the 

fluorescence lifetime of the fluorophore and the pulse of the laser. In other words, one can 

proceed with the next scanning point of the specimen only after the signal from the previous 

point is fully acquired. This limitation could be overcome by performing multiple scans in 

parallel, therefore, performing multispot multiphoton imaging (see Figure 2.2/Box 2.1 for 

details) (Katona et al., 2012, Cheng et al., 2012). However, the parallel scanning of multiple 

spots requires spreading the laser beam to excite multiple spots in parallel, which reduces the 

excitation intensity at each individual spot, potentially compromising the fluorophore 

excitation. This constraint cannot be simply overcome by increasing the laser power due to 

excessive heating of the tissue. An increase in the excitation intensity in the multispot two-

photon design can be achieved by combining two-photon imaging with light sheet microscopy 

(Hillman et al., 2019, Truong et al., 2011). The light sheet microscopy approach uses a side 

illumination that increases the chance of a photon being absorbed by the fluorophore in the 

desired plane (e.g., increased photon yield) while reducing photobleaching and phototoxicity, 

since it uses less laser power in comparison to confocal and multiphoton approaches. Photon 

light sheet fluorescent calcium imaging has been used for in-vivo functional imaging in awake 

head-restrained mice. However, it still has limited  FOV (340x650µm) and depth (135µm), 

which restricted the analysis to only the motor cortex (Bouchard et al., 2015). In-vivo two-

photon light sheet imaging (Hillman et al., 2019, Maioli et al., 2020, Schrödel et al., 2013, 

Truong et al., 2011) has not yet been applied for wide field imaging in mice or rats. However, 

taking into account the rapid technical advances in multiphoton imaging, we anticipate that 

the combination of a two-photon setup and light sheet microscopy will soon be implemented 

to further increase the FOV of functional fluorescent imaging. 
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2.6. Intrinsic Optical Imaging 

Despite being one of the most widely used methods for in-vivo wide field fluorescent brain 

imaging, the use of artificial fluorophores (e.g., GCaMPs) is inevitably linked with either 

invasive interventions such as microinjections or with genetically modified organisms(Russell, 

2011). This impedes the application of these methods to other experimental animals (e.g., 

non-human primates) and humans. Intrinsic Optical Imaging (IOI)(Grinvald et al., 1986, 

Hillman, 2007) relies on the difference in light absorption between oxygenated and 

deoxygenated hemoglobin and provides a non-invasive alternative to fluorescent imaging. In 

brief, oxygenated hemoglobin (HbO2) has lower absorption at 630nm in comparison to 

deoxygenated hemoglobin (HbR). This decreased absorption leads to higher reflectance, 

which can be detected by an optical system. The opposite effect occurs at 480nm, where 

HbO2 has higher absorption in comparison to HbR. The absorption at 530nm or 590nm is 

insensitive to the oxygenated state of hemoglobin and is used to assess changes in 

hemoglobin concentration (HbT) (Ma et al., 2016). State-of-the art IOI use standard charged 

coupled device (CCD) cameras to collect the reflected light, while the illumination source at a 

specific wavelength can be achieved with LEDs or filters applied to a white light source (Ma 

et al., 2016). 

 

The first application of IOI in neuroscience was by Grinvald and colleagues in 1986 (Grinvald 

et al., 1986). In their work, IOI with light at a wavelength of 665 to 750 nm was used to map 

the activation of the exposed barrel cortex in anesthetized rats during mechanical stimulation 

of whiskers. In the same study, IOI was used to map orientational columns in the visual cortex 

of cats and monkeys, highlighting a potential implementation of IOS in cross-species research. 

Over the years, IOI has been adapted for imaging in the entire cortex in rodents (White et al., 

2011, Kura et al., 2018). White et al. used IOI to study resting state functional connectivity in 

the dorsal cortex in anesthetized mice with a FOV of 1 cm2 across the exposed intact skull 

(White et al., 2011). Specifically, they used multiple LEDs (478 nm, 588 nm, 610 nm and 625 

nm) to simultaneously acquire signals of both HbO2 and HbR and used these patterns for 

functional parcellation of the mouse cortex. Kura and colleagues later compared the resting 

state cortical connectivity maps based on IOS from multiple wavelengths versus those 

obtained from a single wavelength. The results revealed that connectivity maps based on IOS 

from HbO2 and HbR are quantitatively comparable with the maps based on HbT changes (Kura 

et al., 2018).  

However, conventional IOI has some fundamental constraints. Since IOI is based on the 

hemodynamic response, it lacks cell-type specificity and has limited temporal resolution 

compared to other optical methods. Furthermore, like all optical imaging methods, it suffers 

from limitations in spatial resolution due to signal scattering by the skull. In experiments 

where non-invasiveness is not a necessary parameter, IOI can be combined with other 

imaging techniques (e.g., calcium imaging), bypassing these limitations. For example, 

researchers from Hillman's lab measured the IOS and GCaMP fluorescent signal from 

bilaterally exposed dorsal cortex in awake, head-fixed mice (Ma et al., 2016). The 
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simultaneous assessment of IOS and fluorescent signals, named Wide Field Optical Mapping 

(WFOM), allowed an increase in spatial resolution after correcting for the cross-talk between 

the excitation and emission spectra of GCaMP and the absorption of oxygenated and 

deoxygenated hemoglobin. Ultimately, it was possible to achieve single-cell resolution, with 

cell type-specificity ensured by the GCaMP expression. 

 

2.7. Light scattering imaging 
 

In the Fluorescence Imaging section, we have focused on practical approaches that rely on 

measurements of absorbed light. However, the interaction of light with the sample (i.e., the 

brain) is not limited to absorption and is also affected by scattering. In the following section 

we will briefly discuss light scattered imaging. We limit our focus to two areas: (1) light 

scattering mechanisms and their influence on IOS and (2) Laser Speckle Imaging.  
 

Mechanisms of light scattering and its influence on IOS. 

As summarized by Villinger and Chance (Villringer and Chance, 1997), there are two types of 

light scattering associated with neural activity: fast and slow. In 1980 Tasaki, Iwasa and 

Gibbons (Tasaki et al., 1980) described the physiological basis of fast scattering. They used a 

photon sensor located on the surface of a claw nerve to detect motion of the nerve surface 

upon travelling of an action potential in-vitro. As shown later (Villringer and Chance, 1997), 

this movement of the cell membrane leads to changes in the refractive index of the 

membrane, which ultimately affect the scattering of light. In the early 1990s MacVircar and 

Hochman studied the mechanism of slow scattering by measuring light transmission in the 

dendritic area of the CA1 region in slices of rat brain. Synaptic activity has been found to result 

in increased light transmission. This effect was related to the potential glial swelling triggered 

by the increased extracellular concentration of K+, which occurred during the generation of 

an action potential. The swelling of the cells causes less light scattering, therefore, increasing 

light transmission (MacVicar and Hochman, 1991). This could not be explained by changes in 

HbO2 absorbance (MacVicar and Hochman, 1991, Andrew and MacVicar, 1994), thus exposing 

a mainly different factor that affects IOS. 

The “fast” and “slow” scatterings were further confirmed by in-vivo rodent experiments. 

Rector and colleagues (Rector et al., 2005) recorded IOS from the barrel cortex of 

anaesthetized rats. Using a specifically designed fiber optic probe (Rector et al., 1999) that 

was placed on top of the dura matter, they measured fluctuations in scattered light intensity 

on a millisecond time scale upon twitching of the whisker. The data from “fast scattered” light 

was further used to map the individual columns in the barrel cortex. Subsequently, Pan et al.  

(Pan et al., 2018) were able to simultaneously measure two effects that drive IOS upon 

spontaneous neuronal activation: (1) the increased absorption driven by increased HbO2 

concentration (2) the reduction of overall neural tissue scattering caused by neural tissue 

swelling. In Brief, Pan and colleagues used two implantable optodes (i.e. a fibre pair): the light 

source and the detector, to measure the light transmission through the neural tissue of 

anaesthetized rats. The pair of fibres was used to measure from either primary somatosensory 
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area or caudate putamen. Importantly, both effects: absorption by HbO2 and scattering by 

swelled tissue, were on the same timescale – seconds, emphasizing the interference between 

slow scattering and IOS. This interference can lead to a potential misinterpretation of the 

imaging results. One of the possible solutions to circumvent this pitfall is the one suggested 

by Pan et al. simultaneous measurement of light absorption and scattering. Finally, the 

underlying physiology of slow scattering and fast scattering is independent from 

neurovascular coupling suggesting scattering as a separate imaging contrast (Rector et al., 

2005, Pan et al., 2018). Despite the current limitation to a single area of the brain, the 

potential use of, for example, different pairs of fibers may allow for in vivo "imaging" from 

multiple brain areas. 

 

Laser Speckle Imaging 

In addition to the static scattering, in which particle motion is ignored, light scattering is also 

used for CBF quantification in Laser Speckle Contrast Imaging (LSCI). In short, if coherent light 

-such as from a laser- is scattered on moving particles -such as red blood cells- the resulting 

interference patterns, or speckles, will cause a dynamic change in the backscattered light. 

In 1981, Ferchner and Briers (Fercher and Briers, 1981) suggested making a short exposure (in 

the 10 millisecond interval (Dunn et al., 2001)) of the speckle temporal fluctuations, thus 

converting the unknown distribution of the velocities to the variations of the speckle contrast. 

These contrast changes were then converted into intensity distributions, which reflect the 

velocity distribution of the moving particles. This approach established a basis for LSCI's CBF 

visualization. In the early 2000s Dunn and colleagues (Dunn et al., 2001) were the first to use 

LSCI to measure CBF in anesthetized rats. The researchers used a CCD camera through the 6x6 

mm FOV of the cortex of rats suffering from diffuse cortical depression or cerebral ischemia. 

The spatio-temporal resolution was 10 µm and 1 ms, respectively. In 2020 Postnov and 

colleagues (Postnov et al., 2020) monitored CBF after stroke induction in mice with an 

exposure time of approximately 30µs and a spatial temporal resolution of 10 µm and 10 µs. 

Importantly, LSCI is currently used for clinical research in several fields of medicine, including 

neurology (Richards et al., 2017). This increases the translational potential of this technique, 

which could in the near future lead to a general acceptance of LSCI as the standard for CBF 

monitoring in neurosurgery. 
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Figure 2.2. Microscopy Designs. The main engineering components and operational modes of Widefield, 

Confocal, Two-Photon and Light-Sheet microscopes. Abbreviations: Light Emitting Diode -LED, Charge-Coupled 

Device-CCD. Operational details are outlined in Box 2.1. 

 

Box 2.1. Operational details of Widefield, Confocal, Multiphoton and Light-Sheet microscopes 

Widefield microscopes use Arc Lamps or LEDs (not shown) to produce a beam of light at a specific 

wavelength. In the case of Arc Lamps filters (horizontal blue bulk) are used to select a specific 

wavelength from a continuous spectrum. The illumination light irradiates the entire specimen through 

the objective lens causing the excitation of fluorophores. The fluorescent signal emitted during the 

luminescence process is collected by the same objective lens and reflected by the dichroic mirror 

(deflected blue bulk) toward the CCD camera. Confocal microscopes use the same optical system as 

a widefield microscope, with a few differences: (i) lasers are used as a light source, (ii) a “pinhole” is 

used to cut off the light outside of the focal plane and (iii) a Photo-Multiplier Tube (PMT) is used for 

image acquisition. Continuous Wave Lasers (CW Laser) are typically used in confocal designs ensuring 

the stable amplitude and wavelength of the illumination light. Depending on the operational mode 

the illumination is focused on the specific point (point-scanning), line (line-scanning) or multiple points 

(multisport scanning) inside a specimen. The black arrows feature possible scanning directions. The 

emitted fluorescent light is passed through the pinhole and ultimately collected by the PMT, which 

enhances the amplitude of the impingement light. Note that scanning mechanisms (XY) are not shown 
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in Fig.2.2 and that the confocal pinhole would need to be placed in the descanned pathway. When 

featured, XY scanner (e.g., galvo mirror scanner) is located on the detection pathway between the 

objective and dichroic mirror. Z-steppers or Tunable Acoustic Gradient (TAG) lens for z-scanning are 

also not shown. When depicted, they are located at the back focal aperture of the objective. 

Multiphoton microscopes are represented by the example of the two-photon design. It utilizes the 

same components as the confocal, but with two principal differences: (i) a pulsed laser is used, (ii) a 

“pinhole” is not required. Two-photon microscopy is based on the two-photon excitation process: a 

fluorophore simultaneously absorbs two photons that together bring sufficient energy to cause the 

fluorophore excitation. Subsequent relaxation of the excited fluorophore back to the ground state is 

accompanied by the fluorescence emission. For the practical realization of the simultaneous 

absorption of two photons, a pulsed laser produces a beam of photons with the energy tuned for the 

two-photon excitation process of the targeted fluorophore: ½ of the excitation energy per photon. 

Since only the fluorophores at the focal plane can simultaneously absorb two photons, a pinhole is 

not used. Two-photon microscopes can be used in various scanning modes. Point scanning mode 

refers to an illumination of a single point per scanning session. Random access is the point scanning 

mode which is used for a set of predefined locations in the sample. Therefore, the random-access 

technique does not image the whole specimen, but rather the part sufficient for the analysis. During 

a multispot session multiple points are illuminated in parallel during the same scanning session. 

Finally, during the temporal focusing the laser beam impinges on the diffraction grid, producing 

several beams that are further guided by the optical system to constructively interfere in the focal 

plane located at the specimen. Thus, the two-photon temporal focusing mode leads to the activation 

of a single plane. Light sheet microscopes typically use an LED (or several) to illuminate the specimen 

from the side. Such illumination process is called “Oblique Illumination”. Emitted fluorescent signal is 

captured by the objective lens and further transmitted to the CCD camera. Classical Orthogonal Light-

Sheet Microscopy uses two orthogonal objectives: the first is for illumination and the second is for 

detection. This design requires a highly constrained sample geometry and either physical sample 

translation for 3D imaging or complex synchronization of illumination and detection planes. Both 

constraints limit the acquisition speed of Classical Orthogonal Light-Sheet Microscopy. In the Objective 

Coupled Planar Excitation (OCPE) design the position of the illumination and detection objectives are 

mechanically coupled. Despite the ensured alignment of the illumination and detection planes, OCPE 

still requires mechanical movement of the coupled objectives to perform scanning. Finally, SCAPE 

microscopy acquires images using an angled, swept light sheet in a single objective. SCAPE permits 

completely translationless three-dimensional imaging of intact samples at rates exceeding 20 volumes 

per second. 

 

2.8. Photoacoustic imaging  

Despite recent methodological breakthroughs, non-invasive in vivo optical microscopy still 

faces inherent optical limitations that restrict it to mostly cortical investigations 

(Ntziachristos, 2010). To this end, photoacoustic (optoacoustic) imaging (PAI) offers high 

resolution in tissue depths far beyond current microscopy standards while maintaining rich 

optical contrast (Wang and Yao, 2016, Zackrisson et al., 2014). In PAI, signal generation relies 

on the absorption of pulsed laser light at specific optical wavelengths by endogenous 

chromophores like oxy-/deoxy-hemoglobin or exogenous contrast agents. Tissue heating due 
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to the process of photon absorption produces broadband acoustic waves at megahertz 

frequencies (photoacoustic effect) which can be detected at the tissue surface by ultrasound 

transducers and reconstructed based on the distribution of absorbed optical energy (Wang 

and Yao, 2016). While PAI’s prevailing application is in cancer research (Laufer et al., 2012, 

Levi et al., 2013), its non-invasive nature and ability to directly monitor biological processes 

make it an appealing tool for in vivo neuroimaging. The following part will review the most 

recent applications of PAI in wide-field functional imaging in rodents.   

 

Photoacoustic visualization of in vivo neural dynamics 

Given that PAI combines both optical excitation and acoustic detection, a variety of imaging 

techniques are available, with photoacoustic microscopy (PAM) and tomography (PAT) being 

the most promising ones for pre-clinical in vivo functional neuroimaging (see (Deán-Ben et 

al., 2017) for a comprehensive overview of PAI methods).  

 

Photoacoustic microscopy 

PAM operates by scanning a tightly focused laser beam point-by-point across the tissue 

surface and detecting the thermoelastically evoked acoustic waves (Maslov et al., 2008). It 

provides a comprehensive and quantitative characterization of cerebral hemodynamics with 

excellent spatial resolution of a few microns (Ovsepian et al., 2017). An early application of 

PAM verified the ‘initial dip’ of the BOLD-fMRI hemodynamic response to an electric stimulus 

as rapid changes in arteriolar oxy-/deoxy-hemoglobin ratios (Liao et al., 2012). PAM systems 

have since been further developed and used for many applications in neuroscience (Chen et 

al., 2020b, Ntziachristos, 2010, Liu et al., 2019). Using acoustic-resolution PAM (AR-PAM), 

Stein et al. (Stein et al., 2009) non-invasively imaged blood-oxygenation dynamics of several 

cortical vessels in rodents during controlled hypoxia and hyperoxia challenges. Follow-up 

systems, capable of three-dimensional high-speed imaging, were introduced a few years after 

to non-invasively map cortical blood-oxygenation at the capillary level (Yao et al., 2015, Hu et 

al., 2009, Maslov et al., 2008). Modern PAM systems now enable the investigation of 

spontaneous cerebral hemodynamic fluctuations and their associated functional connections 

in rodent research (Chen et al., 2020b, Hariri et al., 2016).  With contrast enhancing agents 

like genetically-encoded chromophores and voltage sensitive dyes (VSD), the repertoire of 

PAI was extended to not only include the detection of hemodynamic processes but also direct 

detection and quantification of neuronal activity (Giepmans et al., 2006, Chudakov et al., 

2010). For example, Shemetov et al. (Shemetov et al., 2020) engineered a genetically encoded 

calcium indicator with an increase up to 600% in the fluorescence response to calcium. The 

probe was validated in vivo using hybrid photoacoustic and light sheet microscopy, where 

both neuronal and hemodynamic activity could be captured with high resolution through the 

intact mouse skull. Despite constant technical advances, though, PAM’s high resolution and 

imaging speed are yet to be applicable to tissue penetration depths beyond 1 mm. In such 

cases, photoacoustic tomographic systems based on ring-shaped transducer arrays can 
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provide deep brain volumetric visualization of hemodynamics and stimulus-evoked brain 

activity (Deán-Ben et al., 2017, Ntziachristos, 2010, Ku and Wang, 2005). 

 

Photoacoustic tomography 

PAT uses several wavelength lasers to evoke photoacoustic waves, making it possible to non-

invasively and volumetrically measure varying concentrations of endogenous chromophores 

and exogenous contrast agents in deep brain tissue (Wang and Gao, 2014, Li et al., 2016, Yao 

et al., 2013).  In fact, the first in vivo photoacoustic images of small animals were re-

constructed based on PAT system scans from a rat’s head: Wang et al. (Wang et al., 2003) 

accurately mapped brain structures with and without lesions, as well as functional cerebral 

hemodynamic changes in cortical blood vessels around the barrel cortex in response to 

whisker stimulation. PAT has also been successfully applied to study whole-brain 

hemodynamics (Yao et al., 2013) and even resting-state functional connectivity in rodents 

(Nasiriavanaki et al., 2014). In 2016, Tang et al. (Tang et al., 2016a, Tang et al., 2016b) 

described a similar but wearable cap-like PAT system for awake and behaving rats, with a high 

in-plane spatial resolution of 200µm at depths of up to 11 mm. In a mouse model of epilepsy, 

an oxy-/deoxy-hemoglobin based photoacoustic computed tomography (PACT) scanning 

system captured the superficial epileptic wave spreading around the epileptic focus and a 

corresponding wave propagating in the opposite hemisphere (Zhang et al., 2018). Going 

beyond superficial cortical measurements, a newly devised system combining PACT and 

electrophysiological recordings enabled the first non-invasive visualization of real-time 

thalamo-cortical activity during an epileptic seizure in the whole mouse brain. Furthermore, 

endogenous contrast based PACT successfully mapped brain-wide activation during electrical 

fore- and hindpaw stimulation in mice to their somatosensory cortex forelimb and hindlimb 

areas, respectively (Avanaki et al., 2013). Using contrast enhancement, Gottschalk et al. 

(Gottschalk et al., 2017) recently measured real-time in vivo calcium transients across the 

mouse brain by devising a functional PA neuro-tomography setup. They reached sufficient 

sensitivity to directly detect fast neural responses to electrical hindpaw stimulation. Using a 

near infrared VSD, Kang et al. (Kang et al., 2019) monitored in vivo chemically evoked seizures 

in rats at sub-mm spatial resolution, without the need for invasive craniotomy of skull 

thinning.  

 

Although still in its infancy, whole-brain functional PAI has rapidly evolved in recent years to 

meet the standards of the mainstay neuroimaging methods. With its multiscale imaging 

capabilities comprising rich optical contrast, high spatial resolution and imaging rate, PAI sits 

at a unique position to directly visualize key parameters of brain function. While PAI does 

come with its own set of limitations, much like any other neuroimaging technique, it 

nevertheless shows great potential to bridge the gap between micro- and macroscopic 

functional neuroimaging. 
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2.9. Conclusions 

Until recently, the inability to measure brain activity in its entirety and simultaneously link it 

to physiologically relevant processes has limited our understanding of the relationship 

between neuronal activity and complex cognitive processes. This has changed dramatically 

with new large-scale functional imaging methods, which allow us to study previously invisible 

processes both in real time and longitudinally, and to associate these processes with healthy 

or impaired neural function. 

 

In this review, we have seen how the development of these approaches has allowed for higher 

spatial resolution, a wider field of view, and greater temporal resolution. However, there are 

still many limitations of these techniques that prevent a full understanding of local and global 

brain dynamics and their impact on behavior and cognition. We have outlined some of these 

gaps in each section of this review to guide current and future investigators. 

 

Besides precise measurement of neural activity, the field of functional imaging also requires 

integration with computational models capable of using this data in order to make predictions 

about behavioral functions, which can then be tested experimentally. However, this has not 

been addressed here to give greater emphasis to the technical / experimental aspect of the 

methods discussed. The challenge for the future is therefore not only to design and engineer 

systems capable of detecting brain functions with the highest possible precision and accuracy, 

but also to integrate and analyze this data within theoretical models to develop a complete 

picture that can guide our understanding of the human brain. This review aims to attract new 

researchers to help unravel the mysteries of large-scale neural activity. 
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3.1. Abstract 

Abnormal brain development manifests itself at different spatial scales. However, whether 

abnormalities at the cellular level can be diagnosed from network activity measured with 

functional magnetic resonance imaging (fMRI) is largely unknown, yet of high clinical 

relevance. Here a putative mechanism reported in neurodevelopmental disorders, i.e. 

https://academic.oup.com/cercor/article/30/9/4922/5823074?login=true
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excitation-to-inhibition ratio (E:I), was chemogenetically increased within cortical 

microcircuits of the mouse brain and measured via fMRI. Increased E:I caused a significant 

reduction of long-range connectivity, irrespective of whether excitatory neurons were 

facilitated or inhibitory Parvalbumin interneurons were suppressed. Training a classifier on 

fMRI signals, we were able to accurately classify cortical areas exhibiting increased E:I. This 

classifier was validated in an independent cohort of Fmr1y/- knockout mice, a model for 

autism with well-documented loss of Parvalbumin neurons and chronic alterations of E:I. 

Our findings demonstrate a promising novel approach towards inferring microcircuit 

abnormalities from macroscopic fMRI measurements. 

 

3.2. Introduction 

Complex behavior results from the interplay of distributed yet anatomically connected 

neuronal populations which form brain-wide networks. Abnormal brain development as in 

Autism Spectrum Disorders (ASD) often affects the structural and functional connectivity 

within these networks at different spatial scales: at the cellular and (micro)circuit levels, 

neurodevelopmental disorders are associated with dysregulated synaptogenesis, cell 

excitability, synaptic transmission, and plasticity (Bulow et al., 2019, Penagarikano et al., 

2011), as well as aberrant axonal migration and abnormal functioning of cortical 

(micro)circuits (Contractor et al., 2015); at the network level, long-range functional 

connectivity and macroscopic neuronal dynamics are altered (Zerbi et al., 2018, Haberl M. G. 

et al., 2015). Mechanistically linking disease mechanisms across scales is an important goal 

for neuropsychiatry, particularly, to identify whether certain cellular disease pathways map 

onto specific alterations of large-scale network activity, which are accessible in human 

patients and might thus allow to infer the underlying pathobiology of an individual patient. 

An abnormal increase of the excitation-to-inhibition (E:I) ratio within specific cortical circuits 

(Rubenstein and Merzenich, 2003) has been hypothesized as a putative disease mechanism 

underlying ASD pathology and its core behavioral symptoms (Kazdoba et al., 2014, Silverman 

et al., 2010). In transgenic mouse models of ASD, elevated E:I has been observed either 

because excitatory transmission is increased (Gibson et al., 2008), or because inhibitory 

transmission is reduced, for example, due to the loss of fast-spiking parvalbumin (PV) 

GABAergic interneurons (Penagarikano et al., 2011, Vogt et al., 2017, Wohr et al., 2015). 

However, it is unknown whether such an imbalance at the microcircuit level propagates 

across scales, and whether macroscopic markers of brain activity signal these abnormalities 

with anatomical specificity. 

 

Here we acutely increase microcircuit E:I within one brain region and test whether this well-

controlled manipulation causes an anatomically specific change of neuronal dynamics and 

macroscopic connectivity of the mouse brain. We used chemogenetics (Michaelides and 

Hurd, 2016, Rogan and Roth, 2011) to manipulate cell activity of somatosensory cortex (SSp) 
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while simultaneously imaging brain activity using resting-state functional magnetic resonance 

imaging (rsfMRI). rsfMRI is a non-invasive method used to measure spontaneous slow-

frequency fluctuations of the blood oxygen level-dependent (BOLD) signal (an indirect 

estimate of neuronal activity) in the absence of a task and across the entire brain (Fox and 

Raichle, 2007). A growing body of evidence suggests that rsfMRI has great potential for 

translation, as it detects abnormalities in long-range network correlations in human patients 

as well as homologous networks in mouse models expressing similar transgenic mutations 

(Strand et al., 2007, Smucny et al., 2014, Shofty et al., 2019).  Here, we show that 

experimentally increasing E:I in primary somatosensory cortex (SSp) by either (i) facilitating 

excitatory neurons, or (ii) suppressing inhibitory PV interneurons, both caused a reduction of 

long-range functional connectivity between SSp and anatomically connected areas. 

Increasing E:I changed the dynamics of BOLD fluctuations, an effect that was most 

pronounced in the targeted SSp. We used the BOLD timeseries measured during 

experimentally controlled chemogenetic suppression of PV interneurons to train a classifier 

to detect acutely over-excited brain areas. We applied this classifier to an independent cohort 

of Fmr1y/- knockout mice, a well-characterized model for ASD (Haberl M. G. et al., 2015, Zerbi 

et al., 2018) which suffers from PV interneuron depletion and exhibits increased cortical E:I 

due to the loss of inhibitory inputs (Antoine et al., 2019). Importantly, the classifier identified 

specific brain regions in somatosensory and prefrontal cortices which exhibited an over-

excitation phenotype based on their BOLD dynamics. This new finding indicates that 

chemogenetically perturbing microcircuit abnormalities in wildtype mice allows us to build 

“computational sensors” for detecting E:I imbalances from non-invasive macroscopic rsfMRI 

measurements in a disease model. Our results demonstrate a promising novel approach 

towards inferring microcircuit abnormalities from macroscopic measurements which 

potentially opens new opportunities for investigating disease mechanisms across species. 

 

3.3. Materials and Methods 

All experiments and procedures were conducted following the Swiss federal Ordinance for 

animal experimentation and approved by Zurich cantonal Veterinary Office (ZH238/15). 

C57BL/6J mice were obtained from Charles River Laboratories (Germany), while 

Pvalbtm1(cre)Arbr (PVCre) mice were derived from in-house breeding (first generation obtained 

from the Jackson Laboratory). All mice were kept in standard housing under 12h light/dark 

cycle with food and water provided ad libitum throughout the whole experiment. A total of 

29 male C57BL/6J mice were used in the experiment, aged 9 ± 1 weeks and weighing 25.1 ± 

1.8gr (mean ± SD) at the day of the surgery.  A total of 19 PVCre mice were utilized in this 

experiment, aged 11 ± 1.6 weeks and weighing 26.1± 3.8gr at the day of the surgery. 
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Procedures for wildtype (hM3Dq) mice study 

Transfection procedures for wt-hSyn-hM3Dq and wt-CAMK-hM3Dq mice  

Each mouse was initially anesthetized using a mixture of midazolam (5mg/ml; Sintetica, 

Switzerland), fentanyl (50mcg/ml; Actavis AG, Switzerland) and medetomidine (1mg/ml; 

Orion Pharma, Finland). Upon anesthesia induction, mice were placed on a heating pad and 

the temperature was kept at 35ºC (Harvard Apparatus, USA). Following shaving and cleaning, 

an incision along the midline of scalp was made. The right primary somatosensory cortex was 

targeted at the coordinates of +0.5 mm AP (anterior-posterior), -3.0 mm ML (medio-lateral) 

and -2.25 mm DV (dorso-ventral) relative to Bregma using a drill and microinjection robot 

(Neurostar, Germany) with a 10 ul NanoFil syringe and 34Ga bevelled needle (World Precision 

Instruments, Germany). 950 nl of ssAAV8-hSyn-hM3Dq-mCherry (n=13) of a physical titer ≥ 

5.4 x 1012 vg/ml (*vector genomes; fluorometric quantification) was injected at the rate of 

0.06 ul/min. The virus was provided by Viral Vector Core Facility of the Neuroscience Centre 

Zurich (http://www.vvf.uzh.ch/en.html). Upon the injection, the needle was left in place for 

10 min and then slowly withdrawn. C57BL/6J control mice (n=9) underwent the same surgical 

procedures, where the needle was kept in place for 5min but without any viral injections. 

Subsequently, mice were given an anesthesia antidote consisting of tegmestic (0.3mg/ml; 

Reckitt Benckiser AG, Switzerland), annexate (0.1mg/ml; Swissmedic, Switzerland) and 

antisedan (0.1mg/ml; Orion Pharma, Finland) and left to fully recover. Following the surgery, 

ketoprofen (10mg/kg; Richter Pharma AG, Austria) was subcutaneously injected daily for at 

least 3 days to reduce any post-operative pain. Animals were given 3-4 weeks to fully recover 

from the surgery and to allow for expression of the transgene prior to the scanning session.  

Another cohort of 13 C57BL/6J mice was injected with 950nl of ssAAV8-mCAMKIIα-hM3D-

mCherry of a physical titer ≥ 1.8 x 1012 vg/ml following identical procedures as outlined above, 

Figure S7 illustrates the extension of viral expression at the targeted region.  

 

Electrophysiological recordings  

The electrophysiological data used for verification of neuronal activity were acquired in 4 wt-

hSyn-hM3Dq animals and 2 wildtype animals that have not received a viral DREADD injection 

i.e., controls. Briefly, animals were anesthetized with isoflurane to match conditions used in 

imaging studies (2-4% for induction, 0.5% for data collection), and their body temperature 

was maintained using a heating pad. A small craniotomy was performed over the right and 

left somatosensory cortex and the brain was covered with silicone oil.  A small trepanation 

was performed over the cerebellum and a silver wire was placed in contact with the CSF to 

serve as reference electrode. For hM3Dq validation, one silicon probe (Atlas 

Neurotechnologies, E16-100-S1-L6NT, 16 sites, 100 µm spacing, iridium oxide contacts) was 

implanted in each hemisphere. After implantation, we waited 20-30 minutes in order to allow 

the recording to stabilize. After stabilization, the broadband voltage was amplified and 

digitally sampled at a rate of 30 kHz or 48 kHz using one of two commercial extracellular 

recording systems (Intan or Axona). The raw voltage traces were filtered off-line in order to 
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separate the multi-unit activity (bandpass filter 0.46-6 kHz) using a second-order Butterworth 

filter. Subsequently, for each electrode, a threshold was applied to the high-pass filtered data 

to isolate multi-units and reject background noise (4.5 times the standard deviation across 

the recording session, specified per electrode). The number of spikes were counted in 10s 

windows. As an additional control we lowered the detection threshold which did not change 

the results, unless is was decreased below the background noise. Recording sessions lasted 

for 45 min. At 15 min following the start of the recordings (baseline) 30 µg/kg clozapine was 

injected (intravenously). In order to combine data across mice, the activity at sites with clear 

multi-unit activity was expressed in percent of the baseline value, i.e., each 10 s bin of MUA 

activity was divided by the average spike rate during the 15 min pre-injection baseline (100%). 

All multi-units were then combined from the injected or control region. 

 

MRI setup and animal preparation  

Two MRI sessions were performed on a 7T Bruker BioSpec scanner equipped with a 

Pharmascan magnet, with two coil setups optimized for the two different acquisition 

sequences i.e., Arterial Spin Labeling (ASL) and resting-state fMRI (rsfMRI). First, the ASL was 

obtained utilizing a receiver-only surface coil, coupled with a volume resonator for 

radiofrequency (rf) transmission. For rsfMRI measurements, a high signal-to-noise ratio (SNR) 

receive-only cryogenic coil (Bruker BioSpin AG, Fällanden, Switzerland) was used in 

combination with a linearly polarized room temperature volume resonator for rf 

transmission.   

 

Standardized anesthesia protocols and animal monitoring procedures were utilized for both 

MRI sessions (Zerbi et al., 2018). Briefly, mice were initially anesthetized with 4% isoflurane 

in 1:4 O2 to air mixture for 4 min to allow for endotracheal intubation and tail vein 

cannulation. Mice were positioned on an MRI-compatible support, equipped with hot water-

flowing bed to keep the temperature of the animal constant throughout the entire 

measurement (36.6 ± 0.5ºC). The animals were fixed with ear bars and mechanically 

ventilated via a small animal ventilator (CWE, Ardmore, USA) at the rate of 80 breaths per 

minute, with 1.8 ml/min flow with isoflurane at 2%. Subsequently, a bolus containing a 

mixture of medetomidine (0.05 mg/kg) and pancuronium (0.25 mg/kg) was injected via the 

cannulated vein and isoflurane lowered at 1%. Five minutes following the bolus injection, a 

continuous infusion of medetomidine (0.1 mg/kg/h) and pancuronium (0.25 mg/kg/h) was 

started while isoflurane was further reduced to 0.5%. Animal preparation took on average 

15.5 ± 2.7 minutes and all animals fully recovered within 10 min after the measurement.  

 

Arterial Spin Labeling (ASL) 

Brain perfusion was measured using an established arterial spin labelling (ASL) method using 

a flow sensitive alternating inversion recovery (FAIR) sequence (Zerbi et al., 2014a),(Leithner 

et al., 2008). Briefly, a two-segment Spin-Echo was used with following parameters: echo time 
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TE=12.47 ms, recovery time TR=13000 ms, image matrix=128 x 96, field of view=20 x 20 mm, 

slice thickness=1 mm, spatial resolution=0.156 x 0.208 x 1 mm/pixel. Inversion parameters: 

inversion time=40 ms, inversion slab thickness=4 mm, slice margin = 1.5 mm. Sixteen images 

at different inversion times (50 ms to 3 s) were obtained for T1 calculations, resulting in a scan 

time of 15 min (referred to as ‘baseline’). After the first baseline acquisition, clozapine was 

intravenously injected at 10-30 µg/kg and three more sessions were acquired (i.e., Post 1, 

Post 2 and Post 3, respectively), resulting in a total scan time of one hour. A total of 26 animals 

(5 controls, 8 wt-hM3Dq and 13 CAMK-hM3Dq mice) were scanned. Due to a subjective 

placement of a 1mm thick slice over the cortex prior to scan start, there may be slight 

differences across subjects in slice position relative to the bregma. However, we made sure 

that every slice of every subject covers virally transfected SSp.  

 

Cerebral blood flow is a local measurement of glucose metabolism and an indirect marker of 

neural activity at the cell level (Juepter and Weiller, 1995). Taking this into account, blood 

flow is expected to increase only at site of DREADD injection, where increased firing of 

neurons requires more glucose leading to an increase in a blood flow. The blood flow 

increase/change is not expected at any other anatomically connected regions. We chose our 

regions of interest based on this analogy and they included: (i) Right primary somatosensory 

cortex (SSp)– as a DREADD injection site (main region of interest); (ii) Left primary 

somatosensory cortex – as an anatomically connected region; (iii) Left striatum (dorsomedial 

part) (CP) – a control region without any anatomical projections to the right primary 

somatosensory area, according to Allen Mouse Connectivity Atlas (Oh et al., 2014). 

 

Resting-state fMRI (rsfMRI) 

Acquisition parameters were the following: repetition time TR=1s, echo time TE=15ms, flip 

angle= 60°, matrix size = 90x50, in-plane resolution = 0.2x0.2 mm2, number of slices = 20, slice 

thickness = 0.4 mm, 3600 volumes for a total scan of 60 min. Clozapine was intravenously 

injected 15 min after the scan start at the doses of 10 µg/kg or 30 µg/kg. A total of 40 C57BL/6J 

animals (13 controls and 14 wt-hM3Dq and 13 CAMK-hM3Dq mice) were scanned. These 

include 8 C57BL/6J animals that were scanned twice (4 controls and 4 wt-hM3Dq mice), once 

with 10 µg/kg dose of clozapine and another with a 30 µg/kg dose of clozapine (Table S1).   

 

Data preprocessing 
Data was preprocessed using an already established pipeline for removal of artefacts from 

the time-series (Zerbi et al., 2015, Sethi et al., 2017). Briefly, each 4D dataset was normalized 

in a study-specific EPI template (Advanced Normalization Tools, ANTs v2.1, 

picsl.upenn.edu/ANTS) and fed into MELODIC (Multivariate Exploratory Linear Optimized 

Decomposition of Independent Components) to perform within subject special-ICA with a 

fixed dimensionality estimation (number of components set to 60). The procedure included 

motion correction and in-plane smoothing with a 0.3 mm kernel. FSL-FIX study-specific 
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classifier, obtained from an independent dataset of 15 mice, was used to perform a 

‘conservative’ removal of the variance of the artefactual components (Griffanti et al., 2014). 

Subsequently, the dataset was despiked, band-pass filtered (0.01-0.25 Hz) and finally 

normalized into AMBMC template (www.imaging.org.au /AMBMC) using ANTs. The choice of 

our band-pass filter is based on the recent literature where it is stated that the frequency 

distribution of the fMRI signal yields the maximum amplitude at between 0.1Hz and 0.2Hz 

under medetomidine anesthesia (Grandjean et al., 2014a) (Pan et al., 2013).  Each dataset 

was split into four parts of 900 data points (equivalent of 15 min of scanning). The difference 

between the baseline (first 15 min of scan) and the rest of the bins are further referred to as 

∆1, ∆2 and ∆3. 

 

Seed to seed analysis 
The “somatosensory network” in the mouse was defined anatomically using the tracer-based 

axonal projection pattern of SSp from the Allen Mouse Brain Connectivity atlas (experiment 

no. 114290938) and contained contralateral primary SSp, right supplementary 

somatosensory area (SSs), bilateral somatomotor area (MO), bilateral association cortices 

(TEa), as well as ipsilateral caudoputamen (CP) and thalamus (TH (Parafascicular nucleus)) 

(Grandjean et al., 2017b) . BOLD time series from these regions, apart from thalamus, were 

extracted using a voxel cube of 3 mm. Thalamus was excluded because previous study from 

our lab has shown a rather limited FC of cortico-thalamic pathways (Grandjean et al., 2017b) 

detected by rsfMRI. Correlation Z-scored matrices were calculated using FSLNets (FMRIB 

Analysis Group). 

 

Regional Homogeneity (ReHo) 

Voxel-wise Regional Homogeneity (ReHo) maps were computed using AFNI. ReHo was 

calculated for a given voxel and its 19 nearest neighbors and smoothened by Gaussian kernel 

with Full Width of Half Maximum (FWHM) equal to 10.  

 

Voxel-mirrored homotopic connectivity (VMHC) 

VMHC measures the similarity between any pair of symmetric inter-hemispheric voxels by 

computing the Pearson’s correlation coefficient between the time series of each voxel and 

that of its exact symmetrical inter-hemispheric counterpart. VMHC was computed for all the 

four timeseries bins and normalized to the baseline for each mouse.  

 

Functional connectome analysis 

Whole-brain correlation matrices were obtained from a parcellation scheme of 130 regions 

using the Allen Mouse Brain ontology (Oh et al., 2014). In total, 65 regions of interest (ROIs) 

per hemisphere were considered, including regions from isocortex, hippocampal formation, 

cortical subplate, striato-pallidum, thalamus, midbrain and hindbrain. Cohen’s d effect size 

was calculated, using the time series obtained from these whole-brain correlation matrices. 

http://www.imaging.org.au/
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Statistical analysis 

Prior to performing statistical tests, within-subject normalization to the baseline was 

implemented. FSL General Linear Model (GLM) was used to perform statistical comparison 

between controls and wt-hM3Dq mice for the rsfMRI data (including seed to seed analysis, 

ReHo, VMHC, connectome analysis). We performed nonparametric permutation testing with 

5000 permutations, using family-wise error correction with threshold-free cluster 

enhancement (TFCE) (ReHo, VMHC) or FDR correction (seed-to-seed, connectome analysis). 

Statistical significance was defined as p < 0.05. CBF differences were statistically tested using 

linear mixed models implemented in SPSS24 (IBM, USA). In order to account for possible 

within-subject variances during scan preparation, all the statistical analysis included 6 

covariates: (i) mouse age at the time of surgery; (ii) bodyweight at the time of the scan; (iii) 

total scan preparation time i.e., time between the first anesthesia induction to the start of 

the resting-state scan; (iv) bolus time i.e., time from the bolus injection to the start of the 

continuous anesthetic infusion (isoflurane at 0.5%); (v) the number of ICA components 

rejected using FSL-FIX and (vi) clozapine dose. These covariates were implemented in all the 

statistical tests for all types of analysis performed.  

 

Procedures for PVCre (hM4Di) mice study 

Transfection procedures for PVCre-hSyn-hM4Di mice  

The right primary somatosensory cortex of PVCre mice (mice expressing Cre recombinase in 

parvalbumin-expressing neurons) was unilaterally targeted with 950 nl of ssAAV8-hSyn1-

dlox-hM4Di-mCherry(rev)-dlox-WPRE-hGHp(A) (n = 19) of a physical titer ≥ 5.4 x 1012 vg/ml 

(*vector genomes; fluorometric quantification) at the rate of 0.06  L/min. The same 

procedures for animal preparation, anesthesia and coordinates were used as already 

described for wildtype mice.  

 

In vivo electrophysiology 

Four PVCre-hSyn-hM4Di mice underwent in vivo electrophysiological recordings following the 

same procedures as described for wildtype mice. The only difference was in the location of 

the control probe (Atlas Neurotechnologies, E32-100-S1-L6NT, 32 sites, 100 µm spacing, 

iridium oxide contacts), which was implanted into the right (ipsilateral to the DREADD 

injection site) striatum.  

 

RsfMRI acquisition 

Preparation and anesthesia used for the scanning of the PVCre-hSyn-hM4Di mice was 

identical to the procedures outlined for wildtype mice. The two acquisitions only differed in 

the length of the scan. The PVCre-hSyn-hM4Di mice were scanned for 45 min where clozapine 

was intravenously injected at 15 min at the dose of 30 mg/ml. 
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Classification of univariate BOLD time series 

Note that all code for analysis of univariate BOLD dynamics can be found at 

https://github.com/benfulcher/hctsa_DREADD . 

 

Data processing and feature computation 

We analyzed univariate BOLD time series measured from three brain regions: (i) right SSp 

(injected region); (ii) left SSp (contralateral region); and (iii) visual cortex (control region). 

Time-series measurements were split into three 15 min durations and labeled according to 

four classes of experiments: (i) wt-hSyn-hM3Dq (14 mice); (ii) wt-CAMK-hM3Dq (13 mice); (iii) 

PVCre-hSyn-hM4Di (19 mice) and (iv) sham controls (13 mice). To understand which time-

series properties distinguish different experimental conditions, we converted each univariate 

time series to a vector of 7873 interpretable properties (or features) using v0.9.6 of the hctsa 

toolbox (Fulcher and Jones, 2017, Fulcher et al., 2013). This toolbox contains implementations 

of time-series features developed across scientific disciplines, including summaries of the 

distribution of values in the data, its autocorrelation structure, stationarity, entropy and 

predictability, parameters and goodness of time-series model fits, and methods from the 

physical nonlinear time-series analysis literature (see Fulcher and Jones, 2017 for a full list). 

In each brain region, measured time-series data were then represented as a 108 

(experiments)  7873 (time-series features) data matrix. Features with well-behaved, real-

numbered outputs across the whole dataset and were non-constant within all the three 

groups were retained for further analysis (7279 features). Each time series was labeled by its 

experimental condition (‘wt-hSyn-hM3Dq’, ‘wt-CAMK-hM3Dq’, ‘PVCre-hSyn-hM4Di’, or 

‘sham’) and time-point (‘baseline’, ‘t2’, and ‘t3’). 

 

Classification 

We used the feature-based representations of BOLD time-series in each brain area as the 

basis for classifying the different experimental conditions. We focused our analysis on the ∆1 

time period, first subtracting time-series features computed at baseline, and then normalizing 

these feature differences using an outlier-robust sigmoidal transformation (Fulcher et al., 

2013). A linear support vector machine classification model was learned on the normalized 

feature matrix for a given brain area, using inverse probability class reweighting to 

accommodate class imbalance. A measure of discriminability of a pair of classes was 

quantified as the balanced classification accuracy using 10-fold stratified cross validation. 

Balanced accuracy was computed as the arithmetic mean of sensitivity and specificity to 

account for the small class imbalance: 13 sham controls and 14 wt-hSyn-hM3Dq or 13 wt-

CAMK-hM3Dq or 19 PVCre-hSyn-hM4Di mice. To reduce variance in the random partition of 

data into 10 folds, we repeated this procedure 50 times (with each iteration yielding a 

https://github.com/benfulcher/hctsa_DREADD
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balanced accuracy value) and summarized the resulting distribution of balanced accuracies 

as its mean and standard deviation. 

 

In smaller samples, there is a greater probability that optimistic classification results can be 

obtained by chance. To quantify this, we evaluated the statistical significance of our 

classification results relative to random assignments of class labels to data. This was achieved 

by computing a null distribution of the same performance metric used above (mean across 

50 repeats of 10-fold cross-validated balanced accuracy) for 5000 random class label 

assignments to time series. The statistical significance of a given classification result was then 

estimated as a permutation test (as the proportion of 5000 null samples with a mean balanced 

classification rate exceeding that of the true assignment of class labels). 

 

Low-dimensional projections 

As explained above, each BOLD signal was represented as a feature vector, or equivalently, 

as a point in a high-dimensional feature space. To aid visualization of the class structure of 

data in this space, we projected normalized time series  feature data matrices into a lower-

dimensional space that captures the maximal variance in the full feature space using principal 

components analysis. In these plots, individual time series are points in the space, providing 

an intuitive visualization of the structure of the time-series dataset. 

 

Interpreting differences in univariate dynamics 

We aimed to determine which properties of the univariate BOLD dynamics in the injected 

brain area best discriminated: (i) wt-hSyn-hM3Dq from controls; (ii) wt-CAMK-hM3Dq from 

controls (iii) PVCre-hSyn-hM4Di from controls; and (iv) wt-hSyn-hM3Dq from wt-CAMK-

hM3Dq and also from PVCre-hSyn-hM4Di mice. Focusing on the first time period after 

baseline, we first computed the difference in each feature value between this first time period 

and the baseline period (∆1). We then tested whether these relative feature values differed 

between groups using a Wilcoxon rank-sum test. Statistical correction for the large number 

of hypothesis tests was performed as the false discovery rate (Benjamini and Hochberg, 

1995), setting a significance threshold of q = 0.05.  

 

Predicting Fmr1y/- mice using a classifier trained on PVCre-hSyn-hM4Di 

Time series from 46 cortical ROIs (23 in each hemisphere) obtained from Fmr1y/- (n = 44) and 

wildtype littermates (n = 39) was obtained from two of our previous studies (Zerbi et al., 2018, 

Zerbi et al., 2019b). The classification proceeded in two stages. In the training phase, a 

classification model was trained on normalized features of rsfMRI time series in SSp (right 

hemisphere) during the ∆1 time period, as described above. That is, the trained classifier 

learns features of the BOLD dynamics to accurately predict whether a new time series is 

PVCre-hSyn-hM4Di or control. In the testing phase, the trained model was used to predict 

labels of rsfMRI time series in Fmr1y/- dataset. We identified PVCre-hSyn-hM4Di with the 

https://en.wiktionary.org/wiki/%E2%88%86
https://en.wiktionary.org/wiki/%E2%88%86
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Fmr1y/- knockout condition, and quantified prediction performance as balanced accuracy (%) 

as above, evaluated in each brain region independently. P-values were estimated for each 

brain area using permutation testing with 5   106 null samples generated by independent 

shuffling of labels, and corrected across brain regions (focusing just on the right hemisphere) 

using the false discovery rate method of Benjamini and Hochberg (Benjamini and Hochberg, 

1995). 

 

Histological evaluation of transfection 

DREADDs viral expression (for wt-hSyn-hM3Dq, PVCre-hSyn-hM4Di and wt-CAMK-hM3Dq) 

was confirmed by m-Cherry staining using standard immunohistochemistry protocols. Briefly, 

after the last MRI session mice were deeply anesthetized using a mixture of Ketamine 

(100mg/kg; Graeub, Switzerland), Xylazine (10mg/kg; Rompun, Bayer) and Acepromazine 

(2mg/kg; Fatro S.p.A, Italy) and transcardially perfused with 4% Paraformaldehyde (PFA, 

pH=7.4). The brains were postfixed in 4% PFA for 1.5 hours at 4°C and then placed overnight 

in 30% sucrose solution. Brains were frozen in a tissue mounting fluid (Tissue-Tek O.C.T 

Compund, Sakura Finetek Europe B.V., Netherlands) and sectioned coronally in 40 μm thick 

slices using a cryostat (MICROM HM 560, histocom AG-Switzerland). Free-floating slices were 

first permeabilized in 0.2% Triton X-100 for 30 min and then incubated overnight in 0.2% 

Triton X-100, 2% normal goat serum and rabbit anti-mCherry (1:1000, Ab167453, Abcam) at 

4ºC under continuous agitation (100rpm/min). The next day sections were incubated for 1h 

in 0.2% Triton X-100, 2% normal goat serum, goat anti-rabbit Alexa Flour 546 (1:300, A11035, 

Life Technologies) and Nissl (1:300, NeuroTrace 660, Thermo Molecular Probes) or DAPI 

(1:300, Sigma-Aldrich) at room temperature under continuous agitation. Afterwards, slices 

were mounted on the superfrost slides where they were left to airdry and later coverslipped 

with Dako Flourescence mounting medium (Agilent Technologies). Confocal laser-scanning 

microscope (Leica, SP8, Centre for Microscopy and Image Analysis, UZH) and Zeiss 

Slidescanner (Zeiss Axio scan, Z1, Centre for Microscopy and Image Analysis, UZH) were used 

to detect the viral expression. Microscopy protocol included a tile scan with a 10x or a 20x 

objective, pixel size of 1.2μm and image size of 1024x1024 pixels. Images were preprocessed 

and analyzed using ImageJ-Fiji and Zeiss Zen Blue, respectively.  

 

3.4. Results 

The E:I balance, a pathology reported as a putative mechanism in neurodevelopmental 

diseases, was experimentally increased in the right SSp (Fig. S3.1). Adult mice were 

transfected with excitatory Designer Receptors Exclusively Activated by Designer Drugs 

(hM3Dq DREADDs), which were tuned to primarily target pyramidal neurons (wt-CAMK-

hM3Dq and wt-hSyn-hM3Dq, n=13; n = 10). Control mice were sham operated (weight and 

age-matched littermate controls, n = 9; Table S3.1). Three to four weeks after surgery, mice 
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were lightly anesthetized and electrophysiology or macroscopic brain activity was recorded 

before and after activating the DREADDs with a low dose of clozapine. 

 

In vivo electrophysiology recordings in wt-hSyn-hM3Dq mice (Fig. S3.1D), used primarily to 

ensure successful DREADD activation, confirmed that activating the DREADDs increases net 

excitation within the targeted right SSp but not in a control area, i.e., its homotopic 

counterpart (left SSp). Multi-unit activity was recorded under isoflurane anesthesia (0.5%) 

from multi-contact electrode arrays (Fig. 3.1A–D). During the baseline period (15 min) the 

average basal firing rate was stable in both brain areas. However, upon clozapine injection, 

the average firing rate in the right SSp increased steadily over time while activity in the left 

SSp remained virtually unchanged. 30 min after injection, the difference in averaged multi-

unit activity between left and right SSp reached 11% (Fig. 3.1A–D). We further investigated 

the effects of clozapine on neuronal activity in mice that did not express DREADDs. With 

clozapine injection, the average firing rate in the right SSp as well as in a control region 

remained unchanged (Fig. S3.2). This suggests that clozapine administered at our 

concentration have no effect on neuronal activity in the absence of DREADD.  

 

Next, we used non-invasive fMRI to test whether activation of hM3Dq-DREADD in wt-hSyn-

hM3Dq would elicit anatomically specific changes in cerebral blood flow (CBF) which reflects 

glucose metabolism and has been shown to be an indirect marker of neural activity at the cell 

population level (Chen et al., 2008, Juepter and Weiller, 1995). After administering clozapine, 

wt-hSyn-hM3Dq mice showed an increase in CBF around the injection site (Fig. 3.1E, H). The 

increase was significantly higher than in sham-operated mice (controls) scanned with 

identical procedures for all time points up to 45 min (Linear mixed model: F2,21 = 5.657, 

p = 0.04, Fig. 3.1F, I). No changes in CBF were observed in other brain regions, i.e., the 

contralateral somatosensory cortex and ipsilateral striatum (Fig. 3.1J, K). Together our 

electrophysiological and CBF results show that activating the DREADDs caused microcircuit 

excitation which was anatomically specific to the injected area. 

 

Activating hM3Dq-DREADD in wt-hSyn-hM3Dq mice decreases short-range connectivity 

selectively within somatosensory and somatomotor cortex  

We next tested whether hM3Dq-DREADD also caused a local disruption of functional 

connectivity (FC) measured with rsfMRI. To this end, we calculated the regional homogeneity 

(ReHo) index, a commonly used metric to assess the synchronization of BOLD fluctuations 

across neighboring voxels. We chose ReHo because it has been shown to reflect alterations 

occurring in various psychiatric diseases including depression, schizophrenia, and autism 

(Paakki et al., 2010, Iwabuchi et al., 2015). Activation of hM3Dq-DREADD significantly reduced 

regional homogeneity only at the injection site when compared to controls (blue cluster in 

Fig. 3.1L, M; p < 0.05, TFCE-corrected). These changes occurred within the first 15 minutes 
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after clozapine injection and were maintained for the whole scan period (Fig. S3.3A). No other 

area exhibited similar changes. 

 

 
 
Figure 3.1. Local changes in neural activity induced by activating hSyn-hM3Dq. A) Neuronal firing rate before 

and after clozapine injection in the right SSp, indicating a steady increase in firing rate upon DREADD activation. 

B) As A but for the left SSp, (control area) indicating no change in the neuronal firing rate after clozapine injection. 

C) Time-resolved firing rate in millisecond bins for the right (red) and left (black) SSp. A steady increase in firing 

rate occurs in the right SSp once clozapine is injected, while no change occurs in the left SSp. D) Relative change 

of averaged multiunit activity recorded in the right and left SSp. E), F) Cerebral blood flow maps were collected 

every 15 min wt-hSyn-hM3Dq and control mice, respectively. G) Clozapine is injected 15 min after the start of 

experiment. These 15 minutes are referred as the baseline period (–15-0 min). The rest of the experiment is 45 

minutes long and divided into 3 periods i.e., Post 1 (0-15 min), Post 2 (15-30 min), and Post 3 (30-45 min). For all 
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analyses performed in this experiment (unless otherwise stated), Post data was expressed relative to baseline 

(Post 1/Post 2/Post 3 – baseline) and is referred to as ∆1, ∆2, ∆3, respectively. H) Comparison of blood flow (ml 

of blood/100g/min) between controls and wt-hSyn-hM3Dq mice over time (measured at the injection site). I) 

Percentage change in blood flow over time between the controls (n=7) and wt-hM3Dq (n=7) mice (measured at 

the injection site). Linear mixed models indicate a significant main group effect indicating an increase in blood 

flow in the wt-hSyn-hM3Dq mice (F2,21 = 5.657; p=0.04). J) Percentage change in blood flow over time measured 

in left SSp. K) Percentage change in blood flow over time measured in left lateral striatum. L) Average regional 

homogeneity (ReHo) change over time at the injection site. Repeated measures ANOVA (control (n=13); wt-hSyn-

hM3Dq (n=14)) showed a significant interaction between scan time and groups (F1.93,75 = 11.8; p<0.001). M) 

Significant decrease in ReHo in wt-hSyn-hM3Dq mice versus controls for ∆1 depicted as a 3D image and in coronal 

slices (TFCE-corrected). The slice marked with a red rectangle shows the injection site.  

 

Activated DREADD in wt-hSyn-hM3Dq mice reduces functional connectivity between 

somatosensory cortex and monosynaptically connected cortical areas  

Does an increase in local microcircuit excitation also affect long-range FC as quantified by 

correlating spontaneous BOLD fluctuations between areas? To address this question, we 

measured FC between 130 brain regions as identified by the Allen Brain Reference Atlas 

Common Coordinate Framework (CCFv3) at every one-minute intervals (see Methods). We 

then extracted the effect size using the standardized difference between the group means 

(Cohen’s d, wt-hSyn-hM3Dq vs control mice) between each pair of regions. During the first 15 

minutes (baseline), Cohen’s d varied on average between –0.2 and +0.2 (null-to-small effect) 

and did not exhibit an appreciable spatial or temporal pattern. However, immediately after 

clozapine injection, we noticed a rapid reduction in FC between a number of connections in 

the somatosensory and somatomotor cortices, which remained hypoconnected for the whole 

scan session (Fig. 3.2A, B). 

 

We next quantified specific changes in FC within the somatosensory network, i.e. areas which 

are monosynaptically connected to the chemogenetic target, right SSp according to the Allen 

Mouse Brain Connectivity Atlas (Oh et al., 2014).  This anatomically defined network includes 

contralateral primary SSp, bilateral somatomotor cortex (MO), ipsilateral supplementary 

somatosensory cortex (SSs), bilateral association areas (TEa) and ipsilateral caudatum 

putamen (CP) (Fig. 3.2C). We found high FC between all of these structures at baseline 

(Fig. 3.2C), and a strong structure–function correspondence (Fig. 3.2D). To increase the power 

of our analysis, the BOLD time series of the somatosensory network regions were binned into 

four intervals of 15 minutes each. Pearson’s correlations were calculated between regions 

and are summarized in FC matrices (Figs 3.2E, F, G, and Fig. S3.4A). At baseline, FC did not 

show differences between groups (Fig. 3.2E). By contrast, after clozapine injection (Fig. 3.2F–

H) we observed a reduction in FC between right SSp and nearly all other areas of the network 

in wt-hSyn-hM3Dq mice, including cortico-striatal circuitry. Significant group differences 

(permutation testing, p < 0.05, FDR corrected) were found between right SSp and left SSp/left 

MO, as well as between left and right MOp, and were maintained for the duration of the scan 

session (Fig. 3.2H, Fig. S3.4B). We also performed similar analysis on a small cohort of animals 
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using 1mg/kg CNO which resulted in FC decrease within MO regions in wt-hSyn-hM3Dq mice 

(Fig. S3.5). 

 

We further complemented our analysis by assessing the similarity between the BOLD time 

series of symmetric voxels in the left and right hemisphere. This index has been shown to 

identify pathological connectivity patterns with high sensitivity as compared to other FC 

metrics (Hahamy et al., 2015). In line with our previous findings, injecting clozapine caused a 

significant reduction of symmetric connectivity in wt-hSyn-hM3Dq mice but not in controls 

which occurred only between the left and right primary SSp, and left and right MO (p < 0.05, 

FDR corrected) (Fig. 3.2I, J). In summary, our analyses demonstrate that increasing local 

cortical excitation causes a reduction in local connectivity that propagates into long-range FC 

reduction exclusively within the targeted network.  
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Figure 3.2. Long-range connectivity changes induced by activating hSyn-hM3Dq. A) Effect-size analysis 

(Cohen’s d) of functional connectivity is calculated for single-edges (n=844). Only cluster 1 shows a decrease in 

the effect size after Clozapine injection. B) Averaged effect-size (Cohen’s d) over time for 20 edges of Cluster 1 

and 20 randomly selected edges of Cluster 2. C) Coronal brain slices depicting tracer data after unilateral injection 

in SSp (green, obtained from Allen Mouse Brain Connectivity Atlas, Injection ID: 114290938) and averaged voxel-

wise Pearson’s correlation (Fisher’s z-transform) during the baseline period from a seed in the right SSp. D) 

Pearson’s correlation between functional connectivity of the target region (right SSp) and tracer injection 

intensity obtained from images depicted in C. E) F) G) Matrices represent averaged and z-transformed Pearson 

correlation of all control animals (lower triangular matrix) and all wt-hSyn-hM3Dq animals (upper triangular 

matrix) for the baseline period, Post 1 and Post 2, respectively. H) The upper triangle of the matrix shows a 

reduction in FC in wt-hSyn-hM3Dq (n=14) mice compared to controls (n=13) during ∆1 (i.e. Post1-baseline), while 

the lower triangle shows the same set of comparisons in ∆2 (i.e., Post2-baseline). Color coding reflects 
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randomized permutation testing, p < 0.05, uncorrected. Asterisks indicate significant differences that survived 

FDR correction for multiple comparisons. MO – Somatomotor cortex, SSp-m – primary somatosensory cortex 

(mouth), SSs – supplementary somatosensory cortex, CP –caudoputamen and TEa – temporal association cortex, 

R – right, L – left. I) Change over time of the mean brain-wide VMHC (symmetric connectivity) at the injection 

site. Repeated measures ANOVA (controls (n=13); wt-hSyn-hM3Dq (n=14)) showed a significant interaction 

between the scan time and groups (F1.67,41.9 = 21.18; p < 0.001). J) Significant decrease (TFCE-corrected) in 

symmetric connectivity depicted on 3D images and coronal slices for the ∆1 time point. The slice marked with a 

red rectangle is the injection slice. 

 

Activated DREADD in wt-CAMK-hM3Dq mice reduces functional connectivity 

The above results were obtained using human Synapsin-1 as the promoter for the viral 

injection. Human Synapsin-1 promoter is not solely specific towards pyramidal neurons but 

can also transfect inhibitory interneurons. To ensure specificity for pyramidal neurons, we 

repeated the above experiments in a separate cohort of wildtype mice (n=13) using the 

CAMKII promoter for AAV hM3Dq-DREADD delivery (Fig. S3.7). Firstly, we measured CBF to 

confirm reliable DREADD activation at the injection site. After administering clozapine, wt-

CAMK-hM3Dq mice showed a significant increase in CBF around the injection site (Fig. 3.3A) 

as compared with controls (Repeated Measures ANOVA: F(1.0,20.0) =7.3;p=0.004). This 

increase was limited to the injection site and not observed in other brain regions (Fig. 3.3B, 

C). Regional homogeneity as well as symmetric connectivity metrics both significantly 

decreased at the injection site after DREADD activation in wt-CAMK-hM3Dq mice versus 

controls (Repeated Measures ANOVA: F(1.3, 25.2)=7.74, p=0.006; F(1.16, 21.98)=8.21, 

p=0.007, respectively; Fig. 3.3D, E), while under-connectivity was also pronounced within 

somatosensory network (Fig. 3.3F). Importantly, we replicated our results obtained with 

human Synapsin-1 promotor and confirmed that increasing E:I by enhancing excitatory 

synaptic transmission causes a robust reduction of FC within an anatomically connected 

network.  
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Figure 3.3. Changes induced by activating CAMK-hM3Dq in wildtype mice.  A) Comparison of blood flow (ml of 

blood/100g/min) over time between controls and wildtype mice injected with excitatory (hM3Di) DREADD on 

CAMKII promoter (measured at the injection site). We observe a significant (repeated measures ANOVA indicates 

a groups*scan time effect: F(1.0,20.0)=7.3;p=0.004) increase in blood flow in wt-CAMK-hM3Dq mice (n=13) after 

clozapine injection (similar to wt-hSyn-hM3Dq from Fig. 2H). B)-C) Blood flow in the Left SSp and Left CP does not 

significantly differ between controls and wt-CAMK-hM3Dq mice. D) Change over time of mean regional 

homogeneity at the injection site (right SSp). There is a significant decrease (repeated measures ANOVA shows 

a groups*scan time effect: F(1.3, 25.2)=7.74, p=0.006) in mean connectivity in wt-CAMK-hM3Dq (n=13) mice as 

compared to controls (n=13). E) Change over time of mean symmetric connectivity at the injection site. There is 

a significant decrease (repeated measures ANOVA shows a groups*scan time effect: F(1.16, 21.98)=8.21, 

p=0.007) in mean connectivity in wt-CAMK-hM3Dq (n=13) mice as compared to controls (n=13). F) Matrix 

represents statistically significant differences during ∆1 and ∆2 time period among 3 brain regions (MO – 

Somatomotor cortex, SSp – somatosensory cortex, SSs -supplementary somatosensory cortex, R – right, L - left) 

between the controls and wt-CAMK-hM3Dq mice. The stars within some ROIs indicate statistically significant 

differences that survived correction of multiple comparisons. 

 

Changing E:I balance by inhibiting GABAergic parvalbumin neurons 

Changes in E:I have been proposed as a principle mechanism that underlies symptoms of 

neurodevelopmental disorders, irrespective of whether primarily excitatory or inhibitory 

synapses are affected. Next, we tested whether suppressing the activity of GABAergic PV 

interneurons — as reported in several mouse models for ASD (Penagarikano et al., 2011, 

Ajram et al., 2017, Wohr et al., 2015) — would cause similar macroscopic hypo-connectivity 

as observed above. Nineteen Pvalbtm1(cre)Arbr (PVCre) were transfected with an inhibitory 

hM4Di-DREADD. Clozapine activation reduced PV cell activity which resulted in over-

excitation of right SSp but not a control region. Accordingly, average firing rate in right SSp 

went up by 20% following clozapine injection (Fig. 3.4A, B and Fig. S3.6A, B) and local cerebral 
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blood flow increased moderately (repeated measures ANOVA: F1.4,17.9=2.45; p=0.1; Fig. 3.4C). 

Our rsfMRI analysis confirmed the expected reduction in local synchronization around the 

injection site (Fig. 3.4D) and also marked under-connectivity which was most pronounced 

between right and left SSp (Fig. 3.4E-H) in PVCre-hSyn-hM4Di mice as compared to controls. 

In summary, our results reveal that shifting E:I toward excitation by inhibiting PV interneurons 

leads to a reduction of local and long-range FC, which is qualitatively similar to that observed 

during direct system excitation. 

 

 
Figure 3.4. Changes induced by activating hSyn-hM4Di in PVCre mice. A) Neuronal firing rate at the right SSp 

DREADD injection site of the PVCre-hSyn-hM4Di mice before and after clozapine injection, indicating a steady 

increase in firing rate on DREADD activation. B) Similar to figure A but for right caudate putamen, indicating no 

change in the neuronal firing rate after clozapine injection. C) Comparison of blood flow (ml of blood/100g/min) 

between controls (n=7) and PVCre-hSyn-hM4Di (n=13) mice over time (measured at the injection site). No 

significant differences observed between groups (repeated measures ANOVA: F1.4,17.9=2.45; p=0.1). D) 

Normalized average regional homogeneity (ReHo) change over time at the injection site indicating significant 

differences between groups (controls: n=13; PVCre: n=19; repeated measures ANOVA: F1,25=14.01; p=0.001). Post 

hoc paired t-test revealed a significant group difference at ∆1 ((t12=-3.60; p=0.004) and at ∆2 (t12=-8.05; p < 

10^4)). E) Normalized averaged symmetric connectivity over time at the injection site. Repeated measures 

ANOVA (controls (n=13); PVCre-hSyn-hM4Di (n=19)) showed a significant interaction between scan time and 

group (F1.2, 21.9=8.21; p = 0.007). Post hoc paired t-test revealed a significant group difference at ∆1 (p=0.047) and 
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at ∆2 (p = 0.004). F) Seed to seed analysis indicates reduced FC (randomized permutation testing, p < 0.05, 

uncorrected) between controls (n=13) and PVCre-hSyn-hM4Di (n=19) mice. G) H) Whole-brain connectome 

analysis shows a significant interhemispheric reduction between somatosensory cortices for ∆1 and ∆2 between 

PVCre-hSyn-hM4Di (n=14) mice and controls (n=13). Regions affected are as follows: SSp-m: Primary 

Somatosensory Area, mouth; SSp-ul: Primary Somatosensory Area, upper limb; SSs: Supplementary 

somatosensory area; SSp-bdf: Primary Somatosensory Area, barel field; SSp-n: Primary Somatosensory Area, 

nose. 

 

Altered E:I balance changes local BOLD dynamics 

Our previous analyses demonstrated that increasing E:I in right SSp affects its FC with other 

brain regions. We next aimed to understand how microcircuit E:I shapes the fluctuations of 

spontaneous BOLD regional activity. As depicted in Fig. 3.5A, we focused our analysis on three 

regions of interest: (i) right SSp (the injection site); (ii) left SSp (its homotopic counterpart); 

and (iii) left visual cortex (a control region). The dynamics of BOLD time series were 

characterized by an interdisciplinary library of over 7000 features (using the software package 

hctsa (Fulcher and Jones, 2017)), which capture distinct properties of the BOLD signal, 

including spectral power in different frequency bands, temporal entropy, and many more 

(Fulcher and Jones, 2017, Fulcher et al., 2013, Sethi et al., 2017) (Fig. 3.5B, see Methods for 

details).  

 

Based on the change of these features from baseline to activated DREADDs, we trained linear 

Support Vector Machine (SVM) classifiers to distinguish: (i) wt-hSyn-hM3Dq versus controls, 

(ii) wt-CAMK-hM3Dq versus control (iii) PVCre-hM4Di versus controls, (iv) wt-hSyn-hM3Dq 

versus wt-CAMK-hM3Dq, v) wt-CAMK-hM3Dq versus PVCre-hSyn-hM4Di and vi) wt-hSyn -

hM3Dq versus PVCre-hSyn-hM4Di as shown in Fig. 3.5C. 

 

Our classification results reveal that BOLD dynamics of the injected right SSp at ∆1 are 

differentiated from control mice in wt-hSyn-hM3Dq (Fig. 3.5D), wt-CAMK-hM3Dq (Fig. 3.5E) 

and PVCre-hSyn-hM4Di (Fig. 3.5F) with high accuracy (84% balanced accuracy after 10-fold 

cross-validation), significantly exceeding chance levels (p  1  10-3, permutation test). 

Qualitatively similar results were obtained at ∆2 (see Supplementary Results). DREADD 

activation had a similarly large effect on the accuracy of classifying BOLD dynamics in the left 

SSp but only for wt-CAMK-hM3Dq (81%, p  1  10-3), while for the other two groups the 

effect was much smaller: wt-hSyn-hM3Dq, 64% (p = 0.1), and PVCre-hSyn-hM4Di, 69% 

(p = 0.03), and finally the weakest for the control region, VIS, in all groups wt-hSyn-hM3Dq, 

43% (p = 0.7), wt-CAMK-hM3Dq, 45% (p=0.7) and PVCre-hSyn-hM4Di, 54% (p = 0.3). 

 

To aid visualization, we constructed principal component projections of each dataset 

(including data at ∆2), shown for wt-hSyn-hM3Dq versus control, wt-CAMK-hM3Dq versus 

control, PVCre-hSyn-hM4Di versus control in Figs 3.5H, 3.5I, and 3.5J, respectively. These 
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plots reveal a clear distinction between DREADD-activated and control mice on the basis of 

their BOLD dynamics in right SSp. 

 

We next sought to investigate the properties of BOLD timeseries between the three DREADD 

manipulated groups at the right SSp during ∆1. As shown on Fig. 3.5G, BOLD dynamics at the 

right SSp between wt-hSyn-hM3Dq versus wt-CAMK-hM3Dq are clearly distinct at 75% 

(p=0.01). BOLD dynamics between wt-hSyn-hM3Dq versus PVCre-hSyn-hM4Di and wt-CAMK-

hM3Dq versus PVCre-hSyn-hM4Di at the right SSp are only weakly distinguishable, 63% 

(p = 0.09) and 62% (p= 0.1), respectively. Moreover, the clear discrimination of BOLD 

dynamics in principal components space is starkly absent (Fig. 3.5K, see strongly overlapping 

distributions). Weak properties of BOLD timeseries were also obtained in left SSp and visual 

control region during ∆1 (Fig. S3.9 A, B). 

 

Since wt-hSyn-hM3Dq and PVCre-hSyn-hM4Di increase E:I through different mechanisms, we 

next sought to further compare the effect of their manipulations on BOLD dynamics, we 

computed a similarity measure between changes in BOLD time-series properties caused by 

both manipulations relative to controls (as a Spearman’s  in right SSp and left SSp relative to 

the control region across all time-series features, see Fig. S3.10). We found overall agreement 

between wt-hSyn-hM3Dq and PVCre-hSyn-hM4Di in right SSp ( = 0.59) and left SSp 

( = 0.47), suggesting that the temporal properties of BOLD dynamics are more sensitive to 

the net over-excitation common to both DREADD cohorts, than to the underlying synaptic 

transmission pathway within the cortical microcircuit (see Supplementary Material for an 

analysis of BOLD time-series features that are individually informative of E:I). 
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Figure 3.5. DREADD manipulations lead to characteristic changes in univariate BOLD dynamics. Classification 

of BOLD signal dynamics in three brain regions (the injected right SSp, left SSp, and VIS) across three conditions 

(wt-hSyn-hM3Dq, PVCre-hSyn-hM4Di, and control). A schematic of the approach is depicted in A–C: A) BOLD 

dynamics are measured from each brain region as a univariate time series (a 15 min time series per time window 

and experiment), which was B) converted to a set of properties (a ‘feature vector’) using hctsa. C) For a given 

region and pair of classes, we used the features of each time series (relative to baseline) as the basis for 

classification, which was visualized using a low-dimensional principal components projection and quantified as 

the 10-fold cross-validated balanced classification accuracy (%). Classification results in each brain region at ∆1 

are shown for: D) wt-hSyn-hM3Dq (n=14) versus control (n=13), E) wt-CAMK-hM3Dq (n=13) versus control (n=13) 

F) PVCre-hSyn-hM4Di (n=10) versus control (n=13), revealing significant discriminability in the right SSp for wt-

hSyn-hM3Dq and PVCre-hSyn-hM4Di versus control (permutation test, p < 0.05, annotated as ‘*’). There is a 

consistent trend of high discriminability in the injected region (right SSp), followed by the contralateral region 

(left SSp), and lowest discriminability in the control region (VIS). G)   Classification results in the right SSp at ∆1 

are shown for wt-hSyn-hM3Dq versus wt-CAMK-hM4Di, wt-hSyn-hM3Dq versus PVCre-hSyn-hM4Di and wt-

CAMK-hM4Di versus PVCre-hSyn-hM4Di. High discriminability is only present for wt-hSyn-hM3Dq versus wt-

CAMK-hM4Di (permutation test, p < 0.05, annotated as ‘*’). BOLD time series in right SSp are visualized in two-

dimensional principal components spaces in H)–K) for the same three pairs of classes as in D)–G). Time series 

with similar properties are close in the space, revealing a visual depiction of the discriminability of wt-hSyn-

hM3Dq, wt-CAMK-hM3Dq and PVCre-hSyn-hM4Di relative to control (H-J), but a relative lack of discriminability 

in (K). Shaded ellipses (∆1) have been added to guide the eye, and time series from each class are labeled for ∆1 

and ∆2. 
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Fmr1y/- exhibit similar local BOLD dynamics to DREADD-manipulated mice 

Our previous analysis yielded a classifier for predicting an acute microcircuit E:I increase from 

macroscopic BOLD dynamics. Next, we asked whether such a classifier can also detect 

abnormal BOLD dynamics in a transgenic disease model of ASD. We used rsfMRI data from 

Fmr1y/- knock-out mice that mimic Fragile X syndrome, a neurodevelopmental disorder 

characterized by cognitive impairment, epileptic seizures, physical abnormalities and 

hypersensitivity. Previous studies in Fmr1y/- mice report a reduction in cortical PV cell density, 

specifically within somatosensory region, followed by cortical hyperexcitability (Wohr et al., 

2015, Selby et al., 2007, Gibson et al., 2008, Nomura et al., 2017). These findings indicate that 

the disease mechanism of Fmr1y/- mice affects the net excitability of cortical microcircuits in 

a similar manner as chemogenetically suppressing PVCre activity, but it is unknown whether 

these circuit-level alterations cause analogous alteration of macroscopic rsfMRI dynamics. To 

test this hypothesis, we trained a classifier for PVCre-hSyn-hM4Di rsfMRI time series in the 

right SSp during ∆1 as above (Fig. 3.4E; 3.5A). We then applied this classifier to rsfMRI data 

from 46 cortical ROIs (23 from each hemisphere) in Fmr1y/- mice (n = 44) and wildtype 

littermates (Fmr1y/+, n = 39) and assigned predicted labels to each brain region of Fmr1y/- and 

Fmr1y/+ independently (Fig. 3.6B). As shown in Fig. 3.6C, regional BOLD dynamics of Fmr1y/- 

versus wildtype controls could be significantly classified in 10 different areas of the right 

hemisphere (balanced classification accuracy, p < 0.05, FDR-corrected) using a classifier 

trained on PVCre-hSyn-hM4Di data. Corresponding to the brain area in which the DREADDs 

classifier was trained, regions of the SSp displayed the highest classifiability. Similar results 

were obtained in the left hemisphere, resulting in a Spearman’s  = 0.69 (p =3  10–4) between 

the left and right hemispheres (Fig. 3.6E, F). We next tested whether regional variation in 

classification accuracy was related to differences in PV cell density using data from qBrain 

(Kim et al., 2017a). As shown in Fig. 3.6D, classification accuracy is only weakly correlated with 

PV cell density,  = 0.33 (p = 0.1), but is highest in SSp regions with the highest PV cell density 

(dark green in Fig. 3.6D). Interestingly, the classifier identified several prefrontal areas (bright 

green in Fig. 3.6D) which exhibited abnormal rsfMRI dynamics according to the classifier 

despite low PV cell density. This finding is in line with former reports of abnormal prefrontal 

cortex function in Fmr1y/- mice (Paul et al., 2013, Routh et al., 2017). Our results demonstrate 

that a classifier trained on a controlled chemogenetic manipulation causing an acute shift of 

the E:I balance is generalizable to Fmr1y/-, indicating a strong degree of similarity between 

cortical BOLD dynamics resulting from PVCre-hSyn-hM4Di and Fmr1y/- knockout. 

 

https://en.wiktionary.org/wiki/%E2%88%86
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Figure 3.6. Fmr1y/- exhibit similar local BOLD dynamics as DREADD-manipulated mice. A) The classifier was 

trained on features of right SSp BOLD time series to distinguish PVCre-hSyn-hM4Di from control mice. B) The 

trained classifier was used to predict the identity of cortical BOLD time series measured from Fmr1y/- (knockout) 

and Fmr1y/+ (control) mice, identifying predictions of PVCre-hSyn-hM4Di as Fmr1y/-. Predictability in each brain 

region was assessed as balanced classification accuracy (%); p-values were estimated using a permutation test. 

C) Classification results are shown for the right hemisphere, highlighting regions with significant classification 

accuracy (p<0.05, FDR-corrected) as bold, dark green, and marked with asterisks. D) Scatter plot of balanced 

classification accuracy and PV cell density. E) Balanced classification accuracy is plotted for each region in the 

right and left hemispheres, exhibiting a strong positive correlation, Spearman’s  = 0.69 (p = 3  10-4). F) Balanced 

classification accuracy visualized on a 3D brain. 
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3.5. Discussion 

It has been a longstanding question how disease mechanisms at the cellular level map onto 

abnormal dynamics at the level of macroscopic brain networks. Here we show in three 

independent cohorts that acutely increasing the microcircuit E:I balance in somatosensory 

cortex via chemogenetics causes distinct changes of macroscopic brain dynamics and severe 

functional under-connectivity between the manipulated region of interest (SSp) and 

monosynaptically connected brain areas. These macroscopic changes were observed 

irrespective of whether we enhanced excitatory transmission or selectively suppressed 

inhibitory PV neurons of the same cortical circuits. Our results constitute the first direct 

evidence that macroscopic BOLD dynamics reflect the state of underlying cortical 

microcircuits. Furthermore, we show that different cellular mechanisms can cause common 

pathophysiological abnormalities and converge on highly similar alterations of neural 

dynamics at the network level. In particular, upon activating the DREADDs there was a marked 

reduction of FC which was temporally locked to our stimulation paradigm and spatially 

specific to the injected area and its monosynaptically connected neighbors. Reduced FC has 

been frequently reported in human fMRI studies of neurodevelopmental disorders, such as 

autism and schizophrenia  (Kraguljac et al., 2016, Minshew and Keller, 2010, Wang et al., 

2018b, Gao and Penzes, 2016, Uhlhaas and Singer, 2006), as well as in relevant mouse models 

of these disorders (CNTNAP2, Fmr1y/-, En2) (Bertero et al., 2018, Zerbi et al., 2018). Many of 

these mouse models have been shown to exhibit an increased E:I (Contractor et al., 2015, 

Rubenstein and Merzenich, 2003, Gibson et al., 2008). Additionally, they suffer from reduced 

PV interneuron expression (Penagarikano et al., 2011, Vogt et al., 2017). Depletion of this 

specific cell type has been hypothesized to cause aberrant patterns of neural activity and 

connectivity (Wohr et al., 2015, Penagarikano et al., 2011), as fast-spiking PV interneurons 

target the proximal regions of pyramidal cells (Hu et al., 2014, Safari et al., 2017) and 

synchronize firing within pyramidal cell populations (Cardin, 2018, Sohal et al., 2009, Cardin 

et al., 2009, Bartos et al., 2007, Engel and Singer, 2001, Roux and Buzsaki, 2015). This 

hypothesis has been recently confirmed by Marissal and colleagues, who found that DREADD-

induced suppression of PV activity causes the disinhibition of pyramidal neurons and leads to 

mass desynchronization of spiking activity (Marissal et al., 2018). Congruent with these 

previous empirical findings and recent theoretical models (Lee et al., 2018), our data suggest 

that inhibiting PV neurons reduces the synchronization of neuronal ensembles as indicated 

by the reduction of FC, despite higher net cortical activity.  

 

Interactions among different types of neurons within a microcircuit should be balanced for 

proper functioning. Lee and colleagues (Lee et al., 2018) have recently built a computational 

model of the sensory cortex microcircuit and demonstrated the importance of connectivity 

homeostasis between neuronal types (i.e., inhibitory and excitatory cells) for producing 

synchronized oscillatory behavior with maximum frequency tuning capacity. Any deviation 
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from this optimal configuration, such as over-excitation of pyramidal neurons, breaks this 

synchrony and impairs the communication among neuronal ensembles, which at the macro-

scale may be perceived as a reduction in FC. In line with this theoretical framework, we 

observed a reduction in FC when DREADDs were used to activate pyramidal neurons. We 

replicated this principle finding across three independent cohorts, using either clozapine or 

CNO to activate the DREADDs (see supplementary discussion) and using either human 

Synapsin (hSyn) or CAMKII as a promoter in the AAV constructs. While hSyn promoter is active 

in both excitatory and inhibitory neurons, CAMKII generates a clear bias towards gene 

expression in excitatory cortical neurons (up to 85%) even though it might also transfect a 

small number of inhibitory neurons. Importantly, our electrophysiological results confirmed 

that activating excitatory DREADDs in the wt-hSyn-hM3Dq mice caused a significant net 

increase of neuronal firing rate and our CBF measurements confirmed that such an increase 

was anatomically specific and most pronounced within the targeted SSp. Activating the 

excitatory DREADDs caused overall a stronger reduction of FC in wt-hSyn-hM3Dq mice than 

in PVCre-hM4Di mice, which might result from a higher number of transfected neurons: 

mouse cortex contains 12% GABAergic neurons, of which approximately one quarter are PV 

(Feldmeyer et al., 2018) resulting in a rather low absolute number of transfected neurons and 

smaller DREADD induced effects (Grayson et al., 2016). 

 

Our results also characterize a potential role of local E:I balance in shaping the BOLD dynamics 

of individual brain regions. Specifically, we showed that the chemogenetic manipulation of 

the cellular excitability causes specific changes of local BOLD features that we could 

distinguish from neurotypical BOLD dynamics with high accuracy (balanced accuracy >80%) 

and anatomical specificity, irrespective of whether we increased excitatory transmission (wt-

hSyn-hM3Dq and wt-CAMK-hM3Dq cohort) or suppressed inhibition (PVCre-hSyn-hM4Di 

cohort). In a cohort of wt-CAMK-hM3Dq mice, we detected BOLD dynamics with a high 

accuracy in the contralateral left SSp, this could be due to DREADD transfected transcallosal 

excitatory neurons. Moreover, high classification accuracy was also observed in the dynamics 

of the right SSp between the two excitatory DREADD cohorts (wt-hSyn-hM3Dq and wt-CAMK-

hM3Dq). This difference can be attributed to the two promotors and their distinct 

transfection affinities towards excitatory and inhibitory neurons.  

 

The E:I BOLD signature learned from acutely modulating cell activity, could be detected in two 

independent cohorts of Fmr1y/- mice, a well-characterized mouse model of ASD. We chose 

Fmr1y/- mice for external validation because they are known to have deficits in local feedback 

inhibition due to reduced PV interneuron density (Cea-Del Rio and Huntsman, 2014, Selby et 

al., 2007). This leads to increased excitability and decreased synchrony of pyramidal cell firing 

through gamma oscillations (Wohr et al., 2015, Gibson et al., 2008) as well as substantially 

reduced FC in cortico-cortical and cortico-striatal circuits (Zerbi et al., 2018, Zerbi et al., 

2019b). Interestingly, above chance-level detection accuracies of BOLD dynamics 
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characterizing over-excitation in Fmr1y/- mice were found in regions which normally exhibit 

high PV cell densities (Selby et al., 2007) providing further indirect evidence that the specific 

features of abnormal BOLD dynamics are related to the depletion of PV neurons in this mouse 

model. Fmr1y/- mice exhibit depletion of PV interneurons resulting in chronic overexcitation 

of the cortex, while PV interneurons in our PVCre-hSyn-hM4Di mice are only acutely 

manipulated. However, even though these differences between these two models exist, it is 

only because of their mechanistical similarities that a common dynamical signature with 

predictive accuracy can be observed. This indicates that the underlying dynamical signature 

of both acute and chronic overexcitation caused by PV depletion or inhibition is 

mechanistically similar.  

 

Our findings demonstrate that a chemogenetically inspired and experimentally validated 

classifier can be used as a “computational sensor” which uses BOLD dynamics to infer 

whether a specific brain area exhibits increased microcircuit E:I for example, due to abnormal 

PV neuron activity.  

 

It is unclear whether this discovery is generalizable to the entire cortex since changes in 

microstructural properties such as cytoarchitecture, E:I, size, density and laminar distribution 

of distinct cell types vary continuously through mouse cortex (Kim et al., 2017b, Fulcher et al., 

2019). These variations in spatial gradients shape functional specialization along the cortex 

and influence the intrinsic time scale that can be measured in BOLD dynamics in different 

cortical areas (Sethi et al., 2017). Nevertheless, we show above chance-level detection 

accuracy in the prefrontal cortex of Fmr1y/- mice that are also attributed to an increased E:I 

balance from previous studies (Paul et al., 2013). These results provide a new framework for 

mechanistically linking microscale circuit dynamics to macroscopic fMRI-based brain activity 

at rest. Thus far, this approach is unique because it uses causal microcircuit alterations to 

train a classifier that can detect similar alterations from distinct datasets obtained from large-

scale imaging techniques. Our framework goes beyond describing long-range connectional 

aberrations caused by neurodevelopmental disorders and aims at providing deeper insights 

into how distinct microcircuit dynamics relate to large-scale, non-invasive imaging 

measurements which can be obtained across different species, including in human patients. 

Better linking macroscopic alteration to the underlying neurobiology is a pre-requisite for 

advancing neuroimaging as a tool in the context of clinical decision making. 
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3.6. Supplementary Figures and Discussion 

Figure S3.1. Schematic of the experimental pipeline 

 

 

Figure S3.1. A) Administration of excitatory (hM3Dq) or inhibitory (hM4Di) DREADD constructs via viral injection 

into the right primary somatosensory cortex (SSp) of wildtype and PVCre mice, respectively. B) Three to four 

weeks after surgery, mice underwent multimodal MRI functional imaging for the assessment of cerebral blood 

flow and resting-state fMRI (rsfMRI). In each session, clozapine was injected iv. (<=0.03 mg/kg) to activate the 

DREADD during the recordings. C) After the rsfMRI session, the successful viral transfection was ensured by 

immunohistochemistry as depicted by the results from a single brain slice. D) In some mice, in vivo 

electrophysiological recordings were taken from the right SSp and from a control region, to confirm that DREADD-

transfected neurons are successfully and selectively activated after clozapine injection and cause a net shift 

towards over-excitation. 
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Figure S3.2. Low doses of clozapine have no effect on neuronal activity 

 

 
Figure S3.2. A) Neuronal firing rate before and after clozapine injection (30 µg/kg) within the right SSp of a 

control animal, indicating unaltered neuronal firing rate. B) As A but for the right striatum, (control area) 

indicating no change in the neuronal firing rate after clozapine injection. C) Time-resolved firing rate in 

millisecond bins for the right SSp and right striatum. No change in firing rate after clozapine injection is observed 

in either of two regions. D) Relative change of averaged multiunit activity recorded in the right SSp and right 

striatum indicating no overall % change upon clozapine injection (n=2).  
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Figure S3.3. Short- and long-range connectivity changes induced by activating hSyn-hM3Dq 

 

 
 

Figure S3.3. A) Significant decrease (corrected) in regional homogeneity shown through coronal slices for ∆2 and 

∆3 time periods. B) Significant (corrected) interhemispheric decrease in VMHC shown through coronal slices for 

∆2 and ∆3 time periods. C) Whole-brain connectome analysis shows a significant interhemispheric reduction 

between somatosensory cortices for ∆1, ∆2 and ∆3 time periods between wt-hM3Dq (n=14) mice and controls 

(n=13). Regions affected are as follows: SSp-m: Primary Somatosensory Area, mouth; GU: Gustatory areas; SSp-

ul: Primary Somatosensory Area, upper limb; SSs: Supplementary somatosensory area; SSp-bdf: Primary 

Somatosensory Area, barrel field; SSp-n: Primary Somatosensory Area, nose. 
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Figure S3.4. Long-range connectivity changes induced by activating hM3Dq 

 

 
      

Figure S3.4. A) Averaged and z-scored Pearson’s correlation of all control (n=13) animals (lower triangle of the 

matrix) and all wt-hSyn-hM3Dq (n=14) animals (upper triangle of the matrix) for Post 3. B) Statistically significant 

differences during ∆3 time period among 5 brain regions (MO – Somatomotor cortex, SSp – somatosensory 

cortex, SSs- supplementary somatosensory cortex, CP – caudoputamen and TEa – temporal association cortex, R 

– right, L - left) between the controls and wt-hM3Dq mice. The stars within some ROIs indicate statistically 

significant differences that survived correction of multiple comparisons. 
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Figure S3.5. hM3Dq activated by CNO causes inter-hemispheric connectivity reduction 

 

 
Figure S3.5. Graph represents a decrease in interhemispheric connectivity (z-scored correlation) between the 

somatomotor regions in wt-hM3Dq mice (n = 6) compared to controls (n = 5), occurring 15 min after the CNO i.v. 

injection. The DREADD was activated using 1 mg/kg CNO. Univariate analysis of ANOVA show a significant 

difference between the groups F(1,9) = 8.710, p = 0.02. 
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Figure S3.6. Changes induced by activating hM4Di in PVCre mice.  

 

 

Figure S3.6. A) Time-resolved firing rate in millisecond bins for the right (blue) somatosensory cortex and right 

striatum (black). A steady increase of firing rate occurs at the right SSp once clozapine is injected, while no change 

occurs in striatum. B) Averaged multiunit activity increase by almost 20% compared to baseline (before clozapine 

injection) in right SSp and remained similar compared to baseline in the striatum. C) Significant decrease (TFCE-

corrected) in symmetric connectivity in PVCre-hSyn-hM4Di mice compared to controls depicted on coronal slices 

for the ∆2 time point. 
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Figure S3.7. Viral expressions in the SSp of wt-hSyn-hM3Dq, PVCre-hSyn-hM4Di and wt-CAMKII-hM3Dq mice  

 

 
Figure S3.7. Viral expressions at the somatosensory cortex of the wt-hSyn-hM3Dq, PVCre-hSyn-hM4Di and for 

wt-CAMKII-hM3Dq mice. Each slice represents the expression obtained from a single mouse. 
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Figure S3.8. Statistical comparison between different doses of clozapine in wt-hSyn-hM3Dq and control mice 

 

 
Figure S3.8. A,B,C) Corrected statistical comparison (1-p-value) between the control groups that received 2 

different doses of clozapine (10 mg/kg or 30 mg/kg) for the ∆1, ∆2 and ∆3 time periods. Red line represents a 

start of significance, showing that there are no significant differences between the groups. D,E,F) Similar 

information to the 3 graphs above but only for the mice transfected with hM3Dq DREADD. 
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Figure S3.9. Univariate BOLD dynamics are weakly distinguishable at the left SSp and VIS among the three 

group 

 
Figure S3.9. For a given region and pair of classes, we used the features of each time series (relative to baseline) 

as the basis for classification and quantified them as the 10-fold cross-validated balanced classification accuracy 

(%). Classification results for the Left SSp (A) and VIS control (B) region at ∆1. 
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Figure S3.10. Univariate BOLD dynamics change in similar ways in wt-hSyn-hM3Dq and PVCre-hSyn-hM4Di 

 

 
Figure S3.10. A) We measured similarity of dynamical changes in wt-hSyn-hM3Dq and PVCre-hSyn-hM4Di 

relative to control as the correlation, , of Mann-Whitney U statistics computed for each feature at ∆1, which 

are plotted as bars for each brain region. B) After subtracting matched test statistics measured in VIS from those 

measured in right SSp, the residual correlation in the injected region remains strong, shown here as a scatter 

plot. 
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Table S3.1. Demographics of mice used in the experiment 

  

 

Table S1. Details about all the mice involved in the experiments with mean + standard deviation calculated for 

mouse age at surgery, bodyweight at surgery and bodyweight on the scan day. 
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Supplementary Discussion   

Activated DREADDs caused relative over-excitation at the cellular level and within cortical 

circuits  

In our first experiment, we used hM3Dq-DREADD on human Synapsin (hSyn) promoter to 

achieve a strong shift in E:I balance towards over-excitation in the targeted region. As human 

Synapsin promoter is active in both excitatory and inhibitory neurons, we decided to repeat 

the experiment but now using CAMKII promoter to generate clear bias towards gene 

expression in excitatory cortical neurons (up to 85%). To address this, we injected a cohort of 

mice with a hM3Dq-DREADD on a CAMKII promoter and confirmed similar results as with 

hSyn, thus showing that both hM3Dq DREADD on a CAMKII or hSyn promoter generate 

identical results (Fig. 3.3). While none of the promoters in AAV can restrict its affinity 

exclusively toward excitatory neurons, our electrophysiological results confirmed that 

activating DREADDs in the wt-hSyn-hM3Dq mice caused a significant increase of neuronal 

firing rate in the targeted region, suggesting a general over-excitation. Convergent evidence 

is also revealed by our CBF measurements in both wt-hSyn-hM3Dq and wt-CAMK-hM3Dq 

mice. Numerous PET and fMRI studies have demonstrated that CBF reflects glucose 

metabolism, and it is considered an indirect marker of neural activity at the population level 

(Chen et al., 2008, Juepter and Weiller, 1995). Here we report an increase in CBF exclusively 

in the right SSp of DREADD mice, which confirms the anatomical specificity of our intervention 

in exciting the targeted area. 

 

In the second set of experiments, we used PVCre mice to ensure cell-specificity of the hM4Di 

DREADD. Analogous to our first experiment, in vivo electrophysiology confirmed that 

inhibiting GABAergic PV neurons via hM4Di significantly increased neuronal population firing 

and moderately increased blood flow. This finding is consistent with previous literature, which 

states that suppression of PV interneurons leads to an increased cortical excitation i.e. 

increase in number of cells spiking at the population level (Moore et al., 2018, Atallah et al., 

2012). In summary, even though the two experiments targeted different biological pathways, 

both manipulations shifted cortical E:I balance in a similar manner by causing a net increase 

in the firing rate of neuronal populations within the targeted SSp, as shown by convergent 

evidence from in vivo electrophysiology and cerebral blood flow.  

 

In order to activate DREADDs, we used low-doses of clozapine instead of the more commonly 

used clozapine-N-oxide (CNO). Clozapine is a potent antipsychotic medication used in the 

treatment of schizophrenia that binds to a number of receptors including serotonin, α1-

adrenergic receptors, muscarinic-1 and histamine (Nucifora et al., 2017). Clozapine is a 

metabolite of CNO but, unlike CNO, is able to freely pass the blood brain barrier. Because of 

its high affinity for DREADD receptors, clozapine is thought to be the actual activator of 

DREADDs in in vivo studies (Gomez et al., 2017, Manvich et al., 2018). In our experiments, we 

used clozapine doses of 0.01–0.03 mg/kg to activate the DREADDs, which are below the 
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threshold level necessary to elicit a behavioral effect in mice. To further control for any 

unspecific effect of clozapine, we employed a randomized controlled design injecting identical 

doses of clozapine in sham-operated mice. We also conducted experiments using two 

different doses of clozapine (Fig. S3.8) and found no differences in any of the groups, 

suggesting that the lower dose (0.01 mg/kg) is sufficient to activate DREADDs in vivo. 

Furthermore, we performed analogous experiments in smaller mouse cohorts using CNO, 

which revealed similar effects, i.e., a significant decrease in interhemispheric connectivity in 

the targeted somatomotor cortex (Fig. S3.5).  

 

Mildly anesthetized animals were used during the experiment in order to minimize animal 

movement and potential distress during examination. Increasing body of literature 

emphasizes that the importance for understanding the effects of anesthesia on functional 

connectivity is key to correct interpretation of the results (Bukhari et al., 2017, Jonckers et al., 

2011, Grandjean et al., 2014a). For optimal results, we used a combination of medetomidine 

(vasoconstrictor), isoflorane (vasodilator) and pancuronium (muscle relaxant) at very low 

doses (Zerbi et al., 2015, Grandjean et al., 2014a). Isoflorane is predominantly targeting the 

GABAergic neurotransmitter system (Lukasik and Gillies, 2003). GABA receptors are widely 

spread throughout the brain, therefore it is essential to control for percentage of isoflurane 

used in the anesthesia. Metedomidine predominantly targets α2 adrenergic receptors, whose 

distribution within the brain varies, being largely located in the brainstem (especially locus 

coeruleus) (Lukasik and Gillies, 2003). By combining metedomidine with isoflurane we 

ensured that isoflurane is kept at minimum level (0.5%) and as so does not have a dominant 

effect on functional connectivity. 

 

Univariate BOLD dynamics change in similar ways in both wt-hSyn-hM3Dq and PVCre-hSyn-

hM4Di  

We aimed to test whether changes in univariate BOLD dynamics resulting from both DREADDs 

mechanisms (wt-hSyn-hM3Dq and PVCre-hSyn-hM4Di) relative to controls were similar, 

focusing on the ∆1 time period. For each time-series feature, we quantified how the DREADDs 

condition differed from the sham condition as a Mann-Whitney U statistic, and then 

compared these statistics between the two different DREADDs. If the properties of BOLD 

dynamics change similarly due to wt-hSyn-hM3Dq and PVCre-hSyn-hM4Di groups, then we 

should detect this as an increase in correlation, , between the two sets of Mann-Whitney U 

statistics. Indeed, we found that this correlation, , is lowest in the control region (VIS,  = 

0.46), increases in the contralateral region (left SSp,  = 0.54), and is highest in the injected 

region (right SSp,  = 0.75), as shown in Fig. S3.6A. The two sets of Mann-Whitney U statistics 

(wt-hSyn-hM3Dq versus control and PVCre-hSyn-hM4Di versus control) are not independent 

due to a repeated comparison to the same set of control dynamics, likely accounting for the 

correlation observed in the VIS. After subtracting matched test statistics between the right 
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SSp and VIS, correlations between the residuals of this subtraction are strong in both the right 

SSp (resid = 0.59, shown in Fig. S8B), and left SSp (resid = 0.47). 

 

Discriminatory Time-Series Features 

Having demonstrated that wt-hSyn-hM3Dq and PVCre-hSyn-hM4Di manipulations cause 

distinctive changes to local BOLD dynamics, particularly in the injected region, we aimed to 

understand the specific properties of BOLD dynamics that drive this discriminability. We first 

investigated which time-series features most strongly differentiate wt-hSyn-hM3Dq from 

controls in the right SSp at ∆1. We scored the discriminability of each feature separately using 

a rank-sum test, correcting for multiple-hypothesis testing across all individual features by 

assuming independent tests (Benjamini and Hochberg, 1995) (a conservative correction due 

to high inter-correlation of many time-series features in hctsa (Fulcher et al., 2013)). A total 

of 924 features of wt-hSyn-hM3Dq BOLD dynamics were significantly different to control 

(pcorr < 0.05), including measures of variance, which were decreased in wt-hSyn-hM3Dq mice 

(e.g., standard deviation, pcorr = 2  10-3), and measures of autocorrelation, which were 

increased in wt-hSyn-hM3Dq mice (e.g., power in the lowest fifth of frequencies, pcorr = 3  10-

3). A wide range of other features from diverse literatures also captured a significant 

difference in BOLD dynamics in wt-hSyn-hM3Dq mice relative to controls, including features 

of self-affine scaling, linear and nonlinear autocorrelation, local motifs, temporal entropy, 

model-based fits and forecasting, wavelet decompositions, outliers, and stationarity. Our 

results indicate a robust time-series signature of wt-hSyn-hM3Dq activation. 

 

Similar analysis was repeated to identify any significant BOLD dynamics between wt-CAMK-

hM3Dq relative to sham controls. We identified 189 time-series features that are individually 

informative of the difference from controls (pcorr < 0.05). Significant features are dominated 

by various measures of autocorrelation in the signal, similar to the characteristics identified 

above for wt-hSyn-hM3Dq. 

 

We repeated the above analysis to identify whether we can isolate informative changes to 

BOLD dynamics caused by PVCre-hM4Di. We identified 225 time-series features that are 

individually informative of the difference from controls (pcorr < 0.05). Significant features are 

dominated by various measures of autocorrelation in the signal, similar to the characteristics 

identified above for wt-hSyn-hM3Dq.  

 

BOLD time-series classification at ∆2 and ∆3 

Our main analysis of classifying univariate BOLD dynamics was focused on the ∆1 time period. 

Here we demonstrate that the main qualitative results reported hold also for later time 

periods ∆2 (and ∆3, available only for wt-hSyn-hM3Dq and sham). Namely: the control region 

(VIS) was consistently classified at chance level (p > 0.05), the contralateral region (left SSp) 

mostly displayed a classifiability intermediate between the control and injected regions, while 
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the injected region (right SSp) consistently displayed the highest classification rates. Individual 

results are listed here: 

• wt-hSyn-hM3Dq versus CONTROL at ∆2: right SSp: 86% (p = 2   104), left SSp: 38% (p 

= 0.8), VIS: 53% (p = 0.4). 

• wt-hSyn-hM3Dq versus CONTROL at ∆3: right SSp: 75% (p = 0.01), left SSp : 49% (p = 

0.5), VIS: 45% (p = 0.6). 

• PVCre-hSyn-hM4Di versus CONTROL at ∆2: right SSp: 66% (p = 0.05), left SSp: 72% (p 

= 0.01), VIS: 52% (p = 0.4). 

• wt-hSyn-hM3Dq versus PVCre-hSyn-hM4Di at ∆2: right SSp: 68% (p = 0.03), left SSp: 

52% (p = 0.4), VIS: 36% (p = 0.9). 

• wt-CAMK-hM3Dq versus CONTROL at ∆2: right SSp: 65% (p = 0.07), left SSp: 56% (p = 

0.3), VIS: 60% (p = 0.2). 

• wt-CAMK-hM3Dq versus wt-hSyn-hM3Dq at ∆2: right SSp: 68% (p = 0.03), left SSp: 

37% (p = 0.8), VIS: 48% (p = 0.6). 

• wt-CAMK-hM3Dq versus PVCre-hSyn-hM4Di at ∆2: right SSp: 49% (p = 0.5), left SSp: 

50% (p = 0.5), VIS: 38% (p = 0.8). 
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4.1. Abstract 

Resting-state functional magnetic resonance imaging (rsfMRI) is a unique tool for detecting 

marcoscale patterns of neuronal interactions across the whole brain at rest. Yet 

understanding how cellular level mechanisms map onto the macroscopic brain networks 

remains incompletely understood. While previous research has shown that regional cell-

specific neuromodulation affects local BOLD dynamics, whether this neuromodulation also 

alters the BOLD dynamics of remote but anatomically connected regions, remains an open 

question. Here, we chemogenetically excited or inhibited D1 MSNs of right dorsomedial 

striatum and found that alterations of D1 MSN activity in the striatum propagate through 

anatomically connected networks, thereby shaping the dynamics of multiple thalamic and 

cortical regions within an anatomically defined circuit. Cortico-striatal functional connectivity 
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was reduced during excitation, while a trend towards an increase of functional connectivity 

was observed during inhibition. Our approach to analyze the BOLD dynamics within a region 

of interest can be readily applied to a large body of resting-state fMRI data obtained in 

humans. Such an analysis would provide region-specific information on altered neural activity 

which is complementary to conventional functional connectivity analyses.  

 

4.2. Introduction 

The brain is a complex network of anatomically connected and perpetually interacting neural 

populations. It has been shown that functional magnetic resonance imaging during the resting 

state is a unique tool for detecting marcoscale patterns of neural interactions across the 

whole brain which emerge without performing a specific task. A large body of work has used 

rsfMRI for identifying interregional communication streams by estimating functional 

connectivity (FC) between pairs of brain areas. High FC is inferred when the spontaneous 

fluctuations of the blood oxygen level dependent (BOLD) signal are temporally correlated.  

 

While FC analyses focus on statistical interdependencies between two brain areas, they do 

not directly consider the BOLD signal fluctuations themselves. However, we and others have 

shown recently that the dynamics of the spontaneous BOLD signal measured within a given 

brain area at rest, carry information regarding the underlying activity at the cell level  (Roelofs 

et al., 2017, Peeters et al., 2020, Nakamura et al., 2020, Markicevic et al., 2020). In our 

previous work we combined rodent rsfMRI with chemogenetic neuromodulation of the 

somatosensory cortex and machine learning to show that manipulating neurons of the 

cortical microcircuit in a cell-type specific manner causes systematic alterations which can be 

detected by analyzing the BOLD timeseries dynamics measured with rsfMRI (Markicevic et al., 

2020). This is a non-trivial and highly intriguing finding since the BOLD signal, which fluctuates 

in the range of 0.01 to 0.1 Hz, is several magnitudes slower than the dynamics of neural 

activity recorded at the cell level. Importantly, this result opens up new opportunities for 

using non-invasive neuroimaging to detect cell level alterations within a specific brain area, 

an analysis which provides complementary information to more conventional FC approaches 

that focus on interregional communication streams. 

 

Here, we investigated whether modulating the cell-specific activity within one area also 

changes the BOLD signal dynamics of remote yet anatomically connected areas. To explore 

this, we chemogenetically excited or inhibited (Roth, 2016) the activity of D1 medium spiny 

neurons (MSNs) in the intermediate portion of the right dorsomedial caudate putamen 

(CPidm, i.e., the input area of the striatum) while acquiring rsfMRI data across the whole 

brain. We chose CPidm because it is part of an anatomically well-defined and broadly studied 

striato-thalamic-cortical circuit (Wall et al., 2013, Runegaard et al., 2019, Lee et al., 2016).  We 

hypothesized that the chemogenetic manipulation would modulate neural activity within the 
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target area CPidm as well as in anatomically connected sub-areas of thalamus and cortex 

(Grandjean et al., 2017b). To test this hypothesis, the Allen Mouse Brain Connectivity Atlas 

(Oh et al., 2014) and Mouse Cortico-Striatal Projectome (Hintiryan et al., 2016) were used to 

identify the strongest monosynaptic projections among basal ganglia, thalamus and cortex 

and to identify anatomically connected regions of interest. We applied two different 

analytical approaches: first, we investigated whether either exciting or inhibiting D1 MSNs 

modulates BOLD timeseries fluctuations within regions of interest. These concerns (i) the 

modulated CPidm region but also (ii) anatomically connected regions along the striato-

thalamic-cortical circuit. Spontaneous BOLD signal fluctuations were identified via a set of 

general features which are used across multiple scientific fields for timeseries analysis of 

various signals. Each feature captures a different type of interpretable property of the 

univariate timeseries, enabling an unbiased assessment of regional BOLD fluctuations 

(Fulcher et al., 2013, Fulcher and Jones, 2017).  Second, we also tested whether the 

chemogenetic manipulation of CPidm alters FC. According to our anatomical hypothesis, we 

focused on connections between the targeted area CPidm and all other thalamic and cortical 

regions-of-interest (ROIs).  

 

These assessments of regional BOLD dynamics within this anatomically defined circuit 

provides new insights into how the effect of cell specific manipulations propagates through 

anatomically connected networks. 

 

4.3. Materials and Methods 

All experiments and procedures were conducted following the Swiss federal Ordinance for 

animal experimentation and approved by Zurich cantonal Veterinary Office (ZH238/15 and 

ZH062/18). House inbred BAC-mediated transgenic mouse line from GENSAT (BAC-Cre Drd1a-

262 – D1Cre) (Gong et al., 2003) was used in this study, while the first generation was 

obtained from the lab of Prof. Jin Hyung Lee at Stanford University (Lee et al., 2016). All D1Cre 

mice were kept in standard housing under 12h light/dark cycle with food and water provided 

ad libitum throughout the whole experiment. A total of 38 mice were used in the experiment, 

aged 16.2 ± 2.8 weeks and weighing 24.9 ± 3.3gr at the day of the surgery. 

 

Stereotactic transfection procedure 

Each mouse was initially anesthetized using a mixture of midazolam (5mg/ml; Sintetica, 

Switzerland), fentanyl (50mcg/ml; Actavis AG, Switzerland) and medetomidine (1mg/ml; 

Orion Pharma, Finland). Upon anesthesia induction, mice were placed on a heating pad and 

the temperature was kept at 35ºC (Harvard Apparatus, USA). Following shaving and cleaning, 

an incision along the midline of scalp was made.  The intermediate portion of the right 

dorsomedial caudate-putamen (CPidm) was targeted at the coordinates of +0.5mm AP 

(anterior posterior), -1.5mm ML (medio-lateral) and -3.0mm DV (dorso-ventral) relative to 
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the Bregma using a drill and microinjection robot (Neurostar, Germany) with a 10 ul NanoFil 

syringe and 34Ga bevelled needle (World Precision Instruments, Germany). 950 nl of double-

floxed inverted (DIO) recombinant AAV8 virus was used to express either hM3Dq-mCherry 

(excitatory DREADD, n=13, 8 female) or hM4Di-mCherry (inhibitory DREADD, n=15, 7 female) 

or mCherry (control, n=10, 6 female). The virus was injected at the rate of 0.06 ul/min and 

provided by Viral Vector Core Facility of the Neuroscience Centre Zurich 

(http://www.vvf.uzh.ch/en.html). Upon the injection, the needle was left in place for 10 min 

and then slowly withdrawn. Subsequently, mice were given an anesthesia antidote consisting 

of tegmestic (0.3mg/ml; Reckitt Benckiser AG, Switzerland), annexate (0.1mg/ml; Swissmedic, 

Switzerland) and antisedan (0.1mg/ml; Orion Pharma, Finland) and left to fully recover. 

Following the surgery, ketoprofen (10mg/kg; Richter Pharma AG, Austria) was 

subcutaneously injected daily for at least 3 days to reduce any post-operative pain. Animals 

were given 3-4 weeks to fully recover from the surgery and to allow for expression of the 

transgene prior to the scanning session. The viral expression map showing the viral expression 

of all mice included in this study is shown in Fig. 4.1C. 

 

Behavioral open field test 

A custom-made box (50 x 50 x 50 cm) consisting of light grey walls and a floor was designed 

and placed in a room with homogenously spread light source. Each mouse spent 5 min 

exploring the box before the start of the experiment. To activate the DREADD, clozapine was 

intraperitoneally injected at the dose of 30 µg/kg, 10min before the start of recording. A total 

of 32 mice underwent an open field behavioral test and each recording lasted 25 min. Data 

was analyzed using EthoVision XT14 (Noldus, the Netherlands) software for total distance 

travelled, a number of clockwise and anticlockwise rotations for each mouse. Statistical 

analysis was performed using multivariate ANOVA implemented in SPSS24 (IBM, USA). To 

account for possible gender differences, age and weight were used as covariates. 

 

MRI setup and animal preparation  

Resting-state fMRI (rsfMRI) measurements were obtained at the 7T Brucker BioSpec scanner 

equipped with a Pharmascan magnet and a high signal-to-noise ratio (SNR) receive-only 

cryogenic coil (Bruker BioSpin AG, Fällanden, Switzerland) in combination with a linearly 

polarized room temperature volume resonator for rf transmission.   

 

Standardized anesthesia protocols and animal monitoring procedures were utilized for 

performing rsfMRI scans (Markicevic et al., 2020). Briefly, mice were initially anesthetized 

with 3% isoflurane in 1:4 O2 to air mixture for 3 min to allow for endotracheal intubation and 

tail vein cannulation. Mice were positioned on an MRI-compatible support, equipped with 

hot water-flowing bed to keep the temperature of the animal constant throughout the entire 

measurement (36.6 ± 0.5ºC). The animals were fixed with ear bars and mechanically 

ventilated via a small animal ventilator (CWE, Ardmore, USA) at the rate of 80 breaths per 
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minute, with 1.8 ml/min flow of isoflurane at 2%. Subsequently, a bolus containing a mixture 

of medetomidine (0.05 mg/kg) and pancuronium (0.25 mg/kg) was injected via the 

cannulated vein and isoflurane lowered at 1%. Five minutes following the bolus injection, a 

continuous infusion of medetomidine (0.1 mg/kg/h) and pancuronium (0.25 mg/kg/h) was 

started while isoflurane was further reduced to 0.5%. Animal preparation took on average 

16.1 ± 2.7 minutes and all animals fully recovered within 10 min after the measurement.  

 

Resting-state fMRI acquisition and data preprocessing 

Acquisition parameters were the following: repetition time TR=1s, echo time TE=15ms, flip 

angle= 60°, matrix size = 90x50, in-plane resolution = 0.2x0.2 mm2, number of slices = 20, slice 

thickness = 0.4 mm, 2280 volumes for a total scan of 38 min. Clozapine, the DREADD activator, 

was intravenously injected 15 min after the scan start at the dose of 30 µg/kg and a total of 

38 D1Cre animals (10 controls and 13 D1 excitatory and 15 D1 inhibitory mice) were scanned.  

Data was preprocessed using an already established pipeline for removal of artefacts from 

the time-series (Zerbi et al., 2015, Markicevic et al., 2020). Briefly, each 4D dataset was 

normalized in a study-specific EPI template (Advanced Normalization Tools, ANTs v2.1, 

picsl.upenn.edu/ANTS) and fed into MELODIC (Multivariate Exploratory Linear Optimized 

Decomposition of Independent Components) to perform within subject special-ICA with a 

fixed dimensionality estimation (number of components set to 60). The procedure included 

motion correction and in-plane smoothing with a 0.3 mm kernel. FSL-FIX study-specific 

classifier, obtained from an independent dataset of 15 mice, was used to perform a 

‘conservative’ removal of the variance of the artefactual components (Griffanti et al., 2014). 

Subsequently, the dataset was despiked, band-pass filtered (0.01-0.25 Hz) based on the 

frequency distribution of the fMRI signal under medetomidine anesthesia (Grandjean et al., 

2014a) (Pan et al., 2013) and finally normalized into AMBMC template (www.imaging.org.au 

/AMBMC) using ANTs. Each dataset was split into two 900 data points (equivalent of 15 min 

of scanning), first of the baseline and second after the clozapine injection (post clozapine). 

Four minutes or 240 data points between the baseline and post clozapine were discarded, as 

it is the time required for the DREADD to become fully activated. The difference between the 

baseline (first 15 min of scan) and post clozapine is further referred to as ∆1. 

 

Defining Regions of Interests (ROI) based on structural connectivity within striato-thalamic-

cortical circuits  

The Allen Mouse Brain Connectivity Atlas (Oh et al., 2014) was used to map out the mesoscale 

structural connectome of the striato-thalamic-cortical circuit containing our striatal target 

area CPidm. The Allen Mouse Brain Connectivity Atlas defines 213 brain regions, and the 

connectivity data was summarized in a form of normalized connectivity strength represented 

by a p-value for each edge in the connectome of 213 by 213 brain regions. These connectivity 

strengths between ontological brain regions were constructed via a computational model, 

where normalized tracer volumes between each source and target were used to define the 

http://www.imaging.org.au/
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connection strengths. A monosynaptic projection from one region to another was inferred if 

the edge’s p-value was smaller than 0.05.    

 

Based on these structural connectome data, we re-constructed which regions of interest 

(ROIs) form the striato-thalamic-cortical loop including CPidm using a step-wise approach.  

First, starting from the caudate putamen (CP) as our “seed area” (since the Allen Mouse Brain 

Connectivity Atlas contains no more detailed sub-divisions), we identified globus pallidus 

external (GPe)/ internal (GPi) and substantia nigra par compacta (SNc)/pars reticulata (SNr) 

as monosynaptically connected brain areas. Second, GPe/i and SNc/SNr were used as seed 

areas to identify STN as well as several thalamic ROIs (RT, PP, LH, VM, PF, VAL, IMD, SPA, SPFp, 

VPMpc and POL, see Fig. 4.2A-D for more detailed explanations) as being monosynaptically 

connected.   

 

Third, using the identified thalamic regions as a seed we found direct projections to other 

thalamic subregions (MD, CM, AM, VPM, VPL, PO, CL, SPFm, LP, RH, RE, LD; see Fig.4.2D for 

explanations of the abbreviations). Forth, using all thalamic ROIs which were identified in the 

2nd or 3rd step, we identified all connected cortical ROIs but only maintained those with a 

significant monosynaptic projection to CP, thereby closing the loop. These cortical regions 

were ACA, AI, MOp/s, SSp, GU, VISC, PL or RSP, ORB, PERI, VIS, PTLp (see Fig.4.2 for 

explanations of the abbreviations).  Figure 4.2A-E graphically summarizes these steps.  

 

Since some of the extracted thalamic and cortical ROIs consisted only of a few voxels they 

were merged with neighboring ROIs to improve the signal-to-noise ratio for the BOLD time 

series analysis. The following thalamic ROIs were merged together: 1) RE|LH|RH, 2) 

SPF|SPA|PP, 3) PO|POL, 4) VAL|VPM|VPMpc, 5) VM|CM; and the following cortical ROIs 

were merged together 6) VISC|GU and 7) ECT|PERI (full names of abbreviated ROIs are 

summarized in Fig. 4.2). Note that these specific ROIs were merged because they were (i) 

located next to each other and (ii) had similar anatomical connectivity patterns derived from 

Allen Mouse Brain Connectivity atlas. This resulted in total of 14 thalamic (TH) ROIs and 13 

cortical (CTX) ROIs. 

 

Note that the Allen Mouse Brain Connectivity Atlas contains caudate-putamen (CP) only as 

one large area. However, recent research has shown that the CP consists of functionally 

segregated parts (Hintiryan et al., 2016) which can be distinguished along a rostral-

intermediate-caudal gradient, a dorsal-ventral gradient and a medial-lateral gradient. 

Therefore, we aimed to further refine the above selection of ROIs using more specific 

anatomical information. To do so we used the Mouse Cortico-Striatal Projectome consisting 

of 29 distinct regions within the CP (Hintiryan et al., 2016). We had a very specific a-priory 

hypothesis that activating the DREADDs with clozapine would modulate BOLD activity within 

the targeted CPidm subarea. Additionally, we used the fine-grained CP parcellation consisting 
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of 29 ROIs for an exploratory analysis, to check whether also other CP subareas might have 

been affected by our experimental manipulation. 

 

Finally, we used information from the literature (Wall et al., 2013, Guo et al., 2015, Parker et 

al., 2016, Hunnicutt et al., 2016, Alloway et al., 2017, Collins et al., 2018, Evangelio et al., 2018, 

Diaz-Hernandez et al., 2018, Perry and Mitchell, 2019, Mandelbaum et al., 2019, Lee et al., 

2020) to identify which of the thalamic nuclei identified above from the Allen Mouse Brain 

Connectivity Atlas, were specifically connected to CPidm (i.e. our targeted subarea of the 

caudate-putamen). Based on this information we refined our selection of thalamic ROIs to 

VM/CM, LD, MD, PF, LP and CL which are all reciprocally connected to CPidm, i.e., these 

thalamic nuclei receive projection from CPidm via the GP/SN and project back to the CPidm.   

 

These 3 approaches to define ROIs that are a part of striato-thalamic-cortical circuit resulted 

in a total of 27 ROIs, 13 part of CTX, 7 part of TH, 3 part of CP and GPi, GPe, SNc, SNr and STN. 

These regions were utilized to analyze effects of CPidm neuromodulation displayed in figures 

4.4 and 4.5. 

 

Resting-state fMRI data analysis: Classification of univariate BOLD time series 

Data processing and feature computation 

Univariate BOLD timeseries were extracted for the ROIs described above (i.e., averaged across 

all voxels within the ROI), the timeseries were separated into 15 min during baseline and 15 

min following clozapine injection (post clozapine) and labelled according to the three 

experimental groups they belonged to; i) D1 excitation (n=13) ii) D1 inhibition (n=15) and iii) 

D1 control (n=10).  

 

Univariate timeseries properties were characterized using the hctsa toolbox (Fulcher and 

Jones, 2017, Fulcher et al., 2013) which extracts 7702 interpretable features per time series. 

For a detailed description of the hctsa toolbox see Fulcher and Jones, 2017. For each of the 

ROIs, 7702 timeseries features data were determined for 2 time points (baseline vs post 

clozapine injection) x 38 individual subjects (n=13 D1 excitation, n=15 D1 inhibition, n=10 

controls). Features which were non-constant, fell within the pre-defined range of values and 

with real-numbered outputs within all three groups were used for further analysis. Each 

timeseries was labelled by the experimental group (D1 excitation, D1 inhibition, D1 control) 

and time point (baseline, t1 and post clozapine injection, t2). 

 

Classification 

The feature-based representations of BOLD timeseries in each brain area was used as the 

basis for classifying the different experimental conditions. The analysis focused on changes 
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of the timeseries features caused by activating the DREADDs by injecting clozapine. 

Therefore, timeseries features computed at baseline were subtracted from timeseries 

features obtained for post clozapine period, and the resulting feature differences were 

normalized using an outlier-robust sigmoidal transformation (Fulcher et al., 2013). A linear 

support vector machine classification model was trained on the normalized feature matrix for 

a given brain area, using inverse probability class reweighting to account for imbalances 

between experimental groups. A measure of discriminability of a pair of experimental groups 

was quantified as the balanced classification accuracy using 10-fold stratified cross validation, 

ensuring that each fold is an appropriate representative of the original data in terms of class 

imbalance, class distribution, mean and variance. Balanced accuracy was computed as the 

arithmetic mean of sensitivity and specificity. To reduce variance caused by the random 

partition of data into 10 folds, the procedure was repeated 50 times (with each iteration 

yielding a balanced accuracy value) and the resulting distribution of balanced accuracies was 

summarized as its mean and standard deviation. 

 

In small samples, there is a greater probability that optimistic classification results can be 

obtained by chance. To account for this effect, statistical significance of the classification 

results obtained via a permutation tests whereby the group labels were randomly permuted. 

The null distribution of the classification accuracy metric used above (mean across 50 repeats 

of 10-fold cross-validated balanced accuracy) was obtained for 5000 random group label 

assignments. The statistical significance of a given classification result was then estimated as 

a permutation test (i.e., as the proportion of the 5000 null samples with a mean balanced 

classification rate exceeding the balanced accuracy obtained for the true group labels). Note 

that we reported uncorrected p-values (puncor) for exploratory control analysis for 29 CP 

subregions.  As all the ROIs are statistically dependent, the FDR (False Discovery Rate) method 

of Benjamini and Hochberg was applied to correct for multiple comparisons (Benjamini and 

Hochberg, 1995).  

 

Resting-state fMRI data analysis: functional connectivity analysis 

BOLD timeseries were extracted from each of the ROIs that are part of the striato-thalamic-

cortical circuit of interest. Functional connectivity between CPidm and all other ROIs was 

measured using regularized Pearson’s correlation coefficient implemented in FSLnets (Figure 

4.5B, C) on the normalized (post clozapine – baseline) data (∆1). FSL General Linear Model 

(GLM) was used to perform statistical comparison among the 3 groups (D1 excitation, D1 

inhibition and D1 control). The connectivity matrices were fed into a nonparametric 

permutation testing with 5000 permutations to detect whether activating the DREADDs 

caused functional connectivity changes between groups. Correction for multiple comparisons 

was applied using the FDR (False Discovery Rate) method with statistical significance defined 

at p < 0.05. To account for possible gender differences, age and weight were used as 

covariates.  
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Histological evaluation of transfection 

Viral expression of the DREADDs (for DIO-hM3Dq-mCherry, DIO-hM4Di-mCherry and DIO-

mCherry) was confirmed by mCherry staining using standard immunohistochemistry 

protocols, while qualitative transfection of D1 MSNs was confirmed using antibodies against 

D1 marker prodynorphin. Briefly, after the last MRI session, mice were deeply anesthetized 

using a mixture of Ketamine (100mg/kg; Graeub, Switzerland), Xylazine (10mg/kg; Rompun, 

Bayer) and Acepromazine (2mg/kg; Fatro S.p.A, Italy) and transcardially perfused with 4% 

Paraformaldehyde (PFA, pH=7.4). The brains were postfixed in 4% PFA for 1.5 hours at 4°C 

and then placed overnight in 30% sucrose solution. Brains were frozen in a tissue mounting 

fluid (Tissue-Tek O.C.T Compund, Sakura Finetek Europe B.V., Netherlands) and sectioned 

coronally in 40 μm thick slices using a cryostat (MICROM HM 560, histocom AG-Switzerland). 

Free-floating slices were first permeabilized in 0.2% Triton X-100 for 30 min and then 

incubated overnight in 0.2% Triton X-100, 2% normal goat serum, guinea pig anti-

prodynorphin (1:500, Ab10280, Abcam) and rabbit anti-mCherry (1:1000, Ab167453, Abcam) 

or rabbit anti-cfos (1:5000, AB2231974, Synaptic systems) at 4ºC under continuous agitation 

(100rpm/min). The next day, sections were incubated for 1h in 0.2% Triton X-100, 2% normal 

goat serum, goat anti-rabbit Alexa Flour 546 (1:300, A11035, Life Technologies), goat anti-

guinea pig Alexa Flour 647 (1:200, cat #A-21450, ThermoFisher Scientific) and DAPI (1:300, 

Sigma-Aldrich) at room temperature under continuous agitation. Afterwards, slices were 

mounted on the superfrost slides where they were left to airdry and later coverslipped with 

Dako Flourescence mounting medium (Agilent Technologies). Confocal laser-scanning 

microscope (CLSM 880, Carl Zeiss AG, Germany) and Zeiss Brightfield microscope (Carl Zeiss, 

AG Germany) were used to detect the viral expression. Microscopy protocol included a tile 

scan with a 10x or a 20x objective, pixel size of 1.2μm and image size of 1024x1024 pixels. 

Images were analyzed using ImageJ-Fiji.  

 

4.4. Results 

Chemogenetic manipulation of D1 MSNs of CPidm affects rotational behavior 

Four weeks after surgery, mice underwent a behavioural open field test upon activating the 

DREADDs with a low dose of clozapine (Fig. 4.1B). The behavioral open field test was 

performed as a manipulation check, to test whether activating the DREADDs in CPidm caused 

behavioral changes as predicted by previous work. Exciting D1 MSNs with clozapine increased 

the frequency of contraversive rotations and decreased the frequency of ipsiversive rotations 

compared to controls who also received clozapine (MANOVA,pcontra=0.01, pipsi= 0.028; Fig. 

4.1E-F). Exciting D1 MSNs caused the mice also to cover a larger total distance when 

compared to control mice (MANOVA, p=0.03; Fig. 4.1D). By contrast, inhibiting D1 MSNs of 

CPidm with clozapine, decreased the frequency of contraversive rotations, while increasing 

the frequency of ipsiversive rotations when compared to control mice or to excitatory D1 
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MSN mice (MANOVA,pcontra=0.001, pipsi= 1.3x10-5; Fig. 4.1E-F). These results replicate the 

behavior which is typically observed for unilateral excitation versus inhibition of D1 MSNs  

(Tecuapetla et al., 2014, Lee et al., 2016, Bay Konig et al., 2019, Runegaard et al., 2019).  

 

We also qualitatively assessed the viral transfection in the CPidm by immunostaining. Figure 

4.1C shows the superimposed viral expression maps of all mice which clearly cover CPidm. 

Together these results indicate that our approach allowed us to successfully modulate D1 

MSNs in CPidm.   

 

 
Figure 4.1. Chemogenetic targeting of D1 MSNs induces behavioral effects.  A) Either DIO-hM3Di-mCherry, DIO-

hM4Dq-mCherry or DIO-mCherry (control) virus was injected in the right dorsomedial striatum (CPidm) of D1Cre 

mice. B) Four weeks upon viral injection, open field test was performed. C) Qualitative viral expression map for 

every mouse included in the experiment. D) Only mice whose D1 MSNs of CPidm were excited, and not inhibited, 

covered significantly more distance when compared to controls (MANOVA, p=0.03). E) Exciting D1 MSNs of the 

right CPidm increased the frequency of contraversive rotations (turning in the direction opposite from the 

injection site as illustrated within the small circle, p=0.01), when compared to controls. On the contrary, inhibiting 

D1 MSNs of the right CPidm decreased contraversive rotations (p=0.001). F) Compared to controls, the frequency 

of ipsiversive rotations (turning in the same direction as the injection site, as illustrated within the small circle) 

significantly decreased when D1 MSNs of the CPidm were excited (p=0.028), while rotations significantly 

increased when D1 MSNs were inhibited (p=1.3x10-5).  

 

Altered dynamics of neuromodulated CP subregion and its anatomically adjacent regions  

A week later, mice were lightly anesthetized and macroscopic brain activity was measured via 

rsfMRI before and after activating the DREADDs with clozapine. Since we cell-specifically 

neuromodulated the intermediate portion of the dorsomedial part of CP (CPidm), we were 
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specifically interested whether this target area or other striatal subregions would be affected. 

To do so, we trained separate classifiers for each of the 29 CP subregions to determine 

whether changes in the BOLD time series dynamics where caused either by (i) D1 excitation 

versus no modulation in the control mice; or by (ii) D1 inhibition versus no modulation in the 

control mice.  The balanced classification accuracy and the significance level for each of the 

29 subregions is reported and displayed in Figure 4.2F-G and in Table S4.1. According to the 

Mouse Cortico-Striatal Projectome atlas, the DREADD was injected into the subarea labelled 

“CPi,dm,cd” (Fig. 4.2F). We first tested our anatomical a priori-hypothesis and found that the 

BOLD dynamics within the injection site CPi,dm,cd were significantly modulated during both 

excitation and inhibition of D1 MSNs when compared to control mice (p<=0.029). Next, we 

performed exploratory classification analyses on all other 28 CP subareas to test for DREADD 

effects outside of our injection side.  We found that in addition to the injection site, also 

anatomically adjacent CP subareas in the intermediate-ventral portion or the rostral-

dorsomedial portion of the CPr were significantly modulated (puncor<0.05). Based on the 

anatomical pattern of the classification results and viral expression map of our study (Fig. 

S4.1A), we added not only CPidm but also an adjacent rostral ROI (CPrdm) and an adjacent 

ventral ROI (CPiv) to the striato-thalamic-cortical circuit analysis. The detailed anatomical 

definition of these specific CP ROIs can be found in suppl. Fig. S4.1A.   
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Figure 4.2. Simplified illustration of the procedure for striato-thalamic-cortical region selection. A) The Allen 

Mouse Brain Connectivity atlas (Oh et al., 2014) was used to obtain significant monosynaptic projections (p<0.05) 

among regions (cortex (CTX), caudate putamen (CP), thalamus (TH), GPi, GPe, STN, SNc and SNr) constituting 

striato-thalamo-cortical circuit. B) Significant projections that caudate putamen projects to were extracted 

(GPi/e, SNc/r and STN). C) GPi/e and SNc/r significantly project to a number of thalamic regions, while these 

selected regions (D) further project to either other new thalamic regions, cortex or CP. E) The circuit was 

completed by extracting all the cortical regions (obtained from significant thalamic projections) that either 
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directly or indirectly (via another cortical region) have a significant projection to CP. F) – G) Coronal slices of the 

mouse brain with colour-coded balanced classification accuracy results for CP subregions obtained from Mouse 

Cortico-Striatal Projectome (Hintiryan et al., 2016) for D1 control vs D1 excitation groups (F) and D1 control vs 

D1 inhibition (G), respectively. CP subregions with classification accuracy above 70% are significant (permutation 

test, uncorrected), more detailed information available in Suppl. Fig 4.1/ Suppl. Table 4.1.  

Full names of abbreviated ROIs: CPr – caudate putamen rostral; CPv - caudate putamen ventral; CPidm-  caudate 

putamen dorsomedial; STN -subthalamic nucleus; SNc/r – substantia nigra compact/reticular part; GPi/e – 

globus pallidus internal/external; VPL - ventral posterolateral nucleus of thalamus; RE|LH|RH - nucleus of 

reuniens|lateral habenula|rhomboid nucleus; PO|POL – posterior complex and posterior limiting nucleus of 

thalamus; SPF|SPA|PP - subparafascicular nucleus subparafascicular area with peripeduncular nucleus of 

thalamus; IMD -intermediodorsal nucleus of thalamus ; RT - reticular nucleus of thalamus; AM – anteromedial 

nucleus; CL -central lateral nucleus of thalamus; PF -parafascicular nucleus; VAL|VPM| VPMpc - ventral anterior-

lateral complex of the thalamus with ventral posteromedial nucleus of the thalamus and its parvicellular part; 

MD – mediodorsal nucleus of thalamus; LD - lateral dorsal nucleus of thalamus; LP – lateral posterior nucleus of 

thalamus; VM|CM – ventral and central medial nuclei of thalamus; AI - agranular insular area ; PL – prelimbic 

area; ECT|PERI -ectorhinal and perirhinal area; VISC|GU – visceral and gustatory areas; ORB – orbital area;  RSP 

- retrosplenial area; MOp/s - primary and secondary motor cortex;  SSp1/2 - primary somatosensory cortex; ACA 

- anterior cingulate area;  PTLp - posterior parietal association area; VIS – visual area. 

 

Thalamic regions with significant changes in BOLD dynamics form anatomically closed 

loops with CPidm 

Next, we sought to understand whether activating the DREADDs in CPidm affects the BOLD 

dynamics of anatomically connected thalamic nuclei. Therefore, we applied a classification 

analysis to the MSN D1 excitation versus control group and the MSN D1 inhibition versus 

control group and found classification accuracies above chance for most of the thalamic ROIs. 

Interestingly, the largest effects were observed for those thalamic ROIs that have a specific 

reciprocal anatomical connection with CPidm (Fig. 4.3), i.e., they receive projections from 

CPidm via GP/SN and project back to CPidm. Statistics confirmed this observation for both D1 

excitation vs D1 control (Mann-Whitney U test, p=7*10-4, Fig. 4.3A) and D1 inhibition vs D1 

control (Mann-Whitney U test, p=0.038, Fig. 4.3B).  

Our results indicate that cell-specific neuromodulation of D1 MSNs alters the dynamics of the 

BOLD signal in downstream thalamic regions, that form strong closed loop anatomical 

connections with the neuromodulated CPidm. These thalamic regions were maintained as 

ROIs forming the specific striato-thalamic-cortical loop including CPidm. 
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Figure 4.3.  Altered dynamics in thalamic regions forming anatomically closed loops with dorsomedial caudate 

putamen. A) High balanced accuracy detected only in thalamic regions reciprocally connected to our modulated 

site i.e. dorsomedial striatum for D1 control vs D1 excitation group comparison (two tailed Mann-Whitney test; 

p=7*10-4 ) B) Similar to B but for D1 control vs D1 inhibitory group comparison (two tailed Mann-Whitney test; 

p=0.038). C) Figure illustrating thalamic regions (brightly coloured) that form anatomically closed loop 

connections with dorsomedial striatum.  

 

BOLD dynamics significantly altered in regions part of striato-thalamic-cortical circuit 

Next, we asked whether neuromodulation of D1 MSNs in the CPidm affects the BOLD 

dynamics of monosynaptically connected regions which form the CPidm – thalamic-cortical 

loop. We applied again our classification approach (Fig. 4.4A-C) and asked whether regional 

BOLD timeseries dynamics can be significantly distinguished between D1 excitation versus no 

modulation in the control mice.  As depicted in Fig. 4.4D, balanced classification accuracy was 

determined for each of the 27 ROIs constituting the striato-thalamic-cortical circuit of 

interest. Significant alterations in BOLD dynamics were obtained for all the CP subregions 

CPidm, CPr and CPv (Fig. 4.4D light green opaque bars with asterisk), all thalamic nuclei (i.e., 

parafascicular nucleus (PF), central-lateral (CL), lateral-dorsal (LD), lateral-posterior (LP), 

mediodorsal (MD), as well as ventral/central-medial (VM|CM) thalamic nuclei; Fig. 4.4D green 

opaque bars with asterisk) ) as well as the primary somatosensory cortex (SSp1), visual area 

(VIS), the posterior parietal association area (PTLp), primary and secondary motor cortex 

(MOp/s) and anterior cingulate area (ACA) (Fig. 4.4D brown opaque bars with asterisk). 

Somewhat surprisingly we found no significant alterations of the globus pallidus, substantia 

nigra or STN, not even at the trend level.     

An analogous classification approach was applied to distinguish between D1 inhibition versus 

no modulation in the control mice.  We identified less areas to exhibit significant changes of 

their BOLD timeseries dynamics and only the MD and VM/CM thalamic nuclei (Fig. 4.4E green 

opaque bars with asterisk) as well as the cortical areas SSp1 and PTLp (Fig. 4.4E brown opaque 

bars with asterisk) reached significance (FDR corrected). Note that all of these areas were also 

identified when D1 MSNs were excited. Finally, we tested whether we could distinguish 

between D1 MSNs excitation versus inhibition. Our statistics revealed significant classification 
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results only for the CL and LD thalamic nuclei (Fig. 4.4F green opaque bars) but only at 

uncorrected levels.      

Our results reveal that cell-specific neuromodulation of D1 MSNs of CPidm leads to 

characteristic alterations in BOLD dynamics in the specific neuromodulated region and also in 

remote yet anatomically connected cortical and thalamic regions. Excitation and inhibition of 

D1 MSNs seems to alter the BOLD dynamics in similar ways in most striato-thalamic-cortical 

regions and only a pair of thalamic regions were differentially affected as indicated by the 

significant classification results, albeit at uncorrected levels (Fig. 4.4F).   
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Figure 4.4. Characteristic changes observed in BOLD dynamics of region part of the striato-thalamic-cortical 

circuit. Classification of BOLD dynamics in 27 regions across three groups (D1 control, D1 excitation and D1 

inhibition). The schematic of the approach is depicted in A-C: A) BOLD dynamics were measured from each brain 

region as a univariate time series (a 15 min time series per time window and experiment), which was B) converted 

to a set of properties (a ‘feature vector’) using hctsa. C) For a given region and groups, we used the features of 

each time series (relative to baseline) as the basis for classification, which was quantified as the 10-fold cross-

validated balanced classification accuracy (%). Classification results in each brain region at ∆1 are shown for: D) 

D1 control versus D1 excitation; E) D1 control versus D1 inhibition; F) D1 excitation vs D1 inhibition. Each region 
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is colour coded depending on whether it is a part of CTX, CP or TH. Transparent bars indicate that BOLD dynamics 

in those ROIs were not significantly different between groups (p>0.05 uncorrected). Significant difference in BOLD 

dynamics between the two groups (p<0.05) was depicted with solid colour bars, where *indicates that statistical 

significance was reached after FDR correction for multiple comparisons.  

 

Functional connectivity changes induced by chemogenetic neuromodulation  

Since excitation and inhibition of D1 MSNs of CPidm significantly alters the dynamics of 

remote regions which constitute striato-thalamic-cortical circuit, we next aimed to examine 

the functional connectivity between CPidm and these ROIs (Fig. 4.5A). We assessed how 

injecting clozapine changes FC between CPidm and each of the anatomically connected ROIs.  

Analyzing the difference in FC between the 15min baseline period and 15min following 

clozapine injection, we compared the D1 excitatory group to the D1 control group for all 27 

ROIs of interest. While a number of regions displayed significant reduction in FC with CPidm 

when D1 MSNs were excited as compared to controls (puncor<0.05, solid color bars Fig. 4.5B), 

only anterior cingulate area (ACA) survived the correction for multiple comparisons (p < 0.05, 

FDR-corrected). An analogous analysis was performed to identify whether inhibiting D1 MSNs 

influences FC between CPidm and the ROIs in comparison to control animals, however no 

significant effects were observed (data not shown). Finally, we directly compared whether 

exciting versus inhibiting D1 MSNs differentially affects CPidm connectivity. Figure 4.5C shows 

that excitation typically reduced FC, while there was a trend towards FC increase during 

inhibition, resulting in an effect that reached significance in some cortical and thalamic ROIs 

(Fig 4.5C, solid color bars).  However, only FC changes between CPidm - ACA and CPidm – RSP 

and CPidm - MOs survived correction for multiple comparisons (p < 0.05, FDR-corrected). Full 

FC analysis among all 27 ROIs was performed but no connection reached significance after 

correction for multiple comparisons (data not shown).  

 

Overall, our FC results indicate a significant decrease in FC between CPidm and three cortical 

nodes, when D1 MSNs were excited and compared to D1 MSNs inhibition. 
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Figure 4.5. Functional connectivity changes induced by chemogenetic neuromodulation. A) Illustration of the 

analysis presented in this figure i.e. functional connectivity between CPidm and the rest of ROIs from striato-

thalamo-cortical circuit. B) – C) Baseline corrected functional connectivity changes between CPidm and the rest 

of ROIs, colour coded based on whether they are a part of cortex (CTX, brown), thalamus (TH, green), caudate 

putamen (CP, yellow) or GPi/e, SNc/r, STN (black). The graphs show z-scored FC between CPidm and each 

individual ROI for (B) D1 controls (black bars) vs D1 excitation group (red bars) or (C) D1 excitation (red bars) vs 

D1 inhibition group (blue bars). Transparent bars depict insignificant FC changes. Significant FC changes 

(uncorrected, p<0.05), depicted by solid colour bars, are observed between CPidm and anterior cingulate (ACA), 

retrosplenial area (RSP), prelimbic area (PL), secondary motor cortex (MOs), orbital area (ORB, only in Fig.4.5C), 

lateral posterior (LP), lateral dorsal (LD) and ventral/central medial (VM|CM, only in Fig.4.5B) nuclei of thalamus. 

* indicates FDR-corrected significance.  

 

4.5. Discussion 

Previous research has shown that regional cell-specific neuromodulation affects local BOLD 

dynamics. However, whether regional cell-specific activity also changes the BOLD dynamics 

of remote but anatomically connected regions, remains an open question. Here, we 

chemogenetically excited or inhibited D1 MSNs of right dorsomedial striatum (more 

specifically CPidm) and found that anatomically connected subareas of thalamus and cortex 

display significantly altered BOLD dynamics. Interestingly, results were most robust when D1 

MSNs were excited while the effect was much weaker when D1 MSNs were inhibited. We also 

assessed functional connectivity between the neuromodulated dorsomedial striatum and 

areas of the connected striato-thalamic-cortical circuit but only found a robust reduction in 

functional connectivity between CPidm and the anterior cingulate cortex in the 

chemogenetically excited group while a trend towards an increase of functional connectivity 

was observed during inhibition.  

 

Altered BOLD dynamics of a targeted CPidm and its anatomically adjacent CP subareas  

Our results confirmed that BOLD dynamics changed in CPidm, the targeted striatal subarea, 

upon activating the DREADDs. Additionally, we observed substantial modulation of the BOLD 

dynamics in anatomically adjacent CP subregions, located either ventrally or rostrally to the 

injection area CPidm (Fig. 4.2F). Even though we cannot exclude that the injected virus spread 

to neighboring CP subareas, it is unlikely that virus spread alone explains the robust 

neuromodulator effects which we observed at the whole group level.  An alternative 

explanation is that our results reflect intra-striatal communication between the identified CP 

subareas. The striatum is the main input structure of the basal ganglia and receives 

glutamatergic inputs from cortical, thalamic and limbic regions combined with dopaminergic 

input from the midbrain, thus acting as an integrative hub that assists in the selection of 

appropriate behaviors through its output to downstream basal ganglia nuclei (Reig and 

Silberberg, 2014). This integrative function of the striatum is thought to happen at the level 

of the local intra-striatal circuitry (Burke et al., 2017). Intra-striatal connectivity involves 

synaptic connections between MSNs and striatal interneurons. However, there is also 
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evidence of functional neuronal ensembles, which are formed by widely distributed MSNs 

throughout the striatum, not necessarily in close proximity to each other (Burke et al., 2017). 

Specifically, in vivo electrophysiological recordings across a large fraction of striatum along 

the CPidm and CPv axis, revealed that ensembles of MSN which fired in a highly correlated 

manner were formed throughout the recorded striatal subdivisions (Bakhurin et al., 2016). 

Activity in these MSN ensembles was not only highly correlated when the animal executed a 

task but also during the resting-state period (Bakhurin et al., 2016). Moreover, cortico-striatal 

projections that project to distinct intermediate parts of CP (CPi) were found to extend to 

rostral part of CP, indicating another possible way of intra-striatal communication mediated 

by cortical inputs (Hintiryan et al., 2016). Based on these findings it is tempting to speculate 

that chemogenetically exciting D1 MSNs altered not only the BOLD dynamics of the target 

area CPidm but also of intra-striatally connected subareas CPr and CPv. Inhibiting D1 MSNs 

(Fig. 4.4E) also resulted in significant change in CPidm dynamics, however, these effects were 

statistically less robust and did not survive correction for multiple comparisons. When we 

directly contrasted exciting versus inhibiting D1 MSN via a classifier approach, classification 

accuracy for CPidm was above chance level but did not reach significance. It is likely that a 

larger sample size is required to detect changes in the macroscale BOLD dynamics induced by 

cellular inhibition and for dissociating inhibitory from excitatory DREADD effects.    

 

Altered BOLD dynamics in thalamic regions mediated by direct anatomical projections with 

CPidm 

Next, we focused on thalamic regions and trained a classifier to distinguish altered BOLD 

dynamics when D1 MSNs excitation and D1 MSNs inhibition were compared to controls. 

Thalamus is a highly heterogeneous structure, forming bidirectional connections with visual, 

limbic, associative, sensory and motor regions of the cortex as well as striatum. Extensive 

amount of research has focused on anatomically mapping the striatothalamic and 

thalamostriatal projections (Mandelbaum et al., 2019, Wall et al., 2013, Guo et al., 2015, Lee 

et al., 2020, Perry and Mitchell, 2019, Parker et al., 2016, Hunnicutt et al., 2016, Diaz-

Hernandez et al., 2018, Alloway et al., 2017, Vertes et al., 2015, Namboodiri et al., 2016, El-

Boustani et al., 2020, Kamishina et al., 2008, Smith et al., 2004, Bubb et al., 2017, Antal et al., 

2014, Elena Erro et al., 2002, Linke et al., 2000, Wang et al., 2006, Van der Werf et al., 2002), 

which enabled us to further distinguish thalamic ROIs based on their projections to/from the 

neuromodulated CPidm. We show that upon D1 MSNs excitation and inhibition only those 

thalamic ROIs that form anatomically closed loops with CPidm display altered dynamics, 

indicating that experimentally induced changes in BOLD fluctuations propagate across areas 

in accordance to direct anatomical projections. Interestingly, two thalamic subareas CL and 

LD, were the only regions where excitation versus inhibition of D1 MSNs could be classified 

with accuracies which differed significantly from chance.    
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Altered BOLD dynamics in cortical regions part of striato-thalamic-cortical circuit 

A number of cortical ROIs exhibited significantly altered BOLD dynamics upon D1 MSN 

excitation and upon D1 MSN inhibition, though a smaller number of regions reached 

significance in the inhibitory DREADD group. This is remarkable as it provides further evidence 

that modulating D1 MSN activity in the CP seems to cause changes in BOLD dynamics which 

propagate through poly-synaptically connected circuits. There was substantial variation in 

how strongly the BOLD dynamics of cortical regions changed in response to neuromodulating 

striatal D1 MSN cells. Even though this result pattern might have been modulated by 

anatomical determinant, these were not obvious from our data. There might be a number of 

reasons for this heterogeneity of the cortical response. First, neuronal cell density could play 

a part in cortical response. Keller and colleagues reviewed neuronal cell densities across 

mouse cortex and strikingly, the cortical regions with the highest classification accuracy also 

displayed highest neuronal cell density (VIS, SSp, PTLp, ACA) (Keller et al., 2018). Second, from 

an anatomical perspective a cortical region receive inputs from and project to multiple 

cortical and subcortical regions (Froudarakis et al., 2019). For example, the visual area (VIS), 

receives afferent projections from numerous cortical (ORB, SSp, RSP, ACA, AUD) and thalamic 

ROIs (LP, LD) which are part of the anatomically defined striato-thalamic-cortical circuit. This 

type of dense and diverse cortico-cortical, cortio-thalamo-cortical and cortio-striatal 

communication is also applicable to other cortical ROIs (Oh et al., 2014, Hintiryan et al., 2016, 

Hunnicutt et al., 2016). Understanding of these anatomically diverse projections is important 

because regional BOLD dynamics are shaped by the strength of integrated incoming 

projections (Sethi et al., 2017), thus reflecting integration of multiple networks of which a 

region is a part of. Consequently, a model consisting of weighted anatomical inputs and 

outputs for all cortical regions, which are part of striato-thalamic-cortical circuit, could better 

elucidate on reasons behind cortical BOLD fluctuations displayed in our data.  

 

Functional connectivity changes between CPidm and striato-thalamic-cortical regions 

We also assessed functional connectivity between CPidm and the rest of the anatomically 

identified striato-thalamic-cortical regions using a conventional correlational approach. We 

observed differential modulation of functional connectivity for exciting versus inhibiting D1 

MSN cells between CPidm and ACA, RSP and MOs.  For these areas, FC decreased when D1 

MSNs were excited, an effect which was particularly strong with ACA which has dense 

monosynaptic projections to CPidm (Hintiryan et al., 2016). By contrast, a trend towards an 

increase of FC between CPidm and these cortical areas was observed during D1 MSNs 

inhibition. Cell-specific excitation leading to a decrease in functional connectivity has been 

illustrated before. Namely, we have shown that chemogenetic activation of somatosensory 

cortex led to an increase in neural firing at the neuromodulated site, resulting in functional 

connectivity decrease with monosynaptically connected regions (Markicevic et al., 2020), 

indicating possible localized neuronal desynchronization. Nakamura and colleagues have 

recorded increased neural activity upon D1 MSNs excitation of the dorsal striatum (Nakamura 
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et al., 2020), while our results indicate that D1 MSNs activation of CPidm leads to decreased 

FC with monosynaptically connected regions. Taken together, this increase in neuronal firing 

followed by an FC decrease could indicate possible localized neuronal desynchronization, 

regardless of the brain region targeted. Furthermore, they performed electrophysiological 

recordings in both dorsal striatum and motor cortex. Results indicate increased delta power 

in dorsal striatum but no change in delta power in motor cortex, upon D1 excitation 

(Nakamura et al., 2020). Slow oscillations of delta band fluctuations contribute to functional 

connectivity (Wang et al., 2012) and are characterized by brain wide synchrony (Uhlhaas et 

al., 2010, Pan et al., 2013). Accordingly, we speculate that a change in delta power localized 

to neuromodulated region, might disrupt synchrony to brain regions with no change in delta 

power leading to reduced functional connectivity.    

 

Limitations and interpretational issues 

Changes in BOLD dynamics were obtained by extracting a large set of features describing 

timeseries fluctuations for a given region-of-interest. These features were subsequently 

analyzed by a classification approach to answer the question whether changes in BOLD 

dynamics caused by chemogenetics can be distinguished from changes in BOLD dynamics 

observed in control mice. This approach makes few a-priori assumptions since it is strongly 

data-driven, however, it is limited in providing insights into which timeseries features do 

actually change by activating the DREADDs or which biological substrates might drive the 

observed effects. The former question could be answered by more detailed analysis, but our 

present study is most likely under-powered for such endeavor. Thus, while we provided 

convincing evidence that modulating D1 MSNs causes changes in both BOLD dynamics and 

functional connectivity of areas structurally connected with CPidm, we provide no detailed 

mechanistic insights into how changes in cellular activity drive BOLD signal changes.  

 

Furthermore, we observed that BOLD dynamics seem to be more strongly modulated by 

exciting rather than inhibiting D1 MSNs, but a direct comparison between these experimental 

groups revealed only subtle differences. This suggests that exciting versus inhibiting D1 MSN 

might cause far less pronounced differences in BOLD activity when tested in a resting state, 

than observed during a task. Finally, dynamics of the basal ganglia structures downstream 

from CP, namely GPi/e, SNr/c, and STN are affected neither by exciting nor inhibiting D1 

MSNs. While this is at odds with conventional models of the basal ganglia, some studies 

indicate that upon D1 excitation or D1 inhibition within the dorsal striatum, the firing rates of 

these downstream structures change in a non-uniform manner i.e. partially displaying firing 

rate increases and partially decreases within a single structure (Kravitz et al., 2010, Freeze et 

al., 2013, Tecuapetla et al., 2014, Lee et al., 2016). The resolution to delineate these changes 

from a BOLD signal are insufficient, as BOLD signal picks up only the net effect from a single 

structure. Consequently, it is not surprising that the dynamics of basal ganglia downstream 

regions are affected by neither D1 MSNs excitation nor inhibition. Moreover, recent tracer 
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study illustrated that projections from CP to the output nuclei GPi and SNr are topographically 

segregated so that CPidm projects only to a specific anatomically defined section of GPi/SNr  

(Lee et al., 2020). If only a small fraction of an already small nucleus is affected by CPidm 

neuromodulation, it is likely that this effect cannot be reliably measured because the spatial 

resolution of our approach is too low.  

 

Mildly anesthetized animals were used during the experiment in order to minimize animal 

movement and potential distress during examination. We used a combination of 

medetomidine (vasoconstrictor), isoflorane (vasodilator) and pancuronium (muscle relaxant) 

at very low doses (Grandjean et al., 2014a). Isoflorane is predominantly targeting the 

widespread GABAergic neurotransmitter system, while metedomidine targets α2 adrenergic 

receptors, localized in the brainstem (Lukasik and Gillies, 2003).  In order to minimize the 

percentage of isoflurane used in the anesthesia and its dominant effect on BOLD fluctuations, 

isoflurane is combined with medetomidine and kept at 0.5%. 

 

Note that changes in functional connectivity are believed to reflect neural interactions 

between two brain areas while changes in BOLD response dynamics reflect the modulation of 

oscillatory activity within a single brain region. Accordingly, changes in FC and changes in 

BOLD dynamics provide complementary information.    

 

4.6. Conclusions 

Studies using rsfMRI to assess FC have provided extensive insights into network connectivity 

in health and disease, and in different species. Yet understanding how cellular level 

mechanisms map onto the interaction of macroscopic brain networks remains incompletely 

understood and an area of active research. Here, we show that the chemogenetic modulation 

of specific cell types cause alterations of BOLD timeseries dynamics within the target region 

of interest. Importantly, we show that alterations of D1 MSN activity in the striatum 

propagate through anatomically connected networks, thereby shaping the dynamics of 

multiple thalamic and cortical regions within an anatomically defined circuit.  

 

Our approach to analyse the BOLD dynamics within a region of interest is not limited to animal 

models but can be readily applied to a large body of resting-state fMRI data obtained in 

human patients and controls. Such an analysis would provide region-specific information on 

altered neural activity which is complementary to conventional functional connectivity 

analyses.  
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4.7. Supplementary Figures and Tables 

Figure S4.1. Illustration on steps used to create three main CP subregions  

 

 
Figure S4.1. A) Coronal slices of the mouse brain with colour-coded balanced classification accuracy results for 

CP subregions obtained from Mouse Cortico-Striatal Projectome (Hintiryan et al., 2016) (on the left) with viral 

expression map (on the right). Based on high classification accuracy results (above chance level) for both groups 

(D1 control vs D1 excitation; D1 control vs D1 inhibition, higher value taken to color code the depicted slices) and 

their overlap with the viral expression map, three main CP subregions (consisting of the regions depicted in the 

red box) were created, CPr, CPv, and CPidm. CPi,dm,dt subregion (colour coded black on the right slice) was not 

included in the defining the CPidm region because of its below chance level classification accuracy result. This 

ROI had a small number of voxels (n=48) of which some have been found outside of CP region, therefore the 

entire ROI was excluded. CPi,dl,imd was excluded because of its below chance level classification accuracy results 

and because most of it was not transfected by the virus. All other ROIs depicted on the two slices were excluded 

because their spatial location indicated no viral transfection. Frequency 0 means no mouse displayed transfection 

in that spatial location, while frequency 1 means all mice had a viral expression in that location.  
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Table S4.1. Balanced Accuracies for 29 subregions of CP obtained from Mouse-Striatal Projectome  

 
 
Table S4.1. A) Balanced classification accuracy results for a pair of groups i.e., D1 control vs D1 excitation 
together with permutation test p-values calculated using 5000 nulls. All p-values are uncorrected for multiple 
comparisons B) Identical to A but for D1 control vs D1 inhibition. The exact location of ROIs with balanced 
accuracies are illustrated in Fig. 4.2F-G, respectively.  
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Table S4.2. List of thalamic ROIs and their anatomical projections from/to dorsomedial CP with references to 
the literature where the information was obtained 
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  CHAPTER 5 
 

 General discussion and outlook 

The work presented in this thesis investigated the causal effects of cell specific 

neuromodulation on resting-state fMRI fluctuations. The overarching aim of this work was to 

establish how microscopic cell alterations propagate through scales and are reflected at the 

level of brain networks. Resting-state fMRI studies have provided compelling evidence of 

functional brain organization in health and disease, although the mechanistic insights into the 

neuronal basis of this functional organization remain unclear. Using rodent rsfMRI, a 

compelling translational tool, together with chemogenetics, a powerful tool for targeted and 

controlled neuromodulation of neuronal signaling, we provide causal evidence on how 

distinct cellular mechanisms alter functional connectivity and neuronal dynamics at the 

network level.  

 

The sections that follow outline some general implications of the major findings, including the 

outlook for future work. This is followed by a discussion of the main limitations of the work 

presented here, and final conclusions. 

 

5.1. Hypoconnectivity following cell-specific DREADD-induced neuromodulation 

In the first set of experiments presented in chapter 3, we locally perturbed the excitation-

inhibition (E:I) balance within the right somatosensory cortex of a mouse by either i) exciting 

pyramidal neurons or ii) inhibiting inhibitory PV interneurons. We observed reduced local and 

long-range functional connectivity (FC) between somatosensory cortex and its anatomically 

connected ROIs. We hypothesized that a local desynchronization of neuronal assembles could 

lead to the observed FC reduction. Our hypothesis comes from an extensive body of literature 

reporting on the function of parvalbumin (PV) neurons in synchronizing the firing of pyramidal 

neurons (Cardin et al., 2009, Sohal et al., 2009, Cardin, 2018, Marissal et al., 2018). This 

hypothesis could be extended to include brain oscillations. Gamma band oscillations (30-80 

Hz) rely on fast inhibitory synaptic transmission of GABAergic interneurons, and PV 

interneurons are shown to be essential in the generation of these gamma oscillations (Sohal 

et al., 2009, Cardin, 2016, Cardin, 2018). Optogenetic activation of PV interneurons in the 

sensory cortex evokes robust gamma oscillations, while inhibition of PV suppresses them 

(Sohal et al., 2009, Liu et al., 2020a). However, optogenetic activation of pyramidal neurons 

in the sensory cortex induces gamma oscillations (Adesnik and Scanziani, 2010). This points 

towards a complex relationship between inhibitory and excitatory synaptic transmission, 

whose temporally correlated activity is necessary for the generation of cortical gamma 

rhythms (Cardin, 2018). Intuitively, perturbation of the E:I balance in this case would lead to 

impaired intrinsic gamma oscillations (Yizhar et al., 2011).  
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Synchronized neural oscillations are fundamental for enabling coordinated activity of a 

healthy brain. Studies in humans, primates and rodents have shown that spontaneous BOLD 

fluctuations are coupled to spontaneous neural activity, particularly in the gamma band of 

local field potentials (LFP) (He et al., 2008, Nir et al., 2008, Shmuel and Leopold, 2008, Pan et 

al., 2013, Keilholz, 2014, Drew et al., 2020). This indicates that any local disruptions of gamma 

oscillations, such as perturbation of E:I, could be reflected in the spontaneous BOLD signals. 

Since functional connectivity is assumed to reflect interregional coherence of fluctuations of 

underlying neuronal activity, local perturbation of gamma oscillations may lead to disruption 

of interregional coherence and a reduction in FC. It has been demonstrated before that 

changes in gamma oscillations affect functional connectivity (Tagliazucchi et al., 2012, 

Keilholz, 2014). Consequently, our chemogenetically increased E:I ratio might have perturbed 

gamma oscillations within the somatosensory area leading to decreased functional 

connectivity between the neuromodulated area and its anatomically connected regions. 

 

Gamma rhythms are not the only rhythms involved in interregional coherence and neuronal 

synchrony. A number of studies have demonstrated the contribution of low-frequency (delta, 

theta, alpha) LFP signals to resting-state BOLD fluctuations (Keilholz, 2014, Pan et al., 2013, 

Shi et al., 2019, Wang et al., 2012, Jaime et al., 2019). Shi and colleagues (Shi et al., 2019) 

recorded electrocorticographic signals simultaneously with rsfMRI from the primary 

somatosensory cortex of monkeys, demonstrating that BOLD connectivity reflects more the 

variations within low frequency LFPs than gamma LFP signals. Similar results were also 

obtained within the monkey visual networks (Wang et al., 2012). Two independent studies 

where electrophysiology and rsfMRI were recorded in separate sessions, reported strong 

synchrony in the low frequency LFP signal in the somatosensory cortex, where strong FC is 

normally detected (Lu et al., 2007, He et al., 2008). Using interventional approaches, Canella 

and colleagues (Canella et al., 2020) acutely inhibited prefrontal cortex of a mouse and 

recorded increased functional connectivity between the targeted region and its anatomically 

connected cortico-cortical and thalamo-cortical regions. They also independently measured 

LFPs and noted an increased delta band neural coherence between overconnected regions 

and decreased gamma power within each cortical and thalamic region. Their interpretative 

model suggests that cortical silencing leads to a decreased direct gamma frequency axonal 

communication with its targets and a concomitant increase in low delta frequency neural 

coherence between overconnected regions. Consequently, the observed increase in FC 

reflects the relative contribution of delta frequency interactions with respect to gamma 

frequency rhythms. Moreover, Nakamura and colleagues (Nakamura et al., 2020) acutely 

excited D1 medium spiny neurons (MSNs) of the dorsal striatum and recorded LFPs from the 

targeted site and motor cortex. Results illustrate an increase in delta power in the striatum 

but not in the motor cortex, and an increase in gamma power in both regions. Following the 

logic of Canella and colleagues (2020) on the results from Nakamura and colleagues (2020): 

exciting a region leads to an increased direct gamma frequency axonal communication and a 
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concomitant decrease in delta neural coherence. Taken together, this would result in reduced 

functional connectivity between striatum and motor cortex. Reduced FC between striatum 

and motor cortex is exactly what we observed in the study described in chapter 4, where D1 

MSNs of dorsomedial striatum were excited.   

 

Taken together, these hypothetical interpretations of mechanistic insights behind functional 

connectivity reduction suggest a complex picture regarding the relationship between cell-

specific modulation and spontaneous BOLD fluctuations. Mechanistic understanding could 

potentiality be provided by changes in LFP signals. Although simultaneous assessment of the 

broad spectrum of LFP frequency bands and the interactions of oscillations at different 

frequency bands (i.e., cross-frequency coupling) could provide a deeper understanding of the 

mechanism, compared to focusing solely on changes within a single LFP band.  

 

5.1.1 Outlook 

In order to better decipher these mechanistic insights following DREADD neuromodulation 

the simultaneous measurement of electrophysiology and rsfMRI in mouse is necessary. This 

would allow direct mechanistic insights into the effects of DREADD-induced LFP changes on 

the BOLD signal. Alternatively, cell-type specific population activity following DREADD 

modulation and their influence on FC could be assessed by combining fiber photometry and 

rsfMRI. Calcium and BOLD signals have already been acquired simultaneously and their 

coupling investigated (Schlegel et al., 2018, Tong et al., 2019), although not under cell-specific 

neuromodulation. This approach could yield an understanding of the DREADD-induced 

population activity patterns, such as synchronous vs asynchronous firing, and their effect on 

FC alterations. Understanding the mechanism behind the causal effects of cell-specific 

neuromodulation on functional connectivity could ultimately lead to better mechanistic 

interpretations of altered macroscopic functional connectivity observed in various brain 

disorders. 

 

5.2. Using machine learning to assess DREADD-induced alterations in brain 

dynamics 

Resting-state BOLD signals not only comprise information regarding the functional 

connectivity between two regions, but also reflect the dynamics within these regions. In the 

context of regional timeseries, dynamical characteristics of each timeseries can be extracted 

in terms of features, comprised of an interpretable set of real numbers obtained from 

interdisciplinary timeseries analysis algorithms (Fulcher et al., 2013). As detailed in chapter 3, 

features extracted from the neuromodulated somatosensory area were used to train SVM 

classifiers to distinguish BOLD dynamics altered during the acute perturbation of E:I ratio. E:I 

imbalance is the putative mechanism thought to be responsible for many 

neurodevelopmental disorders, often linked to a lack of inhibitory feedback caused by 
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depletion of PV interneurons (Sohal and Rubenstein, 2019). Our classifier trained on rsfMRI 

timeseries data obtained during DREADD-induced PV inhibition, was cross-validated in an 

independent cohort of Fmr1y/- knockout mice, known for their loss of PV neurons and chronic 

alterations in E:I. This classifier was able to identify a number of cortical regions which are 

most affected by the depletion of PV neurons. In chapter 4, the same set of features was used 

to assess the effects of a DREADD-induced perturbation of D1 MSNs on BOLD dynamics within 

each region of the striato-thalamic-cortical circuit. These classifiers (D1 inhibition and D1 

excitation classifiers) were able to identify all thalamic regions which form anatomically 

closed-loop projections with the neuromodulated part of striatum. This result is striking 

because functional connectivity analysis was not sensitive enough to pick up such 

anatomically accurate details, indicating the sensitivity of this rich macroscopic feature set to 

controlled cellular neuromodulation. Distinct macroscopic changes in brain dynamics 

observed in the neuromodulated areas, as well as within anatomically defined circuitry, 

provide the first direct evidence that macroscopic brain dynamics reflect the state of cortical 

and subcortical microcircuits. Our approach could be leveraged to explore rsfMRI data in 

human patients and healthy controls by using classifiers trained on the data obtained from 

causal neuromodulatory experiments. We refer to these classifiers as ‘computational 

sensors’, in chapter 3.  

 

 5.2.1 Translational potential of ‘computational sensors’  

Resting-state fMRI is a commonly used modality to derive imaging-based biomarkers for 

obtaining diagnostic predictions and to guide treatments of multiple brain disorders. Machine 

learning has been extensively deployed to investigate the diagnostic value of rsfMRI data 

(Khosla et al., 2019). Supervised machine learning algorithms, such as SVMs, rely on resting-

state functional connections obtained for a specific brain disorder (biomarkers), as 

discriminative features in a classifier (Du et al., 2018, Demirtaş and Deco, 2018, Khosla et al., 

2019). Because the underlying biological basis of psychiatric and neurodevelopmental 

disorders remains elusive, functional connectivity biomarkers display an overlap between the 

regions with observed significant differences among different clinical populations (Demirtaş 

and Deco, 2018), consequently impeding the differentiation of disorders. Using machine 

learning algorithms trained on data obtained following microcircuit or cellular modulations, 

which are hypothesized as a potential biological basis of a disorder, could help differentiate 

disorders based on their biological underpinnings and ultimately provide some mechanistic 

insight useful for guiding treatment. 

 

Our high classification accuracy in a number of cortical regions of a mouse disease model 

known for its PV depletion, obtained with a classifier trained on data with controlled acute 

inhibition of PV interneurons within somatosensory cortex, is a first indication of a potential 

of such an approach. Correspondence of PV gene distribution between human and mouse 

cortex was recently demonstrated (Anderson et al., 2020, Fulcher et al., 2019). A noninvasive 
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MRI contrast map was used as a common spatial reference for interspecies comparison, 

indicating that PV gene distribution exhibits strong interspecies correspondence across the 

mouse and human cortex (Fulcher et al., 2019). Anderson and colleagues show that 

interneuron gene distribution is consistent across species and further demonstrate that 

cortical PV gene distribution is associated with genetic risk for schizophrenia in the general 

population (Anderson et al., 2020). It is therefore tempting to speculate that our classifier 

may be leveraged to distinguish altered cortical dynamics of rsfMRI data obtained from 

schizophrenic patients, who, similarly to ASD patients, display perturbed cortical E:I balance. 

However, this translational approach may be hampered by other distinctive microstructural 

properties across the two species, such as cytoarchitecture (Vogt and Paxinos, 2014) and 

future work should elucidate more on generalizability of these ‘computational sensors’. The 

development and cross-validation of such classifiers could provide a platform to significantly 

increase the explanatory power, in the context of biological underpinnings, of the vast 

amount of publicly available rsfMRI datasets of various brain disorders.  

  

 5.2.2 Outlook 

Timeseries fluctuations for each region of interest (analyzed in chapters 3 and 4 of this thesis) 

were represented by a massive set of features, significantly complicating interpretations of 

underlying dynamical mechanisms upon cell-specific neuromodulation. In the context of 

regional BOLD dynamics presented in chapter 4, I will outline a couple of possible approaches 

that could help in assessing which specific features contribute the most to significant 

alterations in brain dynamics of regions that constitute the striato-thalamic-cortical circuit. 

By applying further analyses, it would be of interest to identify whether these features are 

identical or belong to a similar category of features (e.g., autocorrelation properties, entropy, 

stationarity, etc.,) across thalamus, cortex and striatum. This could provide mechanistic 

insights into how striatal cell-specific neuromodulation affects BOLD signal changes across 

different regions and reveal whether there is a circuit specific signature to D1 MSNs 

modulation.  

 

A first approach could involve applying principal component analysis (PCA). PCA allows 

dimensionality reduction of our massive feature datasets, while the first two PCA components 

consist of the highest percentage of explained variances in the data. Correlating each principal 

component to the timeseries feature vectors of each individual region would provide a list of 

features, which could further be assessed for their similarity. Another approach could be to 

reduce the initial number of features by applying a pre-selected subset of features such as 

catch22 (Lubba et al., 2019) or other pre-selected features based on rodent rsfMRI data, 

followed by their assessment of similarity. 

 

Since each feature is obtained through a timeseries signal processing algorithm, 

understanding which features shape BOLD dynamics could provide the basis for further 



 Chapter 5. General discussion and outlook 

 

 

111 
 

characterization of the DREADD-induced changes of the BOLD signal. This could lead to 

insights about the exact generative processes underlying the timeseries signal and how they 

are shaped by DREADD-induced neuromodulation.  

 

5.3. DREADD-rsfMRI approach; potential benefits for computational models 

Biophysical computational models are used to provide a mechanistic understanding of how 

cell-level disturbances propagate through scales, impact system level neural activity and 

network dynamics, and bring about complex behavior (Murray et al., 2018). These models 

use mathematical equations to describe properties of neurons, neuronal circuits and dynamic 

brain networks based on a biophysical foundation obtained from empirical experiments. 

Further advancement of the sophisticated models requires invasive animal experiments to 

causally confirm generated simulations (Demirtaş and Deco, 2018, Kringelbach and Deco, 

2020). The cell-specific perturbations of macroscopic functional connectivity and brain 

dynamics presented in this thesis, are the type of in vivo experiments that can provide 

confirmation of in silico predictions. The rich set of informative features obtained for 

numerous individual brain regions could inform biophysical computational models, thus 

guiding the attempt to perturb neuronal activity with the empirically confirmed effects on 

spatiotemporal dynamics of each region.   

 

In silico brain models are also applied to study circuit mechanisms underlying neuroimaging 

biomarkers of brain disorders (Maki-Marttunen et al., 2019). Perturbations of specific 

neuronal parameters can simulate hypothesized disease mechanism and predicted 

simulations can be further confirmed in experimental settings (Murray et al., 2018, Deco et 

al., 2018, Deco and Kringelbach, 2014). This can then be further leveraged to form hypotheses 

of human psychiatric and neurodevelopmental disorders. Recently, Trakoshis and colleagues 

used an in silico model of local neuronal microcircuitry to predict changes in LFP and BOLD 

signal following E:I perturbations, by assessing spectral properties of neuronal timeseries 

data. Simulated timeseries spectral property changes, considered as neuroimaging markers 

of E:I balance, were confirmed by in vivo experiments in mice, where resting-state BOLD signal 

was measured following cortical E:I perturbations. By assessing these neuroimaging markers 

in rsfMRI of autistic human patients, they illustrated  a dysfunctional E:I balance in social brain 

networks of autistic males (Trakoshis et al., 2020). This study illustrates the potential of 

combining chemogenetic neuromodulation with rsfMRI to confirm simulated neuroimaging 

markers of E:I balance and directly assess these markers in the rsfMRI data of human patients.  

Experiments similar to the ones presented in this thesis could offer guidance for the 

development of functional models of cortical and subcortical circuits, which could be 

leveraged to explore novel biomarkers of brain disorders. 
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5.4. Limitations 

5.4.1 Anesthetics 

The widespread use of anesthetics for animal imaging studies presents one of the caveats for 

investigating the relationship between animal behavior and rsfMRI results or for direct across 

species comparisons. While acquiring rsfMRI data in humans is a straightforward process, 

mouse rsfMRI has its challenges. As animals are mildly anesthetized during scanning, 

procedures such as endotracheal intubation and intravenous cannulation are required to 

ensure that the animal’s physiological processes are maintained at a constant rate, such as 

respiration rate, body temperature and also depth of anesthesia. Any deviation from 

optimally set parameters has an influence on the BOLD signal acquired, including the choice 

of anesthetics. Using anesthetics during functional imaging of rodents minimizes animal 

movements and eliminates the effects of animal stress on its basic physiology and ultimately 

quality of signal acquired. Anesthetics exert their dose-dependent sedatory effects by acting 

on specific target receptors, including - aminobutyric acid subtype A (GABAA), 2 

adrenoreceptor (2AR) and N-methyl-d-aspartate (NMDA) receptors (Reimann and Niendorf, 

2020). A choice in anesthetics could potentially be guided by the region of interest 

investigated during rsfMRI in order to ensure minimal interference with processes to be 

studied. This was recently demonstrated in our work aimed at exploring brain wide effects of 

locus coeruleus (LC) activation. Specifically, the use of medetomidine, an 2AR agonist known 

to suppress LC firing, prevented DREADD-induced LC activation, while brain-wide effects of 

LC activation were observed with the use of isoflurane anesthetic (Zerbi et al., 2019a). 

 

For the studies presented in this thesis, anesthetics used included a combination of 

medetomidine, pancuronium (muscle relaxant) and GABAA agonist isoflurane at very low 

doses (Grandjean et al., 2014a). GABA receptors are widely distributed throughout the brain, 

thus isoflurane was kept at minimal doses (Lukasik and Gillies, 2003). Isoflurane is a 

vasodilator, medetomidine a vasoconstrictor, while the former decreases cerebral blood flow 

the latter increases it, and both can contribute to the impairment of BOLD signal in mice. 

Nonetheless, recent studies indicate that the combination of the two anesthetics seems to 

‘balance out’ each of their specific effects, yielding functional connectivity results with good 

correspondence to awake animals, and with anatomical connectivity of the mouse brain 

(Bukhari et al., 2017, Grandjean et al., 2020, Steiner et al., 2021, Grandjean et al., 2017b). 

Cortico-cortical and striato-cortical connectivity results illustrated in this thesis also 

demonstrate good correspondence between functional and structural connectivity of the 

mouse brain.  

 

An alternative to using anesthesia is to perform awake animal imaging. Awake animals are 

stressed and prone to unexpected movements which affect the BOLD signal. The acclimation 

protocols may reduce motion artefacts, but the repeated stress of acclimation may have its 
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own effects on the BOLD signal (Henckens et al., 2015, Steiner et al., 2021). Researchers have 

reported increased cortical somatosensory functional connectivity in rats after undergoing 

immobilization protocols for ten days in a row (Henckens et al., 2015). Maintaining consistent 

and constant physiological processes in awake animals may present a challenge, introducing 

variability into the acquired data. The choice of anesthetized vs awake animal imaging may 

be guided by the research question of interest, particularly if it involves direct comparisons 

between rsfMRI and behavior. For the purpose of this thesis, a well-designed balanced 

anesthesia protocol tailored to our experimental conditions with careful monitoring of basic 

animal physiology allowed us to produce interpretable, reproducible and reliable rsfMRI 

results.  

 

5.4.2 Translational insights 

Given that there is continuously growing interest in the translational potential of animal 

research, it is important to take into account the similarities and differences of rodent and 

human neuroanatomy and brain function. Human and rodent rsfMRI share identical 

sequences for signal generation and (pre)processing techniques, making rsfMRI a valuable 

tool for determining the scope and limits of rodent translational potential. The mouse brain 

is three orders of magnitude smaller than the human brain, yet astonishing similarities 

between the brains of the two species have been observed. Many robust and evolutionary 

conserved networks across humans and mice have already been demonstrated, albeit 

differences have also been noted, such as in default mode network (Sforazzini et al., 2014, 

Zerbi et al., 2015, Grandjean et al., 2017b). Similarities in limbic and sensorimotor cortico-

striatal circuits between humans and mice were demonstrated, while anterior portion of the 

putamen and caudate circuits displayed notable differences between the two species 

(Balsters et al., 2020). Using a common MRI based spatial reference map across species, 

correspondence of large-scale cortical gradients of cytoarchitecture between mice and 

humans has been demonstrated (Fulcher et al., 2019).  Assessment of homology in network 

connectivity between mice and humans demonstrated similar overall connectional 

distribution, albeit with unique differences between the species. This indicates that while 

some specific connections within the rodent and human brains may not correspond directly, 

many of the network properties do (Stafford et al., 2014).  

 

While this thesis does not directly compare rsfMRI data across the two species, its work has 

been motivated by the lack of biological underpinnings of alterations in macroscopic FC 

detected in human brains. In this type of research, the ultimate goal is to provide further 

insight into functions of the human brain, of which some possible directions have been 

discussed in this chapter. However, it remains crucial to acknowledge the neuroanatomical 

and functional differences between the brains of the two species, in order to correctly assess 

the feasibility of translational approaches. 
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5.5. Chemogenetic neuromodulation combined with resting-state fMRI  

This PhD thesis was motivated by the lack of biological insights underlying macroscopic 

resting-state functional connectivity observed in healthy and diseased brains of humans, as 

well as mouse models of brain disorders. Our results provide causal evidence of network 

alterations upon cell-specific neuromodulation, which could be leveraged to understand 

aberrant macroscopic brain connectivity observed in various brain disorders. This work 

contributes towards a rapidly expanding field directed towards assessing the biological 

underpinnings of macroscopic altered connectivity. The overarching goal of such a research 

effort is to generate essential mechanistic insight that can be used to back-translate clinical 

evidence of aberrant connectivity into interpretable neurophysiological markers or models 

that can help understand, diagnose and guide treatment of brain disorders (Liska and Gozzi, 

2016).  

 

Combining DREADD neuromodulation with fMRI in rodents is an approach in its infancy and 

only a handful of research groups have combined the two modalities in rodents.  Initial studies 

focused on the pharmacological assessment of the BOLD signal, reporting no significant 

alterations observed in resting-state functional connectivity (Roelofs et al., 2017, Nakamura 

et al., 2020). We were the first to show robust changes in functional connectivity upon 

DREADD-induced stimulation (Zerbi et al., 2019a, Markicevic et al., 2020), the changes now 

observed by a couple of other research groups (Peeters et al., 2020, Canella et al., 2020). 

Work presented in this thesis is the first to offer an insight into how DREADD 

neuromodulation could be applied to study macroscopic effects of apparent putative disease 

mechanisms by applying advanced machine learning approaches. We used a rich feature set 

obtained from a diverse range of interdisciplinary applications and completely data-driven 

machine learning approaches, to provide the first direct evidence that macroscopic dynamics 

of the BOLD signal reflect the state of underlying microcircuits. We extended this analysis to 

a well-defined anatomical circuit to show that cell-specific neuromodulation shapes the BOLD 

dynamics not only in the neuromodulated area but in anatomically connected networks. 

 

Chemogenetics were chosen for cell-specific neuromodulation because of their effectiveness, 

ease of use, specificity, acute reversible effects and their growing possibility to be used as a 

therapeutic intervention (English and Roth, 2015, Magnus et al., 2019). Unlike optogenetics, 

chemogenetics can be combined with rsfMRI, a method extensively applied to study 

functional connectivity alterations associated with disease and derive imaging-based 

biomarkers for diagnostic predictions of brain disorders. Consequently, linking neuronal 

changes across scales via chemogenetics and rsfMRI holds potentially major implications for 

translational work.  

 

Our aim was to bridge the gap between microscopic and macroscopic brain levels via 

chemogenetics and rsfMRI. We have successfully illustrated causal effects of micro-
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modulation on macro-connectivity, albeit leaving much work for future research. Research 

that will focus on elucidating exact mechanistic details that bring about macroscale 

connectivity alterations and research that will further tackle the translational potential of 

insights obtained by combining chemogenetic neuromodulation with rsfMRI in either slightly 

anesthetized or even awake rodents. The hope and ultimate goal of this scientific endeavor 

would be to provide a deeper understanding of brain function across scales, ultimately 

leading to more specific and effective therapeutics for treatment of brain disorders.  

 

 

“Look at me, still talking when there’s Science to do.” - GlaDOS 
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