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Abstract

Gas compressor stations are vital components of natural gas pipelines. Their compressors are
often arranged in parallel or serial configurations to achieve a designated mass flow or pressure
ratio. The machines have different, time-varying performance characteristics and by applying
carefully chosen inputs to them, the station’s energy consumption of can be reduced. In the in-
dustry, a two-step real-time optimization method is frequently used to do so. However, in practice
this method rarely achieves optimal plant operation due to structural plant-model mismatch.
To tackle the issues caused by plant-model mismatch, other controllers are needed. The per-
formance of a recently proposed feedback optimization algorithm for this type of optimization
problems is investigated with a simplified, generic load sharing problem and a compressor load
sharing problem. A setup of three machines arranged in parallel is considered for both problems.
In the compressor load sharing problem, plant-model mismatch is included by fitting Gaussian
process regression models to efficiency maps from manufacturers to serve as hidden, true plant
models in simulations. Second order polynomials, fitted to the same data, are used as the mod-
els available to the optimizing controllers. The performance of feedback optimization and the
two-step optimization method is compared to an equal load sharing controller.

Feedback optimization achieves lower energy consumptions than the two-step optimization
method and converges steadily, whereas the two-step approach exhibits jumps between local
minima. By tuning the feedback optimization controller adaptively, good convergence rates are
possible for all operating points. Therefore, using feedback optimization to solve load shar-
ing problems that involve mechanical systems and structural plant-model mismatch can lead to
significant reductions in energy consumption.
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Notation

Nomenclature

[lol]

Acronyms

CT
CTRT
ELS
FO
GPR
MAC
PI
PID
QP
RTO
SPW

n-dimensional Euclidean space

transpose of matrix B

inverse of matrix B

identity matrix of size p X p

2-norm of the vector v € R"

norm induced by G € R"*"

Jacobian matrix of a function f: R — R™
quantity a at discrete time k

physical quantity mass

derivative of the physical quantity mass

mass flow

continuous time

continuous time reference tracking

equal load sharing

feedback optimization

Gaussian process regression

model adequacy criterion
proportional-integral (controller)
proportional-integral-derivative (controller)
quadratic programming

real-time optimization

set-point weight
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Chapter 1

Introduction

Gas pipelines are used to transport natural gas over long distances. Friction and altitude changes
(e.g., from sea level to regions a few hundred meters above) cause pressure losses which have
to be compensated regularly by compressor stations. These stations usually consist of multiple
compressors that are arranged in parallel or serial configurations to achieve a desired station mass
flow or pressure increase. Compressors are also used in many industries to provide compressed air,
e.g., for control and actuation or to compress process gases. Compressors are therefore responsible
for a significant energy consumption and strategies that reduce the energy consumption of parallel
and serial configurations are needed.

The performance characteristics of compressors can differ from machine to machine and they are
subject to time-dependent influences such as fouling, small damages to the compressor blades,
or varying gas mixtures. Variable speed gas turbines or electrical variable frequency drives
enable different operating points for different machines. With these drives it is possible to
use the differences in efficiency to minimize the compressor station’s energy consumption [3].
The operating points that minimize the station’s energy consumption are the solution to an
optimization problem. By implementing online or offline optimizing controllers, locally minimal
power consumption can be achieved.

However, the implementation of offline optimizing controllers requires highly accurate models.
Compressors in gas networks are only subject to extensive maintenance after they have been
used for years. This in-depth maintenance usually happens after fifteen to twenty years of
operation, unless there is a major failure. Measurements that could be used to identify a new
offline model are only possible within the scope of these maintenance sessions. Therefore, a feed-
forward optimization approach will not always deliver inputs that (locally) minimize the energy
consumption.

There are a few additional factors which make the optimization of compressor stations challeng-
ing:

e The performance of a compressor is expressed by an efficiency map that depends on com-
pressor mass flow and pressure ratio. It is time-varying and a correct analytical represen-
tation of this relationship is not available (only measurement-based maps are available).

e Low-level controllers (implemented to prevent compressor surges) can cause disturbances.
The optimal inputs in the presence of disturbances can be different from the ones calculated
in the absence of disturbances.

e Compressors have non-linear dynamics with time constants in the range of seconds. The
controllers have to run with a sampling time that is larger than this time constant to ensure
timescale separation. Ideally, the optimal torques are applied to the compressors at the



first iteration after a reference change, such that minimal power consumption is reached
quickly.

Similar load sharing problems can be found for pumps in water desalination plants, turbines
and generators in power plants, bigger air conditioning systems, and cooling systems of cold
storage. The goal of applying optimization methods to these systems is to minimize the total
energy consumption. Additional operational constraints on the control inputs or safety relevant
boundaries might apply.

The time-varying compressor efficiency maps, disturbances, and possibly changes of the con-
straints in between maintenance sessions, make the usage of offline optimizing controllers practi-
cally impossible. A few online optimization approaches which can be used for this load sharing
optimization problem were developed. Examples include modifier adaptation [9], [10], and spe-
cialized real-time optimization (RTO) algorithms [3], [8]. However, most of these approaches
require high computational efforts as complex non-linear and possibly non-convex optimization
problems have to be solved.

Recently, online feedback optimization (FO) has been introduced in the field of power sys-
tem control [1], [6]. It combines aspects from optimization theory with control theory and
aims at delivering controllers that are more robust to disturbances and uncertainties than
numerical optimization applied in a feed-forward manner. The approach presented in [6] re-
quires less computational effort than RTO approaches, because only a quadratic program has
to be solved.

The focus of this work lays on the application of the feedback optimization algorithm from [6] to
gas compressors that are arrange in parallel configurations. The controller is used for reference
tracking and a few additions are made regarding the implementation. Therefore, this work is
structured as follows: In the second chapter, the industrial standard for compressor load sharing
optimization is introduced. This is followed by recalling FO in the third chapter and applying
both methods to a generic load sharing problem in chapter four. The fifth chapter contains an
introduction to the modeling of gas compressors, the corresponding optimization problem, the
application of FO to gas compressors, and the comparison of the different controllers. The thesis
is concluded in chapter six. Some additional information regarding the controller implementation
can be found in the appendix.



Chapter 2

Current State-of-the-art for
(Compressor) Load Sharing
Optimization

In this chapter, the industrial standard for the optimization of compressor load sharing will be
recalled. The idea of the approach and its properties are presented.

2.1 Two-Step Approach

An intuitive approach to finding the solution of a time-varying optimization problem would be to
regularly update the modeled optimization problem with data obtained during operation. With
this updated model, it would be possible to search for the minimizer of an objective function,
e.g., the energy consumption.

This idea can be transformed into an optimizing controller. A standard approach is to use
nonlinear regression to estimate the parameters of a system’s model, however linear least squares
can be used too. Parametric plant-model mismatch can be diminished as the parameters are
adjusted such that the model is locally as close to the plant as structurally possible. Afterwards,
a constrained optimization problem is solved [9]. In the most general case, this is a nonlinear
program. As this approach consists of two separate steps, we will refer to it as the two-step
approach, which can be classified as an adaptive RTO method. RTO methods also contain
approaches that only solve an optimization problem during plant operation and do not update
their model or problem. Thus, "adaptive" indicates, that the constrained optimization problem
is adjusted to follow the physical system.

2.2 Properties

A crucial point for every optimization approach is the quality of the calculated set-points, i.e.,
whether the minimizer is a set-point leading to optimal plant operation. In order to reach such
results with the two-step approach, some prerequisites must be met:

1. The system excitations have to be sufficient for the estimation of uncertain parameters [10],

2. the structural plant-model mismatch after the model update must not be significant [10],
and

3. the used model must be adequate [8|.



By default, these conditions are not fulfilled. In this context, "adequate" refers to the model
adequacy condition (MAC), which demands that the RTO problem matches the Karush-Kuhn-
Tucker points at the plant optimum and that it has a positive definite Hessian matrix at this
point. Tools to check this condition are introduced in [4].

MAC [}, Definition 2.1]: If a process model can produce a fixed point which is a local
minimum of the optimization problem at the (generally unknown) plant optimum,
it is adequate for the use in a RTO scheme.

If the MAC are not satisfied, the calculated inputs lead to sub-optimal operation. It is not clear
before the parameter estimation, whether the MAC are fulfilled or not. To ensure locally optimal
inputs, a check would be needed before every optimization step. Consequently, general guarantees
for optimal plant operation cannot be given for this method [8]. In practice, optimality upon
convergence is rare [7].

Another notable aspect is the computational effort needed to compute plant inputs with the
two-step approach. In general, the RTO problem has to be solved by nonlinear programming.
It is one of the most general constrained optimization problems and allows for non-linearity and
non-convexity in the objective function and the constraints. Widely used solvers are based on
methods that divide the optimization problem into subproblems and exploit certain properties
of these. Therefore, even finding a local solution may be computationally demanding.



Chapter 3

Feedback Optimization

3.1 General Approach

The main idea of feedback optimization (FO) is to combine traditional feedback-based control
theory and optimization theory. The feedback is used to improve the robustness to uncertainties
and disturbances when compared to feed-forward numerical optimization [6]. FO does not have
to be based on one specific optimization algorithm, but can be based on gradient flows [6],
saddle-flows [2], [11], and possibly other methods. Projections are usually included to enforce
constraints strictly. Note that the projections are implemented differently for continuous and
discontinuous time.

For a gradient flow in continuous time, the gradient is projected onto the tangent cone of the
feasible set. In other words, the gradient is compared to all feasible directions and if it is not
feasible, the closest feasible direction will be followed. In discontinuous time, a slightly different
concept is needed: The gradient is used to calculate the next point without considering the
constraints that are imposed by the projection. Then, the closest feasible point is searched,
which is equivalent to projecting the calculated point onto the feasible set.

Within the scope of this work, the discrete-time controller as presented in [6] is used. It will be
recalled in this section. To emphasize that the inputs and outputs of the plant are discrete in
time, the superscript (-)* is used for a quantity at the k-th time step.

We consider any constrained optimization problem of the form

1w =argmin ®(u,y) with y = h(u) (3.1a)

u € RP
subject to A-u <b (3.1b)
C-y<d, (3.1c)

where y = h(u) is the measured system output, A € R¥*P, C' € R™*" p € R?, and d € R.

This optimization problem is solved by the FO algorithm which consists of an integral control law
and a projection onto a linearization of the feasible input set. The control law has an integration
step size a and reads

W = uF 4o G (uF, YY) with ¥ = h(ub). (3.2)

The projection can be written as an optimization problem with constraints on inputs u* and



outputs yk

2
0a(u,y) = argmin s(w) = arg min ‘ ’w + G Y w) H(u) ' VO(u, y)TH (3.3a)
w € RP w € RP G(u)
subject to A (uk + aw) <b (3.3b)
C (yk + onh(uk)w) <d, (3.3c)

where H(u*)" = [I, VR(u*)"], and V(-) is the Jacobian matrix. Additionally, one has to define
a metric on the input space G(u*) € RP*P. In most cases G = I, is a reasonable choice. To
improve readability, the superscript (-)* is dropped in (3.3a).

For o« — 07, this FO method converges to a continuous time projected gradient flow, and for
any a < o"PPT it converges to a steady-state feasible solution which corresponds to a minimum
of the objective function [6, Theorem 3|. The computation of the optimal inputs for a given
plant benefits largely from two properties: Firstly, the numerical optimization problem in (3.3a)
can be rewritten as a quadratic programming (QP) problems and therefore solved in real-time
by established QP-solvers with little computational effort. Second, only the steady-state input-
output sensitivities Vh(u"), rather than the full model, are required to calculate o (u,y). As
shown in [11], an estimation of these sensitivities can be enough to obtain feasible solutions.

3.2 Reformulation as Quadratic Programming Problem

The general structure of a QP reads

1
7 = arg min §a:TQm +c'zte (3.4a)
xT
subject to A1z < by (3.4b)
AQJJ = bz, (3.4C)

where A; € R™M*™ Ay, ¢ R™2X"2 Q = QT € R™*™ b € R™ | by € R™, and e € R. Without
loss of generality, e = 0 can be chosen, because the constant term does not change the minimizer
z.

To obtain the corresponding FO formulation, the norm has to be used in its square-root repre-

2
sentation ||¢ ||é = \/CTG( . The following equality (3.5) holds if the number under the square
root is positive and real, i.e., 0 < (CTGO € R. This is always the case if G is positive definite.

(V@) =Tac (3.5)

By using ¢ = w + 8 with 8 = G~ (uP)H(uF) TV®(uF, y*)T from (3.3a) we get

(\/(w +8)TG(w + B))2 = <\/wTGw +28TGw + ,BTGB)Q , (3.6)

where the term STGpS does not depend on w. Consequently, it is not relevant to find the
minimizer of s(w) from (3.3a) and 3T G can be omitted. By combining (3.5), (3.6), and the
fact that G is a metric, we get

6



T 1T
0o = arg min %wT (2-G)w+ {(G_lH(uk)TVCD(uk,yk» G} w (3.7a)

1
—argmin Sw' (2-G)w + [GTG_IH(u"“)TV@(u”“, yk)] w (3.7h)
subject to A (uk + aw) <b (3.7¢)
C (yk + onh(uk)w> <d. (3.7d)

When comparing the general QP problem with the QP formulation of FO, one notices that inputs
and outputs of the plant are present in the constraints for the latter formulation. In the general
problem, the constraints are formulated as constraints on x. It is possible to meet this form, as
the variable w (now used instead of x) is part of both inequalities. The constraints in (3.7) have
to be rearranged such that all terms that do not depend on w are on the right hand side and
only terms with w are on the left hand side. When using a QP solver, the constraints have to
be passed as one matrix and one vector which can be obtained by concatenating A, C' and b, d.
To emphasize that the constraints have to hold at the next point, they are not presented in a
rearranged and concatenated form.

3.3 Additions

Applying FO to the load sharing problems presented in Chapters 4 and 5 requires a few consid-
erations. These include the tuning of the integration step size and the tracking of an external
reference.

Feedback optimization is a discrete-time method and has (in addition to the sampling time T)
one intrinsic tuning parameter. This parameter is the integration step size . The sampling
time has an influence on the integration behavior as it determines how often a step with step
size « is performed per unit of time. A lower sampling time leads to a faster integration (even
for a constant ) and therefore faster dynamics of the optimizing controller. To ensure stable
operation, one has to find a combination for v and Ty, that satisfies the timescale separation and
the stability bound defined in [6, Lemma 5|. Timescale separation refers to the assumption that
the plant has fast-decaying dynamics which do not have to be considered for the implementation
of an optimizing controller. If this assumption holds, the plant can be described by its steady-
state input-output relationship.

However, a suitable combination of these two parameters does not guarantee convergence to an
optimal set-point in a sufficiently small amount of time for all operating points. For one part of
the operating range of the considered load sharing problems, the convergence rate is sufficient,
but for another range it is not. Therefore, the value of « is varied according to the current
operating point and when a new load target is given (i.e., the station reference changes). In our
implementation we used a heuristic approach consisting of if-statements.

This heuristic increases « if the operating point is in a certain region, e.g., the generic load is
below 250. The integration step size is also increased if a set-point change occurs; i.e., « is
doubled for the first calculation of new inputs after the station reference changed. This leads
to better reference tracking behavior because the plant gets an input that is closer to the final
value without causing oscillations.

Compressor stations can work with station mass flow references, that is a reference which has
to be tracked by all machines together. The optimizer has to find inputs for the individual
machines which not only minimize the energy consumption of the station, but also produce the
requested mass flow. To the best of the author’s knowledge, there is no literature available that

7



used the FO algorithm from section 3.1 for reference tracking. The solution is straight forward:
The reference can be included as a constraint of the optimization problem. If this constraint is
formulated on the inputs, a disturbance could alter the stations output such that it is not equal
to the reference. In this case, the controller is not able to reject the disturbance. To diminish
this problem, the constraint can be formulated on the outputs. This is only possible if one of
the outputs is a quantity that can be compared to the station reference.

Another way to implement reference tracking and disturbance rejection focuses on using a
continuous-time PI or PID controller for continuous time reference tracking (CTRT). These
controllers track the reference in an equal load sharing manner and the optimizing part is used
to compute modifications to the CTRT inputs. Compared to the version where FO is the sole
controller, a slightly different set of constraints is necessary.



Chapter 4

Generic Load Sharing Problem

4.1 Background and System Structure

The performance of feedback optimization is examined with the aid of a generic load sharing
problem as it could be found in the load sharing problems of air conditioning systems, pumps,
or turbines. All of these applications have in common, that machines with different performance
characteristics are used. These differences can result, e.g., from manufacturing or different ca-
pacities. Different capacities might be beneficial as, for example, the required amount of cooling
of a cold storage changes with the outside air temperature. Here, an example of three machines
working in a parallel configuration is studied where the machines have slightly different capaci-
ties. Compared to the compressor load sharing optimization discussed in Chapter 5, the generic
problem is a simplified version that focuses on key concepts rather than application specific
details.

4.1.1 Plants

The three plants consist of two parts: Dynamics based on a generator set and a low-level PI
controller for tracking the individual machine’s reference. The dynamics are simplified as a first
order low-pass element. The machine’s individual reference lgef is, e.g., one third of the station
reference in the equal load sharing case. The PI controller is necessary, because the optimizing
controller is a high-level controller and should not track the reference of an individual machine,
but the station reference. The input of each plant is a load reference u; = l;ef. The output of
each plant consists of its actual load I; and its efficiency n; = f'(l;), i.e., y; = [Li, mi).

To include the different performance characteristics, all three machines have different dynamics
and different efficiency curves. The details can be found in Appendix A.

4.1.2 Objective Function and Constraints

The cost function of this generic problem comprises the energy consumption of the three machines
(L) =320 o Pilli,mi).-

The load range of the individual machines is bounded by a box constraint and the sum of the three
loads [; should follow the station reference r(¢). A formalization can be found in equations (4.1)
and (4.2).

Iy € [t gyoee] (4.1)

3
li ~ T(t) (42)
=0



The constraint (4.1) is implemented according to the different machine capacities

lllower _ l120wer — lgower =0

PP =100, 15PP =95, I5PPT = 90.

4.2 Controller Implementation

In this section, the implementation of different controllers will be presented. The equal load
sharing controller serves as a base case, where no optimization is used. Three optimizing con-
trollers are implemented, of which one is the two-step approach and two are based on feedback
optimization. One FO implementation incorporates reference tracking by using constraints (sec-
tion 4.2.3), the other one uses a PID controller for continuous time reference tracking (CTRT)
(section 4.2.4).

Common among the different implementations is that a disturbance signal can be passed to each
compressor directly, and that the feedback to the optimizing controllers is done with Simulink’s
"GoTo"-block. Thus, the feedback is not visible in the provided block diagrams.

4.2.1 Equal Load Sharing

The equal load sharing case is the base case, where no optimization is used, but all machines get
the same input. Here, a PI controller is used to track the station reference r(¢). Each compressor
is supplied with one third of the calculated input. Therefore, if a disturbance is present and the
sum of the outputs differs from the station target, the PI controller increases the load on all
three machines.

The block diagram in Figure 4.1 visualizes the equal load sharing setup. The total load and the
total power consumption are passed to a higher level, where a comparison with other controllers
is made.
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B Total load
~
1
’
Total power consumption
GenSet_3 *—l
+J 2

Figure 4.1: Block diagram showing the system in the equal load sharing case
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4.2.2 Two-Step Approach

The industrial standard is implemented based on the concept described in Chapter 2. The
controller consists of two parts, as shown in the block diagram in Figure 4.2. The parameter
estimation and the calculation of the optimal plant inputs are done in the upper block. This
block contains an s-function which allows the usage of customized algorithms. A continuous-
time PI controller acts in parallel to track the station reference. Similar to the implementation
of equal load sharing, one third of the PI controller’s output is passed to each machine. The
signals are added within the three plant sub-blocks. The controller receives the individual loads
and efficiencies as feedback.

The performance characteristics of the plants are contained in their efficiency curves which are de-
scribed by a polynomial function 7; = f/'(l;). The parameter estimation step uses measurements
(actual loads and efficiencies) and linear least squares, to approximate this curve with a polyno-
mial 7e; = fg ;(1;) of a different order. By choosing a polynomial with a different order than the
plants’ curves, structural plant-model mismatch is introduced. For this implementation, a third
order polynomial is used, whereas the actual efficiency polynomials in the efficiency-calculation
parts of the three plants have an order of four.

The objective function is the total energy consumption. It includes the estimated efficiency

3 3
l;
(I)two—step(li’ ne,i(li)) = Z P = Z — (43)

The optimization step only runs if the residuals of the linear least squares regression are below a
defined threshold. The plants’ inputs are calculated with the nonlinear optimization algorithm
fmincon from MATLAB’s Optimization Tool Box. The constraints from (4.1) and (4.2) are
passed to this optimization algorithm. Even though the plant inputs are calculated, only the
difference to the current loads I; is passed to the plants. This is due to the PI controller acting
in parallel.

Disturbance
(D,
Controller based on the Three compressors in
Two-Step approach a parallel configuration
1 1
LoadSharingOpt
Station reference
2 2
GenSet_1
- Total load
: ] -
1 1
[ e i |
PID(s) 103 2
e Load_shari GenSel_2
System Load Ctrl ELEAELLE] =
1 1
2 2
e —| Total power consumption
J »{_ 2

Figure 4.2: Block diagram of the plants and the controller based on the two-step approach
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4.2.3 Feedback Optimization

This implementation of FO follows the approach described in Chapter 3 closely because the task
of tracking the station reference is included within the formulation of the optimization problem
as a constraint. The controller is written as an s-function, which calls an additional function
that returns the solution of the QP from (3.7). A block diagram of the system can be found in
Figure 4.3.

Feedback Optimization Three compressors in
Controller a parallel configuration
Disturbance

& >

o~
1

Station reference > 1

(@] 1 1
GenSet_1

LoadSharingOpt j

o

2

v

Total load

22—

1

GenSet_2

o
1

» 1

2 Total Energy Consumption
GenSet_3 —‘ '] @

Figure 4.3: Block diagram of the plants and the feedback optimization controller

The objective function for this controller only depends on the three loads [;; i.e., the efficiency
polynomials are directly included in the objective function (4.4). Here, it is possible to use
the true efficiency curves and therefore assume that an ideal plant model is available. It is
also possible to use an approximation of the true efficiency curves (e.g., polynomials similar to
the ones used by the two-step approach). If the coefficients differ from the true coefficients,
parametric plant-model mismatch is present, if the polynomial has a different order, structural
mismatch is present.

3 .
ro(li) =Y ( l(l)> (4.4)

1=0
The objective function only depends on the loads (the efficiencies are not considered as plant

outputs here) and low-level controllers are used to track the machines’ individual reference. This
leads to the simple steady-state input-output relationship

y = h(u) = u, (4.5)

where y = [I1,12,13] " and u = [I5°F, I5ef, 1] T

FO requires a gradient of the objective function. This gradient is computed analytically by using
symbolic expressions. It is then evaluated for the measured loads ;. Further, the steady-state
input-output sensitivities are required. These can easily be calculated to Vh(u¥) = I3 when

deriving (4.5) by the inputs u;.

12



The box constraint on the loads (4.1) is implemented as inequality constraints on the inputs
and adapted according to (3.7c). The reference tracking constraint from (4.2) is implemented
as two inequality constraints on the plants’ outputs, leading to the narrow box constraint
S8 ol € [0.9999 - r(t), 1.0001 - 7(¢)]. Formulating the constraint on the outputs enables the
usage of measurements (i.e., actual loads) when adapting the constraint according to (3.7d).
Together with (3.7b), the constraints are given to a QP solver which calculates the inputs.

4.2.4 Feedback Optimization with Continuous Time Reference Tracking

This implementation of FO is inspired by the two-step approach and includes CTRT. FO is re-
sponsible for calculating the optimal inputs, whereas tracking the station reference r(t) is handled
by a high-level continuous-time PID controller which acts in parallel to the optimizing part. It is
implemented as an s-function and as an additional function, like in the previous subsection. The
block diagram in Figure 4.4 visualizes the system’s structure and shows the reference tracking
part and the optimizing part of the controller. As in the two-step implementation, the two input
signals are added within each plant sub-block.

Disturbance

(@D,
Feedback Optimization Three compressors in
Controller with CTRT a parallel configuration
1 ” 1
1 1 2 22—
. GenSet_1
Station reference .y
— Total load
cCOoO— —
Ref .
'| PID(s) - 13 2 2f— -
System_Load_Ctrl Loadienaring GenSet_2
1 L Total Energy Consumption
T -
2

GenSet_3

Figure 4.4: Block diagram of the plants and the FO controller with CTRT

The objective function for this implementation is (4.4). Again, its gradient is computed symbol-
ically and the steady-state input-output sensitivities are Vh(u¥) = I;.

The constraint (4.1) is used to limit the inputs of each compressor to a certain range. It is
implemented with inequality constraints on the inputs. The reference tracking constraint (4.2)
is not necessary here, as this task is fulfilled by the PID controller. However, it is necessary to
ensure that the sum of the individual load references l;ef is equal to zero. This is done by applying
a constraint on the inputs that demands that the sum of the calculated values is approximately
zero. To ensure that the plants get feasible inputs from the controller, the PID block has an
output saturation corresponding to the box constraint given above.
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4.3 Results and Data Analysis

4.3.1 Reference Tracking

The reference tracking behavior of the different controllers is compared by looking at four prop-
erties of the step responses.

The rise time ¢, is defined as the time it takes for the system’s output to get from 10 % to 90 %
of the step height x. The settling time ¢, is the time the output needs to stay within =1 % of
the step height. The overshoot M, is defined as the difference between the reference and the
highest peak. The peak time ¢, is the time between the reference step and the output reaching
its highest value. It only exists if an overshoot is present.

Based on a step at time t = 240 s with step height x = 50, the four parameters were measured
for all controllers. The results can be found in Table 4.1 and the system output is depicted in

Figure 4.5.
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Figure 4.5: System outputs for a step of height x = 50 at time t = 240 s

Rise time Settling time Overshoot Peak time

Controller

tr [s] ts [s] My [ tp Is]
Equal load sharing 5.1 11.9 0 -
Two-step approach 3.2 37.0 3.02 10.0
Feedback optimization 11.1 23.3 0.10 60.0
Feedback optimization
with CTRT 14.3 41.7 0 -

Table 4.1: Parameters characterizing the step response of the different systems for a step with
height Kk = 50

The system outputs and the rise times in the table show that the two-step approach leads to
fast responses. The rise time is in the range of equal load sharing. However, the two-step
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controller also produces overshoots of more than 6% of the step’s value. The two FO-based
methods rise slower and do not cause significant overshoots. The settling time for all optimizing
controllers is higher than for the equal load sharing case and ranges from 23.3 s to 41.7 s. The FO
implementation without CTRT has the lowest settling time among the optimizing controllers.
Another aspect of reference tracking involves the rejection of disturbances. To qualitatively
study the behavior of the different controllers, a disturbance signal consisting of steps and a
ramp function is applied to the compressors. This signal is depicted in Figure 4.6, the system
outputs in Figure 4.7. The disturbances start after 250 s to give the system enough time to reach
steady state.
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= | 0ad disturbance compressor 2
= | o0ad disturbance compressor 3
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|
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@
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-10
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Figure 4.6: Disturbances used to check the disturbance rejection

All controllers are able to react to the disturbances and adjust the inputs such that the station
reference is reached. The controllers that use CTRT react faster to the disturbances than the
FO controller without a parallel PID controller. Notable in this context is the disturbance on
compressor 1 from 250 s to 300 s because the system output shows that the FO controller without
CTRT does not react to the disturbance for a prolonged period of time. The controller cannot
react earlier, because it runs in discrete time. The controller runs at 240 s and 270 s which leads
to the sampling delay of 20s. All controllers handle the ramp disturbance best and with little
to no visible influence on the total station load.

4.3.2 Convergence

The considered generic load sharing problem leads to different convergence behavior based on
the value of the reference. Figure 4.8 shows the resulting power consumption if no plant-model
mismatch is present for the FO-based controllers. The reference signal used to obtain these
trajectories is the sine wave r(t) = 100-sin (0.025 - ¢ + 1)+150, sampled every 540 s. For reference,
the power consumption of equal load sharing is given. A numerical optimum is calculated using
MATLAB’s function fmincon and included as well.

Qualitatively, the differences in convergence speed are clearly visible from the graph in Figure 4.8.
For most reference changes, FO has good convergence speeds, only for the changes at 1620 s,
2700 s, and 3240 s, abnormalities are visible. At the beginning of the simulation, the two-step
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Figure 4.7: System output for the disturbance signals from Figure 4.6

controller causes a large increase in power consumption. Except from this reference change, the
two-step approach causes only small visible spikes in the power consumption.

To compare the convergence behavior of the three optimizing controllers quantitatively, the
settling time ¢4 of the power consumption and a possible static difference ds to the optimum are
analyzed for the ten changes in the station reference presented above. Here, the settling time
expresses the time it takes for the power consumption to stay within 41 % of its final value. The
mean values and the corresponding standard deviation can be found in Table 4.2.

. k . k

Controller % [s/5] % [s/%] ds [W] ds [W]
mean std. deviation mean std. deviation

Two-step approach 0.5 0.2 10.2 9.7

Feedback optimization 1.0 0.8 -0.4 1.71

Feedback optimization

with CTRT 1.2 0.7 -0.4 1.7

Table 4.2: Parameters characterizing the convergence behavior of different systems

Overall, the results show that FO has higher settling times than the two-step approach. How-
ever, in most cases the two FO-based controllers converge similarly fast and the station power
consumption plot in Figure 4.8 shows that the higher settling times are mainly due to a few
reference changes. This is also evident from the standard deviation. The high values indicate,
that the settling times are spread for the FO-based controllers.

The static difference to the optimum shows that the two-step approach does not reliably find the
inputs that correspond to a locally minimal power consumption. The FO controllers achieve an
unexpected result for the chosen reference: They are able to find a minimum that has a lower
power consumption than the computed numerical optimum. In Figure 4.8, this can be seen for
the time interval 2160s — 2700 s. This leads to the negative static difference mean value for
the two implementations of feedback optimization. Constraints are not violated by FO and the
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Figure 4.8: Power consumption for different controllers, no plant-model mismatch is present for
the FO-based controllers

numerical optimizer jumps to the solution of FO if a different initial point is used.

4.3.3 Plant-Model Mismatch and Energy Savings

There are two forms of plant-model mismatch, structural and parametric mismatch. Here, struc-
tural plant-model mismatch is intentionally introduced by using polynomials of a different order
for the estimation of the efficiency curves of the three plants. The true curves can be described
by polynomials of fourth order, whereas the models use third order polynomials.

The resulting power consumption graphs for the case where no structural plant-model mismatch
is present in the FO-based controllers can be found in Figure 4.8, a case where mismatch is
present in Figure 4.9. The total energy consumption for the different controllers and the two
cases is shown in Table 4.3.

No mismatch Structural mismatch

Controller
Energy con- Improvement Energy con- Improvement
sumption [Wh|  to ELS [%] sumption [Wh|  to ELS [%]

Equal load
sharing (ELS) 410.11 - 410.11 -
Two-step approach - - 391.22 4.61
Feedback optimization 375.89 8.34 385.53 5.99
Feedback optimization
with CTRT 375.44 8.45 382.11 6.83
Numerical optimum 375.33 8.48 375.33 8.48

Table 4.3: Energy consumption for different controllers, with and without plant-model mismatch
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Figure 4.9: Power consumption for different controllers, plant-model mismatch is present in the
FO-based controllers

When comparing the energy consumption of the different systems, it is apparent that the FO-
based methods achieve better results if the gradient of the objective function is correct and
no plant-model mismatch is present. With plant-model mismatch, the energy savings are still
greater than for the two-step approach. The system outputs of the FO controllers show that the
convergence to a solution is slower if plant-model mismatch is present. There are also two spikes
in the power consumption that are not present in the case of no plant-model mismatch. The
responses to the reference changes at 2160 s and 2700 s show, that FO with CTRT converges
faster to a solution than the plain FO controller if plant-model mismatch is present.

4.4 Discussion

As expected, all controllers achieve closed-loop stability. The reference tracking behavior of
the different controllers is similar, but the two-step approach is more aggressive. One of the
important parameters for load sharing is the settling time. It is considerably higher for all
optimizing controllers than for the equal load sharing approach. However, when only looking
at the optimizing controllers, FO without CTRT produces the best result. Noteworthy is the
smooth trajectory of the two FO implementations.

Disturbances are rejected by the FO implementations and show that the reference tracking
constraint works well in conjunction with the measured loads [;. However, the FO controller
without a PID can have a sampling delay when reacting to disturbances. The controller only
applies new inputs after the sampling time elapsed, because it does not contain a continuous time
block like the FO implementation with the parallel PID. The sampling delay can be reduced by
choosing a lower sampling time. Here, it is not possible because it leads to problems with the
timescale separation. Therefore, the controllers that contain continuous time elements have an
advantage regarding the reaction to disturbances.

Even though there is one reference (from 1620s to 2160 s in Figure 4.9) where the two FO
implementations are not capable of finding a better solution than the two-step approach, they
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exhibit some robustness to plant-model mismatch, because they can still calculate inputs that
lead to a significant decrease of the station’s energy consumption. The plant-model mismatch
leads to slower convergence rates which increases the total energy consumption. The influence of
the slower convergence rates on the total energy consumption can be reduced by using reference
signals that are constant for longer periods of time. If an objective function was used that is
structured such that measurements of the power consumption are present in the gradient, the two
FO-based controllers might be able to find better inputs when plant-model mismatch is present.
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Chapter 5

Compressor Load Sharing Problem

5.1 Dynamics of Compressors

This section covers the modeling of compressors and their interconnection in parallel configura-
tions. The mathematical description of multi-compressor configurations is based on the model
of one simplified compressor, like the one shown in Figure 5.1. This model consists of the most
important input-output dynamics and is derived by using physical first principles. The model
presented below is a slightly adapted version of the ones presented in [9], [10], and was originally
derived in [5].

A A
rec‘ ’ out Dout
—*‘ * =
* Moyt
Myec
\ b2
Driver Compressor
A.
pin 11 1 pl
* SE *

Figure 5.1: Diagram of one compressor with surrounding tubing and valves

The inlet, outlet and recycle parts of the compressor are denoted by ’in’, ’out’, and ’rec’. Conse-
quently, ﬁklm, f;Lout, ﬁlrec, and ’f;LC are the inlet, outlet, recycle and compressor mass flows, and
Din, Pout, P1, and po represent the inlet pressure, outlet pressure, and the compressor in- and
outlet pressures.

Mass only flows between two volumes if they have different energy states. In this context, it only
flows if a pressure gradient is present. The influence of the three valves on the respective mass
flow is incorporated by the valve gains kiy, kout, krec (taking values between 0 and 1) and the
valve orifice areas A, Aout, Arec. The mass flow can be obtained when assuming incompressible
flow (constant density p) and using Bernoulli’s law. The kinetic energy %pv2 (where v is the
velocity of the gas) can be neglected compared to the pressure energy term (e.g., p2 — p1). The
mass flows are positive (or zero in the case of the recycle flow) for stable compressor operation.
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ﬁflin = kinAin V |pin - p1| (513“)
ﬁlout == koutAout V ’p2 - pout’ (51b)
ﬁ@rec,ss = krecArec V |p2 - pl‘ (5'16)

The compressor dynamics are captured by a system of coupled differential equations:

d * * *
P _ K (mreC + Mip — mc> (5.2a)
dt
P2 _ Ky (e — rrece — o) (5.2)
dme
dt = Kg (p1H — pg) (52C)
dm, . .
Ztec =Ky (mrcc,ss - mroc) (52d)
dw
i K5 (Text — Teomp) (5.2¢)

The torque absorbed by the compressor is Tcomp = orwm, with o as the slip factor, r as the radius
of the shaft, and w as the rotational velocity. The external torque applied to the compressor is
denoted by Text, and various constants by K; (i = 1,...,5). Some dynamics of the recycle flow
Miec are t0o complex to be modeled using physical first principles and are added empirically by
using their steady-state flow ﬁzrec,ss in (5.2d).

The pressure ratio Il depends on the rotational velocity and the compressor mass flow in a
nonlinear way, i.e., Il = fn(w,ﬁzc). This relationship is called the compressor map and usually
represented as a II vs. Me plot, where w is used as a parameter.

The polytropic efficiency 7, of a compressor depends on its rotational velocity, the pressure ratio,

and the compressor mass flow. This is signified by n, = f,(w,II, ﬁqc) This relationship is also
nonlinear and often shown as contour lines in a compressor map. Here, the function f;, is also
called efficiency map.

An example of a compressor and efficiency map can be found in Fig. 5.2. These maps are based
on measurements and created for inlet conditions corresponding to a standardized reference
atmosphere (e.g., inlet pressure py, = 10° Pa and inlet temperature T}, = 293.15 K) and for a
specific gas (i.e., a specific molecular weight). If the compressor is operated at different inlet
conditions, the compressor mass flow has to be corrected to use the map. In Fig. 5.2, this
corrected compressor mass flow Z,C is used. The surge line is the line that connects the left ends
of the w-lines.

The power consumed by a compressor is equal to its shaft power P and can be calculated with
the help of the polytropic efficiency, the compressor mass flow and the polytropic head y, as

p="5 (5.3)
Mp
ZinRTin ny -l
ith g, — —nn @nu—q, 5.4
W1 yp Mw n, — 1 ( )

where R is the universal gas constant, n, is the polytropic index, Ti, is the inflow temperature,
Zin 1s the inlet compressibility factor, and M, is the molecular weight of the gas.

Depending on the thermodynamic process (described by n,), different amounts of work are
needed to compress gas to a certain pressure. This is captured by the polytropic head. Even
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Figure 5.2: Schematic compressor and efficiency map

though gas properties appear in (5.4), it is mainly influenced by the pressure ratio because the
gas properties are changing slowly or only when a different gas is used. Therefore, they are
treated as parameters of the function y, = f, (II).

5.2 Formulation of the Constrained Optimization Problem

5.2.1 Operational Constraints

To ensure stable and safe compressor operation, several constraints have to be satisfied. The
mathematical formulation of surge, choke, and mechanical constraints is adopted from [10].

80,i — Sl,iﬁlc,i +1I; <0 (5.5a)
co + €1, me; — I <0 (5.5b)
Text,i * Wi = Pext,i € -0, P;f;f)fr- (5.5¢)
Pei € |y ier " (5.5d)

Arecs € |0, AP (5.5¢)

Z Mouti = 7(t) (5.5f)

ieN
In these equations, i is the compressor index with ¢ € N = {1,...,n} and n is the number of
COmpressors; s, S1,i, Co,; and c1; are positive constants. A violation of the first three constraints
can lead to serious damages [10], the others are mainly placed to emphasize physical boundaries
or a control task:

e Inequality (5.5a) represents the surge constraint. If the flow through the compressor is too
low for a certain pressure ratio, a surge occurs. It causes reverse flow in the compressor,
heavy vibrations, and mechanical damage. Eventually, a compressor surge could lead to
machine failure.
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e The choke constraint is formulated in (5.5b). It is equivalent to the maximum flow through
the compressor for a given rotational velocity or pressure ratio. It depends on the aerody-
namic properties of the compressor and the piping on the outlet side.

e The constraint on the applied power (5.5¢) is placed to ensure that no over-speeding hap-
pens. Over-speeding can lead to damaged compressor blades due to increased mechanical
stress.

o Mechanical limits can be found in (5.5d) and (5.5e) and apply to compressor mass flow
and recycle valve orifice area respectively.

e The reference tracking constraint (5.5f) emphasizes that one task of the compressor station’s
control structure is to follow a station reference.

For the formulation of the optimization problem given to the optimizing controllers, not all of the
mentioned constraints are relevant. The surge, choke and over-speeding constraints are usually
handled by specialized low-level controllers. The constraint on the actuation limit in (5.5e) can
be important for the implementation of the anti-surge controllers as the saturation could lead to
integrator windup problems.

5.2.2 Influences of Parallel Configurations

When compressors are arranged in multi-machine configurations, interconnection constraints can
arise and influence the choice of the decision variable for the optimization problem. In the case
of a parallel configuration, one-way valves are used to prohibit unwanted reverse flows that can
occur if the machines produce different compressor outlet pressures. Therefore, constraints on
the inflow and outflow pressures are not necessary.

The recycle valve orifice area Arec; and the applied torque 7ey; can be controlled and used as
inputs for parallel configurations. pi, and poyt are not available as degrees of freedom, because
they are deteremined by the dispatch system at a higher level of the control hierarchy. T?LCJ, ﬁ?out,i,
FB;, I1;, n;, and w; are quantities that can be measured as outputs of the parallel configuration.

5.2.3 Influences of Low-Level Controllers

In the following implementation of the optimizing controllers, low-level flow controllers are used.
ref
These calculate the external torque 7ex:; based on a mass flow reference f)kv,cji and the actual

compressor mass flow ’;;Lcﬂ'. In steady state, the compressor mass flow reference is equal to the
actual compressor mass flow. From the standpoint of the optimizing controllers, this compressor
mass flow reference serves as a control input and constraints on the inputs can be formulated as
constraints on the compressor mass flow references. All controllers require the actual compressor
mass flows as feedback. Additionally, the two-step approach needs the compressor efficiencies
and their pressure ratio (i.e., y; = [ﬁlm, I1;,m;,]), while feedback optimization uses the pressure

ratios and the individual power consumptions as well (i.e., y; = [T*;LC’Z‘, I1;, P]).

A closed recycle valve is beneficial for the minimization of the compressor’s energy consumption.
However, some operating points are only reachable when recycling some mass flow. In the
following, only operating points that can be reached without any recycle flow and that are far
away from the surge line will be considered. Additionally, the increase and especially the decrease
of the applied torque 7ext; has to be sufficiently smooth, because the anti-surge controller also acts
if these changes happen faster than a predetermined rate limit. This is enforced by limiting the
slope of the flow controllers’ output. With these restrictions in place, the optimizing controllers
do not use the recycle valve as an input, but only the compressor mass flow references. To show
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that the optimizing controllers can achieve stable operation that does not require any action by
the anti-surge controllers, they are still active and would actuate the recycle valve if necessary.
With a permanently closed recycle valve and without disturbances, the compressor mass flow is
the same as the compressor outlet flow.

5.2.4 Constrained Optimization Problem

After the previous considerations and by using (5.3), the steady-state constrained optimization
problem can be defined as

B (16,1, Me.2, Me.3) ZP 4= Z P)? with P = zpm (5.6a)
=0 bt
subJect to steady-state equations derived from (5.2) (5.6b)

3
> e () (5.6¢)
=0

* « lower 4 upper
Mei € [Me; Mg

(5.6d)
where r(t) is the station mass flow reference. In contrast to the generic load sharing problem,
the objective function is extended with quadratic terms. This is done to improve the numerical
behavior of the optimizing controllers.

The box constraint on the compressor mass flow ;ﬁc’i is chosen such that the anti-surge controller
does not have to act due to a too low mass flow:

« lower « lower « lower kg
mc,l = mc,2 = mc,3 =066 ?

% UPPCT _ y UPper _ y upper _ kg
me1q = Mo = M3 120 —

5.3 Implementation

In the following subsections, the implementation of the compressor model and the different
controllers will be discussed. After presenting the system’s structure and the implementation
of the efficiency maps, the equal load sharing controller, the two-step based controller, and
two implementations of FO are described in detail. One FO implementation follows the idea
of [6] more closely and incorporates reference tracking into the optimization problem, the other
implementation uses a PID controller for continuous time reference tracking.

5.3.1 System Structure and Low-Level Controllers

The model presented in Section 5.1 is implemented in an s-function for each compressor. The
implementation of the efficiency maps is discussed in the following subsection in detail. If the
inflow and outflow valve orifice areas are subject to changes during the simulation, a property of
the s-function has to be set such that MATLAB might detect an algebraic loop even if none is
actually present!. In this case, a unit delay after the s-function greatly improves the simulation

'If the output function md10utputs of the s-function uses the inputs to compute the outputs at the same time
step, the "direct feedthrough" property has to be set to true. This causes MATLAB to assume that all outputs
are depending on the inputs. When looking for algebraic loops, it does not verify whether the signal in question
actually depends directly on the inputs.
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speed. Here, the valve orifice areas and the inflow temperature are constant throughout the
simulation and the unit delay is not needed. Measurements that are needed by the optimizing
controllers as feedback are passed to them by using Simulink’s "GoTo"-block. Thus, these signals
are not visible in any of the following block diagrams.

One layer above the model are the low-level flow and anti-surge controllers, as shown in Figure 5.3.
The anti-surge controller compares the current compressor mass flow to a minimum flow which
is based on the current pressure ratio. If the compressor mass flow is too low, the recycle valve
is opened to increase the flow through the compressor and thereby prevent a surge. Details on
the implementation of the anti-surge controller can be found in Appendix A. Ramp constraints
on the flow controllers’ output are used to prevent fast changes of the applied torque 7ext; and
thereby compressor surge. This ramp constraint can be interpreted as the dynamics of the driver
that applies a torque to the compressor (e.g., a variable frequency drive).

The top layer consists of the station reference signal, the (optimizing) station controller, and the
three plants. Disturbance signals can be given to the individual compressors directly and act on
the model level, as shown in Appendix A.
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Figure 5.3: Block diagram of one compressor and its low-level controllers that are responsible
for reference tracking and anti-surge control

5.3.2 True and Estimated Efficiency Maps

In realistic field conditions the true compressor map is unknown but compressor power con-
sumption and compressor efficiency can be measured. In our simulation study we use Gaussian
process regression (GPR) models, which are fitted to existing compressor maps to serve as the
data generator for the compressor power and compressor efficiency, mimicking the behavior in
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Figure 5.4: Original compressor and efficiency map. The different colors indicate different effi-
ciencies.

actual compressors. These GPR models are only used for simulating the compressors and are
not revealed to the optimization algorithms.

The three compressor and efficiency maps are variations of the one depicted in Figure 5.4.
Twenty-five points of each map are chosen randomly and used by GPR to identify a model. This
GPR model is used as the true efficiency map and can be seen in Figure 5.9.

The same twenty-five data points are used to fit a polynomial of the following structure with
the help of linear least squares. Each polynomial represents the estimated efficiency map of one
COMPressor.

Npyi = fgi(ﬁlc,i,ﬂz‘) =a+ B mei+v i+ 8 megll + e - (meg)? + A+ (I1;) (5.7)

The index ¢ represents the set of coefficients ¢ = {a,,7,0,¢,A\}. The resulting estimated
efficiency maps can be seen in Figure 5.10. These maps are available to each controller and
ensure that no controller has an advantage by using a better model from the beginning of the
simulation.

5.3.3 Equal Load Sharing

In this case, only a PI controller is used to track the station reference. The total network
mass flow is fed back to the PI controller. One third of the calculated input is applied to each
plant. The setup is visualized in Figure 5.5. A controller which applies one third of the station
reference to the plants in a feed-forward manner without feedback would yield similar ramp
responses. However, this would make disturbance rejection on the station level impossible.

5.3.4 Two-Step Approach

The industrial standard is implemented by using an s-function for the optimizing part. The ref-
erence tracking part is made up of a PID controller. The whole system can be seen in Figure 5.6.
The objective function of the optimization problem is (5.6a). One part of it is the compressors’
efficiency 7, ; which is calculated by evaluating the estimated efficiency map at a given compressor
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mass flow and pressure ratio. As described in Section 5.3.2, the estimated maps are represented
by polynomials of the form (5.7). The parameter estimation step uses measurements of the
pressure ratio, the compressor mass flow, and the efficiency in conjunction with linear least
squares to find a better fit of the polynomial.

The twenty-five data points that are used to identify the true efficiency map with GPR and
to obtain the estimated map are given to the two-step approach as historical data. Therefore,
the polynomial obtained by the parameter estimation step at the beginning of the simulation is
exactly the same as the one used by FO.

The optimization step uses MATLAB’s nonlinear optimization algorithm fmincon to compute
the solution of the constrained optimization problem, like in the generic load sharing problem
(Section 4.2.2). The inputs are limited by the box constraint (5.6d). Additionally, the con-
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straint (5.6¢) is implemented as a box constraint on the inputs. The difference to the actual
mass flows is then passed to the plant. This last step is necessary due to the PID controller that
acts in parallel.

5.3.5 Feedback Optimization

This implementation of FO follows the idea of [6] closely and the optimizing controller has the
task to track the station reference. Figure 5.7 shows a block diagram of the system.
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Figure 5.7: Block diagram of the three compressors and FO controller without CTRT

The objective function used by FO is (5.6a). The box constraint on the compressor mass
flows (5.6d) is implemented as inequality constraints on the inputs. The reference tracking
constraint from (5.6¢) is rewritten as a narrow box constraint and implemented as a constraint
on the outputs (again using E?:o Yi = E?:o ﬁzcﬂ- € [0.9999 - r(t), 1.0001 - r(t)]).

The low-level flow controllers enable a similar steady-state system description as in the generic
load sharing case

e, 1 0 0
* 0 1 0 « ref
m ,2
N 0 0 1 L
y=|"e3 | =1 1 0 0 f}kzz =F-u (5.8)
Pl 776’1 Yp.2 0 « ref
P2 Mp,2 Yo mg
IPs9
P 0 0 o3

ref
where u; = ﬁ’Ll are the inputs that are supplied to the low-level flow controller. The pressure

ratios are omitted as outputs here, because there is no useful steady-state relationship available
and they are only used as parameters to compute the polytropic efficiencies 7,;. The input-
output sensitivities can be calculated analytically to Vh(u*) = F. The gradient of the objective
function is calculated analytically. Both, the sensitivities and the gradient are then evaluated
with the actual compressor mass flows and the pressure ratios of the current operating point.
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5.3.6 Feedback Optimization with Continuous Time Reference Tracking

This implementation of FO uses a PID controller for the reference tracking task. The optimizing
controller is implemented similarly to the FO controller in Section 5.3.5. A block diagram showing
the high-level system structure can be found in Figure 5.8. It depicts the controller consisting of
two parts, the optimizing part and the reference tracking part.

The constraints used in this implementation are slightly different to the ones used for the
FO implementation without CTRT. The reference tracking is handled by the PID controller
and therefore a reference tracking constraint on the outputs is not necessary. However, it

is necessary that the sum of the input deviations is zero. Thus, the narrow box constraint
x ref

% yme; € [—0.0001,0.0001] is used.

RS
T

Reference signals

%

Disturbance signals

)
% Sonal 2
Signai 3]

2500s Signald

Feedback optimiziation controller
with delta formulation

Figure 5.8: Block diagram of the three compressors and FO controller with CTRT
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is the choke line.
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Figure 5.10: Polynomial functions used to estimate the true efficiency maps. The black solid
lines represent the boundaries of the compressor’s operating range. The line on the left is the
surge line, the curved line on the top corresponds to the maximum speed line and the line on
the right is the choke line.
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5.4 Results and Data Analysis

5.4.1 Reference Tracking

To compare the reference tracking of the various controllers, the four parameters rise time,
settling time, overshoot and peak time are reviewed. The same definitions as at the beginning
of Section 4.3 are used. The term fall time is used for decreasing reference signals analogous to

the rise time for increasing reference signals. Because of the ramp constraint on the reference
dr(t)
dt

Two ramp responses are reviewed, an increase and a decrease. The Tables 5.1 and 5.2 contain
the parameters corresponding to the system responses in Figures 5.11 and 5.12.

signal (

‘ < 1%)7 the definitions of these parameters are transferred to the ramp response.
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Figure 5.11: Increase in the reference signal and system responses

Rise time Settling time Overshoot Peak time

Controller

tr [s] ts [s] M, [kg/s| tp [s]
Equal load sharing 27.5 116.8 1.60 66.3
Two-step approach 38.9 130.8 0 0
Feedback optimization 22.0 139.1 0.98 65.25
Feedback optimization
with CTRT 27.0 93.38 0.09 104.1

Table 5.1: Parameters characterizing the ramp response of the different systems for a ramp from
r(t =1300s) = 280 %2 to r(t = 1313 s) = 293 4.

The reference tracking behavior of all controllers is similar and does not depend on the direction
of the reference change. All controllers adapt the station mass flow quickly but need time to
converge to the final value. However, some controllers create significant overshoots, others tend
to oscillate more. The plain FO controller and the equal load sharing controller overshoot the
final reference value to which they converge with little oscillations. The FO controller with CTRT

33



= Equal Iolad sharing
260 FO without CTRT ~ H
| FO with CTRT
———————————— rvr--"T-—~-~"~-~""~""T—~"~""~""~"7T-—~—"~~—=7—-~——--—=-179~--~~~ |=Two-step approach
= =Reference
i - = 10% and 90% lines
= 255 i * +/- 1% neighborhood [
En 1
= 1
< |
2 250 !
2 !
(]
S 1
S !
% 245 ll
1
240
2000 2050 2100 2150 2200 2250 2300 2350 2400 2450 2500
Time in [s]
Figure 5.12: Decrease in the reference signal and system responses
Fall time Settling time Overshoot Peak time
Controller
tr [s] ts [s] M, [kg/s]  tp [s]
Equal load sharing 27.8 115.8 -2.07 64.5
Two-step approach 38.4 162.1 0 -
Feedback optimization 18.4 121.2 -1.35 81.2
Feedback optimization
with CTRT 27.63 121.2 -1.08 103.3

Table 5.2: Parameters characterizing the ramp response of the different systems for a ramp from
r(t = 2100s) = 260 %2 to r(t = 2120 s) = 240 X4

achieves smaller overshoots and converges with some oscillations. Notable is the sampling delay
of the plain FO implementation which is due to the controller running in discrete time. It cannot
react to reference changes in between sampling instances.

The FO implementation without the PID and the equal load sharing controller create large
overshoots in the range of 7% to 12% of the reference change. The peak times are lowest
for the equal load sharing controller and highest for the FO implementation with the PID in
parallel. The FO controller without CTRT yields the shortest rise and fall times. This is due
to the sampling delay, as the FO controller without CTRT does not sample a ramp but rather
steps at discrete times. For the considered reference changes, it samples at the beginning of the
reference change and 20 s later again. The FO controller with CTRT does not achieve smooth
outputs, but rather fast convergence with small oscillations and little overshoots. The other FO

implementation produces higher overshoots but less oscillations, hinting that the inputs of the
plants change steadily.
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5.4.2 Disturbance Rejection

The disturbance rejection behavior of the different controllers is analyzed by using the disturbance
signals from Figure 5.13. These disturbances are applied to the compressor model outputs ﬁzm

and rﬂhout’i before they are fed back to the optimizing controllers or used by PI respectively PID
controllers. The signals are similar to the ones used in the previous chapter and contain steps
and a ramp. The system outputs are shown in Figure 5.14.
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Figure 5.13: Disturbance signals which are applied to the compressors
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Figure 5.14: System outputs corresponding to the disturbance signal depicted in Figure 5.13
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As in the generic load sharing case, the disturbance rejection behavior is only analyzed qualita-
tively. All controllers are able to react to the applied disturbances and to track the reference.
However, the individual system responses are different.

The equal load sharing controller achieves the smallest overshoots and exhibits steady con-
vergence to the reference. Oscillations are not present in the station mass flow. The largest
overshoots and oscillations are created by the two-step based controller. The two FO-based con-
trollers create overshoots, which are a little bit bigger for the implementation without CTRT.
The FO controller with CTRT creates oscillations which are noticeable, but smaller than for
the two-step approach. Similar to the equal load sharing controller, the other FO controller
does not create significant oscillations. Here, no sampling delays are visible, which is due to the
disturbance signal. The signal only contains reference changes that coincide with the sampling
times of the controller. If this was not the case, a sampling delay would be visible in the system
response of the FO controller without CTRT, like in the reference tracking plots (Figures 5.11
and 5.12). Analogous to the generic load sharing case, the ramp disturbance is handled best by
all optimizing controllers. This type of disturbance signal has little effect on the station mass
flow.

It is notable, that the considered disturbance signals did not cause the anti-surge controllers to
react, even though the mass flow changes are abrupt. They are likely to become active in the
case of larger disturbances, especially for decreases of the compressor mass flow.

5.4.3 Convergence and Energy Savings

The convergence behavior of the different optimizing controllers is important to assess their
overall performance. For the qualitative and quantitative analysis, the power consumption of
the systems will be analyzed for the reference depicted in Figure 5.15. The reference changes

(except the first one at ¢ = 0s) consist of ramps with the slope d:l(tt) = 1];—5 for increases and
dz(tt) = —1];—3 for decreases. The resulting station mass flows for the different controllers can be

found in Figure 5.16, whereas the station power consumption is depicted in Figure 5.17.
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Figure 5.15: Reference signal which is used to analyze the convergence behavior and the energy
consumption
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The power consumption trajectories of the different systems clearly show that the two-step
approach converges to different solutions than the FO controllers. It is also apparent that the
FO controller without CTRT has some sampling delay for certain reference changes. This does
not impact the convergence speed significantly when comparing the power consumption of the
two FO implementations. However, the FO implementation without the PID in parallel tends
to overshoot the final value. Some oscillations are also visible for the two-step approach.

The convergence to the final power consumption is characterized by its mean settling time per
ramp height (%, where & is the ramp height) and the corresponding standard deviation. These
quantities are calculated based on six reference changes (every reference change in Figure 5.15 but
the first one at t = 0s). Here, the settling time denotes the time it takes the power consumption
to stay within +1 % of its final value.

In Table 5.3, the mean settling times per ramp height and the corresponding standard deviations
are listed. The implementation without CTRT achieves the best results, that is a low mean
settling time and a low standard deviation. The settling time is 15 % lower than for the version
with CTRT which achieves the second best results. From the standard deviation it is also
apparent, that the convergence rate is spread further apart for the FO implementation with
CTRT. The two-step approach performs worst with a mean settling time that is 1.75 times
larger than the plain FO controller. The standard deviation is very large too. The reason for
this bad performance and the large standard deviation can be seen in Figure 5.17. After the
reference change at 550 s, the two-step approach seems to converge to a solution, until the power
consumption abruptly decreases and increases. Because the spikes are large and the controller
converges to a different power consumption afterwards, the settling time per ramp height is long
for this reference change.

The total energy consumption of each systems is given in Table 5.4. It shows that the two-step
approach can find solutions that lead to a decreased energy consumption, but the improvement of
less than 0.1 % is negligible. The FO based implementations perform similarly, but FO without
CTRT achieves a slightly lower energy consumption with an improvement of 1.7 % compared to
the equal load sharing case.

ts ts

Controll K K
omoTer mean [s/%] std. deviation [s/ks—g]

Equal Load Sharing 4.8 1.6
Two-step approach 6.5 7.0
Feedback optimization 3.7 0.9
Feedback optimization
with CTRT a4 L4

Table 5.3: Parameters characterizing the convergence behavior of different systems
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Total energy Improvement

Controller consumption [MWh]| to ELS [%]
Equal load sharing (ELS) 26.18 -
Two-step approach 26.16 0.08
Feedback optimization 25.73 1.70
Feedback optimization

with CTRT 25.79 1.47

Table 5.4: Energy consumption of the different systems
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Figure 5.16: Station mass flow for different controllers
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5.5 Discussion

The previously presented results show that it is possible to apply the FO algorithm presented
in Chapter 3 to the compressor load sharing problem. It is possible to tune its parameters such
that stable closed-loop operation is achieved.

The reference tracking behavior of the three optimizing controllers differs. The FO controller
without CTRT achieves the lowest rise and fall times, whereas the two-step approach the largest.
The latter oscillates the most, which also influences its rise and fall times. The settling times
show which controller finds a steady-state solution quickly. Among the optimizing controllers,
it is lowest for the FO implementation with CTRT. Even the settling times of the plain FO
implementation can be lower than the settling times of two-step approach. This is especially
remarkable as the plain FO controller has sampling delays. The sampling delays arise when
the reference or disturbance changes in between sampling times because the controller does not
include any continuous time controller blocks.

The disturbance rejection showed that FO can produce input signals that contain less oscillations
than the two-step controller. The disturbance signal used steps and ramps with a height of up
to 15 %. For these disturbances, the anti-surge controllers do not have to become active and
the optimizing controllers were able to steer the station mass flow back to the reference value.
The mentioned sampling delays were not encountered but can appear if the disturbance does not
coincide with the sampling time of the FO controller.

The power consumption plot shows that the FO controllers can deal much better with the
considered structural plant-model mismatch than the two-step approach. The latter achieves an
insignificantly lower energy consumption than the equal load sharing controller, whereas the FO
controllers are able to save up to 1.7 % of energy (compared to the equal load sharing case) in
approximately forty-one minutes of operation. The plain FO implementation also exhibits the
fastest convergence to the final power consumption.

The quadratic term in the objective function enables the usage of power measurements in the
gradient. This allows FO controllers to reduce the mass flow not only for compressors with
a low estimated efficiency, but also for those which have a low true efficiency and a higher
estimated efficiency. As FO uses the gradient of the objective function and the plant’s sensitiv-
ities to approximate a gradient flow, it generates input signals without sudden changes (unless
there is a reference change). The two-step approach does not use flows and therefore it is pos-
sible that the calculated inputs jump from an equal load sharing solution to one where the
compres