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Abstract

This thesis presents two contributions to the research programme in particle physics
of the Compact Muon Solenoid (CMS) experiment at the Large Hadron Collider
(LHC).

The increasingly stringent operating conditions of the LHC accelerator led to the
replacement of the innermost component of the CMS experiment, its pixel detector,
with an upgraded version in early 2017. This improved its performance and allowed
operation up to instantaneous luminosities of 2× 1034 cm−2 s−1. The functionality of
the readout chip used for the innermost layer of the detector has been investigated in
this thesis, in particular its tolerance towards radiation damage. For this purpose, the
characteristics of the readout chip have been studied at increasing irradiation doses.
This proved that no property of the chips is problematically altered by irradiation,
and provides essential calibration parameters to successfully operate the chips in the
experiment throughout their expected lifetime. Moreover, the quality of the modules
built from these readout chips for the final detector has been monitored during the
course of this work. This allowed to identify and reject modules with defects such
as clusters of irresponsive pixels or faulty connections between the sensor and the
readout electronics.

When measuring the properties of the Higgs boson with the highest possible
accuracy, the tt̄H, H→bb̄ process is of particular interest, as it allows a direct mea-
surement of the Yukawa coupling between the top quark and the Higgs boson. This
work focuses on a search for such events where either of these particles are produced
at large transverse momentum (pT ), which is a region of phase space for which many
theories predict deviations from Standard Model expectations. Two different dis-
criminators are studied in this context. The matrix element probability is a powerful
variable to differentiate between the signal and the main background, tt̄+bb̄. During
this thesis a numerical instability during its computation was discovered, however a
promising method to use this discriminant in a search for events with objects pro-
duced at large pT is presented nonetheless. Another approach has been developed,
that uses a set of kinematics and b tagging related variables, to measure a best-fit
signal strength for the tt̄H, H→bb̄ process of 0.47+3.34

−3.41. This result is largely driven
by events with objects produced at lower pT . Events with a Higgs bosons or a top
quark with a larger pT are expected to improve the analysis sensitivity when using
state of the art identification methods for these objects.





Zusammenfassung

Diese Arbeit stellt zwei Beiträge zum Forschungsprogramm des Compact Muon So-
lenoid (CMS) Experiments am Large Hadron Collider (LHC) in der Teilchenphysik
dar.

Die erhöhte Strahlungsintensität des LHC Beschleunigers hat Anfang 2017 zu
dem Austausch der innersten Komponente des CMS Experiments, dem Pixeldetek-
tor, durch einen neu entwickelten Detektor geführt. Dadurch verbesserte sich die
Auflösung der Rekonstruktion der Interaktion der Teilchen mit dem Detektor und
erlaubte den Betrieb bis zu einer instantanen Luminosität von 2× 1034 cm−2 s−1. Die
Eigenschaften und insbesondere die Strahlenhärte des Auslesechips, welcher in der
innersten Detektorlage verwendet wird, wurden in dieser Arbeit untersucht. Hierzu
wurde eine Bestrahlungsstudie bei unterschiedlichen Gesamtionisierungsdosen durch-
geführt. Diese Untersuchungen ergaben, dass keine der grundlegenden Charakteris-
tika der Chips problematisch durch die Bestrahlung verändert werden. Zusätzlich
konnten essenzielle Kalibrierungsparameter vermessen werden, mit welchen die Ei-
genschaften der Chips während des Betriebs angepasst werden können. Weiters wurde
eine Qualitätsprüfung von Detektormodulen, die mit diesen Auslesechips ausgestat-
teten wurden, durchgeführt. Dadurch konnten fehlerhafte Module, zum Beispiel auf-
grund von Anhäufungen von defekten Pixeln oder fehlenden Verbindungen zwischen
Sensor und Ausleseelektronik, aussortiert werden.

Bei der genauen Bestimmung der Eigenschaften des Higgs Bosons spielt der tt̄H,
H→bb̄ Prozess eine entscheidende Rolle, da er eine direkte Messung der Yukawa-
Kopplung zwischen dem top Quark und dem Higgs Boson ermöglicht. Der Schwer-
punkt dieser Arbeit liegt auf Ereignissen, bei denen eines dieser Teilchen mit großem
transversalen Impuls (pT ) produziert wird, da etliche Theorien in diesem Phasenraum
Abweichungen vom Standardmodell vorhersagen. Zwei verschiedene Diskriminanten
wurden untersucht. Die Matrixelementmethode ermöglicht, zwischen dem Signal und
dem wichtigsten Hintergrundprozess tt̄+bb̄ zu unterscheiden. Es wurde eine Metho-
de entwickt, um diese Diskriminante in einer Suche nach Ereignissen mit Objekten,
welche mit hohem pT produziert werden, einzusetzen. Im Rahmen dieser Dissertation
wurde eine numerische Instabilität in der Berechnung des Matrixelements entdeckt,
weshalb in einem anderen Ansatz kinematische Variablen und Observablen zur Be-
obachtung von b Quarks verwendet werden. Hiermit wurde eine Signalstärke für den
tt̄H, H→bb̄ Prozess von 0.47+3.34

−3.41 gemessen. Dieses Ergebnis beruht hauptsächlich
auf Ereignissen mit Objekten, welche bei niedrigerem transversalen Impuls entste-
hen. Mit verbesserten Methoden um Objekte mit höherem transversalem Impuls zu
rekonstruieren, wird erwartet, dass diese Ereignisse auch stärker zur Sensitivität der
Analyse beitragen werden.
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Chapter 1

Introduction

A scientific search, almost spanning a century, has found its — temporary — con-
clusion with the discovery of the Higgs boson in 2012. The Higgs boson was the
last missing piece of the Standard Model (SM) of particle physics and is famously
responsible for providing masses to elementary particles. However, while the SM is
complete, our understanding of Nature at the most fundamental level is not.

Experimental evidence clearly points to the existence of new physics which is not
described by the SM. Astrophysical observations predict the existence of a so far
unknown form of matter, and a new manifestation of energy is needed to explain
the acceleration patterns of distant galaxies. Looking back far into the past it is
not known how the Big Bang, where according to today’s knowledge matter and
antimatter should have been produced in equal amounts, led to the current matter
dominated universe. Particle physicists specifically puzzle over anomalies observed
in the flavour sector and seemingly fine-tuned parameters of the SM, and ambitious
theorists dream of a grand theory unifying all forces of Nature.

Given these unanswered questions and the lack of direct observations of new man-
ifestations of physics beyond the SM in the past years, focus has shifted towards
searching for discrepancies with SM predictions. In this context, precise investiga-
tions of the properties of the Higgs boson are a promising way forward. Specifically
the Higgs boson coupling to the top quark, which is the heaviest known elementary
particle and implicated in many models of physics beyond the SM, is of great in-
terest. With the associated production of a Higgs boson with a top quark pair this
property can be measured directly, which provides a large advantage over other pro-
duction channels where top quarks are only present as virtual particles, such that
contributions from so far unknown physics processes cannot be excluded. However,
this production mechanism is challenging to reconstruct because of its complex final
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state, and the presence of backgrounds with a cross section several orders of magni-
tude larger than that of the sought signal process.

Dedicated analysis techniques are necessary to reconstruct such events. However,
their performance is bounded by the quality of the recorded data. In particular,
correctly identifying traces of bottom quarks in the detector is of utmost importance
when reconstructing Higgs bosons produced in association with a top quark pair, as
top quarks decay almost exclusively to a bottom quark and a W boson, and the Higgs
boson branching fraction to two bottom quarks is almost 60%. The predominant
characteristic of jets originating from bottom quarks is the presence of a secondary
vertex several millimetres away from the main interaction point. To reconstruct these
vertices, a pixel detector with high granularity and excellent temporal resolution is
required.

This is why a newly designed pixel detector has been installed in the CMS experi-
ment in January 2017. The development of the so-called Phase 1 upgrade necessitated
almost a decade of work, including its design, its production, its quality assessment
and the preparations for installation. Amongst other tests, the radiation tolerance of
all components has been verified to prevent degradation during operation of the de-
tector. Additionally, each of the elements that are installed in the final version of the
detector has been thoroughly tested to exclude faulty pieces. This applies especially
to the modules which hold the sensors with which incoming particles interact.

This thesis is organised as follows. Chapters 2 and 3 give an introduction to the
SM and to Higgs boson physics, and describe the CMS experiment. Part I details the
characteristics of the CMS pixel detector, and in particular of its Phase 1 upgrade. It
also summarises the effects of radiation in electronic circuitries, and presents a study
of the radiation tolerance of the readout chip that is installed in the innermost layer
of the detector. Finally, results of the quality assessment of modules built from these
readout chips for installation in the detector are shown. In Part II of the thesis, an
analysis of the associated production of a Higgs boson with a top quark pair, in which
the Higgs boson decays to two bottom quarks, is presented using the dataset collected
by the CMS experiment in 2017. Special focus is placed on events with a Higgs boson
or a top quark produced at large transverse momentum, as this region is particularly
sensitive to beyond the SM physics effects.



Chapter 2

The Standard Model of particle
physics

For thousands of years, mankind has been thriving to understand Nature. From
attempts to categorise all known matter into elements and the first ideas of elementary
particles emerging in ancient Greece and India [1, 2], it wasn’t until the nineteenth
century that the atomic theory was confirmed by John Dalton who correlated chemical
reaction rates to the atomic content of the reactor materials [3]. Further studies on
the inner structure of atoms lead to the discovery of electrons by Joseph Thomson [4]
and of the nucleus by Ernest Rutherford while studying the scattering of α particles
on a gold foil [5]. In the twentieth century, the inner structure of the nucleus was
resolved, showing that it consists of protons and neutrons [6], which in turn are made
of quarks [7, 8]. As of today, electrons and quarks are believed to be elementary
particles.

All known fundamental particles as well as their interactions are described in the
Standard Model (SM). This quantum field theory provides the theoretical background
for current research in particle physics.

Section 2.1 summarises the essential concepts of the SM. In particular, the par-
ticles which are described by the theory as well as their interactions are presented.
The Higgs mechanism, which occurs via spontaneous symmetry breaking and which
provides mass to the particles is illustrated in Section 2.2. While a vast majority of
measurements have confirmed predictions of the SM in the past years, there exists a
number of open questions which cannot be solved by the current theoretical frame-
work. Examples of such questions are listed in Section 2.3. This Section also briefly
summarises theoretical models which could potentially solve these questions.
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2.1 The Standard Model Lagrangian

The Standard Model (SM) is a quantum field theory (QFT) which describes matter
particles, and three of the four existing fundamental forces: the strong, the weak and
the electromagnetic force [9]. The fourth fundamental force is gravity, which is not
included in the SM. The SM can be described by a Lagrangian density L depending on
the fields Ψ(x) and their derivatives. The Lagrangian density must obey the principle
of least action δS = 0 where the action S is defined as the integral over space-time
of the Lagrangian density:

S =

∫
d4xL (2.1)

Furthermore, the Lagrangian density must remain invariant under local field trans-
formations which can be described by the gauge group

GSM = SU(3)C ⊗ SU(2)L ⊗ U(1)Y (2.2)

where SU(3)C corresponds to the gauge group of the strong interaction, and
SU(2)L and U(1)Y represent the gauge groups of the weak isospin and hypercharge
respectively [10].

2.1.1 Fundamental particles of the Standard Model

All particles described by the SM can be divided into fermions and bosons, which
differ by their spin quantum number. For fermions, it equals s = 1

2
, and for bosons,

it is an integer number (s = 0, 1).
Four bosons with a spin quantum number of one are described by the SM. These

are the mediators of the fundamental forces. The photon is a massless and uncharged
boson, which mediates the electromagnetic force. In contrast, the weak force is medi-
ated by two massive bosons, a charged W± boson, and a neutral Z boson. While the
gluon is massless, it carries colour charge. Thus is doesn’t only interact with coloured
fermions, but it is also involved in gluon self-couplings. These interactions will be
described in more detail in the following Sections. The generation of the mass of the
weak bosons can be derived when considering the last boson of the SM, which is the
Higgs boson. The Higgs mechanism is described in Section 2.2.

Fermions are matter particles and are represented by spinor fields in the La-
grangian. There exist two different types of fermions, leptons and quarks. Both have
three generations, differing amongst each other only by their increasing mass, but
otherwise having identical quantum numbers.
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Each lepton generation consists of a charged lepton and its associated uncharged
neutrino. With increasing mass, these leptons are the electron (e), the muon (µ)
and the tau (τ). As neutrinos do not carry electric charge, they do not interact
electromagnetically. All six leptons however interact via the weak force. This makes
the neutrinos peculiar amongst all fundamental particles. Since they only interact
weakly and the weak force only interacts with left-handed chiral states, right-handed
neutrinos cannot be produced. Furthermore, no mechanism in the SM gives mass to
the neutrinos. However, already in 1957, Bruno Pontecorvo postulated that neutrinos
must be massive [11], which has been confirmed in 1998 by the Superkamiokande
experiment with the discovery of neutrino oscillations [12]. As such, the non-zero
mass of neutrinos disagrees with SM expectations, as will be detailed in Section 2.3.

There exist six flavours of quarks, split into up-type quarks (up, charm and top)
which carry a charge of 2

3
e, and down-type quarks (down, strange, and bottom) with

a charge of −1
3
e, where e corresponds to the elementary charge. Contrary to leptons,

quarks also interact via the strong force and thus carry an additional charge known
as the colour charge, which exists in three flavours termed as red, green and blue.

As the quark types represent mass eigenstates instead of eigenstates of the weak
interaction, they can mix by the exchange of a W± boson. The amplitude of these
processes is described by the Cabibbo-Kobayashi-Maskawa (CKM) matrix [13, 14]:

d′s′
b′

 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

ds
b

 (2.3)

Here, the i′ quarks designate the weak eigenstates of the down-type quarks, and the
i quarks represent the mass eigenstates. In the CKM matrix, the diagonal elements
are much larger than the off-diagonal ones, thus encouraging quark mixing within
families rather than across families.

Amongst the quarks, the top quark plays a special role, since it is the most mas-
sive elementary particle known to date (mt = 173.0± 0.4 GeV [15]), and is therefore
considered as a portal to the discovery of physics processes which are not described by
the SM [16, 17]. Furthermore, it is the only particle which decays before it hadronises,
having a lifetime of τt = 5× 10−25 s.

Additionally, an antiparticle is associated to each of the 12 leptons and quarks
described above. The antiparticle only differs from the parent particle by its opposite
charge. Antiparticles have been postulated by Paul Dirac in 1926 [18] and experi-
mentally discovered in 1933 by Carl Anderson [19]. All particles described above are
summarised in Figure 2.1 [10].
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Figure 2.1: Summary of all particles of the Standard Model. Particles belonging to
the three generations of quarks and leptons interact with each other via gauge bosons,
which are the force mediators. The only scalar boson of the SM is the Higgs boson
[20].

2.1.2 Fundamental interactions

As mentioned above, three of the four fundamental forces of Nature are described in
the SM: the electromagnetic, the weak and the strong force. These are described in
more detail in the following.

Quantum electrodynamics

The electromagnetic force is described in the theory of quantum electrodynamics
(QED). The QED Lagrangian density must be invariant under gauge transformations
of the U(1) group. It can be written as
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LQED = Ψ̄(iγµDµ −m)Ψ− 1

4
FµνF

µν (2.4)

Here, Ψ is the spinor that represents the field of the interacting fermions and γµ

the gamma matrices. In order to maintain gauge invariance, the covariant derivative
Dµ = ∂µ + ieAµ is used instead of the classical derivative. The electromagnetic
potential is given by the vector field Aµ which represents the photon field, and F µν =
∂µAν − ∂νAµ is the field strength tensor. Thus, the Lagrangian in Equation 2.4
describes the coupling between charged fermions and the photon with a coupling
strength e, presents a mass term for the fermions, and describes the kinematics of the
photon field. Because of the gauge invariance of the Lagrangian, the gauge field Aµ
is required to be massless, thus making the photon a massless particle [10].

Electroweak theory

In the 1950s and 1960s, Sheldon Glashow, Abdus Salam and Steven Weinberg es-
tablished the electroweak formalism, which unifies the electromagnetic force with the
weak force [21, 22, 23]. This was motivated by the fact that both forces conjectured
the existence of a massless gauge boson, which was then thought to originate from
the superposition of the electromagnetic and the weak force.

The electroweak theory is characterised by conserving SU(2)L⊗ U(1)Y gauge sym-
metry. This symmetry enforces the conservation of the electric charge q, the weak
isospin I3 and the hypercharge Y , the later ones being the generators of the SU(2)L⊗
and U(1)Y groups respectively. These quantities are related by

q = I3 +
1

2
Y. (2.5)

The generators give rise to three weak isospin fields (W1,2,3) and a field B0 coupling
to the hypercharge current. The neutral fields can be related to the physical boson
fields by introducing the Weinberg mixing angle θW :(

γ
Z0

)
=

(
cos θW sin θW
− sin θW cos θW

)(
B0

W3

)
(2.6)

which is fundamentally a rotation in the (W3, B) plane.

Finally, the W2,3 bosons give rise to the charged W± bosons:

W± =
1√
2

(W1 ∓ iW2) (2.7)
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The electroweak theory however cannot explain the mass of the W± and Z bosons
as is explained in Section 2.2 [9].

The electroweak theory has been validated in 1983 by the discovery of the W±

and Z bosons at CERN [24, 25, 26].

Quantum Chromodynamics

The strong force, which is mediated by gluons, is described by quantum chromody-
namics (QCD). As quarks exist in three different colour states (red, green and blue),
they are represented by a three-component spinor field Φi. The Lagrangian density
which describes the strong interaction is given by

LQCD = Ψ̄i((iγ
µDµ)ij −mδij)Ψj −

1

4
Ga
µνG

µν
a (2.8)

which is invariant under SU(3) gauge transformations. In the case of QCD, the
covariant derivative is given by Dµ = ∂µ − 1

2
igAαµλα, where λα are the Gell-Mann

matrices which span the Lie algebra of the SU(3) group. Similarly to the electromag-
netic interaction, the Lagrangian describes the kinematics of the gluons, and presents
a mass term for the quarks. However, the interaction terms in the gluon field strength
tensor differs:

Ga
µν = ∂µA

a
ν − ∂νAaµ + gsf

abcAbµA
c
ν (2.9)

In equation 2.9, fabc are the structure constants of the SU(3) group. Aaµ are
the gluon fields, which exist in eight massless colour variations. Contrary to the
electromagnetic interaction, the field strength tensor now also provides a gluon self-
coupling term with a colour charge gs. The Lagrangian describes both a triple-gluon
vertex and a quadruple-gluon vertex. This implies, as mentioned above, that gluons
now themselves carry colour charge, namely one colour and an anticolour charge.
Hence colour charge is conserved in the strong interaction [10].

The strong coupling constant αs, which is related to the coupling gs as αs = g2
s

4π

also exhibits a special behaviour. Indeed, it approaches zero at high transferred trans-
verse momentum Q2, thus leading to asymptotic freedom, as quarks in this regime
can be approximated as free particles. This allows to use perturbation theory to
calculate QCD processes in this regime. At low Q2 however, the coupling strength
rises to infinity. This implicates that is not possible to observe individual quarks, as
they would carry infinite energy. Therefore, when increasing the distance between
two quarks, two new quarks are created from the vacuum when it becomes energeti-
cally favourable. This property is named colour confinement and it implies that only
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hadrons, which are colour neutral particles, can be observed. There are two possi-
bilities to form these colourless states, either by assembling three quarks forming a
colour singlet which are then named baryons, or by combining a quark and an an-
tiquark, in which case mesons are constructed. The process of hadron formation is
named hadronisation, which at high energies ultimately leads to the creation of jets
as is detailed in Section 3.1 [9].

2.2 The Higgs mechanism in the Standard Model

In addition to the gauge bosons presented in Section 2.1.1, a spin-zero boson has been
postulated in 1964 by Peter Higgs, François Englert, Robert Brout and others [27,
28, 29]. The existence of this boson is necessary in order to account for the mass of
the W± and Z bosons. Indeed, including a mass term in the Lagrangian for gauge
bosons similar to that of fermions and leptons would break its gauge invariance.

Instead, spontaneous symmetry breaking (SSB) is used to introduce mass terms
for these bosons in the Lagrangian. In practice, SSB conserves gauge invariance, but
breaks the invariance of the vacuum of the theory.

The mechanism is illustrated using a Lagrangian invariant under U(1) gauge trans-
formations:

L = (Dµφ)∗(Dµφ)− µ2φ∗φ− λ(φ∗φ)2 − 1

4
FµνF

µν = T (φ)− V (φ) (2.10)

Here, φ represents a complex scalar field which remains invariant under gauge
transformations φ → eiθ(x)φ, where θ(x) depends on the space-time coordinates.
Under these, the gauge field transforms as Aµ → Aµ + 1

g
∂µθ. In the equation

above, the Lagrangian has been split into its kinetic part T (φ) and its potential
V (φ) = µ2φ∗φ+ λ(φ∗φ)2.

The parameters µ and λ are free parameters of the SM. When choosing µ2 < 0 and
λ > 0, the potential has an infinite number of minima as is illustrated in Figure 2.2.
These minima are degenerate and form a circle around the local maximum at φ(x) = 0

with radius −µ2

λ
.

Choosing a particular minimum of the potential such as Im(φ) = 0 and Re(φ) =−µ2

λ

breaks the invariance of the Lagrangian. The complex field can then be expressed in
terms of fluctuations around the chosen ground state using the vacuum expectation
value v and the real fields h and ξ as

φ→ 1√
2

(v + h(x))ei
ξ(x)
v (2.11)
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Figure 2.2: Illustration of the potential V (φ) of a complex scalar field φ. The minima

of the potential are located on a circle with radius −µ2

λ
around the origin [30].

Redefining the gauge field as

Âµ = Aµ −
1

v
∂µξ. (2.12)

the Lagrangian in Equation 2.10 now reads as:

L =
1

2
(∂µh)2 − λv2h2 +

1

2
g2v2Â2

µ − λvh3 − 1

4
λh4 (2.13)

+
1

2
g2Â2

µh
2 + vg2Â2

µh−
1

4
F̂µνF̂

µν (2.14)

This rewriting reveals the presence of a massive scalar Higgs field h. The corre-
sponding mass term λv2h2 yields a Higgs boson mass of mh =

√
2λv2. While the

Lagrangian in Equation 2.10 was written as a function of two fields φ and Aµ each of
which had two degrees of freedom, the Lagrangian in Equation 2.13 now contains a
real, scalar field h with only 1 degree of freedom, and the vector field Âµ. This vec-
tor field thus gained an additional degree of freedom by incorporating the massless
Goldstone boson ξ. This is predicted by the Goldstone theorem which states that a
massless boson appears for every spontaneously broken symmetry [31, 32, 33]. The
additional third degree of freedom of the vector field thus gives the mass mA = gv
to the gauge boson. Hence, adding a scalar Higgs field to the SM Lagrangian allows
the existence of massive vector bosons while conserving gauge invariance, under the
condition that the vacuum expectation value v is non-zero [9, 34].

Extending this mechanism to the breaking of the local gauge symmetry SU(2)L×
U(1)Y , SSB can explain the non-zero masses of the W± and Z bosons. In this case,
the covariant derivative can be written as

Dµ = ∂µ −
1

2
igτi ·W i

µ −
1

2
ig′Bµ (2.15)
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with the coupling constants g and g′ of the SU(2)L and U(1)Y fields and the Pauli
matrices τi, which are the generators of the SU(2) group. The Lagrangian itself can
be written as

L = −(Dµφ)†(Dµφ)− µ2φ†φ− λ(φ†φ)2 (2.16)

which is identical to the previous case, but using the hermitian adjoint instead of
the complex conjugate.

The parameters of the Lagrangian potential are chosen as µ2 < 0 and λ > 0,
which leads to the following minimum of the potential:

< φ†φ >= v2 = −µ
2

λ
. (2.17)

.
The Higgs doublet is now written as

φ =
1√
2

(
0

v + h(x)

)
. (2.18)

Here, h(x) represents fluctuations around the vacuum in the direction of the gen-
erator Q = I3 + Y .

Using the given expression of the Higgs doublet, the Lagrangian now contains the
following terms:

M2
WW

+
µ W

−µ +
1

2
M2

ZZµZ
µ (2.19)

where

• W± = (W 1∓W 2)√
2

• Zµ =
gW 3

µ−g′Bµ√
g2+g′2

• MW = 1
2
vg

• MZ = 1
2
v
√
g2 + g′2

As expected, introducing spontaneous symmetry breaking of the vacuum states
introduces mass terms for the electroweak bosons Z and W± in the SM Lagrangian
while conserving gauge invariance [34].

A further complication regards the masses of the fermions. Indeed, a mass term
of the form Lm = −mΨ̄Ψ would not be invariant under the SU(2)L gauge group. To
solve the issue, an interaction between the fermions and the Higgs boson is introduced:
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LY = − cY√
2

(v + h)ΨΨ̄ (2.20)

The mass term for fermions can then be written as

mf = cY
v√
2

(2.21)

where cY designates the Yukawa coupling constant between the fermion and the
Higgs boson. These couplings are specific for each fermion, such that each fermion
has a different mass which is directly proportional to their coupling strength to the
Higgs boson. Additionally, these masses and couplings are free parameters of the
theory, so that only experimental measurements can determine their values [21].

The validity of this theory has been proven in 2012 with the discovery of a
new particle that is compatible with the Higgs boson at the CERN LHC acceler-
ator [35, 36]. The most precise measurement of the Higgs boson mass to date is
125.35± 0.15 GeV [37]. Furthermore the vacuum expectation value is related to the
coupling constant of the weak interaction GF and has been measured in the decay of
muons to v = 246 GeV [38, 39, 40]. Both measurements are compatible with their
theoretically predicted relation mh =

√
2λv2 where λ is the Higgs self-coupling pa-

rameter. Its theoretically predicted value is λSM ≈ 0.13, and its current exclusion
limit at 95% confidence limit is −0.8 < λ/λSM < 7.7 [15].

2.3 Limitations of the Standard Model

The SM has experienced vast success in the last decades, correctly describing many
physics processes. This is exemplified in Figure 2.3, which shows measurements of
cross sections of many processes performed by the CMS collaboration, including well
known SM processes such as diboson production, as well as Higgs boson production
measurements. The measured cross sections range over almost ten orders of magni-
tude and all agree well with predictions.

Despite this tremendous success, a number of physical observations and theoretical
considerations indicate that the SM cannot be the final theory of Nature. One exam-
ple has already been described, which is the non-zero mass of the neutrinos. Another
obvious example is the matter-antimatter asymmetry in the universe. Shortly after
the Big Bang, matter and antimatter should have been produced in equal amounts.
Today however, no antimatter is naturally present in the universe, so unknown phe-
nomena must have led to its disappearance.
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Figure 2.3: Measurements of cross sections for various SM processes by the CMS
collaboration. These agree with theoretical predictions over many orders of magnitude
[41].

Furthermore the SM does not include a description of the gravitational force. This
is because so far, gravity could not be formulated as a renormalisable theory. While
the gravitational force is negligible at energies under test at high energy physics
experiments, this approximation no longer holds when considering energy regimes
around the Planck scale ΛP ∼ 10× 1019 GeV, where the strength of the gravitational
force is comparable to the forces described by the SM.

Another puzzle regards the mass of the Higgs boson, which is formally known as
the hierarchy problem. Indeed, it is surprising that the Higgs mass is several orders
of magnitude lower than the Planck scale, when it is subject to large corrections from
virtual fermion and boson loops, such as depicted in Figure 2.4. These corrections
can be written as

∆m2
H = −

|λ2
f |2

8π2
Λ2
NP (2.22)

where λf is the coupling strength of the Higgs to fermions, and ΛNP the scale
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(a) Fermionic corrections (b) Bosonic corrections

Figure 2.4: Quantum corrections to the Higgs boson mass by virtual fermion (a) and
boson (b) loops.

at which physics that isn’t described by the Standard Model appears. If that scale
corresponds to the Planck scale, the corrections quickly surpass the measured mass of
the Higgs boson. In principle, these corrections could cancel, since the contributions
from bosons and fermions enter with opposite signs. This is however quite unlikely
as it would require an unreasonable fine-tuning of the corrections.

Finally, the matter observed today only describes about 4% of the entire energy
present in the universe. Indeed astrophysical observations such as measurements of
rotation curves of galaxies indicate the presence of an unknown substance named dark
matter. It can be excluded that this matter arises from one of the particles of the
SM, so that it must consist of a new type of particle, for example weakly interacting
massive particles (WIMPs). Observations such as from gravitational lensing indicate
that dark matter accounts for ∼ 27% of the total energy of the universe. The re-
maining 68% percent are attributed to dark energy, which must exist to explain the
expansion of the universe. However, dark energy is so far not understood [42].

Many theoretical models, commonly grouped as beyond the Standard Model
(BSM) theories, have been developed to explain these shortcomings of the SM. A
very promising theory is called supersymmetry (SUSY), which not only solves the hi-
erarchy problem, but also naturally provides a candidate for dark matter and unifies
all fundamental forces at high energies [43]. Supersymmetry predicts partners for all
SM particles — bosons for fermions and vice-versa, of which experiments aim to find
traces to test the theory. However, despite intensive searches in the past years, no
measurements compatible with the existence of SUSY particles have been published
to date [44, 45].

Extra dimension models, such as the Arkani-Dimopoulos-Dvali [46] and Randall-
Sundrum [47] predict additional dimensions which would lower the Planck scale, thus
solving the hierarchy problem. Other theories directly study the properties of the
Higgs boson, such as composite Higgs models, which postulate that it is not an
elementary particle, or hidden valley theories, where the Higgs boson couples to a
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series of new particles [48, 49].
Particle physics experiments are probing these proposed models by theorists. How-

ever, in the absence of direct observations of new physics phenomena in the past years,
focus has now shifted towards indirect detections of BSM physics by searching for dis-
crepancies with respect to SM expectations. For example, slight tensions with respect
to SM predictions in measurements of lepton flavour universality have been observed.
These deviations are present both in decays of b mesons to strange quarks and to
charm quarks in association with leptons [50, 51, 52, 53].





Chapter 3

The CMS experiment at the LHC

Today’s research in high energy particle physics is driven by increasingly powerful
particle accelerators reaching previously unattainable collision energies. The cur-
rently used machine, which is in operation since 2009, is the Large Hadron Collider
(LHC) which accelerates protons and heavy ions [54]. After first ideas about a future
utilisation of the tunnel that had been built for the LEP collider emerged in the early
1980s, the LHC project was approved in December 1994, and construction began in
1996 [42]. Several experiments were constructed along the accelerator ring, aiming to
answer fundamental open questions in particle physics. One of those experiments is
the Compact Muon Solenoid (CMS) detector, which is characterised by its powerful
solenoid magnet.

Section 3.1 reviews the fundamental physical processes involved in hadron colli-
sions. In particular, the various components of these interactions such as the hard
process, the parton shower and hadronisation are described, and it is explained how
jets, which are predominantly produced in hadron colliders, are reconstructed. This
Section also discusses the production and decay modes of the Higgs boson at hadron
colliders. In Section 3.2 the LHC accelerator is described, while Section 3.3 outlines
the different components of the CMS experiment which allow the reconstruction of
collisions.

3.1 Physics at hadron colliders

In this Section, Standard Model processes described in the previous Chapter are ex-
emplified in the case of hadron colliders. In particular, the parton model is discussed,
and the processes involved in the interaction are detailed.
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3.1.1 Properties of circular hadron colliders

Circular particle colliders are very versatile machines, and are powerful tools for
studying known physical processes, in particular because they provide large datasets.
This is because beams can be conserved for several hours and collided at multiple
interaction points every few nanoseconds, in contrast with linear accelerators, where
beams are destructed after each collision. Furthermore particles circulate in bunches
through the accelerator, providing multiple interactions per collision point. This en-
ables to collect large datasets to perform precision measurements of parameters of
the SM, such as particle masses or coupling strengths. By measuring these quanti-
ties with increasingly high precision, it is also possible to find hints for new physics
phenomena when measurements deviate from theoretical predictions.

Additionally, hadron colliders are the prevalent tool for searches for BSM physics.
Indeed, the collision of hadrons presents several large advantages with respect to the
collision of leptons, even though the later ones are typically cleaner and easier to
reconstruct. Most importantly, the collision energy is not fixed but depends on the
momentum fraction of the colliding partons. Thus, hadron colliders intrinsically scan
a wide range of energies.

In addition, reaching higher energies is much facilitated when accelerating hadrons
such as protons rather than electrons in circular colliders. This is explained by syn-
chrotron radiation losses during acceleration. The power radiated by relativistic elec-
trons and protons undergoing a circular motion can be written as

P =
2

3

e2c

R2

( E

mc2

)4

(3.1)

where e designates the Coulomb charge, c the speed of light, R the curvature
radius of the particle’s trajectory, E its energy and m its mass [55]. Because of the
mass difference of protons and electrons, the power losses for both particles differ by

a factor Pe
Pp

=
(
mpc2

mec2

)4

' 1013. Thus, energy losses from synchrotron radiation are

considerably larger at circular lepton colliders than at hadron colliders.

Collisions are typically characterised by their centre-of-mass energy, which is the
total energy available in the collision. It is beneficial to increase this energy as much
as possible, as this enables the experiments to access so far unexplored phase space
regions.

The number of observed collisions in a specified amount of time is given by

Nevents = εAσLint. (3.2)
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where ε stands for the detection efficiency, A for the geometrical detector accep-
tance, σ for the cross section of the process, and Lint for the integrated luminosity.
It is defined as the integral over time of the instantaneous luminosity L

Lint =

∫
t

Ldt, (3.3)

which in turn is defined as

L =
N1N2nf

A
(3.4)

where Ni designates the number of particles per bunch in beam i, n gives the
number of bunches, f the rotation frequency around the ring, and A = 4πσxσy the
cross section area of the beam [56].

3.1.2 Production cross section

Collisions produced at hadron accelerators are highly complicated processes, in par-
ticular because of the composite nature of the hadrons. Contrary to electrons or
positrons, hadrons have an inner structure. For instance, protons consist of three
valence quarks (two up quarks and one down quark) as well as sea quarks and gluons.
All these particles inside hadrons are named partons.

At high energies, the momentum transfer between the colliding particles is large
enough to resolve the inner structure of hadrons, such that collisions do not occur
between the protons themselves, but between partons. Such events are called hard
scattering events.

A crucial feature of QCD is factorisation. This implies that the hard interaction
process can be described separately from fragmentation processes occurring at lower
energies. Both regimes are separated by the factorisation scale µF . The fragmentation
process involves hadronisation, where each final state parton creates stable hadrons.
This process is inevitable as single partons cannot exist because of colour confinement.

The interaction cross section between hadrons thus depends on the parton inter-
action cross section using the factorisation theorem [57]:

dσh1h2→X =

∫ 1

0

dx1

∫ 1

0

dx2

∑
a,b

fa/h1(x1, µ
2
F )fb/h2(x2, µ

2
F ) dσ̂ab→X(Q2, µ2

F ) (3.5)

where a is a parton in hadron h1 with momentum fraction x1, b a parton in hadron
h2 with momentum fraction x2, X the final state of an event and Q2 the momentum
transfer in the collision [58].
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(a) Q2 = 10 GeV2 (b) Q2 = 104 GeV2

Figure 3.1: Parton density functions of the NNPDF3.0 set at energy scales of
Q2 = 10 GeV (left) and Q2 = 104 GeV [15]. At low values of momentum fraction
x, interactions are most likely to occur between gluons.

Importantly the hadron interaction depends on the interaction cross section be-
tween the two partons a and b, dσ̂ab→X(Q2, µ2

F ). However, the exact momentum of
the interacting partons is not known as it cannot be inferred from the total hadron
momentum. This is why the cross section in Equation 3.5 contains so-called parton
density functions (PDFs) fi(x, µ

2
F ). These PDFs describe the probability that the

interacting parton carries a momentum fraction x of the total hadron momentum.
PDFs cannot be derived theoretically such that precise measurements are necessary
to evaluate them [59, 60]. One example can be found in Figure 3.1, which shows
the NNPDF3.0 PDF set at different factorisation scales. In can be seen that at the
regime at which current hadron colliders operate, protons consist mostly of gluons,
such that the most probable interactions occur between a pair of gluons. The PDFs
depend on the energy scale and are typically calculated at a particular value of that
scale. To extrapolate these functions to different values of the energy scale, the Dok-
shitzer, Gribov, Lipatov, Altarelli and Parisi (DGLAP) equations can be used. This
also allows to combine measurements from various experiments performed at different
scales to evaluate the PDFs [61, 62, 63].
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3.1.3 Jet algorithms

Because of hadronisation and parton showering, which describe QCD radiation pro-
cesses from quarks or gluons, partons produced in hard interactions manifest them-
selves as collimated “sprays” of hadrons. These sprays are called jets, and dedicated
clustering algorithms exist to construct them such that all particles that originate
from the same parton produced in the hard interaction are grouped together [64].
While in the past, cone-type algorithms such as Midpoint Cone, Iterative Cone or
SISCone [65, 66, 67] were used, sequential clustering algorithms are nowadays pre-
ferred. This is because they intrinsically guarantee infrared safety, which means that
jet construction is independent from adding a low-energetic particle to the input con-
stituents, and collinear safety, which also leaves the jet formation unchanged when
replacing one constituent by two collinear constituents.

Sequential clustering algorithms define a set of two distances. One of them is the
distance of one constituent to the beam axis yiB = pnTk . The second distance yij is
defined between two constituents i and j:

yij = min(p2n
Ti
, p2n

Tj
)
∆R2

ij

R2
= min(p2n

Ti
, p2n

Tj
)

(ηi − ηj)2 + (φi − φj)2

R2
(3.6)

Here, ∆Rij denotes the angular distance between two constituents, R is the jet’s
distance parameter which is given to the algorithm and pT is the momentum tranverse
to the beam axis.

Sequential clustering algorithms proceed iteratively. First, the minimum distance
ymin = minij(yij, yiB) is determined for all combinations of two constituents. If
ymin = yij < R, both constituents are combined into a single constituent with the four-
momentum pk = pi+pj, removing i and j from the constituent list. If ymin = yiB < R,
constituent i is associated to beam radiation and removed from the algorithm. Oth-
erwise if ymin > R, both constituents are conserved and are declared as jets [68].

Three different algorithms arise from this formalism, which differ by the value
of the parameter n. The kT algorithm uses n = 1 [69]. The Cambridge-Aachen
(CA) algorithm uses n = 0 [70, 71], and the anti-kT algorithm sets n = −1 [72].
While the anti-kT algorithm forms almost circular jets with a radius close to the
given distance parameter, the distance measure for the CA algorithm only depends
on spatial separation and not on momentum or energy considerations as is illustrated
in Figure 3.2. It is therefore particularly well suited to study the substructure of jets.
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(a) CA algorithm (b) anti-kT algorithm

Figure 3.2: Illustration of the jet clustering algorithms CA and anti-kT [72].

3.1.4 Pileup and underlying event

Since particles are accelerated in bunches, several collisions can occur during the same
bunch crossing, which is called pileup. At the LHC, up to 70 collisions have been
recorded simultaneously in 2017 [73]. Furthermore, collisions occur every 25 ns at
experiments around the LHC ring. Given that the shower creation in the calorime-
ters, the detector readout and triggering are not instantaneous, it cannot be excluded
that particles originating from a previous bunch-crossing interfere with the event
of interest, leading to so-called out-of-time pileup. Many efforts go into correctly
identifying and removing particles created by pileup events during event reconstruc-
tion [74, 75, 76].

In addition to the hard scattering process, other particles are produced in the in-
teraction between the protons. These can be partons which took part in the primary
interaction, products of multiple parton interactions, and contributions from initial
and final state radiation. These processes are commonly grouped as the underlying
event [77]. Similarly to contributions from pileup events, they lead to additional par-
ticles in the detector which interfere with those originating from the hard scattering
process.

3.1.5 Higgs physics at hadron colliders

The Higgs boson which represents the last missing piece of the SM has eluded discov-
ery for many years. This is because large collision energies are required to produce
this very massive particle. Furthermore its production cross section is small, such
that large datasets are needed. A new particle compatible with the SM Higgs boson
was finally discovered at the LHC in 2012 [35, 36].
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Figure 3.3: Feynman diagrams of the four main Higgs boson production mechanisms:
gluon fusion (a), vector boson fusion (b), Higgs strahlung (c) and associated produc-
tion with top quarks(d).

The Higgs boson is produced via four main production modes at hadron colliders
which are illustrated in Figure 3.3:

• Gluon fusion (ggF): A Higgs boson is produced in the interaction between two
gluons via a fermion loop.

• Vector boson fusion (VBF): Two quarks radiate a weak boson, which can merge
by emitting a Higgs boson.

• Higgs strahlung (WH, ZH): Off-shell W± or Z bosons radiate a Higgs boson

• Associated production (tt̄H, bb̄H): Production of a Higgs boson in association
with a top quark or a bottom quark pair.
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Figure 3.4: Higgs production cross section as a function of centre-of-mass energy [79].
The production cross section increases with higher collision energies, in particular for
the tt̄H process.

Figure 3.4 illustrates the dependence of the different Higgs boson production cross
sections as a function of the centre-of-mass energy, while the values of the cross
sections at centre-of-mass energies of 13 TeV and 100 TeV are summarised in Table 3.1.
A reference of 100 TeV has been chosen as this is the target energy of a proposed future
collider, the Future Circular Collider [78].

The dominant production mechanism at the centre-of-mass energies at which the
LHC collider operates is gluon fusion. Typically the fermion in the loop is a top
quark, since it has the largest mass and therefore the largest coupling to the Higgs
boson. However, as the quark is only present in a virtual loop, contributions from
BSM physics cannot be excluded. Conversely, for the associated production of a Higgs
boson with a pair of top quarks (tt̄H), top quarks are present in the final state of
the event, thus allowing a direct measurement of the Yukawa coupling with the Higgs
boson. This justifies the importance of this measurement, and explains why the large
increase in cross section that is observed with increasing centre-of-mass energies is
highly beneficial for studying this production mode.

Like most SM particles, the Higgs boson is not stable and decays almost instantly.
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Table 3.1: Higgs production cross sections at
√
s = 13 TeV and

√
s = 100 TeV as-

suming a Higgs mass of 125 GeV [79, 80].

Process σ = 13 TeV (pb) σ = 100 TeV (pb) σ(100 TeV)/σ(13 TeV)

ggF 43.92 740.3 16.86

VBF 3.748 82.0 21.88

WH 1.380 15.9 11.52

ZH 0.8696 11.26 12.95

tt̄H 0.5085 37.9 74.53

bb̄H 0.5116 8.64 16.89

Indeed, the predicted lifetime is around 10−22 s [81], and experiments constrain the
lifetime to less than τH < 1.9× 10−13 s [82]. There exist multiple decay mechanisms
of the Higgs boson as it couples to all massive particles. Since the coupling strength is
proportional to the particle’s mass, it implies that the Higgs decays preferentially to
more massive particle, as long as the decay is still kinematically allowed [68]. Further
decays to massless particles, for instance to two photons, are possible via virtual loops.
The decay probability into the various final states is described by the branching ratio

BR(H → X) =
Γ(H → X)

Γtotal
(3.7)

where Γ(H → X) is the decay width of channel X and Γtotal the total decay width
of the Higgs boson.

The branching ratio of various decay modes as a function of the Higgs boson mass
is illustrated in Figure 3.5. At the measured Higgs boson mass of around 125 GeV,
the decays H → bb̄ and H → W+W− are the most prominent. However, the H → bb̄
decay channel is challenging to observe experimentally because of large background
contributions. This is why the Higgs boson was discovered in 2012 in the H → γγ,
H → ZZ → 4l, and H → WW → lνlν decay channels [35, 36].
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Figure 3.5: Higgs boson branching ratios as a function of Higgs boson mass [80]. The
largest branching ratio at a mass of 125 GeV is the decay into a pair of bottom quarks.

3.2 The Large Hadron Collider at CERN

The large hadron collider (LHC) is a proton-proton collider operated by CERN
(Organisation Européene pour la Recherche Nucléaire [83]) and located in Geneva,
Switzerland. In addition to the LHC, CERN operates a large accelerator complex
which enables research in many areas of nuclear and particle physics.

3.2.1 The CERN accelerator complex

The CERN accelerator complex is illustrated in Figure 3.6. Most of the accelerators
feed into each other aiming to produce particles at higher and higher energies. Pro-
tons, which are used in collisions that are analysed in this work, are produced by
ionising hydrogen atoms. In a first linear section (Linac 2), they are accelerated to
an energy of 50 MeV. This section has been replaced in 2020 by the Linac 4, which
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Figure 3.6: Schematics of the CERN accelerator complex. Protons go through several
consecutive accelerator rings, each gradually increasing the particles’ energy before
injection in the LHC ring [87].

will increase the energy of protons to 160 MeV [84]. Afterwards, they are propagated
successively to the Proton Synchrotron Booster (PSB), the Proton Synchrotron (PS)
and the Super Proton Synchrotron (SPS), where their energy reaches 450 GeV. Pro-
tons are finally injected in the Large Hadron Collider, which will be described in
Section 3.2. This chain is also used to accelerate heavy ions, however this thesis
focuses on the collisions of protons [42].

In addition to this accelerator chain, the CERN infrastructure provides many other
facilities for instance for research on antimatter (at the antiproton decelerator [85])
or for the production of radioactive ion beams (at ISOLDE [86]).

3.2.2 The LHC

The Large Hadron Collider (LHC) has been built 100 m below ground in the tunnel
which previously hosted the Large Electron-Positron Collider (LEP) and has a cir-
cumference of 27 km [88, 54]. The LHC consists of two beam lines in which protons
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circulate in opposite directions. The protons are arranged in 2808 bunches, spaced
by 25 ns and each consisting of 1.15× 1011 protons [54].

Particles are accelerated using eight radio frequency cavities per beam, each of
which is fed with a voltage of 2 MV. Thus, the energy of each proton increases by
485 keV per turn in the LHC. In order to guide the proton bunches through the beam
pipe, 1232 Niobium-Titanium dipole magnets are installed in the accelerator ring.
These magnets are operated at a temperature of 1.9 K using liquid helium. At this
temperature, the magnets become superconductive and provide a magnetic field of
8.3 T. Additional magnets are used to focus the beam, which is necessary in particular
in the upfront of the collision points [54].

Collisions with a design centre-of-mass energy of 14 TeV occur at four interac-
tion points. At each of these an experiment is located. Both CMS (Compact Muon
Solenoid) [89] and ATLAS (A Toroidal LHC ApparatuS) [90] are multi-purpose detec-
tors and target a wide physics programme, from precision Standard Model measure-
ments to searches for physics beyond the Standard Model such as supersymmetry or
dark matter candidates. ALICE (A Large Ion Collider Experiment) [91] uses heavy
ions collisions to produce matter at very high energy densities to study the quark-
gluon plasma which is believed to have existed shortly after the big bang. Finally,
LHCb (Large Hadron Collider beauty) [92] is a experiment specialised on the study
of physics involving b quarks, which might be a key to understand CP violation.

3.3 The CMS experiment

The Compact Muon Solenoid (CMS) experiment is one of the two large multi-purpose
experiments at the LHC. With a diameter of 15 m and a length of 28.7 m it is one of
the largest particle physics experiments ever built [89]. An illustration of the detector
is shown in Figure 3.7.

The structure of the CMS detector is cylindrical, consisting of a barrel part, which
is parallel to the beam pipe, and endcaps which are orthogonal to it. This ensures
coverage over most of the phase space. A right-handed coordinate system is used by
CMS whose centre lies at the collision point. The x-axis is directed towards the centre
of the accelerator, while the y-axis is pointing in the direction of the Earth’s surface.
More commonly however, polar coordinates are used. The angle φ marks the angle
with respect to the x-axis. In addition, the polar angle θ is measured with respect to
the y-axis and is used to define the pseudorapidity η as

η = − ln tan
θ

2
. (3.8)
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Figure 3.7: Illustration of the CMS detector. In its centre lies the tracking system,
which is surrounded by the calorimeters. All these are enclosed in the solenoid magnet.
The outermost components are the muon chambers [93].

In addition to the pseudorapidity and the angle φ, the transverse momentum
pT and energy ET are used to denote the momentum and energy transverse to the
beam [58].

The detector consists of several layers of material. In its centre lies the tracking
system which measures the trajectory of charged particles. At larger distances to
the interaction point, an electromagnetic and a hadronic calorimeter are located to
measure the energy of particles. These detector components are all contained within
a solenoid magnet which provides a magnetic field to bend the particles’ tracks. Muon
chambers are installed outside of the solenoid volume. By combining the information
from all layers, each particle interacting with the detector can be identified.

In the following, specifications about the different detector components are given.
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3.3.1 The tracking system

A fully silicon-based tracking system lies at the centre of the CMS detector, covering
the space up to pseudorapidities of |η| < 2.5 as is illustrated in Figure 3.8. It has a
total active area of 200 m2. This detector enables the measurement of tracks and the
transverse momentum of particles as is described in Section 4.1. The CMS tracking
system consists of two subdetectors: the pixel detector which is closest to the beam
line and covers radii up to 16 cm, and the strip detector which surrounds the pixel
detector up to radii of 120 cm.

With several thousand particles emerging from collisions during every bunch cross-
ing, excellent spatial resolution and thus fine granularity are required. Additionally,
the detector must be radiation tolerant to prevent performance degradation due to
continued exposure to large particle fluxes. Furthermore, while increasing the num-
ber of detecting layers improves the reconstruction of tracks, a low material budget
is required to minimise multiple scattering. The material budget can be expressed in
terms of the radiation length, after which a highly energetic electron looses all but
1/e of its energy. Across the entire tracking system, the material budget amounts to
between 0.4 and 1.8 radiation lengths. Driven by the excellent performance of the
pixel detector, the current system achieves a vertex resolution of up to 10 µm for high
momentum tracks [94].

The CMS pixel detector

The pixel detector, being closest to the beam line features a particularly high granu-
larity with a pixel size of 100 µm× 150 µm. It consists of four layers spaced at radii
between 3 cm and 16 cm to the beam line in the barrel part and of three layers in the
endcaps. These layers are equipped with modules, which consist of a silicon sensor
and readout electronics. These components are connected via metallic bonds. The
detector is cooled using a two phase CO2 cooling system [95]. A detailed description
of this subdetector is given in Chapter 4.

The strip detector

This detector supplements the pixel detector in order to extrapolate the tracks to
larger radii. The sensor of this detector is not pixelated but segmented in strips
with a typical size of 10 cm × 80 µm. This facilitates the readout of the detector
and reduces the manufacturing costs. The strips provide a one-dimensional spatial
information. To obtain a two-dimensional hit position, the layers of adjacent strips
are rotated by a stereo angle of around 100 mrad with respect to each other. While
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Figure 3.8: Illustration of the different layers of the CMS tracking system. The
detector consists of the tracker inner barrel (TIB) and the tracker inner disks (TID)
in the central part of the detector and of the tracker outer barrel and the tracker
endcaps in regions further away from the interaction point [95]. Here, the Phase 0
detector, which was in use until 2016, is depicted [96].

the granularity is reduced with respect to the pixel detector, the spatial resolution
remains sufficient for trajectory reconstruction as the particle fluxes are lower in this
region of the detector [97, 98].

3.3.2 Calorimetry

To measure the energy of particles, an electromagnetic (ECAL) and a hadronic
calorimeter (HCAL) are installed in the CMS detector. Both cover a large solid
angle to ensure maximum detection efficiency. This is particularly important for the
correct reconstruction of the missing transverse energy (MET), which is evaluated
from the momentum imbalance in a plane orthogonal to the beam line. The missing
transverse energy is associated to particles such as neutrinos or so far unknown BSM
particles which do not interact directly with the detector.

The energy resolution of calorimeters can be parametrised as following:(∆E
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with the stochastic term cs, which takes into account intrinsic shower and sam-
pling fluctuations, the noise term cn which parametrises the electronic noise, and the
constant term cc which describes detector inhomogeneities and calibration uncertain-
ties [99].

ECAL

The electromagnetic calorimeter is a homogeneous calorimeter which fully absorbs
the energy of electrons, positrons and photons. The energy is measured by collecting
the scintillation light produced by electromagnetic showers in the crystals of the
detector. These showers are produced by successive steps of pair production and
Bremsstrahlung. This excites the atoms of the crystal lattice, which emit light when
returning to their ground state. On average 4.5 photoelectrons are produced per
deposited MeV of energy.

The ECAL consists of 75848 lead-tungsten (PbWO4) crystals. Contrary to the
tracking system which intents to disturb particles as little as possible, the calorimeter
aims to completely stop the particles mentioned above, such that they deposit all
of their energy in the detector. This explains the choice of the material, as PbWO4

possesses a high density of 8.3 g cm−3 and thus a small radiation length (χ0 = 0.89 cm).
Therefore, with a length of only ∼20 cm, the crystals contain the shower produced by
the particles mentioned above. The crystal sizes vary between 2.2 cm× 2.2 cm in the
barrel part and 2.9 cm× 2.9 cm in the endcaps. Together with the lower occupancy
and radiation damage, this justifies the improved resolution in the barrel part with
respect to the endcaps. The deposited scintillation light is collected by avalanche
photodiodes in the barrel and vacuum phototriodes in the endcaps [100].

In addition, a preshower detector is installed in front of the ECAL endcaps, which
improves the discrimination between photons produced in the hard interaction and
photons created in the decay of neutral pions. The preshower detector is made of two
lead planes connected to silicon sensors [100].

The detector resolution obeys to Equation 3.9 with cs = 2.8%, cn = 12% and cc =
0.3%. This equates to an energy resolution between 1.7% and 4.5% for electrons with
pT ∼ 45 GeV, as has been measured in decays of the Z boson into e+e− [101, 102, 100].

HCAL

The hadronic calorimeter determines the energy of the hadrons by measuring the
shower produced in their interaction with the detector. The structure of these show-
ers is more complex than for pure electromagnetic showers, as strong interactions
with the absorber need to be taken into account, involving processes such as nuclear
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excitations or spallation. Often hadronic and electromagnetic showers coexist, since
electromagnetic showers also arise from hadrons such as in the decay of neutral pions
into two photons. To take into account all of these processes, the thickness of the
HCAL is characterised by the number of nuclear radiation lengths, which is the mean
distance covered by highly energetic hadrons before undergoing inelastic interactions
with the absorber. Typically, a material’s nuclear radiation length is larger than its
radiation length, which explains why the thickness of the HCAL of around 1 m is
larger than that of the ECAL [99, 103].

The HCAL is a sampling calorimeter and consists of steel or brass plates, interfaced
with plastic scintillating tiles, which collect the hadronic showers. The produced
scintillation light is read out using photodiodes and photomultipliers. This detector
has been designed to sustain large radiation doses as particle fluxes are particularly
high especially in the endcaps.

Similarly to the other detector components, the HCAL consists of a barrel part
which covers pseudorapidities up to |η| < 1.3 and endcaps which reach |η| < 3.0. To
extend coverage of the solid angle, a very forward calorimeter has been installed, cov-
ering pseudorapidities |η| < 5.2. This subdetector is also used for the measurement of
the luminosity delivered to CMS [104]. Furthermore, an outer calorimeter is mounted
outside of the magnet in order to collect showers which are not fully contained within
the HCAL. This is necessary because of the limited space inside of the solenoid, so
that only between 5.8 and 10.6 nuclear interaction lengths can be inserted. The outer
calorimeter adds 11.8 nuclear interaction lengths to the absorber [103]. The resolution
of the HCAL is lower than that of the ECAL, with a stochastic term of 115% and
a constant term of 5.5% [105]. However combining its information with that of the
ECAL and other subdetectors enables to improve the resolution using the particle
flow algorithm which is described in Section 3.3.6.

3.3.3 The solenoid

A large solenoid is installed within CMS, primarily to bend the trajectory of charged
particles. This allows to identify the charge of the particle and provides a measure-
ment of its momentum. The magnet consists of a Niobium–titanium (Nb-Ti) coil
through which a current of around 20 kA circulates. This produces an magnetic field
of 3.8 T at the centre of the experiment. The coil is cooled to −268.5 ◦C so that the
Nb-Ti becomes superconductive.

A three layered iron return yoke is installed to guide the magnetic field through the
muon chambers. The resulting magnetic field of 2 T in the muon chambers improves
the resolution on the momentum of muons [89].
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3.3.4 Muon detection

The CMS muon system consists of four detecting layers interleaved with the solenoid
return yoke [106]. While all other particles interacting with the detector are stopped
in the solenoid at the latest, muons traverse the entire detector and are the only
particles to interact with the muon chambers. The detecting layers consist of gaseous
detectors, three different types of which are in use:

• Drift tubes (DT): These devices are used in the barrel part of the subdetector. A
metallic, positively charged wire lies inside the tubes, such that when incoming
muons ionise the atoms of the gas in the tube, the liberated electrons drift
towards the positively charged wire and induce a current in the wire. These
detectors have a spatial resolution of around 260 µm [107].

• Cathode strip chambers (CSD) are used in the endcap regions, where the mag-
netic field is less homogeneous and where higher particle rates are expected.
Inside of the gas volume of these devices lies an array of wires, whose charge is
opposite for vertical and horizontal wires. Thus, not only electrons are collected,
but also the positively charged ions. By combining the hit information of elec-
trons and ions a two dimensional hit information for each particle is obtained.
As the wires are close to each other, drift times are short so that the cathode
strip chambers can be used by the trigger system which will be described in Sec-
tion 3.3.5. Depending on the chamber type, resolution ranges between 47 µm
and 243 µm [108].

• Resistive plate chambers (RPC) are installed in both the barrel part and the
endcaps and improve the time resolution of the detector to 1 ns. These detectors
also contributes to the trigger decision. The chambers consist of two parallel
plates which are oppositely charged. Electrons produced in the gas (mostly
C2H2F4) through ionisation create avalanches by in turn ionising other atoms.
The charge is collected by readout strips [109].

Combining all three technologies and information from the tracking system, a trans-
verse momentum resolution of 1.0% in the barrel and 3% in the endcaps for muons
with pT < 100GeV is reached. This resolution deteriorates to up to 7% for transverse
momenta up to 1 TeV [110].

3.3.5 Trigger system and data acquisition

The CMS detector operated at a peak instantaneous luminosity reaching around
2× 1034 cm−2 s−1 in 2017 and 2018, and on average 35 collisions occurred every
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25 ns [73]. It is therefore not possible to analyse and store the information of ev-
ery single event, as this would result in a data rate of approximatively 60 Tbit s−1. A
dedicated triggering system has been designed to filter out events which reveal physics
processes of interest from already well-known interactions. One major requirement of
the system is that it performs extremely fast in order to cope with the bunch crossing
rate of 25 ns [111].

For this purpose, CMS employs a two-staged trigger system. In a first step, the
L1 trigger utilises information from calorimeters and muon detectors, selecting events
containing muons or large pT jets or MET. This reduces the event rate by several
orders of magnitude to around 100 kHz. The L1 trigger decision is taken within
4 µs. After passing the L1 trigger, data from different parts of the detector, which
are buffered until validation from the L1 trigger, are accumulated and synchronised.
From this, high level objects are reconstructed and transmitted to the high-level
trigger (HLT). These trigger paths are designed specifically to meet the needs of
physics analyses carried out by CMS. Events are recorded if they fulfil the selection
criteria of at least one of those HLT trigger paths. The final event rate is then
approximatively 1 kHz [112].

The data of the selected events are propagated to the Worldwide LHC Computing
Grid, from where it is accessible for analysis to the entire world [113]. The Grid is
divided into three Tiers. The Tier 0 centre located at CERN hosts the HLT farm
which together with other computing resources performs the first event reconstruc-
tion. Data is typically stored at Tier 1 centres while data analysis and production of
Monte Carlo datasets are performed on Tier 2 and Tier 3 sites, which are spread over
all countries contributing to the LHC efforts.

3.3.6 Particle and object reconstruction

After validation from the HLT trigger, events are fully reconstructed. For this pur-
pose, information gathered from the tracking detectors and the muon chambers is
combined with that of the calorimeters. This is because particles cross multiple com-
ponents of the detector and typically leave a trace on several of them. Combining all
these traces enables to reconstruct each individual particle that was created in the
event [114].

In a first step, the trajectory of particles is reconstructed using the combinatorial
track finding algorithm [115]. This algorithm utilises both hits in the muon chambers
and in the tracking system. Tracks are identified by interpolating hits in the different
detector layers. In order to minimise the misidentification rate while maintaining a
high reconstruction efficiency, the algorithm uses an iterative tracking strategy. Thus



36 Chapter 3. The CMS experiment at the LHC

in a first step, tight selection criteria are applied to reconstruct unambiguous tracks.
These criteria are then loosened as more tracks are reconstructed.

Signals in both calorimeters are gathered in so-called clusters. For that purpose,
cluster seeds are placed in each calorimeter cell where the energy deposit exceeds a
fixed threshold. Adjacent cells which also recorded an energy deposit above a defined
threshold are then combined to this cluster. It is assumed that each cluster seed
originates from a single particle.

After building track seeds and calorimeter clusters, these traces are combined
into blocks, each block ideally containing all traces left in the detector by a single
particle. To that aim, a link algorithm has been developed. This algorithm defines
link distances between different objects such as a track and a calorimeter cluster, or
between an ECAL and an HCAL cluster. The blocks are then built by simultaneously
minimising the number of built blocks and the link distances [114].

The type of the particle creating each block is then determined using the particle
flow algorithm [114]. This algorithm uses an iterative procedure. In a first step,
blocks originating from muons are identified, as these particles are the only ones leav-
ing traces in the muon chambers. After muon reconstruction, electrons are identified.
This is complicated by the presence of Bremsstrahlung photons, which must be cor-
rectly associated to the emitting electron to reconstruct its original energy. This is
verified if they are tangent to the trajectory of the electron.

After removing blocks corresponding to leptons, the remaining particles are re-
constructed. To distinguish blocks originating from photons and charged and neutral
hadrons, the momentum measured from the trajectory of particles is compared with
the deposited energy in the calorimeter clusters. If the energy of a cluster is incom-
patible with the momentum of a track or if no track is pointing in the direction of
the cluster, neutral particles are identified. Depending on whether the largest energy
deposit lies in the ECAL or the HCAL, photons or neutral hadrons are reconstructed.
Remaining blocks are associated to charged hadrons. Following this strategy, all par-
ticles interacting with the detector can be identified.

Using the particle flow algorithm allows to considerably improve the particle re-
construction performance and the momentum and energy resolution. In particular
the measurement of jet kinematics using solely information from the calorimeters is
limited by the low resolution of the HCAL, such that the jet energy resolution of the
ECAL and HCAL lies between 5% and 40% depending on the jet pT . Combining
that information with that of other subdetectors improves the jet energy resolution
to between 4% and 15% [116]. Furthermore the jet momentum response (which is
defined as the ratio between the measured momentum and the momentum of the
jet at generator level) improves from ∼65% to ∼90% for jets with pT ∼ 100 GeV.
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Similarly, the efficiency to correctly identify muons is slightly improved while consid-
erably lowering the mistag efficiency of hadrons by more than an order of magnitude
compared to previously available identification algorithms [114].

In the following, details about the reconstruction of objects used in physics anal-
yses are given.

• Primary vertex

The primary interaction vertex which originates from the hard scattering pro-
cess is reconstructed from the particle tracks measured by the tracking system.
In a first step, tracks compatible with the main interaction region are selected
by setting requirements on their transverse impact parameter with respect to
the beam spot position, the number of hits in the pixel and in the strip lay-
ers, and on the χ2 of the fit. A dedicated algorithm clusters the selected tracks
which originate from the same vertex. The selected primary vertex is the recon-
structed vertex with the largest sum over the p2

T of all its tracks. The selected
primary vertex must be within 24 cm to the nominal interaction point in the z
direction and 2 cm in the orthogonal plane [115].

• Photons

Photons interact primarily with the electromagnetic calorimeter (ECAL). To re-
construct these particles, all measured energy deposits in the ECAL are grouped
in clusters, because the energy is usually shared amongst several adjacent crys-
tals. Typically, 97% of the particle’s energy is recorded within a crystal array
of size 5 × 5. A cluster is built from a seed, which is a crystal with a local
maximum in deposited energy. Neighbouring crystals are then incorporated in
the cluster if their energy exceeds 80 MeV in the barrel and 300 MeV in the
endcaps. Additionally, photon conversion into an electron-positron pair ahead
of the ECAL is taken into account by merging clusters into so-called superclus-
ters. These regroup clusters compatible with an electron-positron pair which
separated in the φ direction because of the applied magnetic field [117].

• Muons

Depending on the use case, muons are reconstructed using solely information
from the tracking system or from the muon chambers, or by combining the
information from both detector systems. Additional selection criteria are ap-
plied to identify so-called prompt muons, which originate directly from the
hard scattering process and to discriminate them from cosmic muons or non-
prompt muons. These identification criteria use the fact that prompt muons
are typically produced at large angular distances to other final state particles,
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whereas muons originating from hadronic processes are typically surrounded by
hadrons. Additional selection criteria involve the quality of the track fitting,
and the impact parameter of the track with respect to the primary vertex of
the interaction [118].

• Electrons

Reconstructing electrons is more difficult than reconstructing muons as they
do not leave such a distinct signal in the detector, and because of the pres-
ence of Bremsstrahlung photons mentioned earlier. These photons are mostly
emitted in the φ-direction because of the bending of the electron path in the
magnetic field. Electron tracks are reconstructed using the Gaussian sum filter
algorithm, which considers additional photon radiation, as well as interrupted
tracks from multiple scattering on the tracking layers [119]. A multi-variate
analysis is used to combine these tracks with electromagnetic clusters that are
reconstructed using the same algorithm than is used for photons. This enables
to identify prompt electrons from electrons produced in photon conversions, de-
cays of heavy quarks, or from jets with large energy deposits in the ECAL [101].

• Jets

Hadronisation products emitted by partons are collected using jet algorithms as
described in Section 3.1.3. Additionally, special algorithms are used to identify
and remove contributions from pileup and to align the detector resolution in
simulation with that of data as is explained in Section 9.2.2. Jets are only
selected for analysis if they satisfy a number of quality requirements, such as a
minimum number of constituents, and a given fraction of charged and neutral
components.

• Jets originating from b quarks

With a lifetime of around 1.5 ps, b hadrons travel up to 1 cm in the detector
before decaying [15]. This decay produces a secondary vertex, which is distinct
from the location of the hard scattering. Thus, jets originating from such a decay
can be reconstructed for example with the DeepCSV algorithm [120]. This deep
neural network based algorithm uses track and secondary vertex properties such
as track impact parameters, or the mass and flight distance significance of the
secondary vertex for the discrimination [120].
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• Missing transverse momentum

The missing transverse momentum is reconstructed as the negative vectorial
sum of the momentum of all reconstructed particles in the event. This explains
why hermeticity of the detector is crucial to correctly reconstruct the missing
transverse energy in an event, as particles escaping detection can falsify the
measurement.

3.3.7 Monte Carlo event generators

While the previous Sections detailed the acquisition and reconstruction of data from
the CMS detector, many analysis also use Monte Carlo (MC) generators to produce
simulated events to directly compare expectations from theory with measurements.
These generators have vastly improved in the last years thanks to considerable efforts
by theorists, for instance by taking into account higher order corrections for matrix
element calculations. The simulated events greatly resemble those originating from
real collisions as not only the hard interaction process can be modelled, but also
initial and final state radiation, particle decays and hadronisation, as well as pileup
effects and underlying events [121, 122]. This is done by using probabilistic methods
to approximate non analytically solvable equations, such as the complex phase space
integrals describing the cross section of processes. Examples for such generators
are MADGRAPH5 aMC@NLO or Powheg. Madgraph is used to calculate matrix
elements and process cross sections to leading or next-to-leading order in perturbation
theory [123]. Powheg operates similarly, and allows for one additional radiation jet
in the calculation of the matrix element [124, 125, 126, 127]. Another generator
which specialises on the computation of matrix elements at tree and one-loop level is
OpenLoops [128, 129]. The parton shower and underlying events is usually simulated
using the Pythia generator [130].

Additionally, the interaction of particles produced in a generated event with the
CMS detector can be simulated. This provides theoretically based expectations for
many processes which can be compared to the data collected by the CMS experiment
or to calibrate analysis methods. In this work, the Geant4 software is used to model
the interactions of particles with our detector. This C++ based framework contains
a detailed description of the geometry and material distribution of CMS. This model
is used to evaluate interactions with the detector, such as particle ionisation or anni-
hilation, scattering processes or photon interactions [131].
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Chapter 4

The pixel detector of CMS and its
Phase I upgrade

In the centre of the CMS experiment lies a silicon tracking detector which recon-
structs the trajectory of charged particles. It is composed of two subdetectors: the
microstrip and the pixel detector as is presented in Section 3.3.1. This thesis focuses
on the CMS pixel detector, which is the innermost component of the experiment. It
is therefore exposed to particularly high particle rates and confronted with large ra-
diation damage. This challenge is solved in the CMS experiment by using dedicated
technologies both on the sensor side as well as for the readout electronics.

As the LHC gradually increases its instantaneous luminosity, the pixel detector
needs to be adapted to these more stringent conditions. To meet these demands, the
Phase 0 pixel detector which was developed for the beginning of Run I in 2008 was
replaced with an improved version, the Phase 1 upgrade, in early 2017.

After presenting basic concepts of tracking detectors in Section 4.1, the CMS
pixel detector is described in Section 4.2. This Section also discusses the impact of
the Phase 1 upgrade on the physics programme of the CMS experiment. Finally
planned developments after the Phase 1 upgrade are summarised in Section 4.3.

4.1 Semiconductor tracking devices

Tracking devices are a key component of many high energy particle physics (HEP)
experiments, measuring the trajectory of charged particles, as well as their charge and
momentum when the detector is placed in a magnetic field. Typically located close to
the interaction point, they are exposed to very large particle hit rates in the ATLAS
and CMS experiments, so that high granularity and excellent spatial resolution are
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required of these detectors. These devices typically use silicon as detecting mate-
rial, in which particles create charge via ionisation. This section reviews the basic
mechanisms of the interaction of particles with matter, and elucidates how charge is
created and processed within a tracking device. Finally, the basic working principles
of tracking detectors are described.

4.1.1 Interaction of particles with matter

Particles interact with matter via two main mechanisms: ionising and non-ionising
energy losses. The precise interaction mode depends on the particle type, its charge
and its mass.

Particles with a mass significantly larger than the electron mass (me = 0.51 MeV
[15]) interact via sequential collisions in the absorption medium. These interactions
typically ionise the atoms in the medium. The fundamental force involved is the
electromagnetic force, which is why neutral particles cannot cause direct ionisation
and are therefore not detected by tracking devices.

The mean energy loss per distance travelled through the medium
〈
− dE

dx

〉
, also

called the stopping power, is described by the Bethe-Bloch equation [15]:〈
− dE

dx

〉
= Kz2Z

A

1

β2

[1

2
ln

2mec
2β2γ2Wmax

I2
− β2 − δ(βγ)

2

]
(4.1)

with:

• K = 4πNAr
2
emec

2 a constant with c the speed of light, NA the Avogadro con-
stant, and re the classical electron radius,

• z the charge of the incident particle in units of the electron charge,

• Z, A the atomic number and atomic mass of the absorption medium,

• β = v/c, v being the velocity of the incident particle,

• γ its Lorentz factor,

• mec
2 the electron’s rest energy,

• I the medium dependent excitation energy,

• Wmax the maximum kinetic energy that can be transferred in a single collision

• δ(βγ) a correction term leading to a saturation at high energies.
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Figure 4.1: Mass stopping power for antimuons in copper as a function of βγ [15].

The Bethe equation is valid for particles whose velocity lies in the range 0.1< βγ <
1000 and which interact with materials with an intermediate atomic number. An
example is shown in Figure 4.1 in the case of incident antimuons in copper. In the
range 0.1 < βγ < 1, the kinematic term 1

β2 dominates. For energies in the range 1
< βγ < 1000, the logarithmic term provokes a rise in the mass stopping power which
however saturates at even higher βγ.

For electrons and positrons, the Bethe formula does not hold, as radiative energy
loss processes have to be taken into account. While ionisation remains the dominant
energy loss mechanism at energies of a few MeV, Bremsstrahlung dominates at larger
energies as is shown in Figure 4.2. The mass stopping power as a function of the energy
of electrons and positrons is described in [132, 133]. While the energies relevant in
HEP experiments are above the critical energy where the energy losses from ionisation
and Bremsstrahlung are equal, the contribution from ionisation is sufficient to create
detectable charge in the detector [15].

When interacting with matter, particles not only loose energy but are also de-
flected by many scatterings with the nuclei in the material via the Coulomb force or
the strong force in the case of hadrons. The average deviation angle is however very
small (Σdev ∼ 0.1◦) for detector widths typical of LHC experiments [134].
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Figure 4.2: Energy loss per radiation length in lead as a function of electron energy
[15]. At energies relevant in high energy physics experiments, Bremsstrahlung is
the dominant mechanism of energy loss, while a small contribution from ionisation
remains.

4.1.2 Signal creation

In order to detect a signal, charge has to be produced and collected. A brief review
of these processes in silicon detectors is given here.

Properties of semiconductors and doping

Semiconductors are frequently used for tracking devices since their electric properties
and their conductivity can easily be controlled by the addition of impurities in the
material. Silicon in particular is heavily used because its properties are well studied,
and it is comparatively cheap to manufacture. Its conductivity arises from the exci-
tation of electrons which move from the valence band to the conduction band. The
valence band corresponds to the highest energy band in which electrons are present at
absolute zero temperature, and the conduction band to the lowest energy level which,
when filled with electrons, makes the material conductive. While the energy gap of
insulators is too large to thermally excite electrons and elevate them from the valence
to the conduction band, this does not apply for semiconductors. Indeed silicon has
a relatively small mean ionisation energy of 3.6 eV. Because of momentum conser-
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vation, this energy is however larger than the band gap energy of 1.12 eV, which is
why the band gap of silicon is called an indirect band gap. The additional energy is
carried off by phonons, and dissipates as thermal energy [134].

An electron can be excited when energy is deposited in the material. If the electron
is propagated to the conduction band, it becomes a free charge carrier. Additionally,
an empty position in the valence band is created, called a hole, which can also carry
charge, although its mobility is reduced with respect to that of electrons in silicon.

The conductivity of silicon can be further increased by doping the material. In
this process, atoms of adjacent atomic groups replace certain silicon atoms in the crys-
tal lattice. Elements of the higher group have an additional electron that occupies
the conduction band, which is called n-doping. Similarly, elements of lower atomic
groups will present a hole in their valence band, which is called p-doping. Practi-
cally, n-doping introduces impurity levels near the conduction bands, while p-doping
creates impurity levels near the valence band. This reduces the band gap between
the conduction and the valence bands, and therefore facilitates the creation of charge
carriers in the material.

pn-junctions

Materials with p-doping and n-doping can be combined to form pn-junctions which
are the building blocks of sensors used in tracking detectors. When brought together,
electrons and holes diffuse across the junction and recombine, leading to a region
without free charge carriers in the material, the depletion zone. In the depletion zone,
atoms used for doping are now ionised, either by accepting an additional electron, or
by losing one. This creates an electric field which generates a built-in voltage.

To increase the width of the depletion zone, an external bias voltage Vb reinforcing
the built-in voltage Vbi is applied. In case of a diode composed of a strongly p-doped
silicon layer associated with a thicker, less strongly n-doped layer, the depletion width
can be written as

wd =

√
2ε(Vb + Vbi)

Ne
(4.2)

with the dopant concentration N in the n-doped layer and the dielectric constant
ε [135].

In this zone, no free charge carriers are present. Therefore, when an incoming
particle interacts with the material, the charge deposited by it drifts through the
sensor because of the applied electric field. A current is then induced in the electrodes
which can be measured [136, 137]. Ideally the entire width of the sensor is depleted.
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The voltage that needs to be applied for this purpose is called the depletion voltage.

Leakage current

In reality, the depletion zone will not be completely deprived of charge carriers. This
has two reasons:

• Charge can diffuse from the non-depleted region into the depletion zone.

• Thermal excitations can free electrons from the valence band.

The current that therefore still flows within the material is called leakage current.
Since thermal excitations become more likely at higher temperatures, it strongly
depends on temperature:

I(T ) ∝ T 2 exp−E/2kT (4.3)

where E = 1.2 eV is the activation energy, and k the Boltzmann constant. Thus
the leakage current roughly doubles when the temperature increases by 7 ◦C [135].

For operation, the leakage current needs to be much lower than the current that
originates from the interaction with incident particles, otherwise the deposited charge
will not be discernible. This is why detector modules are cooled during data taking.

Charge sharing and spatial resolution

In a fully depleted sensor, an incoming particle creates one electron-hole pair per
3.6 eV of deposited energy. The accumulated charge drifts through the sensor because
of the electric field in the depletion zone. The drift velocity is given by ~v = µ~E and
is proportional to the mobility µ of charge carriers. However, the drift does not fully
follow the field lines due to multiple effects:

• Random thermal motion. This leads to a Gaussian distribution of the arrival
position with a width:

σ =
√

2Dt (4.4)

where t is the charge collection time and D is the diffusion constant that depends
on the temperature and on the mobility of the charge carriers. The effect of
random thermal motion is however rather small and typically amounts to a few
micrometers.
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• Presence of a magnetic field. In order to measure a particle’s charge and mo-
mentum, a magnetic field is applied in HEP experiments. This magnetic field
also modifies the trajectory of the collected charge in the silicon through the
Lorentz force. The Lorentz angle describes the lateral deflection of particles due
to this effect:

tan θL = µHB⊥ (4.5)

whereB⊥ is the component of the magnetic field that is orthogonal to the electric
field and µH is the Hall mobility. The Hall mobility is directly proportional to
the mobility by a temperature dependent factor.

Both effects lead to distributing the acquired charge over several pixels which
is called charge sharing. This helps to increase the position resolution as is briefly
illustrated below.

For a basic binary detector with a pitch size p, the hit information is a uniform
distribution over the pitch size described by the function P (x) = 1/p. Therefore,
the position measurement will be at the centre of the pixel. Without charge sharing
between neighbouring pixels, the spatial resolution is given by the square root of the
variance:

σx =
(∫ p

2

− p
2

x2P (x)dx
) 1

2
= p/

√
12 = 0.29 · p. (4.6)

The resolution can be improved using charge sharing described above if pulse height
information is available. For this, dedicated methods such as weighted interpolation,
where the hit position is calculated from the charge weighted pixel positions, or the
η algorithm [138] exist. The η algorithm can be used if the charge is shared between
two pixels, and gives the hit position as xh = p · f(Qleft/(Qleft + Qright)) + xleft, with
p the pitch size, Qi the collected charge in pixel i, f(η) the normalised distribution
of the η variable and xleft the position of the pixel on the left. This increases the
position resolution by on average a factor two, depending on the pitch size and the
quality of the pulse height measurement [135, 134].

4.1.3 Signal processing

Several steps are necessary to convert the charge deposited by a particle in the sensor
to an electronic signal which can be analysed. Figure 4.3 shows a generic case of a
processing chain before digitisation of the signal. As explained in Sections 4.1.1 and
4.1.2, particles create charge in sensors by ionisation. The induced current is measured
and transferred to the readout electronics. In a first step, the signal is amplified, as
the collected signal is typically very small (∼ 4× 10−15 C). The amplified pulse is
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Figure 4.3: Processing chain of a signal in the readout electronics. An incident
particle creates charge by ionisation in the sensor. This signal is collected, amplified
and shaped before being digitised [135].

then shaped to increase the signal-to-noise ratio. Both the pulse amplifier and the
pulse shaper belong to the main producers of electronic noise in the readout chain.
After shaping, the signal is digitised for further processing. A concrete example is
given in Section 4.2.5 which describes the readout chip used in the CMS pixel detector
[135].

4.1.4 Hybrid detector technology

In most current tracking detectors, sensors and readout electronics are manufactured
separately. A connection is assured via a metallic bond, such as a bump bond. A
pixelated metallised layer at the interface between the sensor and the bump bond
ensures electric conductivity. A sketch illustrating this process is given in Figure 4.4.

For pixel detectors, several thousand pixels are placed on the same structure both
in the sensor and in the readout electronics. In the sensor, each pixel corresponds to
a highly doped region in the silicon bulk, forming a pn-junction.

Today, new detector technology developments aim at producing monolithic tech-
nologies in which the sensor and the readout electronics are produced together. This
would simplify the production of pixel detectors, as the bump bonding process would
become unnecessary. As this process is prone to many technical challenges and is not
fully efficient as is discussed in Section 6.3.3, removing the bump bonding process
from the production chain would be advantageous.

4.1.5 Working principle of tracking detectors

Using the processes described above, tracking detectors measure the positions of the
interactions of particles with the detector material. With their excellent spatial res-
olution, trajectories of charged particles can be recorded, vertices can be deducted,
and a particle’s energy and momentum can be reconstructed.
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Figure 4.4: Illustration of the hybrid detector technology. A cell in the sensor is
connected to readout electronics using a metallic bump [134].

The working principle of a tracking detector is illustrated in Figure 4.5 in the case
of a pixel detector with four layers. Each particle crossing the detector leaves a signal
in the detecting material. By using multiple detecting layers, several space points can
be recorded per particle. Making use of the high granularity of this type of detector,
these interaction points can be interpolated to reconstruct the trajectory of particles
with a high precision.

When applying a magnetic field B in the detector volume, a tracking detector can
also be used to infer on the momentum of an incoming charged particle. The Lorentz
force will bend the path of charged particles, leading them onto a helix trajectory.
The momentum of the particle in GeV is then linked to the curvature radius R in
meters of the measured trajectory as

pT = 0.3 ·B ·R · q (4.7)

with q the charge of the particle, and B the applied magnetic field. Furthermore,
the direction of the curvature of the path reveals the sign of the charge of the particle.

However, several factors complicate the reconstruction of the trajectory, as is
illustrated in Figure 4.5. One issue are fake signals which are not associated to any
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PVSVp p
Detection inefficiencyFake hit

Figure 4.5: Illustration of the working principle of a multi-layered pixel detector.
Two protons collide with each other at the primary vertex (PV). The collision creates
particles which leave a trace (blue dots) in all four layers of the pixel detector. Red
lines represent the trajectories reconstructed from the hits in all detecting layers. Sec-
ondary vertices (SV) can be reconstructed from tracks that don’t originate from the
primary vertex. Detection inefficiencies and fake hits complicate the reconstruction
of tracks and vertices.

trajectory and which arise for instance from detector noise. Pileup events or scattering
processes can also create additional signals in the detector. Another issue are detector
inefficiencies, leading to missing interpolation points in one or several detector layers.

The number of measurement points strongly impacts the performance of the
trajectory reconstructing algorithm as is illustrated with a trajectory defined by
N + 1 equally spaced measurement points. These points are located at the positions
z0, ..., zN and σ designates the measurement error on the position. The parameter
L = zN − z0 gives the distance between the first and the last measurement point, and
the parameter zc = zN−z0

2
describes the distance between the centre of the trajectory

and the interaction point.

A straight line can be fitted to these measurement points, where the errors on the
two fit parameters (slope and offset) are described by

σa =

√
σ2

N + 1
(4.8)

σm =

√
σ2

N + 1

12N

N + 2

1

L2
(4.9)

where the errors are uncorrelated if the origin of the reference system is located
at the centre of the trajectory.

Thus the impact parameter d0, giving the distance of closest approach of the
trajectory to the interaction point can be written as a function of the slope m and
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offset a of the fit as d0 = a−mzc. The error on the impact parameter is then obtained
using error propagation:

σd0 =
√
σ2
a + σ2

mz
2
c

=

√
σ2

N + 1
+

σ2

N + 1

12N

N + 2

1

L2

(4.10)

which depends on the number of measurement points, the spatial resolution and
the parameter L [139, 140].

Similarly, the resolution on the momentum measurement can be approximated by
the Gluckstern formula, where N denotes the number of measurement points:

σpT
pT

=

√
720

N + 4

σ

aBL2
pT (4.11)

Here, a = 0.3 GeV T−1 m−1 is a constant, σ denotes the spatial resolution of the
detector and L is the length of the trajectory, when projected onto a plane orthogonal
to the magnetic field B [141].

These examples show how the reconstruction of trajectories and consequently the
resolution on the impact parameter and the momentum depend on the number and
the spacing of the interaction points. More precisely, the error on these parameters
decreases with additional measurement points, which is achieved by increasing the
number of detector layers, which however increases the material budget and thus
intensifies multiple scattering processes, and by improving the efficiency of the detec-
tor to avoid missing measurement points. Similarly, larger distances L between the
outermost measurement points reduce the uncertainty on the impact parameter. As
explained in the following Section, the Phase 1 upgrade of the CMS pixel detector
uses these approaches together with a more uniform spacing between the detector
layers to improve upon the performance of the previous version of the detector while
coping with denser environments.

Properly reconstructing particle trajectories allows to resolve the primary vertex
of the interaction. Furthermore, trajectories which do not originate from the primary
vertex can be associated to a secondary vertex which indicates the presence of a short
lived particle decaying within the detector volume. This occurs for instance for b
quarks which hadronise and decay with a lifetime of around τ = 0.5 ps to 1.5 ps [15].
Assuming that particles travel at the speed of light, this means that a secondary
vertex is created around cτ = 1 mm away from the main vertex. Bottom quarks arise
in the decay of particles under study at the LHC experiments, such as top quarks,
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which decay almost exclusively into a b quark and a W boson, and Higgs bosons in
the bb̄ pair decay channel, as is described in the second part of this work. However,
secondary vertices can also originate from the decay of so far unknown particles,
which decay back to SM particles after travelling for a certain distance. Several BSM
models predict short lived particles which decay at distances down to cτ ∼ 10 µm
from the vertex [142], which is why pixel detectors are crucial in detecting this kind
of particles.

4.2 The Phase I upgrade of the CMS pixel detec-

tor

As presented in Section 3.3.1, the pixel detector is the innermost component of the
CMS detector, and has a considerable impact on the performance of the particle flow
algorithm described in Section 3.3.6, since it allows to precisely measure the trajectory
of charged particles, their momentum and their charge. The Phase 0 detector was
installed before the start of the LHC in 2009 and performed excellently until the end
of the year 2017 when it was replaced with the Phase 1 detector [96, 94]. The reasons
for this replacement were twofold:

• During its seven years of operation, the detector degraded due to the large par-
ticle fluxes crossing the detector, called radiation damage. The innermost layer
for instance accumulated a dose of around 10 Mrad, where one rad corresponds
to a deposited energy of 0.01 J per kilogram of detecting material.

• The Phase 0 detector, which was installed in 2009, was designed for an instan-
taneous luminosity of 1× 1034 cm−2 s−1 corresponding to 25 pileup events per
bunch crossing, and a bunch crossing time of 25 ns. This luminosity was ex-
ceeded in 2016 and was doubled in 2018 as is illustrated in Figure 4.6. While the
CMS detector is currently not operating for the long shut down 2 (LS2), it will
resume its activity in 2021 running at the same luminosity of 2× 1034 cm−2 s−1.
Operating the detector above its design luminosity would lead to large ineffi-
ciencies. These arise for instance from an insufficient buffer length, where data
is temporarily stored until validation from the trigger system, or from a readout
that is too slow to cope with large amounts of signals arriving simultaneously.
These inefficiencies would seriously impact the reconstruction of trajectories
and thus degrade the performance of physics analyses as is shown in Figure 4.7,
which gives the efficiency and mistag rate for reconstructing tracks in tt̄ events
at different luminosities and bunch spacing times. Doubling the instantaneous
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Figure 4.6: Instantaneous and integrated luminosity of the LHC as a function of time
[143]. Three Runs are taking place between 2009 and 2023 which are separated by
long shut downs 1 and 2 (LS1,2) during which technical work on the accelerator and
the experiments is taking place. A considerable increase in instantaneous luminosity
is planned starting from 2027 after LS3.

luminosity at the same bunch crossing rate would lead to a 10% loss in efficiency
in reconstructing such events.

To maintain or even surpass the performance of the Phase 0 detector in more
stringent conditions, the Phase 1 upgrade pixel detector has been installed in the
Extended Year End Technical Stop (EYETS) in the winter 2016/2017. After a brief
summary on the expected improvement on physics analyses of the Phase 1 upgrade
pixel detector, a detailed description of the detector is given.

4.2.1 Impact on physics analyses

The improved performance of the Phase 1 upgrade pixel detector results in higher
efficiencies and lower mistag rates in the identification of muons, b hadrons, taus, and
in the discrimination between electrons and photons. This indirectly also improves
the reconstruction of the missing transverse energy, which is calculated as the negative
vectorial sum of the kinematics of all measured objects. Figure 4.8 shows the efficiency
and mistag rate for tracks in tt̄ events for different pileup scenarios with the Phase
1 upgrade detector which can be compared with the same result for the Phase 0
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Figure 4.7: Projected efficiency and mistag rate in simulated tt̄ events as a function
of the pseudorapidity η for different pileup scenarios for the Phase 0 detector. Red
dots correspond to a pileup of 25, black diamonds to a pileup of 50, and magenta
triangles to a pileup of 100 [95].

detector, that is presented in Figure 4.7. Clearly the performance of the upgraded
detector leads to higher reconstruction efficiencies and lower mistag rates for all tested
pileup conditions, and the performance is stable up to a pileup of 50.

Another benchmark to quantify the relative performance of the Phase 1 detector
with respect to the previous version is the separation of jets originating from b quarks
(b jets) from jets produced by light quarks or gluons, referred to as b tagging. This
process heavily relies on the precise reconstruction of secondary vertices, which are the
points where the B hadrons decay. The resolution of the reconstruction is improved
when moving the innermost detector layer closer to the beam line as is demonstrated
for a simplified detector model consisting of two layers at radii R1 and R2 from the
collision point, with R1 < R2. R0 describes the radius of the beam pipe. The pitch
size in both layers is d. The hit resolution in both layers is expressed as a function
of the spatial resolution of the detector, which is derived in Section 4.1.2, and as a
function of a term describing the effect from multiple scattering at the beam pipe and
the inner detector layer. The resolutions σ1 and σ2 can then be written as
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Figure 4.8: Projected efficiency and mistag rate in simulated tt̄ events as a function
of the pseudorapidity η for different pileup scenarios using the Phase 1 pixel detector.
Red dots correspond to a pileup of 25, black diamonds to a pileup of 50, and magenta
triangles to a pileup of 100 [95].
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where σ0,1
Θ designate the standard deviation of the Gaussian distribution describing

the scattering angles at the beam pipe and the innermost layer. It is assumed that
σ0

Θ � σ1
Θ.

The vertex position can then be calculated by interpolation of the two hit posi-
tions, and its resolution is expressed as a function of the position resolution of both
hits, and also takes into account the correlation of the error due to the multiple
scattering at the beam pipe:
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Figure 4.9: Efficiency versus mistag rate for light (u, d, s) jets and gluons (g), and
charm quarks (c) of the DeepCSV b tagger [120] which identifies jets originating from
b quarks. The performance using the geometry of the Phase 0 pixel detector is shown
in blue. The green lines shows the efficiency of the tagger using the Phase 1 pixel
detector. In pink is the performance of the Phase 1 detector, but where the neural
network on which the b tagging algorithm is based is trained using the 2016 detector
geometry [144].
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This calculation explicitly shows that the resolution improves as expected with
smaller detector segmentation but also with smaller R1, such that moving the inner-
most detector layer closer to the beam line improves vertex reconstruction [140]. This
has been done for the Phase 1 upgrade detector.

Using this improved vertex resolution, the mistag rate of identifying b jets from
light jets is reduced for the same tagging efficiency as is shown in Figure 4.9 in the
case of the DeepCSV b tagger [120].

These features lead to an improvement in the sensitivity of many physics analyses
as is discussed in [95]. For example, an improvement in event selection efficiency of
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65% is expected in the analysis of the associated production of a Z boson with a Higgs
boson, where the Higgs boson decays to bottom quarks and the Z boson into electrons
or muons. Similarly, in the search for supersymmetric particles using the MT2 variable
in the hadronic final state, a gain of 20% in event selection efficiency is expected.
These gains arise from improved b tagging and lepton identification performances
[95]. Another example is the analysis of the associated production of a Higgs boson
with a top-antitop quark pair, where the Higgs boson decays into two b quarks, which
will be discussed in Part II of this thesis. Since this decay channel has four b quarks
in the final state, an improvement in the b tagging efficiency directly reflects on the
analysis sensitivity. Furthermore, the production of tt̄ events with additional QCD
radiation is the main background of the analysis, so that the improvement in the
identification of such events shown in Figure 4.8 also directly impacts the search for
tt̄H, H→bb̄ events.

4.2.2 Detector geometry

The CMS pixel detector consists of a cylindrical barrel part (BPIX) that is parallel
to the beam pipe and has a length of 548.8 mm, and two endcaps (FPIX), which are
perpendicular to it. A significant change of the Phase 1 detector with respect to the
Phase 0 detector is the installation of one additional layer in both the BPIX and in
the FPIX, resulting in 4 layers in the barrel and 3 layers in the endcaps. In the barrel
part, layer one has been moved closer to the beam line (requiring the installation of
a new beam pipe during the LS1). This considerably improves the reconstruction of
short-lived particles such as b quarks, as explained in Section 4.2.1. Furthermore a
fourth layer has been installed to provide an additional interpolation point between
the pixel detector and the strip detector. Table 4.1 gives the distances of the barrel
layers to the beam line for the Phase 0 and 1 detectors. An illustration of the detector
is also given in Figure 4.10.

[in cm] Phase 0 Phase 1

Layer 1 4.4 3.0
Layer 2 7.3 6.8
Layer 3 10.2 10.2
Layer 4 - 16.0

Table 4.1: Distance of the layers of the barrel Phase 0 and Phase 1 detectors to the
beam line.
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Figure 4.10: Illustration of the Phase 1 upgrade of the CMS pixel detector. The side
view on the left illustrates the excellent spatial coverage of the detector up to η =
2.5. The front view on the right shows the positioning of the layers with respect to
the Phase 0 detector [95].

Generally, the additional layers of the detector would increase the material budget
of the detector. This would have negative consequences on the detector’s performance,
as photon conversion, multiple scattering and nuclear interactions can modify the
trajectory of incoming particles as well as their energy from prolonged interaction
with the tracking layers, thus increasing the uncertainty on the energy measurement
in the calorimeters.

To counteract these effects, considerable efforts were put into reducing the material
budget of the detector supply system. Moving most of the passive components to
outside of the detector volume, as well as installing a newly developed CO2 cooling
system allowed to maintain the same material budget in the region with |η| < 1 and
to reduce it by approximately 1/3 in higher η regions [95].

4.2.3 Powering system and data readout

For communication with the detector modules, a service cylinder and a supply tube
are installed outside of the detector volume at large η values. They provide power
and signal to the modules, and implement a data link for reading out the acquired
data. Figure 4.11 shows an illustration of the service area of the detector.

Data collected by the modules are transferred via twisted pair cables towards the
supply tube where the data are converted to an optical signal by Pixel-Opto-Hybrid
(POH) elements. They are then propagated via fibres to the front end drivers (FEDs)
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located in the service cavern of the CMS experiment. These buffer and synchronise
the obtained data. From there, they are propagated to the central data acquisition
system, where they are used in the decision making process of the HLT trigger.

The 40 MHz clock and other signals such as resets are propagated to the detector
by pixel front end controllers (FECs) via optical fibres. The FEDs and FECs are
controlled using the µTCA technology.

DC-DC converters are used to set the required input voltage of the modules to
a controlled value. These converters are a novelty of the Phase 1 detector design,
triggered by the requirement to use the same power supplies and supply cables while
coping with a power consumption twice larger for the Phase 1 detector with respect
to the Phase 0 design. Thus higher voltages are applied to the cables. This voltage is
reduced again in proximity to the modules to meet the requirements of the modules
using ”buck” type converters, where the output voltage is lower than the input volt-
age. Consequently, the output current is increased. Two types of DC-DC converters
are installed. One of them delivers an output voltage of 2.4 V and an output current
between 0.4 and 1.7 A to the analog circuitry of the readout chips. Similarly, DC-
DC converters serving the digital components of the readout chips and the modules
have an output voltage of 3 V and an output current between 0.7 and 2.4 A. With
an input voltage to the converters of around 10 V, this powering system reduces the
power losses in cables by a factor of around 10 with respect to a traditional powering
scheme [95, 145].

4.2.4 Cooling system

Cooling of the detector is essential in order to dissipate heat produced by the mod-
ules (around 200 mW cm−2). Furthermore it reduces the temperature of the sensors
to control the leakage current and prevent thermal runaway as illustrated in Sec-
tion 4.1.2.

To that end, the cooling system of the pixel detector has been completely revised
for the Phase 1 detector. Previously, a C6F14 cooling has been used, which was
replaced with a two-phase CO2 cooling. The choice of the cooling system is largely
responsible for the massive reduction in material budget, as much smaller and thinner
pipes can be used with a CO2 cooling. A coolant temperature of −20 ◦C is chosen,
which ensures that the temperature of the sensors remains below −4 ◦C [95]. The
system was designed for a total cooling power of 15 kW, which suffices to dissipate
the heat produced by all modules of the detector.
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Figure 4.11: Sketch of the BPIX supply tube and FPIX service cylinder providing
power and a data readout link to the detector [95].

4.2.5 Detector modules

The central part of the pixel detector are the detector modules. They are fixed to a
light-weight carbon fiber structure. This section focuses on the modules produced for
the BPIX detector.

The BPIX detector holds 1184 modules, each of which having 16 readout chips
(ROCs) which are responsible for the signal processing. The ROCs and sensors are
segmented into individual pixels, forming an array of 52 x 80 pixels per ROC. This
amounts to a total of 79 million pixels, instead of the 48 million for the Phase 0
detector. The pixel size of 100 µm× 150 µm remains unchanged.

Figure 4.12 illustrates the module components. Modules for the FPIX and for
layers 2 to 4 of the BPIX are mounted on base strips by which they can be screwed
onto the support structure. Glued on these strips is the array of 16 ROCs which is
bump bonded to the silicon sensor. A printed circuit board, known as high density
interconnect (HDI) is glued onto the sensor. Wirebonds ensure the connection to the
ROCs. Finally, a twisted pair cable provides power and signal to the module, and is
used for data readout. Modules for layer 1 of the BPIX exhibit certain differences
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(a) Layer 2-4 modules (b) Layer 1 modules

Figure 4.12: Illustration of the modules used for layers 2-4 of BPIX (a) and for layer
1 (b). Modules for layers 2-4 consist from bottom to top of base strips for fixation
on the support structure, an array of 16 readout chips, the silicon sensor, a printed
circuit board and a cable for power and readout. Modules for layer 1 differ by the
fixation to the structure using a carbon fiber clip. Furthermore, these modules have
a dedicated readout chip and HDI.

to the modules described before. They are fixed using carbon fiber clips instead of
base strips as the space at the small radius at which the modules are located is very
restricted. Furthermore a dedicated readout chip was developed specifically to meet
the demands of the innermost layer. For similar reasons, a new HDI has been designed
[95]. In order to protect the wirebonds from mechanical damage, a thin polyimide
foil is applied on the HDI.

HDI and TBM

The HDI is a printed circuit board which distributes power and signal to all ROCs
on the module, as well as to another chip called the token bit manager (TBM). The
TBM is glued on the HDI and is responsible for coordinating the readout of the ROCs
on the module. It also distributes clock, trigger and reset signals. Furthermore, the
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TBM constructs the data format which is transmitted to the FEDs. In particular, it
attaches a header to the data stream identifying the module and the ROC from which
the data is sent. TBMs are separated in two cores. Each ROC produces a 160 Mbit s−1

data stream, which are combined to one or multiple 400 Mbit s−1 readout links.

Different types of TBM chips are used in the Phase 1 upgrade detector, adapted
to the data rates expected in each part of the detector. All TBM versions possess
two cores, but differ in the number of ROCs which are processed simultaneously and
in the number of readout links. Layers 3 and 4 use a TBM that builds two token
chains of eight ROCs, which are merged to a single readout link. Modules in layer
2 have a different TBM chip as they are closer to the beam line and must therefore
cope with larger hit rates. This TBM has four token chains of four ROCs each, which
are processed simultaneously and merged into two output links. Layer 1 modules are
exposed to even higher rates. Thus two TBM chips are glued on the HDI, creating
readout chains of only 2 ROCs [95], resulting in four data streams.

Sensor

Each module has a segmented silicon sensor with a thickness of 285 µm and a pitch
size of 100 µm× 150 µm.

As for the previous version of the detector, a n+-in-n sensor technology has been
chosen. Sensors using this technology are built from a n-substrate, with a p+ backside
contact, and n+ implants (with a higher doping concentration than in the substrate)
on the other sensor side. Before type inversion arising from irradiation which is de-
scribed in Section 5.1.1, a bias voltage of −150 V is applied to the sensor to expand
the depletion region towards the implants, where the connection to the readout elec-
tronics is implemented. After type inversion, the pn-junction moves to the interface
between the pixel implants and the n-substrate. This is illustrated in Figure 4.13.
Therefore, the sensor is depleted around the implants even after irradiation, when the
sensor cannot be fully depleted any more with the available detector infrastructure.

Readout chip

Two new readout chips (ROC) have been designed for the Phase 1 upgrade pixel
detector. While layers 2 to 4 of the BPIX and the FPIX share a common ROC,
named psi46digV2.1respin, a dedicated ROC, PROC600V2, was developed for layer
1 of the BPIX detector to face the larger particle fluxes close to the interaction point.
Indeed, the expected hit rate in layer two is around 120 MHz cm−2 and in layer one
600 MHz cm−2 [146]. This section describes the properties of PROC600V2, while
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(a) Before type inversion (b) After type inversion

Figure 4.13: Illustration of the n+-in-n technology. Before type inversion, the deple-
tion zone expands from the p+ backside into the substrate (a). After type inversion,
it reaches the n+ implants where the readout electronics are located (b). Arrows
indicate how the depletion zone expands when biasing the sensor. Modified from
[134].

psi46digV2.1respin is extensively reviewed in [147]. This document also serves as a
reference in the description below for all features common to both ROCs.

For operation, the ROC needs to be supplied with a digital and an analog volt-
age of 2.9 V for PROC600V2. These are further regulated on the chip, providing a
regulated digital voltage Vdig and tuning the current necessary for operation of the
ROC to 24 mA. The operation of the ROC can be adjusted using 19 digital-to-analog
converters (DACs), which are described in Table 4.2.

The ROC is designed in a 250 nm CMOS technology and measures 7.9 mm× 10.6 mm
[146]. It consists of three building blocks as illustrated in Figure 4.14:

• The pixel array: As mentioned above, the sensor is segmented into pixels. Each
of these pixels is bump bonded to a cell in the pixel array, called the pixel unit
cell (PUC). The PUCs are arranged into 26 double columns (DCs) of 180 pixels
each.

• The double column interface (DCI) which holds data and timestamp buffers
where hit information is stored until validation from the L1 trigger. One major
difference between both ROC versions lies in the number of these buffers. While
psi46digV2.1respin has 24 timestamp and 80 data buffers per double column,
PROC600V2 has 40 timestamp and 4×56 data buffers per double column.

• The control interface block (CIB), in which DACs, voltage regulators and reg-
isters are hosted. Test pads are also accessible on the CIB.

All three blocks are now described in greater detail.
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DAC Description

Regulators

Vdig Regulator for the digital voltage supply
Vana Regulator for the analog voltage supply
Vsh Regulator for the sample and hold circuit

Vcomp Regulator for the comparator

Readout

VwllPr Preamplifier feedback
VwllSh Shaper feedback
Vtrim Setting of the trim bit strength

Vthrcomp Comparator threshold

Trigger
PHOffset Voltage amplifier offset
PHScale Voltage amplifier gain
Vcomp ADC ADC comparator voltage

Others

Vcal Calibration signal pulse height
CalDel Delay of calibration signal
WBC Trigger latency

CtrlReg Control register and zero suppression
readback Readback register

Table 4.2: Summary of all tunable DACs in use for PROC600V2. Adapted from
[148].

The pixel unit cell The pixel unit cell is responsible for the readout of one pixel
of the segmented sensor. Each PUC has an analog domain and a digital part. Both
are represented in Figure 4.15. The analog part follows closely the general description
shown in Figure 4.3. The induced current is measured and propagated to the ROC
via the bump pad. The signal is first amplified and shaped to increase the signal
to noise ratio. The resistance of the amplifier and the shaper can be tuned using
VwllPr and VwllSh. Signals are then compared to an adjustable threshold which is
tuned via Vthrcomp and four trim bits per pixel whose strength is set using Vtrim.
Signals above the threshold enter a sample and hold circuit where the pulse height
information is sampled and temporarily stored. At this point, the pixel is blocked
from processing further hits. A continuous column drain initiates an entry in the
timestamp buffer so that hits can later be associated to the correct bunch crossing.
Furthermore, the pulse height information and the address of the firing pixel are
propagated to the DCI. After this, the pixel is available to process new signals. The
pixel dead time during signal processing leads to an inefficiency of around 1% at the
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Figure 4.14: Layout of the PROC600V2 chip. Pixels are organised in double columns
forming a pixel array. Each double column owns data and timestamp buffers in the
double column interface. A control interface block contains central ROC readout
logic. Adapted from [149].

maximum rates expected in the CMS detector.

The propagation of hit information to the double column periphery has been re-
worked for PROC600V2 in order to accommodate higher hit rates. The fundamental
idea originates from the fact that charge is typically shared amongst neighbouring
pixels, creating so-called clusters. This has been described in Section 4.1.2. Given
the Lorentz angle in the CMS experiment, clusters will consist on average of 1.95 pix-
els. Therefore, the new Dynamic Cluster Column Drain (DCCD) mechanism reads
out clusters of 2 × 2 pixels simultaneously, instead of individual pixels. An addi-
tional improvement arises from the fact that 7 pending column drains are supported
instead of two, which reduces the dead time, since on average 1.2 clusters are formed
per event per double column. Thus, with n the number of pixels and m the number
of clusters per DC, m+2 clock cycles are needed to read out m clusters in one column
drain, which typically equals to 3.2 clock cycles. With the readout mechanism of
psi46digV2.1respin, 2n+3 clock cycles are necessary, which on average amounts to
7.7 cycles. A gain of a factor of 2.4 in the readout speed is thus achieved.

For testing purposes, an internal mechanism is implemented in the PUC which
enables to artificially inject a test charge or calibration signal into the bump pad.
The amplitude of the signal can be set with Vcal and CtrlReg. The time at which
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the pulse is injected is set with CalDel, so that it is injected in the bunch crossing
on which is later triggered. This test charge can also be capacitively coupled into the
sensor instead of being deposited onto the bump pad as illustrated in Figure 4.15.
With that functionality the quality of the bump bond is investigated by verifying if
injected test pulses can be read out.

Figure 4.15: Schematic design of the PROC600V2 chip readout [150].
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The double column interface The main component of the DCI are the timestamp
and data buffers which temporarily store hit information. The bunch crossing in which
the hit occurred is saved in a time stamp buffer. This entry is created as soon as a
hit passes the threshold because the pixel immediately sends a fast column OR-signal
(colOR) to the double column periphery. This signal also triggers the double column
readout, thus saving pixel addresses as well as pulse height information in the data
buffers. Correspondence of hits in data and timestamp buffers is thus ensured. If the
L1 triggers the event, data taking is halted to prevent overwriting of hit information
and the hit is read out, otherwise the information is discarded. Inefficiencies in the
chip operation can arise when either one of the buffers are full before validation by
the trigger. Then, new hits cannot be processed. This is why the number of buffers
has been increased for the PROC600V2 chip. Additional inefficiencies arising in the
double column periphery originate from the limited number of simultaneous column
colOR signals and column drains, which is why the PROC600V2 chip features a larger
number of pending column drains than its predecessor.

The control interface block One main feature of the CIB is the control of the
readout of each DC. This is governed by an internal token. By arrival of the token,
the pulse height information is digitised. This is achieved using a per ROC analog-
to-digital converter (ADC). The gain and the offset of the output of the ADC are
tuned using PHSlope and PHOffset. The digitised data is then stored in a readout
buffer, until a token sent from the TBM finally propagates the hit information away
from the ROC.

Furthermore, the CIB provides the voltage regulators, holds the DACs controlling
the chip performance, and provides a temperature independent voltage reference for
the DACs: the band gap reference voltage.

The CIB also features a readback mechanism which can be used to extract different
parameters of the ROC operation. The desired parameter can be chosen by setting the
register of the readback DAC accordingly. Parameters that can be read back involve
information from the last transmitted hit, unregulated analog and digital voltages,
regulated analog voltage and current and the band gap reference voltage [95].

ROC readout format The readout format of PROC600V2 is illustrated in Fig-
ure 4.16. The readout is initiated by a token sent by the TBM. After the token, a
ROC header is sent. This header consists of a zero followed by 8 ones and another
zero. Next, the readback information is sent as a start marker, and an information
bit. Only one bit can be sent per readout chain, therefore readback information is
split over the readout of 16 events. Last, the row and column addresses as well as
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Figure 4.16: Format of the readout of PROC600V2.

the pulse height information are transmitted. These addresses are separated by zeros
to prevent confusion with ROC headers. The pixel hit information is repeated for all
hits in the ROC. A token is sent from the ROC to the TBM to signal the end of the
readout chain.

These characteristics guarantee a successful operation of the Phase I pixel detector
upgrade up to instantaneous luminosities of 2× 1034 cm−2 s−1 with 50 or more pileup
interactions.

4.3 Future developments

As illustrated in Figure 4.6 the LHC programme extends to the year 2037. After the
successful Runs I and II in which close to 200 fb−1 of data have been collected, the
LHC is undergoing an upgrade and maintenance period between 2019 and 2021. After
resuming operation in 2022, Run III aims to collect further data at double the LHC
design luminosity for three years. The programme culminates in the High-Luminosity
Large Hadron Collider (HL-LHC) project [151], during which the instantaneous lumi-
nosity will reach 5× 1034 cm−2 s−1 starting from 2027. This will allow to collect over
3000 fb−1 of data by the year 2036, providing ample data for precision measurements
of the newly discovered Higgs boson, and for searches of very rare signals.

These developments come with new demands on the detectors in terms of efficiency
at high rates and radiation hardness. To that end, layer 1 of the Phase I upgrade of the
pixel detector will be replaced during the LS2, and a Phase II upgrade is in preparation
to be installed during the LS3, before the start of the HL-LHC programme.
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4.3.1 Replacement of the innermost layer of the Phase 1 up-
grade pixel detector

As the first layer of the detector is closest to the interaction point, it will accumulate
more radiation damage than the rest of the detector. Therefore it is planed to equip
layer 1 with new modules during LS2 [95]. While the sensor remains unchanged, a new
version of the HDI and an improved version of the PROC600V2 chip, PROC600V4,
will be used.

During operation of the Phase 1 detector, it has been observed that sparks can
be created between the voltage test pads on the HDI and the guard rings of the
silicon sensor, as the pads lie close to the edge of the HDI. To prevent this, the size
of the HDI has been increased by 1.2 mm to increase the space between the pads and
the edge of the HDI. Furthermore, the HDI will be equipped with a new version of
the TBM chip. One reason for this is a timing difference in the readout between
layers one and two. As both layers share the same clock, no optimal readout timing
exists with the current TBM version, which creates inefficiencies when reading out
the detector. Furthermore, single event upsets could only be recovered after a power
cycle. This has been corrected in the new version of the chip by ensuring that it is
properly responding to the reset token sent by the module periphery [152].

The PROC600V4 chip has been improved from PROC600V2 in order to overcome
issues of the ROC which have been observed during operation in 2017 and 2018:

• A crosstalk between the trim lines and the injector capacitor was observed.
This led to a large noise level, which is discussed in Section 5.3.2. Consequently
the operation threshold was set considerably higher for PROC600V2 than for
psi46digV2.1respin.

• It has been observed that PROC600V2 presents inefficiencies both at low and
high hit rates, which could be traced back to a problem in the buffer logic,
leading to a wrong assignment between the data and the timestamp buffers.
Frequent resets of the chip can circumvent the problem [153].

• The pulse height resolution of the chip is reduced because of a large spread in
the analog pulse height between the different pixels. This affects the spatial
resolution of the detector.

The improved ROC is expected to facilitate the operation of the detector and to
optimise its performance during Run III of the LHC programme.
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4.3.2 Phase II pixel detector upgrade

The HL-LHC will provide over 3000 fb−1 of data at an instantaneous luminosity reach-
ing 5× 1034 cm−2 s−1. To cope with such large hit rates, a Phase 2 upgrade of the
CMS pixel detector is being developed [154]. It will be exposed to doses reaching
1.2 Grad within its ten years of operation.

Similarly to the Phase 1 upgrade, the detector will consist of a barrel part and
endcaps. In addition, an extended pixel detector will cover the region up to a pseudo-
rapidity of |η| < 4. This detector will use silicon as a detecting material. The pitch
size will be reduced to 50 µm× 50 µm to reduce inefficiencies and for better spatial
resolution.

A new readout chip is being developed by the CERN RD53 collaboration [155] in
a joint effort of the ATLAS and the CMS collaborations. The feature size is reduced
from the Phase 1 detector to 65 nm as a higher logic density is needed with the reduced
pixel size.

A serial powering concept has been designed for the Phase II upgrade pixel detec-
tor, in which modules are powered in series [156]. This helps to reduce the amount of
cables and therefore also reduces the power losses (which amount to up to 2/3 of the
supplied power). To split the current between the chips on the module, shunt-LDO
regulator blocks are installed on the chips [157].

A similar CO2 cooling system will be used for the Phase II detector, but with a
coolant temperature of −33 ◦C [154].



Chapter 5

Radiation tolerance of
PROC600V2

The pixel detector is the component of CMS closest to the beam line, and is therefore
exposed to very high hit rates. This leads to considerable radiation damage. For
instance, the innermost layer of the pixel detector surrounds the beam line at a
radius of only 3 cm, where an accumulated dose of 35 Mrad is expected per 100 fb−1.
Therefore, all detector components must be tested for their radiation hardness. This
chapter focuses on studying radiation effects on the chip used for layer 1 of the
upgraded pixel detector, PROC600V2. A similar study has been performed with the
chip used in the three outer layers of the detector, which is presented in [147].

Section 5.1 gives an introduction to radiation effects that occur in silicon detectors,
detailing the processes taking place in the sensor material and in the readout electron-
ics. Section 5.2 describes the conditions of the irradiation campaign of PROC600V2
as well as the setups used for testing. Finally, the results are presented in Section 5.3.

5.1 Radiation effects in semiconductor devices

This section details the mechanisms leading to radiation damage in semiconductor de-
vices, focusing on damage in silicon sensors and in transistors, which are the building
blocks of the readout electronics. Many studies on this subject have been performed,
and are compiled for instance in [135] and [158], on which the summary presented
here is based.

Radiation effects primarily arise from two different processes, displacement and
ionisation damage. Displacement damage originates from the non-ionising energy loss
of highly energetic particles, leading to the dislocation of atoms or clusters of atoms
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from the lattice. These dislocations modify the electrical properties of the crystal.
Displacement damage is thus particularly relevant in the bulk of sensors, and for
instance leads to a decrease in charge collection efficiency. While these effects are not
the main focus of this work, a short summary is nonetheless given in Section 5.1.1 as
the PROC600V2 samples under study are linked to a silicon sensor such that both
components are irradiated during the campaign.

On the other hand, ionisation damage originates from energy losses of incoming
radiation in the insulating components of the detector (typically silicon dioxide (SiO2)
in silicon devices). This generates free charge carriers within the insulator by ionising
the electrons from the atoms. The damage created from these free charge carriers
is directly proportional to the absorbed energy, such that the radiation damage can
be characterised by the total ionising dose (TID). Ionisation damage is the dominant
mechanism leading to the deterioration of transistors and thus of the properties of
readout electronics. These effects are detailed in Section 5.1.2.

5.1.1 Radiation effects in sensors

Ionisation damage has no impact on the bulk of sensors since electrons and holes
can drift in the sensor because of the applied electric field and therefore do not
permanently modify the structure and properties of the crystal. Ionisation damage
only affects the surface of the sensor, where isolating structures are positioned. While
this is the prevalent problem in sensors used in photon science, the dominant source of
radiation damage in silicon sensors in high energy physics arises from the displacement
of atoms in the lattice.

Atoms can be dislocated from their position in the lattice if they receive a recoil
energy above 25 eV in the collision. This can be provided by incident protons or
neutrons with an energy above 190 eV [134]. Atomic displacements create vacancies
at lattice positions previously occupied by an atom, and interstitials when atoms
are placed at unusual places in the crystal. The likelihood of such defects greatly
increases for incident particles with larger masses and energies, but is not directly
proportional to the total energy deposited in the crystal. In a HEP experiment
environment, the energy of incoming particles is often of the order of several MeVs
up to GeVs, such that the recoil energy is much larger than 25 eV. Thus recoiling
silicon atoms can themselves displace other atoms in the lattice, leading to a cluster
of defects, which can reach 0.1 nm in size, and displacing up to 1000 atoms. Some of
the vacancies and interstitials will recombine, but individual pairs remain, leading to
permanent point-like damages. The magnitude of the damage is typically compared
to the displacement damage created by neutrons with an energy of 1 MeV, given in



5.1. Radiation effects in semiconductor devices 75

units of neq cm−2. For this, a hardness factor is measured to scale the damage caused
by a particle with a given energy to that of 1 MeV neutrons [134, 135].

The atomic displacements lead to three macroscopically observable effects:

• Increase of leakage current

• Change in doping concentration

• Decrease of charge collection efficiency

Increase of leakage current

The microscopic origin of the increase of the leakage current is the creation of localised
mid-gap states due to the vacancies and interstitials. The current as a function of
the fluence is parametrised as follows, when assuming a uniform distribution of the
defects in the crystal:

Iirr = I0 + α · Φ · A · d (5.1)

where I0 gives the leakage current before irradiation, Φ is the particle fluence, α is
the damage constant which depends on the irradiating particle and the fluence, and
A and d are the area and thickness of the detector [135].

The leakage current is strongly dependent on temperature, as described in Sec-
tion 4.1.2. Therefore, a radiation induced increase in leakage current can be mitigated
by lowering the temperature of the sample under test [135].

Change in doping concentration

Prior to irradiation, the doping concentration is given by the number of donor or
acceptor atoms in the lattice. The apparent doping concentration changes with irra-
diation due to impurities in the crystal. Thus an effective doping level Neff is defined
as

|Neff | =
2ε0εSiVdepletion

ed2
(5.2)

where Vdepletion is the depletion voltage of the sensor, d is its thickness, e is the
elementary charge, and εSi and ε0 are the permittivity of silicon and the vacuum
respectively.

This can lead to type inversion in n-type sensors. With irradiation, acceptor
states are created in the material, which resemble impurities of p-type materials. The
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effective doping level decreases for low fluences and almost disappears at a fluence
around Φ ∼ 3.5× 1012 neq cm−2. At higher fluences, Neff increases again, but with
opposite polarity, leading to a sensor with p-type characteristics.

As the effective doping concentration increases after type inversion, the depletion
voltage must be increased after irradiation. However, this leads to a decrease in
charge sharing, which reduces the position sensitivity of the device [134, 135].

Decrease of charge collection efficiency

Displacement defects are not only responsible for the two effects mentioned above,
but also create trapping centres. These trap charge carriers for a certain amount of
time, thus reducing the amplitude of the signal. The trapping time linearly increases
with the fluence Φ and can be parametrised as

1

τt(Φ)
=

1

τt(Φ = 0)
+ γΦ (5.3)

The constant γ depends on the irradiating particles and was measured to be
0.56× 10−6 cm s−2 for electrons and 0.77× 10−6 cm s−2 for holes after proton irradia-
tion.

The number of collected electrons within the charge collection time tC thus de-
creases as

Ne(tC) ∝ exp
− tC
τt(Φ) (5.4)

Therefore, the charge collection efficiency decreases with larger irradiation doses
i.e. smaller τt(Φ). To compensate for this effect, sensor architectures with smaller
collection times can be used, such as three dimensional sensor technologies [134, 135].

5.1.2 Radiation effects in integrated circuits

The ROC under study [146] contains more than two million transistors [146], most
common of which are metal-oxide-semiconductor field-effect (MOSFETs) transistors.
The dominant source of radiation defects in MOS devices is ionisation damage rather
than displacement damage. This is because the main effect of displacement damage
is a reduction in the minority carrier lifetime in the silicon, which however does
not drastically affect the functionality of MOS devices [159]. Therefore the created
damage depends strongly on the total ionisation dose (TID), and concentrates on the
insulating parts of the transistors.
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Figure 5.1: Illustration of charge trapping in silicon dioxide [159]. Holes created by
ionising radiation propagate in the silicon through a hopping mechanism. They can
then be trapped at the interface between the oxide and the silicon, or in a region of
deep holes in the oxide itself.

Ionising radiation with a large enough energy (in SiO2 for instance, an energy of
18 eV is required) creates electron-hole pairs in the gate oxide of MOSFET devices.
Because of their several orders of magnitude larger mobility, electrons quickly drift
towards the gate of the transistor following the applied electric field. Holes however
have a much lower mobility and move only slowly using a hopping mechanism through
free states in the oxide bulk [159] and are often trapped either directly in the oxide
or at the interface between the oxide and the silicon substrate, as is illustrated in
Figure 5.1.

Most holes are captured in a region close to the interface to the substrate which
has a large concentration of deep hole traps. As electrons can tunnel through the
interface, these hole traps are limited to the region between 5 nm and 20 nm from
the interface. Macroscopically this lowers the threshold voltage of the transistor.
For NMOS devices this can ultimately lead to a negative threshold voltage and the
unability to change the transistor’s logic state while PMOS transistors become more
and more ohmic for larger irradiation doses. The usage of thin gate transistors reduces
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the size of this deep hole trap region, thus limiting the number of captured holes.

However, holes are also trapped in the shallow trench isolation which surrounds
the entire transistor to isolate it from neighbouring components. This leads to a
positive space charge in the isolation. For NMOS devices, this introduces a leakage
current between the source and the drain of the transistor. Conversely the effective
width of the gate is decreased for PMOS type devices because of the electric field
originating from this space charge.

A transition between a cristalline and an amorph material exists at the interface
between the silicon and the oxide. So-called dangling bonds are thus formed at the
interface which act as charge traps. To prevent this, manufacturers insert hydrogen
atoms to occupy these trapping centres, however they become active after irradiation
as the bonds to the hydrogen atoms break. The type of particles that are captured by
these traps depends on the Fermi level and thus on the doping characteristics of the
materials. Effectively holes are captured in PMOS and electrons in NMOS devices.
For PMOS devices, this enhances the degradation of the transistor. Conversely for
NMOS devices, the electric field created by these traps actually compensates the
electric field originating from trapped holes in the oxide. Trapped particles at the
interface lower the gain of the transistor, which increases its response time. Thus
larger gate voltages are required to reach the same change in current [159, 160, 161,
162].

The magnitude of the defects depends on a variety of factors, such as the TID,
the irradiation rate or the temperature and applied bias voltage during irradiation.
Furthermore, annealing can change the properties of the transistor after irradiation.
For instance, high temperatures can free trapped holes within the oxide, but simulta-
neously also increase the trapping probability at the interface. As these effects further
complicate the analysis of radiation induced damage, annealing effects are thwarted
by lowering the temperature after irradiation [135].

To mitigate these radiation induced losses in performance of devices, special tech-
niques are used in the chip design. In particular enclosed layout transistors are used
which have a lower leakage current compared to standard, linear transistors as they do
not have trench isolations between the different transistor components. Additionally
guard rings can be used to isolate structures. While these features do not prevent
radiation damage, they reduce its impact on the device’s performance [163].

In addition to TID effects, ionisation damage can also affect the electronics of the
detector when a single ionising particle interacts with a sensitive component of the
device. These events are called single event upsets, and are typically recoverable with
a reset of the device [134, 158]. However, this work focuses on damage created by
TID.
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5.2 Irradiation campaign

To study the impact of these defects on the performance of the ROCs, an irradiation
campaign has been performed with PROC600V2 chips bump bonded to a silicon
sensor, as described in Section 5.2.2 1.

5.2.1 Irradiation facility

Samples are irradiated at the proton irradiation facility at the Karlsruhe Institute of
Technology in Germany2 [164] and operated by ZAG Zyklotron AG [165]. The facility
provides a proton beam with an energy of ∼23 MeV. To produce the beam, H− ions
(hydrogen atoms which gained an additional electron) are accelerated and directed
towards a foil, where the two electrons are stripped away from the ion as shown in
Figure 5.2. The beam exit window consists of a 7 µm foil made of a cobalt, chromium
and nickel alloy. The last beam stop is located 20 cm ahead of the foil. The samples
under irradiation are located in a climatic chamber with controlled temperature, 50 cm
away from the foil. The chamber is installed on a XY-stage in order to scan over the
whole sample. This is necessary because the beam spot’s diameter is between 4 mm
and 8 mm, which is smaller than the sample size. The scan is performed in rows with
a width of 1 mm. The desired proton fluence Fprot is therefore obtained by multiple
scans over the test sample using the following equation:

Fprot '
n · I

qel · vx ·∆y
(5.5)

with:

• n the number of scans over the sample

• I=2 µA, the beam current

• qel the electron charge

• vx=115 mm s−1, the horizontal velocity of the XY-stage

• ∆y=1 mm, the step size in the vertical direction

1This project has received funding from the European Union’s Horizon 2020 Research and Inno-
vation programme under Grant Agreement no. 654168.

2KIT Campus Nord, Hermann-von-Helmholtz-Platz 1, 76344 Eggenstein-Leopoldshafen
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The fluence can be converted to the TID acquired by the test sample using the
stopping power of silicon (Sp=18.1 MeV cm2 g−1 [166]) as:

Id = Fprot · Sp. (5.6)

All samples are powered and cooled to -30◦C using cold nitrogen gas during irra-
diation [165].

Figure 5.2: Schematics of the irradiation setup [147].

5.2.2 Testing setup

After irradiation, the samples are tested in three steps, each performed using a dedi-
cated test setup.

• To measure parameters on test pads located on the chip periphery, a probe
needle and a microscope are available. The temperature in this setup cannot be
controlled, which is why testing times are limited to prevent annealing effects.

• A chamber with temperature and humidity control is available for testing the
electronic properties of the samples. Cooling is assured by four Peltier elements
mounted on a copper block. Water is used to evacuate the heat transported by
the Peltier elements.

• To test the properties of the ROC when interacting with real particles in-
stead of internal calibrate signals, an X-ray source is used. The device used
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for testing has a Chromium anode and a power of 1.8 kW. X-rays are gen-
erated by accelerating electrons which create photons when colliding with the
anode. The obtained spectrum consists of a continuous part that originates
from Bremsstrahlung, and of several peaks that arise from characteristic X-rays
of the atoms of the target anode. The electrons are accelerated using a volt-
age of up to 60 kV. The current of the tube can be adjusted between 2 mA
and 30 mA allowing to vary the hit rate between several MHz cm−2 to up to
1 GHz cm−2 at the location of the test samples, which is approximatively 60 cm
below the X-ray source.

In addition to the direct X-ray source which produces a high intensity poly-
chromatic beam, different metallic fluorescent targets are available to produce
a monochromatic beam with a lower intensity. When exposed to X-rays, atoms
in these targets become excited, as electrons are ejected from inner atomic or-
bitals. In order to reduce the atom’s internal energy, electrons from higher
orbitals occupy the vacated spaces in lower orbitals. The energy that is lost by
the atoms in this process is radiated by photons with a precise energy, corre-
sponding to the energy difference between the orbitals. The obtained spectrum
therefore consists of emission lines whose energies are characteristic of the target
material. In practice, two lines are observed:

– The Kα1 line arises from photons originating from the migration of an
electron from the 2p to the 1s orbital

– The Kβ1 line is formed by photons created when electrons move from the
3p state to the 1s state.

The energy resolution of the ROC under study is too poor to distinguish between
the two lines, therefore in the presented measurements, only the Kα1 line is
taken into account as the amplitude of the Kβ1 line is negligible. It has been
verified that the energy calibration of ROCs is not impacted by the presence of
the Kβ1 line [167].

Samples are placed in a small climatic chamber with humidity control. Sim-
ilarly to the cooling box of the main testing setup, temperature is controlled
using Peltier elements and water cooling. This enables to test samples at a
temperature below -15◦C.

In all setups, connection to the sample under test is available through a chip
adapter, in which the printed circuit board on which the ROCs are mounted can be
inserted. This adapter is linked to a digital test board (DTB). The DTB is connected
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Figure 5.3: Photography of a single chip module consisting of a PROC600V2 chip
with sensor on a printed circuit board irradiated to 10 Mrad. The brown frame around
the sample shows the effect of irradiation on the PCB.

to a computer using a USB connection. Furthermore, bias voltage is provided to the
sensor via the DTB by a power supply. The software pxar [168, 169] is used for running
the testing procedure. All devices (including the X-ray tube, the metallic targets, the
power supply, the temperature and humidity controls of the cooling chamber and
pxar) are controllable by the software elComandante [170].

5.2.3 Irradiation conditions and procedure

For the irradiation campaign, ten PROC600V2 chips were bump bonded to a sensor,
forming single chip modules (SCMs). Unlike the modules used for the phase 1 detector
which are presented in Section 4.2.5, SCMs possess only one chip, and they have no
HDI regulating the read out of the module. Instead SCMs are glued onto a printed
circuit board (PCB). The connection to the PCB is assured via wirebonds, in the
same way as a ROC would be wirebonded to the HDI on a phase 1 module. A
photography of a SCM is shown in Figure 5.3.

The irradiation is performed iteratively, so that it is possible to test the same
ROC at increasing irradiation doses. Five doses up to 80 Mrad with steps of 10 Mrad
to 20 Mrad are considered, requiring a thorough testing of the samples before and
after each irradiation step. The tested doses are summarised in Table 5.1.

The dose delivered by the irradiation facility can be determined by fixing a Nickel
(Ni57) foil on the aluminium mask holding the samples during irradiation. The ac-
tivity measurement of those foils is performed using a Germanium detector system
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Target
irradiation dose

[Mrad]

Measured
irradiation dose

[Mrad]

Fluence
[Neq/cm2]

Integrated
luminosity

[fb−1]
Equivalence

0 0 0 0 /
10 10 ± 2 6.7 ·1013 30 /
20 20 ± 4.47 1.3 ·1014 60 ∼ End 2017
40 38.97 ± 5.84 2.6 ·1014 120 ∼ End 2018
60 60.05 ± 7.20 3.9 ·1014 180 /
80 77.95 ± 8.08 5.2 ·1014 240 ∼ Run III

Table 5.1: Summary of the tested irradiation doses. The target and measured irradi-
ation doses are given in Mrad and in Neq/cm2, assuming a hardness factor of 2 [165].
The corresponding integrated luminosity accumulated by CMS is also noted, as well
as the data acquisition period the luminosity corresponds to.

[165]. An uncertainty of 20% is assumed on the dosimetry measurement. For the
two initial irradiation steps which each contributed 10 Mrad to the total dose to
which the ROCs were irradiated, the deposited dose was too small for performing a
Ni57 dosimetry measurement. However, measurements on other samples irradiated
to larger doses on the same days provided a measurement within 4% of the target
dosis. Assuming a stable beam operation, this uncertainty was extrapolated to the
PROC600V2 samples under study.

Table 5.1 also indicates the accumulated fluence in order to estimate the radiation
damage accumulated by non-ionising processes. Furthermore, the integrated lumi-
nosity delivered to CMS corresponding to the various irradiation doses is given. The
irradiation dose of 20 Mrad is equivalent to the TID the detector has accumulated by
the end of 2017 and the dose of 40 Mrad to the end of Run II in December 2018. For
Run III, which will start in 2021, a TID of 80 Mrad is expected, corresponding to the
maximum dose tested in the irradiation campaign.

Results up to doses of 20 Mrad are summarised in [171]. In addition, an irradiation
campaign with PROC600V1, which serves as prototype for the ROC under study, was
performed to doses up to 480 Mrad. This study, which is documented in [172], showed
that the electronic circuitry of the ROCs is still functioning properly after such large
radiation doses when adjusting its operation parameters. It was also shown that the
efficiency of the ROCs is almost unchanged with respect to their pre-irradiation value
after a dose of 120 Mrad.

A total of 10 samples were available at the start of the campaign, however, 5 of
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those samples were not responding any more after the fourth or the fifth irradiation
step. The observed failure modes varied. Some samples could not be programmed
any more, on other ROCs no readout was obtained. While it cannot be excluded with
certitude that these defects originate from irradiation, the predominant hypothesis is
that these issues arose from mechanical damage during handling. Indeed the samples
were brought to the irradiation facility five times, and have been exposed to the
testing procedure six times (each of which involving handling, and large variations in
temperature). The hypothesis is supported by the fact that similar effects have been
observed on test samples which have not been used in an irradiation campaign.

After irradiation, all ROCs are stored and tested in a controlled environment
with low temperatures (< −15◦C) and low humidity. This is necessary to prevent
annealing effects and to reduce condensation which would damage the samples. An
exception to this are tests involving the measurement of currents and voltages on
the test pads using a probe needle. Testing times for these measurement are below
10 min, therefore annealing effects occurring during this time are neglected.

5.3 Irradiation campaign results

This section presents the results of the irradiation campaign performed with the
PROC600V2 chip, which follows the procedures and strategy of the irradiation of
the psi46digV2.1respin chip presented in [147]. The steps necessary for the commis-
sioning of the ROC after irradiation are presented in Section 5.3.1. The electronic
properties of the chip and its response to the interaction with X-rays are discussed in
Sections 5.3.2 and 5.3.3. Finally, the radiation dependence of the readback mechanism
is studied in Section 5.3.4. These results provided necessary input for the success-
ful operation of the detector in 2017 and 2018, such as dose dependent calibration
parameters needed to update the detector configuration.

5.3.1 Chip commissioning after irradiation

Before measurements can be performed, the operation parameters of the ROCs must
be determined. This involves finding the correct voltage to supply the required cur-
rents, as well as setting specific DACs that enable the readout of signals. This com-
missioning is performed after each irradiation step instead of reusing pre-irradiation
parameters which often do not lead to successful readout of the chip after irradiation.
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Bandgap reference voltage

To serve as a reference voltage defining the amplitude of each DAC unit on the ROC, a
band gap reference system is installed on the chip. It is based on voltage drops across
a resistor and across a pn-junction operated with a forward bias voltage [147, 173].
The circuit defining the band gap reference voltage (BGV) is designed such that it
is independent of the temperature and input voltage [174]. However it is not stable
with respect to radiation damage as it modifies the doping concentrations in the pn-
junction. Thus it is measured before and after all irradiation steps on a test pad
on the ROC using a probe needle. The results are presented in Figure 5.4, which
shows the average BGV for all samples as a function of irradiation dose. The errors
represent the spread amongst all samples. The data points have been fitted with an
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Dose [Mrad] ∆ V / V0 (probe) [%] ∆ V / V0 (readback) [%]

10 2.73 ± 0.18 3.15 ± 0.63
20 4.83 ± 0.17 5.13 ± 1.06
40 7.48 ± 0.25 7.72 ± 0.69
60 8.77 ± 0.28 9.50 ± 1.08
80 9.48 ± 0.32 9.89 ± 0.78

Table 5.2: Relative shift of the band gap reference voltage with respect to before
irradiation at all tested irradiation doses. Results are presented for the measurement
on the test pad on the ROC and for the measurement using the readback mechanism
of the ROC.

exponential function, such that the evolution of the band gap reference voltage as a
function of the irradiation dose d is described by the function

BGV(d) = −0.13 V · exp−3.13× 10−2 Mrad−1·d +1.38 V. (5.7)

This leads to a saturation level of 1.38 V at large irradiation doses. Table 5.2 gives
the relative drift of the BGV with respect to before irradiation. Before irradiation,
a value of 1.255 V is measured, which is close to the band gap voltage of silicon as
expected. At low doses, a large increase of the voltage is observed, with an increase of
4.83± 0.17 % for the first 20 Mrad. The BGV begins to saturate at higher irradiation
doses, reaching a drift of close to 10% at 80 Mrad.

The BGV can also be extracted from the readback mechanism on the ROC which
is described in Section 4.2.5. For comparison, the obtained ADC value has been con-
verted to a voltage using a voltage calibration which is repeated after each irradiation
step, since this calibration is not stable with irradiation as will be described in Sec-
tion 5.3.4. While the values of the BGV measured using the readback mechanism
are typically between 1% and 3% higher than those measured with the probe needle,
the shifts with respect to before irradiation are compatible within errors, as shown in
Table 5.2.

This shift is largely responsible for the necessary readjustment of certain DACs
after irradiation. Therefore, in the following measurements, the shift as measured
using the probe needle is taken into account. Since the readback response measured
in the setup can be influenced by voltage drops in cables or by different ground
levels on the chip and the DTB, this measurement is less accurate than the direct
measurement on the test pad.
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Analog and digital supply voltage

Two supply voltages are provided to the ROC to power the analog and digital cir-
cuitries of the chip. These are given as input to two regulators which deliver a regu-
lated analog current and digital voltage to the circuits. The regulators are adjusted
using Vana and Vdig.

The analog circuitry of the chip requires a current of 24 mA for operation. At
each irradiation step, the setting of Vana is optimised to provide the required current.
This setting is impacted by radiation processes, such as the change in the band gap
reference voltage. Therefore Vana must be adjusted with increasing TID. This is
illustrated in Figure 5.5, which shows the difference of the optimised value of Vana

with respect to the value before irradiation in order to supply the necessary analog
current for all ten samples under study. It can be noted that while there is a large
discrepancy between the individual ROCs, there is a clear trend towards lower values
of Vana after irradiation. A correction factor to the Vana setting after irradiation is
estimated by measuring the average drift of the 10 ROCs under test. The six data
points are fitted with a linear function yielding the following parametrisation of the
Vana setting as a function of the irradiation dose d:

Vana (d) = Vana 0 − [0.199±0.069 · d+ 0.94±3.24] (5.8)

This parametrisation is used to correct the setting of Vana during detector oper-
ation.

Previous irradiation campaigns have shown that the regulated analog current of
the psi46digV2.1respin chip presents a dose dependent saturation [147]. For instance,
the maximum analog current that can be obtained after a TID of 420 Mrad is ap-
proximatively 14 mA using an unregulated analog voltage of 1.6 V. The saturation
can be mitigated by raising the unregulated analog voltage [147]. The design of the
PROC600V2 chip was therefore modified to enable operation at higher irradiation
doses without increasing the unregulated analog supply voltage.

The digital voltage supplied to the chip is regulated with Vdig, and allows for
a dynamic range in currents of approximatively 8 mA. Irradiation effects lead to an
increase in the current for a given DAC value, which directly follows from the radiation
induced drift of the band gap reference voltage. This is verified in Figure 5.6 where
each line corresponds to the mean of all ROCs, and the error to their spread. Despite
this slight increase, the range of available currents is conserved, and is sufficient for
operation at all tested irradiation doses.
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Shaper response time

After guaranteeing appropriate voltage supplies to the ROC, it has to be ensured
that calibrate signals can be correctly processed by the readout chain. To enable this,
VwllSh requires adjusting after irradiation, because irradiation leads to an increase
in the resistance of the shaper due to a threshold drift in a MOSFET transistor [147].
Higher resistances of the shaper imply that the recovery time of the shaper to return
to its ground line increases. Thus signals arriving before the shaper has fully recovered
from the previous hit will not be processed. As a consequence VwllSh is lowered to
reduce the shaper resistance.

This behaviour is tested by modifying the standard pattern generator used to
inject calibrate signals in the ROC. Typically, the pattern generator consists of a
reset, a calibrate, a trigger, and a token signal, the last one replacing the
functionality of the HDI on a module to initiate the readout of the ROC. This pattern
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Figure 5.8: Pattern generator sequence used to study the impact of the setting of
VwllSh on the readout of calibrate pulses [147]. The time between signals is given as
a function of number of clock cycles.

generator is amended by a second calibrate signal following the first one after a
time ∆t, while triggering on the second signal as illustrated in Figure 5.8.

Figure 5.7 shows the result of the two dimensional scan of ∆t and VwllSh for
one pixel on a ROC at different irradiation doses. The region in which the second
test pulse is read out expands from the solid line to the top left corner of the phase
space. For unirradiated ROCs, all combinations of ∆t and VwllSh lead to a successful
readout of the second test pulse. However, with larger irradiation doses, regions with
small ∆t and large VwllSh become unresponsive, as the shaper has not yet reached
its ground line when the second signal arrives. To amend this, either ∆t has to be
increased (which is not possible during operation), or the resistance of the shaper
needs to be reduced which is achieved by lowering VwllSh.

For operating the samples in further tests, VwllSh was set to 150 for unirradiated
samples and samples irradiated to up to 20 Mrad, and ∆t was set to 194 clock cycles.
For higher irradiation doses, ∆t remains unchanged, but the value of VwllSh was
lowered to 10. It was chosen not to modify the values for the lower irradiation doses
as previous irradiation campaigns have shown that the noise level strongly depends
on VwllSh, and modifying this value can thus mask irradiation effects on the noise,
as will be discussed in Section 5.3.2. The chosen values enable a readout without any
efficiency losses at all tested irradiation doses.

5.3.2 Electric properties of PROC600V2

After adjusting all parameters of the ROC to enable a successful readout of internal
calibrate signals, several essential electronic properties of the chip such as its noise and
its accuracy in setting a threshold are studied as well as their response to irradiation.
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Pulse height calibration

The amplitude of a signal is measured in terms of its pulse height. A charge pro-
portional to the pulse height is transferred to the buffers and stored. The conversion
and digitisation into an 8-bit energy expressed in Vcal units is performed using an
ADC in the control interface block of the ROC. This mostly linear conversion is tuned
using PHSlope and PHOffset, which adjust the slope and the offset of the ADC. The
signals measured during operation in CMS are expected to stay below an energy of
100 Vcal units, so that the entire available ADC range of the pulse height should
cover this energy range. A detailed explanation of the algorithm used to optimally
choose the settings of both DACs is given in [175]. After optimising the two DACs,
the conversion between the pulse height and the injected charge is measured for each
pixel by injecting signals with increasing amplitude, and recording the measured pulse
height as shown in Figure 5.9, which illustrates the conversion for one pixel on an
unirradiated PROC600V2. This Figure already hints to one major problem of this
chip, as the full available pulse height range is not exploited. The used phase space
is indicated by the shaded area, and the range only maps onto 150 out of the 250
available ADC units for describing the amplitude after optimisation of both DACs.
This is explained by a large non-linearity between the pixels on a ROC. Indeed the
pulse height response of pixels to a calibrate signal with a fixed amplitude are vastly
disparate, differing by more than 100 ADC units as is illustrated in Figure 5.10.
Thus it is impossible to adjust PHSlope and PHOffset such that the pulse height of
all pixels is perfectly tuned.

This feature and its evolution with irradiation are further described by fitting the
range below an energy of 100 Vcal with a linear function. The slope (s) and the offset
(o) of the fit provide the gain and the pedestal of all pixels, which effectively invert
the calibration:

• Gain = 1/s [Vcal/ADC]

• Pedestal = o/s [Vcal], which is a good indicator of the non-linearity of the
pixels.

These two parameters are measured for each irradiation step after readjusting
PHSlope and PHOffset. The evolution of the pedestal with irradiation dose is shown
in Figure 5.11 where the error bars correspond to the spread among the ROCs and
the data points to their mean. The pedestal is larger than 130 Vcal and its mean
value increases with irradiation to above 160 Vcal at the largest irradiation dose. For
comparison, the psi46digV2.1respin chip has a pedestal of around 50 Vcal, which



5.3. Irradiation campaign results 91

Injected charge [Vcal]
0 50 100 150 200 250

P
ul

se
 h

ei
gh

t [
A

D
C

]

0

50

100

150

200

250

Figure 5.9: Illustration of a pulse height
calibration. The area coloured in red is
the region of interest in the CMS exper-
iment.

PH [ADC]
0 50 100 150 200 250

)2
# 

pi
xe

ls
 (

x1
0

0

1

2

3

4

5

6

Vcal 50

Vcal 100

Figure 5.10: Pulse height reponse to
test pulses of amplitudes of 50 and 100
Vcal units for all pixels of an unirradi-
ated sample. The spread of the pulse
height amongst the pixels exceeds 100
ADC units.

is almost three times smaller. This large disparity and the correlated reduction in
dynamic range is however not expected to significantly impact the position sensitivity
of the detector [152]. The evolution of the gain for all ROCs is shown in Figure 5.11.
Each data point corresponds to mean of all pixels of a ROC and the errors to their
spread. The order of the ROCs in each series of measurements per dose remains the
same. It can be concluded that the gain remains constant at around 3.7 Vcal/ADC,
and that there is no systematic trend caused by irradiation.

Loss in pulse height resolution

Irradiation studies of the psi46digV2.1respin revealed a loss in accuracy of the pulse
height measurement after irradiation [147]. This effect was traced back to an in-
creasingly ohmic behaviour of a transistor responsible for mirroring the current that
propagates the pulse height information. Therefore, the rise time of the potential of
the capacitor is too long to reach the nominal value within the sampling time of 25 ns.
This results in an incorrect sampling of the pulse height information. At low irra-
diation doses, this issue can be remediated by increasing the digital supply voltage,



92 Chapter 5. Radiation tolerance of PROC600V2

Irradiation dose [Mrad]
0 20 40 60 80 100

P
ed

es
ta

l [
V

ca
l]

120

130

140

150

160

170

180

(a) Pedestal

ROC

G
ai

n 
[V

ca
l/A

D
C

]

2.5

3

3.5

4

4.5

5 0 Mrad
10 Mrad
20 Mrad
40 Mrad
60 Mrad
80 Mrad

(b) Gain

Figure 5.11: Pedestal (a) and gain (b) of the pulse height calibration. No clear
conclusions towards the effects of irradiation on those parameters can be drawn given
the sensitivity of the measurement.

which allows to safely use psi46digV2.1respin for layers 2-4 of the detector.

For the expected dose for layer 1 however, increasing the digital supply voltage
would not suffice to mitigate the problem. Therefore the responsible transistor has
been replaced with a more radiation tolerant transmission gate. It was verified for
irradiated PROC600V1 ROCs that this change is effective. For this purpose, 20 cal-
ibrate signals with a constant and low amplitude are injected in a test pixel, followed
by 20 test pulses with a larger amplitude. The measured pulse height is recorded
for each pulse. The test results are given in Figure 5.12 for a PROC600V1 sample
irradiated to 240 Mrad. Each line corresponds to a different digital supply voltage
setting. It is shown that also for low digital voltages, the pulse height already reaches
its expected value for the first calibrate signal of both series, even after the large
jump in pulse height from signal 20 to 21. This result differs for psi46digV2.1respin,
where the recorded pulse height asymptotically reaches the nominal value as is shown
Figure 5.12. These test results verify the successful chip design change to eliminate
this issue for the PROC600 chip series.
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Figure 5.12: Pulse height response to 20 consecutive test pulses with constant am-
plitude for the PROC600V2 (a) and psi46digV2.1respin (b) ROCs. In the case of
PROC600V2, these are followed by 20 test pulses with larger amplitude. Here, the
measured pulse height reaches the nominal value already for the first test pulse of
both series. This is not the case for the psi46digV2.1respin ROC, where the time
after which the pulse height reaches its stable value depends on the supplied digital
voltage [147].

Energy calibration

It was shown previously how the amplitude of a recorded signal is converted into a
digitised value expressed in Vcal units. A further calibration is necessary to obtain
the corresponding charge deposited in the sensor. This calibration is performed using
monochromatic X-ray beams. As described in Section 5.2.2, the X-ray beam can be
directed towards metallic targets to obtain monochromatic photon sources. The three
target materials used in the calibration are Molybdenum (Mo), Silver (Ag), and Tin
(Sn).

A spectrum is recorded for each of the three metallic targets, as is illustrated in
Figure 5.13. These are fitted with a double Gaussian distribution. The mean of the
highest Gaussian corresponds to the Kα1 emission line of the target. The energy of
these lines are compiled for instance in [176] and are reported for the relevant targets
in Table 5.3. Considering that on average a deposited energy of 3.6 eV is required
to produce one electron-hole pair in silicon [135], the peaks in the spectra can be
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Element Kα1 [keV] Kβ1 [keV]

Mo 17.479 19.607
Ag 22.162 24.943
Sn 25.271 28.486

Table 5.3: Kα1 and Kβ1 X-ray transition energies for Molybdenum (Mo), Silver (Ag),
and Tin (Sn) [176].

related to the deposited charge in the sensor as is illustrated in Figure 5.14. The
energy calibration is then obtained by fitting the three measurement points with a
linear function, and extracting the slope and offset.

This calibration is performed for all ROCs after each irradiation step, and the
average of the slope of the calibration for all ROCs is shown in Figure 5.15. Before
irradiation, a slope of 49.91± 2.68 e−Vcal−1 is measured, which is used as a conversion
factor in various measurements in this Section. As expected from the drift in the
bandgap reference voltage, the slope increases with irradiation. The offset of the
calibration is shown in Figure 5.16. A large spread between the different ROCs is
observed without any clear trend with respect to TID.

Noise

The electronic noise originating for the most part from the preamplifier and the shaper
of the readout chain has to be controlled as it can fake signals, and falsify the pulse
height of a hit. The amount of noise in the chain is measured by injecting pulses into
the pixel under test with increasing amplitude, and measuring the pixel efficiency.
Ideally, this would result in a step function, with pulses below the threshold having
zero efficiency, and signals above the threshold a full efficiency. However, a turn-on
curve is obtained instead because of the gaussian-shaped noise contribution. The
curve is fitted using an error function:

erf(x) =
2√
π

∫ x

0

e−t
2

dt (5.9)

The width of the function corresponds to the noise of the ROC, and the amplitude
at 50% efficiency gives the threshold of the ROC as illustrated in Figure 5.17.

The measured noise as a function of irradiation dose is illustrated in Figure 5.18,
where each data point corresponds to the mean noise of all samples, and the error
to their standard deviation. The extracted value in ROC internal Vcal units is con-
verted to a charge in electrons, using the conversion constant of 50 e−Vcal−1 derived
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previously. This constant is updated at each irradiation dose, taking into account the
drift of the band gap reference voltage.

It is noted that the noise varies between 105 e− to 130 e− for all irradiation doses.
A direct conclusion regarding the effect of irradiation on the noise cannot easily be
drawn, as the noise strongly depends on the values of VwllPr and VwllSh. This is
illustrated in Figure 5.19 which shows that the noise of an unirradiated ROC varies
between 80 e− to 200 e− depending on the setting of both DACs. In order to factor
out this effect, it was attempted to leave the value of VwllSh unchanged for the
first two irradiation doses. However this was unsuccessful as the pattern observed in
Figure 5.19 changes with irradiation, while the noise range remains constant. Thus,
it was not possible to disentangle effects from radiation and from the settings of the
preamplifier and shaper on the noise. However, the variations in noise observed in
Figure 5.18 are much smaller than the variations due to the setting of both DACs. A
considerable increase of electronic noise with irradiation can therefore be excluded,
and the amount of noise in the ROC depends more on the settings of VwllSh and
VwllPr than on the TID.
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tion for each ROC at all irradiation steps.
No clear dependence on TID is observed.

Threshold

In order to establish a constant response of the whole detector, the threshold of every
individual pixel is tuned. The procedure to set a ROC’s threshold, called trimming,
is summarised in the following:

• In a first step, the global DAC VthrComp is adjusted. For that purpose, pulses
with an amplitude corresponding to the desired threshold are injected at in-
creasing values of VthrComp. A turn-on curve similar to Figure 5.17 is obtained
for each pixel. From these, the turn-on threshold is extracted, and VthrComp is
set to the minimal turn-on threshold obtained amongst all pixels of a ROC. At
this VthrComp value, the threshold of all pixels is at the desired value or higher.

• In a second step, the value of Vtrim is set. In combination with the trim bits, its
purpose is to lower the threshold of individual pixels. Concretely, Vtrim deter-
mines the strength of the individual trim bits. In order to maximise the accuracy
of the trimming algorithm, Vtrim is set as small as possible while allowing the
correct threshold setting for all pixels. The pixel with the highest threshold
after adjusting VthrComp is thus selected for the optimisation of Vtrim. All
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trim bits for this pixel are enabled and Vtrim is lowered until calibrate signals
with an amplitude corresponding to the desired threshold are recorded.

• In a last step, the trim bits of all pixels are adjusted for fine-tuning. For that
purpose, turn-on curves are measured while performing a binary search.

The threshold set on the ROC is expressed in Vcal units. As typically a threshold
in units of electric charge is of interest, it is converted to a Vcal value as detailed in the
previous Section, taking into account the change in band gap reference voltage which
modifies the step width of the DAC. In this study, a constant threshold of 2000 e−

is used, leading to varying settings of the threshold in Vcal values with irradiation
as illustrated in Table 5.4. The small deviations from the 2000 e− baseline arise from
the fact that the chip can only be trimmed to integer values of Vcal. Therefore, the
ROCs are trimmed to the integer value closest to the one obtained in the conversion.

Figure 5.20 shows the threshold in Vcal units for all ROCs at all irradiation doses.
The data points show the average of the threshold of all pixels on the ROC, and the
error bars their spread. It is confirmed that the trimming algorithm operates as
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Figure 5.19: Noise of a ROC as a function of VwllPr and VwllSh before irradiation
(a) and after a dose of 10 Mrad (b). Large fluctuations of up to 120 e− are observed.
The regions with low and high noise change with irradiation.

TID [Mrad] Threshold [Vcal]
Target

threshold [e−]
Measured

threshold [e−]
Distribution
width [e−]

0 40 2000 1996.8 ± 1.8 72.2 ± 2.2
10 39 2003.2 2003.6 ± 3.2 70.7 ± 2.5
20 38 1991.8 1990.8 ± 5.4 72.3 ± 7.4
40 37 1988.4 1985.7 ± 7.0 63.3 ± 3.3
60 37 2012.2 2007.9 ± 6.0 77.1 ± 6.4
80 36 1970.6 1970.5 ± 6.1 71.2 ± 7.9

Table 5.4: Summary of the target threshold in Vcal units and in electrons set at
each irradiation dose. The average of the measured threshold after optimisation and
the threshold distribution width are listed as well. The measured threshold is well
compatible with the target one.
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ence between before and after irradia-
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expected and allows to set the desired threshold at all tested irradiation doses. This
is also verified in Table 5.4, which shows the average threshold set by the optimisation
procedure as a function of the irradiation dose.

For the individual adjustment of the pixels, four trim bits per pixel are available.
During operation in the detector, these trim bits cannot be readjusted as turn-on
curves are not measurable for the whole detector via the FEDs. As pre-operation
settings must be used, it is necessary to verify the validity of the trim bit settings
after irradiation. This is shown in Figure 5.21, which gives the difference between
the trim bit value set before irradiation and the value determined by the trimming
algorithm after irradiation. It can be noted that there is no systematic trend in the
evolution of the trim bit settings, and that the optimal trim bit setting changes by
less than five units after irradiation. This justifies the use of the trim bit settings
obtained during the initial testing of the detector for the entire detector operation.

Timewalk

Depending on their amplitude, signals cross the threshold after a certain delay, which
is larger for signals with smaller amplitudes than for those with larger amplitudes.
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This difference is called timewalk and is illustrated in Figure 5.22. It is important
that the maximum timewalk, which is reached for signals just above the threshold,
is smaller than the bunch crossing time of 25 ns in the CMS experiment. Otherwise,
hits from one bunch crossing will be associated to a later bunch crossing, leading to
missing hits in the tracker in the original bunch crossing, and to noise hits in the next
one. Both reduce the tracking efficiency.

To measure the timewalk, the time delay between a pulse with large amplitude
of ∼83 000 e− and a test charge is evaluated in Figure 5.23. For each test charge
one hundred pixels are randomly chosen on the ROC and their mean timewalk is
extracted. The errors indicate the standard deviation of all tested pixels. As ex-
pected, the timewalk increases with smaller test pulses. For test pulses right above
the threshold, the mean timewalk stays below 20 ns, which is less than the LHC bunch
crossing time of 25 ns. Few individual pixels however reveal a timewalk larger than
the bunch crossing time. This is why efforts have been made to reduce the timewalk
further for the following iterations of the ROC. Irradiation effects lead to a maximal
increase in the timewalk of 2 ns after a TID of 80 Mrad. However, as it still remains
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below 25 ns, this increase does not affect the performance of the ROC.

5.3.3 Behaviour of PROC600V2 under X-ray illumination

In this Section, the properties of the PROC600V2 chip when exposed to X-rays are
studied in order to test the interaction of the ROC with real particles instead of
internally generated calibrate signals.

Noise

The noise measurement presented in Section 5.3.2 is restrictive in the sense that
estimates the noise of the analog readout chain of the ROC, factoring out the impact
of incident particles on the noise, and the crosstalk between different pixels. In real
detector conditions however, all pixels are operational simultaneously, and exposed
to radiation. These more stringent conditions have a large impact on the noise level,
as is verified by repeating the previous measurement under X-ray illumination.

Indeed, the noise level strongly depends on the hit rate to which the ROC is
exposed to during the measurement as is verified in Figure 5.24, which shows the noise
as a function of hit rate for one ROC at different irradiation doses. It is shown that the
noise increases by about 150 e− from a hit rate of 50 MHz cm−2 to 250 MHz cm−2. This
is why the exact hit rate during the measurement is recorded in order to disentangle
effects on the noise from irradiation and from varying hit rates. The result of the
noise measurement performed in the high rate environment is shown in Figure 5.25.
Two features can be extracted: as presented before, the noise increases with larger
hit rates, and exceeds the noise measured in the ideal case presented in Section 5.3.2
by more than a factor two. In addition it also becomes clear that the noise level
increases with TID, especially at doses above 60 Mrad where the noise increases by
100 e− on average at a constant hit rate. Already the noise level before irradiation
considerably impacts the operation of the detector, which is why a high threshold of
4000 electrons was chosen to operate the modules built with the PROC600V2 chip.

With the help of this result, the origin of the noise has later been understood to
originate from a crosstalk between the trim lines and the injection capacitor. After
setting the threshold of the chip, the trim lines lie on the last value of the trimbits
that was set. In most cases, this value will be different from the ground level. When
the chip is exposed to a high hit rate environment, the crosstalk between the ground
lines and the injector capacitor causes the creation of additional noise hits in the
capacitor. The schematics of the ROC illustrating the origin of the large noise are
shown in Figure 5.26. To solve the issue, the position of the injection capacitor has
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Figure 5.24: Noise measured for one
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been moved for the PROC600V4 chip, and is now located below the bump pad,
therefore removing possible crosstalk between the trim lines and that capacitor [177].

Efficiency

Specifications of the chip indicate that the efficiency should surpass 98% at the max-
imum hit rate expected in the CMS detector. For layer 1, which is located only
3 cm away from the beam line, a proton hit rate of around 600 MHz cm−2 is expected
(thereby giving the ROC its name). As mentioned in Section 4.2.5, hadrons create
clusters of size two on average in the sensor. Photons produced in the available X-
ray setup primarily interact with the sensor via the photoelectric effect, such that no
charge sharing occurs. Therefore each hit leads to an entry in both the timestamp and
the data buffers. On the contrary for clusters of hits, only one entry in the timestamp
buffers is created for multiple hits. The equivalent hit rate of X-rays is thus estimated
to be on average twice larger than for charged particles, and the maximum hit rate
expected in the CMS experiment corresponds to a photon hit rate of 300 MHz cm−2.

The efficiency measurement consists in recording an efficiency map while enabling
all pixels and exposing the ROC to X-rays. The efficiency is calculated as the frac-
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(a) PROC600 versions 1,2 and 3 (b) PROC600V4

Figure 5.26: Positioning of the injection capacitor for PROC600 versions 1,2, 3 (a)
and 4 (b) [177]. For ROCs up to version three, crosstalk between the trim lines and
the injector capacitor creates large noise in a high rate environment. Moving the
injection capacitor underneath the bump pad reduces the noise of the PROC600V4
chip.

tion of correctly read out test pulses. The corresponding hit rate is extracted from
the number of hits detected on the whole ROC area, and corrected for the measured
efficiency, assuming that the efficiency of detecting hits from X-rays and calibration
signals is similar. The estimated efficiency as a function of hit rate is shown in Fig-
ure 5.27, where each data point corresponds to the efficiency of one double column
in the ROC. When considering the overall trend of the efficiency up to a rate of
1300 MHz cm−2, which is a factor 4 larger than the rate expected in the CMS exper-
iment, two regimes can be identified. Below rates of ∼600 MHz cm−2 a small linear
decrease in efficiency is observed, which is explained by the analog dead time of the
amplifier. For larger rates, the efficiency drops much faster. There, buffer overflows
become the dominating source of inefficiencies as hits arrive in the pixels faster than
they can be read out. However, this problem only arises at rates much higher that
those expected in CMS. At lower rates the efficiency is well above the specification
of 98% for all ROCs at all irradiation rates, with the exception of one test sample
at 80 Mrad. The low efficiency of this sample is explained by the high level of noise
originating from the large irradiation dose. Globally, it can be concluded that the
efficiency is above specifications at the rates and irradiation levels expected to be
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Figure 5.27: Efficiency as a function of hit rate (a), and zoom into the low rate region
(b). While different sources of inefficiencies are noticeable, the efficiency remains
above 98% up to hit rates of 300 MHz cm−2.

reached in the CMS experiment.
This measurement is performed using the standard pattern generator which sends

a reset before each calibrate signal. After conclusion of this study, it was observed
that when removing these resets, a large drop in efficiency is observed both at low
and at high rates which is caused by a synchronisation failure between the data and
the timestamp buffers. This occurs when the ROC signals that its buffers are full
simultaneously to a the arrival of a new signal. The detector is thus operated with
resets sent with a frequency of 70 Hz in order to reach the targeted efficiency.

5.3.4 Readback calibration

As explained in Section 4.2.5, the ROC possesses a readback mechanism which allows
to extract certain information from the ROC during operation. Of particular interest
are

• the bandgap reference voltage, as it is known from Section 5.3.1 that it decreases
with irradiation

• the analog current provided to the chip to verify that it is sufficient for operation
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• the unregulated analog and digital voltage as they are used to supply the reg-
ulated analog and digital voltage which are provided to the ROC.

In order to make use of the information obtained via the readback mechanism, it
needs to be calibrated before installation. This is done via the DTB by comparing
the voltage or current supplied to the chip with the value obtained from the readback
mechanism.

Voltage calibration

The voltage that is read back by the ROC scales linearly with the input voltage, such
that it can be described as

V (R) = p0 + p1 ·R,

whereR is the value provided by the readback mechanism, V (R) the corresponding
physical voltage and p0 and p1 two parameters to be determined.

The average of the calibration curves obtained for all ROCs at each irradiation
dose is shown in Figure 5.28 for the calibration of the digital and the analog voltage.
This calibration strongly depends on the TID. The bottom panels of this Figure show
the ratio between the pre- and the post-irradiation curves. At the TID collected by
layer 1 of the detector during operation in 2017 and 2018, the curve shifts by 20%,
meaning that using the calibration curves collected during module testing before
installation leads to wrongly interpreted voltage measurements. Noticeably only the
offset of the calibration curve is affected, but not its slope.

In order to compensate for this drift, a dose dependent correction factor is ex-
tracted from the measured calibration curves and is shown in Figure 5.29 for the ana-
log and digital voltage calibrations. The correction factor C(d) is well parametrised
by the function

C(d) = c1 · (c2 − e−d·c3)

where d stands for the accumulated TID in Mrad. The fit parameters are given
in Table 5.5. It can be noticed both from the Figures and from the fit parameters
that the calibration for the analog and the digital voltage are comparable with each
other. The extracted correction factor for the offset of the calibration is independent
on the reference voltage and enables to correctly interpret the readback information
after irradiation.
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Figure 5.28: Calibration of the readback of the analog (a) and digital (b) voltage as a
function of irradiation dose. The calibration strongly depends on TID and the offset
of the calibration curve decreases by more than 30% at the largest tested dose.

Current calibration

Similarly to the readback of voltages, the readback of the analog current is calibrated.
In a first step, the evolution of the analog current, which is measured with the DTB,
with respect to the setting of Vana is evaluated and fitted with a second order poly-
nomial:

Iana(Vana) = m0 +m1 · Vana +m2 · V 2
ana

In a second step, the amplitude of Vana is related to the measured readback

Readback calibration c1 c2 c3

Analog voltage -0.37 ± 0.07 -1.74 ± 0.53 0.025 ± 0.009
Digital voltage -0.34 ± 0.04 -1.96 ± 0.36 0.029 ± 0.009
Analog current -0.48 ± 0.14 -1.10 ± 0.62 0.022 ± 0.012

Table 5.5: Fit parameters for the correction factor that rectifies the readback calibra-
tion after irradiation presented in Figure 5.29.
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Figure 5.30: Calibration of the readback
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radiation dose. The calibration curve is
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currents after irradiation.

response using a linear function:

R = n0 + n1 · Vana
Combining both steps allows to find the analog current as a function of the read-

back value:

Iana(R) = m0 +m1 ·
(R− n0

n1

)
+m2 ·

(R− n0

n1

)2

The calibration is performed for each ROC at all tested irradiation steps, and the
calibration curves are averaged for all samples. The result is presented in Figure 5.30.
As expected, the calibration is parabolic and not linear in this case. Furthermore,
while the current calibration also strongly depends on the TID, the radiation induced
drift varies with the value of the current. A correction factor has been derived for
correcting the calibration for a current of 24 mA, as this is the current required to
operate the chip. The correction factor is given in Figure 5.29, and the parameters
of the exponential fit are listed in Table 5.5. The given parameters can be used to
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correct the calibration curves during operation knowing the TID accumulated by the
detector in order to properly interpret the output of the readback.

5.3.5 Conclusion

This study intensively investigated the effect of TID on the readout chip used for layer
1 of the Phase 1 upgrade pixel detector, PROC600V2. Test samples were exposed to
doses up to 80 Mrad, which exceed the accumulated dose during the operation of the
detector in 2017 and 2018 by a factor two. Various intermediate doses were tested in
order to establish a clear picture on the evolution of TID effects with irradiation dose.
The knowledge gained during this work was instrumental in the excellent performance
of the detector.

During the course of the study, several shortcomings of the chip became apparent,
such as its large noise when exposed to X-rays, and the reduced pulse height sensitivity
arising from the large non-linearity between the pixels. None of these issues originate
from radiation defects, and are present already for non-irradiated ROCs. Identifying
these flaws enabled to correct them for the development of the PROC600V4 chip,
from which modules are built to replace the innermost layer of the pixel detector for
Run III of the LHC.

The irradiation campaign did not reveal additional issues arising from accumulated
TID, which was confirmed during the two years of operation in CMS. It was shown
that the ROCs can well be commissioned and trimmed at all tested irradiation doses.
It was also shown that using frequent resets, the chip efficiency is above 98% at the
maximum hit rate expected in the CMS experiment. It was observed that the noise of
the ROC when exposed to X-rays increases even further with irradiation, particularly
at higher irradiation doses above 40 Mrad. However, this dose exceeds the maximum
TID accumulated during the two years of operation, and the increase of the noise
level at lower rates is acceptable.

This study also provided several essential calibration parameters which are needed
to adapt the operation parameters during data taking. In particular, a TID dependent
correction factor which enables to correctly interpret the output of the ROC readback
mechanism was derived. Additionally another dose dependent correction factor is
provided to adjust the input current to the analog circuitry of the chip during detector
operation. This contributed to a successful operation of the detector during the years
2017 and 2018.
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Module qualification for the Phase
1 upgrade pixel detector

All individual components are thoroughly tested before assembly of the full modules.
In dedicated setups any electrical shortcomings of single HDIs are identified, and the
properties of all sensors are evaluated. In addition, the ROC wafers are probed after
dicing to identify ROCs with severe damages. These tests are performed in order to
maximise the production yield of full modules, already rejecting faulty components
before module assembly. However, a complete analysis of the assembled modules is
still necessary in order to verify the modules’ functionality, to set certain operation
parameters, as well as to recognise potential defects occurring during module pro-
duction. The testing procedure involves electrical tests and measurements performed
under X-ray illumination and verifies the thermal stress tolerance of the modules.

Module assembly took place in October and November 2016 at the Paul Scherrer
Institute in Switzerland (PSI) [178]. This included the bump bonding of the sensor to
the array of readout chips, the gluing of the HDI and the wirebonding of the HDI to
the readout chips. The first series of tests were also performed at PSI, and modules
were afterwards transported to ETHZ [179] to study the modules’ performance when
exposed to X-rays.

Section 6.1 details the test series performed on all assembled modules and describe
the testing conditions. Section 6.2 gives a brief overview of the results of the electric
tests performed on the modules. In Section 6.3, their properties when exposed to X-
rays are described and the main observed defects are outlined. Section 6.4 summarises
the results of the module qualification procedure. Finally, selected test results of
prototype modules equipped with the PROC600V4 chip are presented in Section 6.5.
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6.1 Test sequence and conditions

A standardised testing procedure is used to assess the quality of all modules before
installation in the Phase 1 pixel detector. Similarly to the tests performed on single
chip modules which are presented in Section 5.3, the procedure involves tests veri-
fying the electric properties of the readout chain of the individual ROCs, as well as
measurements using X-rays in order to evaluate the detection efficiency in a high radi-
ation environment. In addition, the sensor quality is evaluated. The full qualification
procedure used for layer 1 modules which are described in Section 4.2.5 is outlined in
the following:

• Thermal cycling: Three temperature cycles between 17 ◦C and −20 ◦C are per-
formed to verify that the sensor does not develop defects when exposed to
changes in temperature. As the coolant temperature in the CMS experiment is
−20 ◦C [95], this constitutes a lower bound for the modules.

• Electrical test at −20 ◦C: In this part of the qualification procedure, the func-
tionality of the module and the tuning of its operation parameters is verified.
This involves setting the timings of the TBM chip, studying the ROCs’ pro-
grammability, adjusting their supply voltages as well as their threshold, mea-
suring their noise, and evaluating the pulse height response. In addition, the
bump bonding quality is assessed and the readback mechanism of the ROCs is
calibrated.

• Sensor test at −20 ◦C: The leakage current of the sensor is measured at in-
creasing bias voltages to display the sensor properties. In particular, a high
leakage current or a voltage breakdown occurring at unusually low bias voltages
indicates defects in the silicon.

• Electrical test at 17 ◦C: This test is repeated at higher temperatures to ensure
the good functionality of the modules over the entire possible temperature range
in the CMS experiment.

• Sensor test at 17 ◦C: For similar reasons, the sensor quality is also assessed at
larger temperatures.

• High rate test at 17 ◦C: The ROCs’ efficiency when exposed to X-rays is mea-
sured as well as their noise. Pixels recording unusually many hits (hot pixels)
are also identified and either trimmed to a higher threshold value or masked. Hit
maps are recorded to identify further irregularities in the modules’ functionality.
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A total of 96 modules are needed to equip the innermost layer of the pixel detector.
To account for some defective modules and to provide spares in case of unexpected is-
sues during mounting, 141 modules are produced and qualified. The qualifications are
performed in similar setups than those described in Section 5.2.2. In this case, mod-
ules are connected via a copper cable to an adapter card, which in turn is connected
to the DTB. The tests are performed using the pxar [168, 169] and the elComandante
[170] software. Test results are analysed with the MoreWeb package [180], allowing
an automatic, consistent and fast grading of the modules.

6.2 Electric and sensor properties

An extensive overview of the results of the electrical tests is given in [181], of which
the key points are summarised here.

The test results confirm the ROC characteristics which were observed during the
irradiation campaign presented in Section 5.3. In particular, the threshold setting is
successful for almost all modules, and the supply voltages can be adjusted correctly.
However the large non-linearity in the pulse height response between all pixels be-
comes apparent in the test results as well. While globally the sensor quality is very
good, three modules are rejected because their leakage current exceeds 10 µA at 17 ◦C.

Additional issues are observed, which are also confirmed by tests performed in
a high hit rate environment which are described in Section 6.3. In particular, some
modules present a poor bump-bonding quality. In addition to this, specific electric
defects are identified. One example are address decoding problems, which are illus-
trated using the efficiency map shown in Figure 6.1. In this case, one column shows a
problematic behaviour as the hits received by every second pixel are read out with the
address of the pixel in the previous row. These type of defects impact the efficiency
in a high rate environment and affected modules are therefore rejected.

6.3 Interaction with X-rays

A key part of the module qualification is the verification of their functionality when
interacting with real particles instead of internally generated test pulses. Thus, 134
modules which did not reveal serious issues in the electric test (such as a particularly
high leakage current) were tested using X-rays between October and November 2016.
All modules are assigned a grade after qualification. Grade A modules exhibit a good
performance and are suited for installation in the detector. Modules with a few not
disqualifying problems are assigned grade B and are still considered for installation,
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Figure 6.2: Number of tested modules
as a function of time and assigned per-
formance grade. A total of 134 modules
were tested within three weeks.

while modules with severe issues are downgraded to grade C. Figure 6.2 shows the
evolution of the number of modules of each grade as a function of time. Most modules
are graded A, however approximatively 30% of the modules revealed major defects in
the qualification and are thus rejected from installation in the detector.

Because of the shortcomings of the PROC600V2 ROC which are observed in var-
ious tests such as the irradiation campaign presented in Section 5.3, dedicated testing
conditions are designed for layer 1 modules. In particular the threshold at which
modules are tested is raised to 4000 e− because of the large noise observed when ex-
posing the module to X-rays. However, this higher threshold is also necessary because
with the additional activity occurring in the chip at lower thresholds, the power con-
sumption of the ROC increases and exceeds the capabilities of the DTB, such that a
proper readout cannot be assured. This issue is not relevant when performing tests
on single chip modules because the DTB only has to power one ROC instead of 16
as is the case for a layer 1 module.

When increasing the threshold to that value, it is not possible to perform an
energy calibration for all modules as the energy of the fluorescent lines lies below the
threshold. Thus the calibration is only performed on only one module in dedicated
testing conditions, yielding a calibration with a slope of 52.23± 3.55 e−Vcal−1 and
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Figure 6.3: X-ray image of a module used for layer 1 of the pixel detector. Fea-
tures such as the cables and the capacitors placed on the module’s edges are clearly
recognisable.

an offset of −2046± 616 e−.
To further counteract effects from noise, two corner pixels of the ROC, whose size

is four times that of the other pixels are masked for the qualification. Furthermore,
the threshold of all edge pixels, whose size is twice larger than the size of pixels in the
middle of the array is increased to even larger values. In these conditions, it is possible
to operate the modules when exposed to X-rays as is illustrated in Figure 6.3, which
shows a hit map of an entire module. The features of the HDI shown in Figure 4.12 are
clearly recognisable, since parts of this printed circuit board are more transparent to
X-rays than others. In particular, the dark rectangles show the location of capacitors
glued on the HDI. The module cable is also identifiable. As the energy of particles
which are produced in the CMS experiment is much higher than that of the X-rays
used for testing, the stopping power of the HDI does not impact the operation of the
pixel detector.

Before taking any measurements in the high hit rate environment, modules are
configured. As mentioned above, the threshold of the pixels is adjusted. Furthermore,
pixels which record considerably more hits than surrounding ones are identified as hot
pixels, and their threshold is either increased or the entire pixel is masked. Lastly,
CalDel is optimised for reaching the highest possible efficiency.

6.3.1 Efficiency

A crucial feature which is tested during the qualification procedure is the modules’
efficiency in a high rate environment. The test is performed as is described in Sec-
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Figure 6.4: Efficiency of ROCs on layer
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tion 5.3.3, using frequent resets in order to prevent issues of mismatches between
data and timestamp buffers. The efficiency of the ROCs of all modules is shown for
different hit rates in Figure 6.4. Each data point corresponds to the efficiency of one
ROC, and is coloured according to the assigned grade of the module to which the
ROC belongs. The efficiency of all ROCs graded A exceeds 99% at the maximum rate
expected in the CMS experiment, which corresponds to 300 MHz cm−2. The efficiency
of several ROCs on modules graded C is however considerably lower, decreasing below
96% already at very low rates. One reason for such cases are defects in the double
column periphery. This is described in more detail in Section 6.3.3.

6.3.2 Noise

The noise when exposed to X-rays is also evaluated and shown in Figure 6.5. The hit
rates during the measurements vary between 150 MHz cm−2 and 200 MHz cm−2. As
expected from previous measurements, the noise in these conditions is large, averaging
343± 38 e− for modules graded A. Modules with lower grades have a very similar noise
level. No grading is applied on the noise level of modules.
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Figure 6.6: Overlay of the bump bonding defects of all tested modules. Most defects
are located on the edges of the module.

6.3.3 Observed defects

A variety of defects appeared during the qualification of layer 1 modules in a high hit
rate environment. The most common defects are summarised here.

Tests performed in a high hit rate environment are used to evaluate the quality
of the bump bonding. Electrically working pixels which record no hits during a
sufficiently long data acquisition time are easily identifiable has having a defective
connection to the sensor. Figure 6.6 shows an overlay of all defective bump bonds
of the 134 tested modules. The majority of the bump bonding problems arise at the
edges of the module, and concentrate predominantly on one of its sides. This differs
to modules tested for layer 2 of the detector, where defective bump bonds primarily
occur at the corners of the ROCs as is illustrated in [175]. These modules are bump
bonded using a different setup than modules for layer 1 which explains the varying
patterns. The origin of the problems for layer 1 are explained by the fact that the size
of the pressure mask applied on the module during bump bonding is barely as large
as the module itself. Thus a lower pressure is applied on the edges of the modules.

The main defects which are observed during module qualification in a high hit rate
environment are issues involving individual double columns. These defects appear in
various constellations, but are all identifiable by irregularities observed when exposing
the module to X-rays. Most of these cases are explained by defects in the double
column periphery.

One example is described in the previous Section, where wrong addresses lead to
hits of pixels in even rows being recorded in an adjacent row. This feature is observed
for internal calibrate signals and a similar observation holds for hits created by X-
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Figure 6.7: Hit map of a ROC with defective data buffers (a) and defective timestamp
buffers (b) in one double column. In the first case, the column sees no hits when
exposed to X-rays. In the second case, the efficiency of the problematic double column
decreases.

rays. Other cases are related to defective buffers in the double column interface. Two
examples are given in Figure 6.7 which shows the hit maps of two ROCs of different
modules. In the first example, no pixel except for one records any hit in a full double
column. In the second case, one double column registers far less hits than adjacent
ones.

Using a dedicated testing procedure, the issue of the first ROC under study is
traced back to several defective data buffers in the periphery of the double column,
which is illustrated in Figure 6.8. In this test, calibrate signals are injected in each
double column until filling all the timestamp buffers. The number of pixels into which
pulses are injected per timestamp can be varied. It is then verified if all injected test
pulses can be read out. In the example shown here, it can be seen that all hits can
be read out when less than 8 timestamp buffer cells are used, injecting 2 pixels per
timestamp. When injecting 4 pixels simultaneously, only hits injected in the first 3
timestamp buffers are recorded. Evaluating the total number of hits injected into the
data buffers, it can be concluded that there exists a chain of defective data buffers
in the double column periphery, beginning at cell 15 or 16. In a similar test, it could
be identified that the example shown in Figure 6.7 (right) arises from a defective
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timestamp buffer in cell 14. In this case, the output of the test is independent on the
number of injected hits per timestamp.

These defects lower the efficiency of the ROCs when exposed to X-rays as is
illustrated in Figure 6.9. In both cases the efficiency of one ROC of each module
decreases significantly above a certain hit rate. The rate at which the efficiency
begins to decrease depends on the position and the cell of the defective buffers.

As similar defects were already observed for layer 2 modules which were produced
before those of layer 1, the ROC wafer testing was expanded to identify issues with
defective buffers [182]. This enabled to already reject problematic chips before module
assembly. However, it is clear that the test did not recognise all faulty ROCs.
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6.4 Qualification overview

After performing all tests described above, each ROC on the module is being assigned
a grade between A and C, the module grade being the worst grade of all its ROCs.
A ROC is downgraded either from one of its performance parameters or because of a
too high number of defective pixels. When more than 42 pixels (1%) on a ROC are
defective, the ROC is graded B, if there are more than 168 (4%), it is graded C. Pixel
defects recognised in X-ray tests involve bump bonds, and hot pixels which have to
be masked. Furthermore, no module with more than 200 bump bonding defects in
total is accepted. Performance parameters taken into account are the efficiency of the
ROC, the column uniformity which requires that all columns record a similar number
of hits, and the temporal readout uniformity which verifies if the number of recorded
hits remains constant over time. These parameters enable to recognise most of the
issues arising in the double column periphery, which are described in Section 6.3.3.
Grading criteria on the performance parameters are shown in Table 6.1.

Table 6.1: Performance parameters of a ROC leading to a downgrade. These involve
the ROCs efficiency when exposed to X-rays, and its column and readout uniformity.

B C

Efficiency at 300 MHz cm−2 < 98% < 95%
Column uniformity problems - ≥ 1
Readout uniformity problems - ≥ 1

In addition to the grade obtained during the qualification in the high hit rate
environment, the module is assigned a grade for its sensor quality and one for its
electronic properties. The final grade corresponds to the worst grade of these three.

A total of 141 modules were tested, of which 79 were assigned grade A, 26 grade
B and 36 grade C, leading to a failure rate of 28.5%. As 96 modules are needed for
installation, enough modules of grade A and B are available to equip the detector.

The main failure reasons are issues with double column defects, affecting 22 mod-
ules. Two modules were rejected because of their poor bump bonding quality, and
an unusually high leakage current disqualified 3 modules. All other modules graded
C present various defects in the electric test and are described in [181].

Modules successfully passing the qualification were installed on the support struc-
ture in November and December 2016 at PSI, and connected to the supply tube. The
Phase 1 pixel detector was transported to CERN and installed in CMS in February
2017.
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(a) r − φ direction (b) z direction

Figure 6.10: Residuals of layer 1 in the r − φ (a) and z (b) direction [183]. The
residuals give an upper limit on the position resolution of the innermost layer of the
detector.

The detector has been operated in 2017 and 2018 and performed excellently. This
is exemplified for instance by its position resolution. Figure 6.10 shows the residuals in
the r−φ and z directions of the innermost layer of the detector. For this measurement,
the triplet method is employed, in which signals from two layers in the pixel detector
are used to extrapolate the hit position in the third layer of interest. The residual
is then evaluated as the difference between the interpolated and the measured hit
position. While this method aims to evaluate the position sensitivity, the residual also
takes into account effects such as detector alignment and position sensitivity of other
detector layers. Although the residuals of layer 1 of the detector are larger than for
layers 2 and 3 as the interpolation is performed one-sided only, a width of the residual
distribution and thus an upper limit on the position resolution of 25.7 µm in the r−φ
direction and 57.6 µm in the z direction are nonetheless achieved. Figure 6.11 shows
the efficiency of each detector layer as a function of the instantaneous luminosity.
The hit efficiency of all layers lies above 99% except for a drop to 97.5% at an
instantaneous luminosity of 2× 1034 cm−2 s−1 in layer 1. This is because of the limited
frequency of the resets necessary for maintaining the efficiency level as described in
Section 5.3.3. Nonetheless, the detector provides collision data of excellent quality
for physics analysis.
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Figure 6.11: Hit efficiency of the four bar-
rel layers and the three endcap disks of
the pixel detector as a function of the in-
stantaneous luminosity [183]. Except for
layer one where the efficiency drops to
97.5% at an instantaneous luminosity of
2× 1034 cm−2 s−1, the efficiency of all de-
tector layers consistently lies above 99%.
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6.5 Modules for the replacement of the innermost

layer

As described in Section 4.3.1, the modules mounted on the innermost layer of the
Phase I pixel detector present several shortcomings. To improve the performance of
the detector for the Run III of the LHC, this layer has been exchanged in 2020. In
particular, the readout chip used for the modules has been replaced by an updated
version, the PROC600V4 chip.

Three prototype modules equipped with the newly designed PROC600V4 chip
are tested under X-ray illumination in order to characterise their performance. In
particular, the impact of the design changes of the ROC with respect to the previous
version are studied. First, it is confirmed that the noise level is indeed reduced for the
new chip version as is described in Section 5.3.3. This enables to successfully operate
modules at a threshold of down to 1950 e−, compared to the 4000 e− threshold with



6.5. Modules for the replacement of the innermost layer 121

which the modules equipped with PROC600V2 are operated.
In addition, it is verified that the inefficiencies at both low and high rates which are

caused by mismatches between the buffers are resolved. This is verified in Figure 6.12,
which shows the efficiency of the three tested modules with PROC600V4 chips, and
for comparison one module with the older PROC600V2 chip version. Here, no resets
are applied during the measurement, which reveals the inefficiencies at low rates
in particular, where the efficiency is below 99.5%. With the newly designed ROC
version, the efficiency approaches 100% at rates below 20 MHz cm−2 and remains
above 99% up to a rate of 300 MHz cm−2 which is the maximum rate expected in the
CMS detector during Run III.
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Furthermore, the pulse height resolution of the ROC is improved. Figure 6.13
shows the spectrum of the four available fluorescent targets measured by a ROC of one
of the three prototype modules with the new ROC version. The peaks corresponding
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to the Kα1 lines of the elements are easily identifiable. Two of these spectra are
compared in Figure 6.14 to those obtained using PROC600V2 chips. The peaks
corresponding to the Kα1 emission line of the material are fitted with a Gaussian
function. For both emission lines, a distribution width of ∼ 23 ADC is obtained
with PROC600V2 and ∼ 14 ADC with PROC600V4. The width of the peak is thus
reduced by ∼40% for the PROC600V4 chip, indicating a much improved pulse height
resolution.

This feature enables a more precise energy calibration using the method presented
in Section 5.3.2. Averaging between the three tested modules, a calibration slope of
43.72± 0.29 e−Vcal−1 and an offset of −442± 18 e− are measured.

These measurements show that several of the shortcomings of the PROC600V2
chip have been resolved in the development of the PROC600V4 chip. In the beginning
of the year 2020 modules with this new chip version were built, qualified and installed
in the detector to replace the innermost layer of Phase I upgrade of the CMS pixel
detector.
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Chapter 7

Motivation

After the discovery of the Higgs boson in 2012 by the ATLAS and CMS collabora-
tions [35, 36], focus has shifted towards evaluating its properties through precision
measurements. In this context the associated production of a Higgs boson with a
pair of top quarks has gained importance in recent years. Despite its low cross sec-
tion, this process can now be observed with the increasing luminosity delivered to
the experiments by the LHC. Indeed, the precision on the production cross section of
this process has increased significantly. The relative error σµ/µ on the ratio µ of the
measured cross section and the SM predicted one of the tt̄H, H→bb̄ process was 1.33
using data collected by the CMS experiment at centre-of-mass energies of 8 TeV [184].
This number decreased to 0.63 using data collected in 2016 [185], and to 0.28 when
including the 2017 dataset [186].

Additionally, new Higgs boson production and decay modes have been targeted.
For instance, the high pT phase space region of the Higgs boson in the gluon fusion
production mode has been explored in 2019, providing a differential cross section
measurement in the combination of the H → γγ, H → ZZ and H → bb̄ decay
channels [187].

The second part of this thesis describes a measurement of the tt̄H, H→bb̄ process,
focusing on final states with top quarks or Higgs bosons produced at large transverse
momentum. This Chapter motivates the search for such events. In particular, Sec-
tion 7.1 describes how a precise measurement of the tt̄H, H→bb̄ process improves
the understanding of the Higgs sector and of particle physics in general. A thorough
overview on the current status of the search for tt̄H, H→bb̄ events is given in Sec-
tion 7.2, and Section 7.3 describes the topology of these events in the high pT phase
space.
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7.1 Implications of the tt̄H, H→bb̄ process for par-

ticle physics

Since the top quark is the most massive particle known to date, its coupling with
the Higgs boson is expected to be the largest one in the SM (cY,t ∼ O(1)). However
potential deviations from Standard Model predictions could arise in the Yukawa cou-
pling between both particles, which is why a precise measurement of the coupling is
necessary.

7.1.1 Measurement of the top quark Yukawa coupling in the
tt̄H, H→bb̄ process

With the increase of the centre-of-mass energy of the collisions occurring at the LHC
from 8 TeV to 13 TeV in 2015, interest in the study of the tt̄H process has grown
significantly. This is explained by the considerable increase of the cross section of the
process with higher centre-of-mass energies as shown in Figure 3.4. With more refined
analysis methods, the decay into a bottom quark pair also becomes targetable, as it
gives a better handle on the overwhelming tt̄+jets background.

A remarkable property of the Higgs boson is its coupling to all massive particles,
which is proportional to their mass as explained in Section 2.2. To verify this prop-
erty, the Yukawa couplings are measured with increasing precision, as is illustrated
in Figure 7.1. This Figure shows the coupling strength between the Higgs boson and
different fermions and bosons as a function of their mass. The predicted proportion-
ality between both parameters is verified. Of major interest is the coupling between
the Higgs boson and the top quark, as it is the most massive particle known to date,
and therefore has the largest Yukawa coupling. However, the measurements of this
coupling are so far dominated by the gluon fusion process. While the cross section
for this process is largest, the top quark only appears in virtual loops. Thus, BSM
physics effects entering the loop cannot be excluded, and might impact the indirect
measurement of the top quark Yukawa coupling.

A direct measurement can only be obtained in the associated production of a Higgs
boson with a top quark pair, and in the production of a single top quark associated
to a Higgs boson. However, the cross section of the latter is seven times smaller than
that of the tt̄H process. As the top quarks are present in the final state of the tt̄H
process, BSM effects can be excluded in this case.

A precise measurement of the top quark Yukawa coupling is crucial, in particular
because it impacts the stability of the electroweak vacuum. The Higgs boson potential
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Figure 7.1: Coupling strength of the
Higgs boson to massive leptons and
quarks as a function of the particles’
mass [189]. All measurements to date
confirm the proportionality between both
quantities.

Figure 7.2: Vacuum stability as a func-
tion of the top quark and the Higgs boson
pole masses [188]. Current experimental
results hint that the position of the SM
vacuum lies in the meta-stable region of
phase space.

shown in Figure 2.2 only takes this form if the Higgs self-coupling parameter λ is
positive. However, this parameter is impacted by renormalisation. For instance, top
quark loops account negatively to λ and their contribution depends on the value of
the top quark Yukawa coupling. If λ becomes negative, field configurations with a
lower potential than the known electroweak vacuum arise, leading to an unstable
vacuum [188].

Figure 7.2 shows the regions of stability of the electroweak vacuum as a function
of the top quark and the Higgs boson pole masses. Current experimental results for
both masses as well as their uncertainties are indicated by the circular regions, which
indeed lie in the metastable region of the vacuum stability.

7.1.2 BSM effects in the top quark Yukawa coupling at large
Higgs boson transverse momentum

When the top quark or the Higgs boson carries a large pT , their decay products
become collimated and cannot be reconstructed into single classical jets. Figure 7.3
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Figure 7.3: Transverse momentum of the
Higgs bosons and hadronically decaying
top quarks in signal tt̄H, H→bb̄ and
background tt̄+jets events. A significant
fraction of events carry objects with a
large pT .

Figure 7.4: Higgs boson transverse mo-
mentum in tt̄H events at 8 TeV in the SM
case and with the addition of non-zero
chromomagnetic dipole and Higgs-gluon
kinetic couplings [192]. An increase of
events with large Higgs boson pT is ob-
served in the latter case.

shows the transverse momentum of the Higgs boson and hadronically decaying top
quarks in signal tt̄H, H→bb̄ events, and in the case of top quarks in tt̄+jets events,
which constitute the major background to the tt̄H, H→bb̄ analysis. While the peaks of
the distributions lie below 100 GeV, a number of objects carry a significantly larger
transverse momentum reaching several hundreds of GeV, such that reconstructing
these objects using dedicated techniques can improve the performance of the analysis.

Furthermore, a difference in the pT spectra of top quarks is observed between
signal and background events, which can help to discriminate between the two and
improves the signal-over-background ratio [190, 191]. Details about methods used to
reconstruct these high pT Higgs bosons and top quarks are given in Section 8.1.

Most importantly, an analysis of the tt̄H, H→bb̄ process in the high pT regime
can lead to additional insight into the nature of the Yukawa coupling between the
top quark and the Higgs boson, which could potentially resolve the instability of the
electroweak vacuum [188].

Several BSM theories indeed postulate anomalous couplings between the Higgs
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boson and the top quark. For instance, a class of theories predict a different CP
nature of the coupling by including a pseudoscalar component to the interaction. In
this case, the Lagrangian describing the interaction between both particles can be
written as

Lint = −mt

v
t̄(κt + iγ5κ̃t)tH (7.1)

with the Dirac spinors t̄ and t, the top quark mass mt, the vacuum expectation
value v, and the scalar and pseudoscalar couplings κt and κ̃t. In the SM case, κt = 1
and κ̃t = 0, since the Higgs boson has spin 0 and parity +. Those parameters can
differ from the SM case for instance through heavy fields present in virtual loops. In
particular, a parameter κ̃t different from zero would implicate the existence of a CP-
odd boson. This parameter is indirectly constrained by measurements of the electron
electric dipole moment de [193], which however assume a SM coupling between the
electron and the Higgs boson. The current limit on |de| < 1.1× 10−29 e− cm imposes
an upper limit of κ̃t < 0.01. However, additional contributions for instance from
supersymmetric scenarios could affect de, and thus κ̃t as well. Therefore a direct
measurement of these couplings is essential. These can be performed in the tt̄H,
tH and t̄H processes, for instance in cross section or invariant mass measurements.
Another possibility is to study spin correlations in the top quark pair, which directly
translate to the measurable azimuthal angle between the lepton pair and the beam
axis in dileptonic tt̄H events. This measurement gains sensitivity in the high pT regime
of the Higgs boson, which is targeted in this thesis [194, 195, 196, 197]. However, so far
all measurements, whether direct ones such as in the tt̄H process in the decay to two
taus or two photons [198, 199] or indirect ones in top quark pair production [200] and
in Higgs boson decays to four leptons, photons or taus [201, 202, 203, 204], strongly
favour a pure CP-even top quark Yukawa coupling.

Effective field theories predict new physics at the high energy scale by introducing
dimension six couplings of the Higgs boson to particles of the SM. In this case, the
amplitude of a process such as tt̄H takes the form

A = ASM + cO
q2

Λ2
A0 (7.2)

where ASM designates the momentum independent SM component of the ampli-
tude, cO a dimensionless constant, Λ the scale at which new physics appears, and q
the momentum transfer in the process. Because of the q2 dependence of the BSM am-
plitude, the effects of the new physics appear predominantly in the high pT regime.
Thus the Higgs boson typically has a larger transverse momentum than predicted
by the Standard Model, while leaving the processes’ cross sections unchanged. This



130 Chapter 7. Motivation

Figure 7.5: Example Feynman diagrams originating from the Higgs-gluon kinetic (a)
and the chromomagnetic dipole (b) coupling operators. This leads to additional top
quark pair production mechanisms such as those in (c) and (d), and additional tt̄H
production modes illustrated in (e) and (f) [192].

applies specifically to the dimension six chromomagnetic dipole coupling (hgt) and
the Higgs-gluon kinetic coupling (HG) operators. These can be incorporated in the
Lagrangian of the theory as

L = LSM +Ohgt +OHG (7.3)

with

Ohgt =
chgt
Λ2

(Q̄LH)σµνT atRG
a
µν OHG =

cHG
2Λ2

(H†H)Gµν
a G

a
µν (7.4)

which lead to additional Feynman diagrams such as those illustrated in Figure 7.5
Both operators thus introduce additional vertices between Higgs bosons and glu-

ons, and modify the kinematics of tt̄H, H→bb̄ events, as is illustrated in Figure 7.4.
With the chosen coupling strength values of chgt and cHG, an increase in the number
of Higgs bosons with pT > 500 GeV of at least one order of magnitude would be
observed [192, 205, 206].

A precise determination of the top quark Yukawa coupling, in particular through
studying the Higgs boson pT profile in tt̄H events, is thus of primordial importance
to establish a better understanding of the Higgs sector.

7.2 Current status of the search for the tt̄H, H→bb̄

process

The current experimental status on the analysis of the tt̄H, H→bb̄ channel is driven
by the ATLAS and CMS experiments. The CMS collaboration published an analysis
of the data collected in 2016 and 2017, leading to a ratio between the measured cross
section of the process and the expected one from the SM (called the signal strength)
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of µ = 1.15+0.32
−0.29 and an observed significance of 3.9σ [186]. In contrast, the latest

published result from the ATLAS collaboration analyses data taken during the full
Run II of the LHC, and measures a signal strength of µ = 0.43+0.36

−0.33, corresponding
to an observed significance of 1.3σ [207].

This new result from the ATLAS collaboration reconstructs the Higgs boson kine-
matics to provide a measurement within the simplified template cross section for-
malism [208]. This formalism defines multiple exclusive phase space regions and was
developed in order to maximally increase the sensitivity of physics analyses, while
minimizing the theory dependence of the results. Additionally, these predefined re-
gions simplify the combination of measurements across different Higgs boson decay
channels and results from different experiments. A dedicated analysis category re-
constructing Higgs bosons with a transverse momentum larger than 300 GeV is thus
provided in the result from the ATLAS collaboration. This individual category leads
to a signal strength of µ = 0.36+0.59

−0.55, which is compatible with Standard Model ex-
pectations.

While the tt̄H, H→bb̄ channel has not yet been discovered by either collaboration
as the observed significance remains below 5σ, the tt̄H production mode of the Higgs
boson was detected by both collaborations in 2018 by combining the decay modes to
W and Z bosons, to photons, to τ leptons and to a pair of bottom quarks [209, 210].
Similarly, the decay of the Higgs boson to a pair of bottom quarks could be observed
in the same year by combining the results with all other production modes of the
Higgs boson [211, 212]. With additional data collected in 2018 and in Run III of the
LHC programme and by using refined analysis methods, a direct observation of the
tt̄H, H→bb̄ process is within reach in the near future.

7.3 Event topology and backgrounds

The search for tt̄H, H→bb̄ events is very challenging because of its complicated final
state consisting of multiple jets, leptons and missing transverse energy. Furthermore,
the signal is hidden by backgrounds whose cross sections are several orders of magni-
tude larger. These backgrounds mostly consist of the QCD production of a top quark
pair in association with additional jets arising from initial or final state radiation.

7.3.1 Final state of tt̄H, H→bb̄ events

The associated production of a Higgs boson with a pair of top quarks results in a
complex final state. Since the lifetime of top quarks is smaller than the hadronisation
time, they decay before hadronising. The most common decay mode of top quarks is
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Figure 7.6: Feynman diagrams showing the associated production of a Higgs boson
with a pair of top quarks.

into a W boson and a b quark, which has a branching fraction of 0.957± 0.034 [15].
The W boson in turn decays either hadronically into a quark and an antiquark, or
leptonically into a lepton (electron, muon or tau) and its corresponding neutrino.
Thus the final state of tt̄H, H→bb̄ events consists of four to eight quarks, of which
four are bottom quarks, and between zero and two leptons and neutrinos. Two
example Feynman diagrams of the process are shown in Figure 7.6.

Assuming full detector acceptance and perfect resolution, this translates into the
following observed objects in the detector: four b-tagged jets, up to four non b-tagged
jets, between zero and two leptons, and missing transverse energy (MET) in case at
least one of the top quarks decays leptonically. However, it is not always possible to
unambiguously associate each generator level particle to a detector level object. While
leptons and MET are typically well reconstructed, jets are more difficult. Addition-
ally, not all objects pass the kinematic selections which are applied to the analysis.
Three cases can be identified:

• Fully reconstructed events: In this case, every quark can be associated unam-
biguously to a single jet.

• Fully reconstructed events + ISR/FSR: Each quark can be associated to a jet,
but there are additional jets originating from initial or final state radiation.

• Partial reconstruction: Less jets than quarks are present. This scenario occurs
when some jets are out of detector acceptance or below the energy threshold.
Jets can also be missing when Higgs bosons or top quarks are produced at large



7.3. Event topology and backgrounds 133

transverse momentum. With higher pT , the decay products become more and
more collimated, and might merge into a single classical jet. This scenario is
further investigated in Section 8.3.2.

7.3.2 Backgrounds

The dominant background of the analysis of the tt̄H, H→bb̄ process in the leptonic
decay channels of the top quark pair is the production of a top quark pair in as-
sociation with additional jets from QCD radiation (tt̄+jets). This background is
particularly difficult to handle because of the large difference in cross section of both
processes, which equals 0.5085 pb for signal events assuming a Higgs mass of 125 GeV
at centre-of-mass energies of 13 TeV, and 831.76 pb for tt̄+jets events with a top quark
mass of 172.5 GeV [80, 213]. Thus, the theoretically predicted cross section is around
three orders of magnitude larger than that of the signal process. In particular the
case of two additional b jets (tt̄+bb̄) is of interest as the final event composition is
identical to that of signal tt̄H, H→bb̄ events, as becomes apparent when comparing
the Feynman diagrams of the signal process in Figure 7.6 and the background pro-
cess in Figure 7.7. The measured cross section of the tt̄+bb̄ process even exceeds
the theoretically calculated one by a factor of around 1.3, which further reduces the
signal-over-background ratio in the tt̄H, H→bb̄ analysis [214, 215, 216].

Figure 7.7: Feynman diagram showing the tt̄+bb̄ process, which constitutes the main
background of the tt̄H, H→bb̄ analysis.

The tt̄+jets background can be subdivided into different categories:

• tt̄+bb̄: Two additional jets originating each from at least one b hadron are
present in the event
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Figure 7.8: Illustration of the tt̄+bb̄, tt̄+b and tt̄+2b background contributions. Blue
dots represent b hadrons, and cones show the jet reconstruction.

• tt̄+b: Exactly one additional jet arising from a single b hadron is present

• tt̄+2b: The event contains exactly one additional jet originating from at least
two b hadrons. This scenario targets the collinear gluon splitting into a pair of
b quarks which cluster into a single jet.

• tt̄+cc̄: The event has no b-flavoured jets, but at least one jet originating from
a charm quark.

• tt̄+LF (light flavour): This scenario groups all events which do not contain a
c- or b- flavoured jet.

In these definitions the jet flavour is determined by associating jets and partons
by spatial distance. The first three contributions are illustrated in Figure 7.8. This
splitting enables to better constrain the uncertainties on these backgrounds.

Additional minor backgrounds contributing to the analysis of the tt̄H, H→bb̄
channel are tt̄H events with a different decay mode of the Higgs boson, the production
of a top quark pair in association with a W or Z boson (ttW, ttZ), diboson production
(WW, ZZ, WZ), single top production, and the production of a W or Z boson with
additional jets. These amount to less than 5% of the total background contribution.

Since the final state contains many jets, this analysis also suffers from considerable
self-backgrounds since the association between jets and quarks is not unambiguous.
For example, there are 15 possibilities to identify the two jets originating from the
decay of the Higgs boson in an event with six jets. Using techniques to reconstruct
Higgs bosons or top quarks at large transverse momentum can reduce this ambiguity
as is explained in Section 9.5.
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Analysis techniques

As the LHC reaches higher energies and increases its luminosity, processes with
smaller cross sections become accessible. However, they are typically difficult to
disentangle from backgrounds processes which are often several orders of magnitude
larger than that of the signal.

In order to isolate signal events, dedicated analysis techniques are necessary. In
this work, large-R jets arising from the decay of heavy particles such as top quarks
or Higgs bosons are reconstructed. The techniques used for this purpose are detailed
in Section 8.1.

To discriminate between signal events and different types of backgrounds, the
b tagging likelihood ratio is used. This discriminant solely uses b tagging informa-
tion and is therefore ideally suited to discriminate between the light and b-flavoured
components of the tt̄+jets background. It is described in Section 8.2.

Additionally, the matrix element method (MEM) is used to distinguish between
signal and background processes, as it is particularly powerful in separating tt̄H,
H→bb̄ events from tt̄+bb̄ events. The MEM is described in Section 8.3.

8.1 Jet substructure techniques

Jet reconstruction algorithms, which are described in Section 3.1.3, were developed
to combine all hadronisation products originating from a single parton. However, in
decays of heavy particles with large pT such as top quarks or Higgs bosons, the angu-
lar separation between the jets in the final state is reduced, since the cone size Rmax

containing all decay products of the heavy particle scales as Rmax ∼ 2m
pT

. Thus, recon-
structing individual partons using a jet algorithm with a small distance parameter
fails when the hadronisation products of neighbouring partons enter the jet.
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Figure 8.1: Schematics illustrating the decay topology of top quarks depending on
its pT . The higher the pT , the more collimated the decay products are, allowing to
reconstruct the top quark within a large-R jet.

The starting point to correctly reconstruct these massive objects for most of the
developed techniques is the construction of large-R jets, which contain all constituents
emerging from the decaying particles. This is illustrated in the case of a top quark
in Figure 8.1, which shows how its three decay products become more collimated at
larger pT and can be combined into a large-R jet. In the following, various techniques
used to identify large-R jets originating from heavy particles with high pT , known as
“boosted” techniques, are described.

8.1.1 Overview of boosted techniques

Over the past years, interest in boosted techniques has grown considerably as the
phase space for which they are designed became accessible due to the high collision
energies and luminosities generated at the LHC.

The initial approaches focus on cleaning the large-R jets from additional con-
stituents arising for instance from pileup. These so-called grooming techniques are
described in Section 8.1.2. After this cleaning, further algorithms can be applied to
the large-R jets to analyse their substructure and identify the particle that created
the jet.

One class of substructure variables study the energy deposition inside a jet, ex-
amples of which are N-subjettiness [217] and energy correlation functions [218]. Both
evaluate the likelihood of a jet having a substructure compatible with N centers of
energy deposition. Thus it enables to distinguish heavy particles such as top quarks,
or W and Higgs bosons from jets emerging from QCD radiation, as they have a 3 or
2-prong structure, which is not the case for QCD jets [219, 220].

Further substructure discriminants reconstruct the clustering history of a jet, ex-
amples of which are shower and event deconstruction [221, 222].
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While the methods presented above are generic as they can be adapted to the
identification of various different particles, other methods are more specific. For
instance, a multitude of algorithms have been developed to identify or “tag” top
quarks. Examples are the HOTVR [223], the BEST [224], the CMSTopTagger [225]
and the HEPTopTaggerV2 (HTT) algorithm [226, 227, 228, 229], which is described
in Section 8.1.3.

In the aftermath of the Higgs boson discovery in 2012, interest in tagging high pT
Higgs bosons has grown considerably, resulting in the development of new methods
to identify such jets. The decay to a pair of b quarks is particularly interesting as it
features the largest branching ratio. Thus, both the CMS and ATLAS collaborations
have proposed algorithms to identify these bosons [230, 231, 232]. These are primarily
based on correctly interpreting the flavour content of the large-R jets.

In the past few years, machine learning techniques have gained a lot of attention,
and have improved the tagging performance of boosted objects considerably, as is
shown for instance in the case of top quark tagging [233], where the background
rejection of QCD jets of some network architectures improves by a factor two for
the same signal efficiency with respect to a simple analytical tagger combining N-
subjettiness and jet mass. An even larger improvement is observed in the case of
Higgs boson tagging [231, 232].

8.1.2 Jet grooming

An essential part of the reconstruction of heavy particles is the analysis of the con-
stituents of the large-R jets. In particular, constituents originating from other pro-
cesses than the decay of heavy particles must be identified and removed from the
large-R jet. There exist various algorithms which fulfil that purpose, commonly
grouped as grooming algorithms. Some examples are filtering [190], soft drop [234],
mass-drop [190], trimming [235] or pruning [236].

The filtering algorithm has been developed in conjunction with the mass-drop
algorithm [190]. It operates by reclustering all jet components with the Cambridge-

Aachen algorithm with a smaller jet parameter ∆Rfilt = min(0.3, ∆R(j1,j2)
2

). Here j1

and j2 correspond to the two jets arising from the last clustering step in the formation
of the original jet. The filtering step consists in conserving only the three subjets with
the largest pT after this reclustering. This number has been optimised for the analysis
of jets originating from a two-prong decay (such as W or Higgs bosons), allowing for
a contribution from QCD radiating from one of the decay products. The algorithm
is illustrated in Figure 8.2.
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Figure 8.2: Illustration of the filtering algorithm [237]. The filtering algorithm reclus-
ters the jet components with a smaller jet radius, and removes contributions which
are not contained in the three subjets with the largest pT .

8.1.3 HEP Top Tagger

As mentioned previously, top quarks play an important role in many precision mea-
surements of the SM, but also in searches for BSM physics. While top quarks decaying
leptonically via a W boson are more easily identifiable since background processes are
less important, top quarks decaying into hadrons are often difficult to distinguish from
QCD processes. This is why dedicated algorithms have been developed to identify
these quarks, such as the HEPTopTaggerV2 (HTT) algorithm [226, 227, 228, 229],
which has first been applied in a phenomenological study of the tt̄H process in
2010 [238].

The HTT tagger operates on large-R CA jets with a distance parameter ofR = 1.5
and with pT> 200 GeV. This initial jet is shown in Figure 8.3a. In a first step, the
last iterations of the jet clustering algorithm are undone, until the mass of all pro-
duced subjets lies below 30 GeV. Furthermore, a subjet js which emerges from an
unclustering step of jet j is only conserved if mjs > 0.2mj. Figure 8.3b illustrates
the first unclustering step. After several steps, a jet such as illustrated in Figure 8.3c
is obtained, where in this case four subjets are reconstructed. If the number of sub-
jets is below three, the jet is not processed further. Next, the filtering algorithm is
applied on three of the obtained subjets. This is done for all the possible combi-
nations of subjets, such as in this example the triplets ABD, ACD, BCD and as is
illustrated in Figure 8.3d, ABC. All combinations of three filtered subjets are then
reclustered with the CA algorithm using a distance parameter Rf = min(0.3,∆Rij/3)
where ∆Rij designates the angular distance between the two closest subjets in the
triplet. This creates a new list of subjets, of which only the five with the largest pT
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are conserved as is demonstrated in Figure 8.3e. The triplet leading to the largest
mass of the sum of this second list of subjets is chosen, and their constituents are
reclustered with the CA algorithm into exactly three subjets, which correspond to
the three decay products of the top quark as is illustrated in Figure 8.3f. Those three
subjets form the HTT candidate with a mass m123 and a joint mass of two subjets
mij. If the pT of the obtained HTT candidate lies below 200 GeV, the candidate is
rejected.

The parameter fW estimates the compatibility of the mass mij with the W bo-
son mass, and is shown in Figure 8.4. In this Figure, events are shown in the
arctan(m13/m12) versus m23/m12 plane. The top quark mass can be written in terms
of the subjet masses as

m2
t ≡ m2

123 ' m2
12 +m2

13 +m2
23. (8.1)

since the decay products themselves are considered to be massless.
Equation 8.1 thus describes a sphere of radiusmt. The parameters arctan(m13/m12)

and m23/m12, which are the azimuthal and the polar angle of a point on the sphere,
can thus unambiguously represent the candidate. The variable fW then describes the
distance between the HTT candidate to one of the lines corresponding to mij = mW

in the arctan(m13/m12) versus m23/m12 plane. Setting an upper limit on fW on the
HTT candidates thus corresponds to requiring that the combined mass of two subjets
i and j satisfies the condition mij = mW ±fW%. As shown in Figure 8.4, the variable
fW is clearly discriminating between top quarks and QCD induced jets as the former
cluster at small fW values [226].

Thus m123 must fulfil one of the following conditions:

0.2 < arctan
m13

m12

< 1.3 and Rmin <
m23

m123

< Rmax (8.2)

R2
min(1 + (

m13

m12

)2) < 1− (
m23

m123

)2 < R2
max(1 + (

m13

m12

)2) and
m23

m123

> 0.35 (8.3)

R2
min(1 + (

m12

m13

)2) < 1− (
m23

m123

)2 < R2
max(1 + (

m12

m13

)2) and
m23

m123

> 0.35 (8.4)

where

Rmin = (1− fW,max)
mW

mt

and Rmax = (1 + fW,max)
mW

mt

(8.5)
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Figure 8.3: Illustration of the HEPTopTagger algorithm. Jet constituents shown in
blue represent the top quark’s decay products. Emissions from gluon radiation are
shown in red and those from pileup and underlying events are depicted in grey. The
algorithm reconstructs the three decay products of the top quark and largely removes
other contributions [229].
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(a) tt̄ (b) QCD

Figure 8.4: Distribution of HTT candidates in tt̄ (a) and QCD multijet (b) events
in the arctan(m13/m12) versus m23/m12 plane. Solid black lines represent the cases
where the mass of a combination of two subjets directly matches the W mass. Dashed
lines show the region with fW,max = 0.15 [226]. Top quarks are clustered around the
lines where the invariant mass of two of the subjets is compatible with the W mass,
while the distribution is mostly uniform for QCD events.

8.2 B tagging likelihood ratio

To discriminate between different contributions to the tt̄+jets background, the b
tagging likelihood ratio (BLR) is evaluated.

To this aim, a b tagging likelihood function is built from the probability density
function f(ξ|b/l) of a jet with a b tagging discriminator ξ to originate from a bottom
or a light quark:

BL(~ξ|Nb) =
∑
i∈perm

[∏
k∈bi

f(ξk|b)
∏
k∈li

f(ξk|l)
]

(8.6)

The sum in Equation 8.6 expands over all the possible permutations to assign Nb

jets in the event to b quarks, and ~ξ designates the array of the b tagging discriminants
of all jets in the event. Selecting the largest element in the sum allows to identify the
jets originating from bottom quarks in the event.
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A ratio is built from two b tagging likelihoods:

BLR(~ξ) =
BL(~ξ|4b)

BL(~ξ|4b) +BL(~ξ|2b)
(8.7)

Selecting the ratios of the 4 versus 2 b-tagged jets hypothesis optimises the dis-
crimination power between tt̄+bb̄ events which have 4 b quarks and tt̄ + light jet
events, which have only two b quarks.

8.3 The matrix element method

The matrix element method (MEM) is an analytical discrimination variable built
from multiple event characteristics, in particular the four-momenta of the jets and
leptons.

The first theoretical motivation for the method arose several decades ago [239], and
first experimental applications followed at the Tevatron accelerator notably for a top
quark mass measurement [240], and the discovery of single top quark production [241,
242]. The application of the method to the tt̄H, H→bb̄ process was first motivated
in [243] and later applied both by the ATLAS and CMS experiments [184, 244].

8.3.1 Definition

This Section details the implementation of the MEM in the case of the analysis of
the tt̄H, H→bb̄ process.

The MEM computes the probability of an event with observables y (kinematics
of all measured particles) to originate from a process θ with an associated matrix
element Mθ as follows

P (y,θ) =
Nα∑
k=1

∫
dx1dx2

2x1x2s

∫ n∏
i=1

d3pi
2(2π)3Ei

× δ4(q1 + q2 −
n∑
i=1

pi)

× f(x1)f(x2)

×R(ρ̃T ,ρT )

× |Mθ(q1, q2, p1, ..., pn)|2

×W (y|p)

(8.8)
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where q1,2 represent the momenta of the colliding partons. Since their momenta
cannot be measured, an integration is performed over the momentum fractions x1,2

of both partons, involving the parton distribution functions f(xi). The two first lines
of equation 8.8 also include the phase space element of the 2→n scattering process.

The matrix elementMθ(q1, q2, p1, ..., pn) depends on the kinematics of the colliding
partons, and on those of the final state particles p. These are however not known as
only the detector observables y are measurable. To estimate the kinematics of the
final state particles from the observables, transfer functions W (y|p) are evaluated for
jets and leptons. These functions give the probability to measure properties y from
a parton level state p. Similarly a transfer function R(ρ̃T ,ρT ) is evaluated for the
measured missing transverse momentum ρ̃ [245].

A further complication arises from the fact that jet kinematics are affected by
different uncertainty sources as will be described in Section 9.4, each modifying the
observables vector y to a vector y′ = y + δy. These need to be propagated to
the MEM probability as they affect the transfer functions used in the integration.
To optimize the available computing resources, thus avoiding a full recalculation for
every uncertainty source, the MEM probability is evaluated by promoting the transfer
function to a vector containing all sets of kinematics as

W (y|p) →


W (y|p)

W (y + δy1|p)
...

W (y + δyn|p)

 (8.9)

thus treating all sources simultaneously [245].
Lastly, a sum is performed over Nα possibilities to associate all measured jets to

the parton level quarks. Using symmetries and physical considerations, Nα does not
need to correspond to all possibilities for this association. An event with six jets is
considered here for illustration. From b tagging, four jets which are most likely those
into which the four b quarks hadronise, can be singled out. Of those four b-tagged
jets, two must arise from the decay of the Higgs boson into b quarks. There are
6 possibilities to choose those two quarks. Since current techniques to measure the
charge of b-tagged jets still lead to large mistag rates [246], no charge information
is used for those jets. Thus, another two permutations are needed to associate both
remaining b-flavoured jets to the b and b̄ quarks arising from the decay of the two
top quarks. In total, this amounts to 12 permutations to associate all jets to parton
level quarks.

Several simplifications are made here. For instance, in the case of dileptonic
events, it is assumed that the charge of the lepton can be measured unambiguously.
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Similarly, the mistag rate in identifying the four jets arising from the b quarks is
neglected. Lastly, in the case of semileptonic events, the remaining, non b-flavoured
jets are not permutated over the light quarks since the matrix element is symmetric
under this permutation [245]. Reducing the number of permutations significantly
reduces the computation time of the MEM probability.

Finally, a discriminant is built from the MEM probability calculated under the
signal and the background hypotheses as

Ps/b =
P (y|s)

P (y|s) + κ · P (y|b)
(8.10)

where κ has been optimised to 0.1 to reach an optimal discriminator performance,
as is detailed in [245].

8.3.2 Misreconstructed events

In the ideal case, one jet is reconstructed per parton. However, because of energy
thresholds and detector acceptance, jets can escape detection. The MEM is adapted
in order to cover the cases where less jets than expected are reconstructed. To this
aim, the space of observables is extended as y → y’ = (y, (Eq, eq)q∈lost), with the
energy Eq and three-momentum eq of the lost jets. This translates into a modified
MEM probability:

P (y)→ P ′(y’) =
1

σ′
dσi

dy
∏

q∈lost dEqdeq
(8.11)

Since the kinematics of the non-reconstructed jets is by definition unknown, an
integral is performed over the volume outside of the detector acceptance Ã:

P (y) =

∫
Ã

[ ∏
q∈lost

dEqdeq

]
P ′(y’) (8.12)

=

∫
...×

∏
q∈lost

[ ∫
|ηq |≤ηcut

dΩqε(Eq, ηq)...+

∫
|ηq |≥ηcut

dΩq...
]
× ... (8.13)

where both origins for missing jets (energy below the threshold or jet out of
detector acceptance) have been factorised. The probability that a quark of energy Eq
and pseudorapidity ηq forms a jet with an energy below the threshold is given by

ε(Eq, ηq) =

∫ Ecut(ηq)

0

dEjW (Ej|Eq) (8.14)
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where the transfer function W (Ej|Eq) is used [245]. A third explanation for miss-
ing jets arises from top quarks or Higgs bosons with a large transverse momentum,
as their decay products can merge.

Contrarily, many events will contain QCD radiation, such that more jets are re-
constructed than expected from the number of quarks. In this situation, the MEM is
evaluated by ignoring all jets in a permutation which are not associated to one of the
quarks. Finally, a sum is performed over all possible combinations in the computation
of the MEM [245].

Thus it is possible to apply the MEM to real collider data with a limited detector
acceptance and in the presence of additional QCD jets.

8.3.3 Transfer functions

The matrix element method integrates over the parton level kinematics p. As these
are not known, they are related to the kinematics of the observed particles via transfer
functions W (y|p). These transfer functions must normalise to unity as∫

A
dyW (y|p) = 1 (8.15)

Transfer functions for leptons, jets and MET are evaluated separately to account
for the difference in reconstruction efficiency of the detector for these particles.

Given the excellent performance of the CMS detector in reconstructing lepton
kinematics (see Section 3.2), a simple delta function is used to model their transfer
functions.

A multivariate normal distribution is used to represent the transfer functions for
the missing transverse energy:

WMET(pT |
∑
k

pk) =
1

2π|Σ|1/2
exp

[
−1

2
(pT −

∑
k

pk)
TΣ−1(pT −

∑
k

pk)

]
(8.16)

with Σ = σMETI and σMET = 30 GeV, which approximatively corresponds to the
detector resolution.

For jets, transfer functions are directly measured using Monte Carlo simulation.
Dedicated transfer functions are evaluated according to the jets’ flavour and kinemat-
ics. To evaluate these transfer functions, the pT of jets arising from the hadronisation
of quarks within a given kinematic range is sampled and fitted with a double Gaussian
distribution:



146 Chapter 8. Analysis techniques

0 50 100 150 200
 [GeV]

T
Jet p

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

310×
A

.U
.

Entries

Double Gaussian fit

Across-bin fit

CMS
Work In Progress

13 TeV

Figure 8.5: Transfer function for jets as-
sociated to quarks with low pseudora-
pidity in the pT range [100 − 102] GeV.
The distribution peaks at the value of the
quark pT , and both fit methods model
the distribution well.

50 100 150 200 250 300
 [GeV]

T
Quark p

50

100

150

200

250

3001α

Prob       0

p0        0.03764±5.266 − 

p1        0.000373± 1.005 

Prob       0

p0        0.03764±5.266 − 

p1        0.000373± 1.005 

CMS
Work In Progress

13 TeV

Figure 8.6: Across-bin fit of the α1 pa-
rameter as a function of pT . The param-
eter evolves linearly with pT .

TF (pT |pT,gen) = N

[
0.7 exp

(
pT,gen − pT − α1

α2

)2

(8.17)

+ 0.3 exp

(
pT,gen − pT − α3

α2 + α4

)2]
.

For practical purposes, a polynomial across-bin fit in pT is then performed on all
four parameters (αi, i∈[1,4]) of the double Gaussian fit. These polynomial fits allow
to reconstruct the measured transfer functions over the entire kinematic range [245,
247]. Figure 8.5 illustrates the transfer function for b-flavoured jets associated to
quarks with |η| < 1 and pT ∈ [100 − 102] GeV. Both the double Gaussian and the
reconstruction from the across-bin fit model the distribution well. The across-bin fit of
the α1 parameter is shown in Figure 8.6. In this Figure, each data point corresponds
to the extracted α1 parameter in one pT bin.

The transfer functions must be evaluated separately for different jet types. Here,
examples are shown for anti-kT jets with a distance parameter of 0.4 (AK4), HTT
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subjets and subjets of anti-kT jets with a distance parameter of 0.8 (AK8 subjets).
The transfer functions for AK8 subjets have only been derived for b quarks, as AK8
jets will be used to reconstruct Higgs boson candidates. For comparison of all three
jet types, transfer functions for quarks with a pT of 100 GeV are shown in Figure 8.7.
Similarly, the parameters αi, i∈[1,4] are shown in Figure 8.8

All transfer functions are evaluated on a simulated sample of tt̄H, H→bb̄ events,
and a matching criteria of ∆R (jet,quark) = 0.3, using ∆R =

√
(∆η)2 + (∆φ)2.

8.3.4 Technical implementation

The technical implementation of the MEM is not part of this work. Details are
presented in [245], of which this Section only gives a brief overview.

Several packages are used to perform the calculation of the MEM probabilities.
For the evaluation of the matrix elements, OpenLoops is used [128, 129]. The par-
ton distribution functions are evaluated from the CTEQ6.6 [248] set using the LHAPDF

software [249]. The Vegas algorithm [250] is used together with the the CUBA pack-
age [251] for the numerical integration. The computation of the MEM is performed on
the worldwide LHC Computing Grid which provides adequate computing resources.
Using this infrastructure, a Monte Carlo sample containing eight million tt̄H, H→bb̄
events can be processed in simultaneous batches of 2000 events, each of which having
a computation time of around two hours.
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Figure 8.7: Transfer functions for AK4 jets, AK8 subjets and HTT subjets for quarks
with pT = 100 GeV. These are evaluated separately for b quarks (a,b) and light
quarks (c,d), as well as for η < 1 (a,c) and η > 1(b,d).



8.3. The matrix element method 149

0 50 100 150 200 250 300
 [GeV]

T
Quark p

0

50

100

150

200

250

300

1α

AK4

HTT subjet

AK8 subjet

CMS
Work In Progress

13 TeV

(a) α1

0 50 100 150 200 250 300
 [GeV]

T
Quark p

0

5

10

15

20

25

2α

AK4

HTT subjet

AK8 subjet

CMS
Work In Progress

13 TeV

(b) α2

0 50 100 150 200 250 300
 [GeV]

T
Quark p

0

50

100

150

200

250

3α

AK4

HTT subjet

AK8 subjet

CMS
Work In Progress

13 TeV

(c) α3

0 50 100 150 200 250 300
 [GeV]

T
Quark p

0

5

10

15

20

25

30

35

4α

AK4

HTT subjet

AK8 subjet

CMS
Work In Progress

13 TeV

(d) α4

Figure 8.8: Parameters αi of the across-bin fits of the transfer functions for AK4 jets,
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Chapter 9

Analysis strategy

This thesis presents a search for tt̄H, H→bb̄ events with high momentum Higgs bosons
or top quarks, analysing the dataset collected in 2017 by the CMS experiment in
proton-proton collisions at a centre-of-mass energy of

√
s= 13 TeV, which corresponds

to an integrated luminosity of 41.5 fb.
The analysis results will be compared to a standard analysis selection similar to

the one presented in [245] to quantify the gain of including the substructure techniques
presented in Section 8.1.

Section 9.1 details the datasets and simulated samples used in the analysis, and
Section 9.2 presents the quality requirements which must be fulfilled by muons, elec-
trons, jets, and missing transverse energy. Additionally, the selection criteria for
large-R jets used in the analysis of the high pT phase space of tt̄H, H→bb̄ events
are presented. The event selection is described in Section 9.3, and the measure-
ment uncertainties are presented in Section 9.4. Finally, the merging strategy of the
boosted techniques and the MEM as well as the event categorisation are explained in
Section 9.5 and the statistical analysis of the data is presented in Section 9.6.

9.1 Data and simulation samples

Events are selected from the dataset collected in 2017 by the CMS experiment and
are split based on the decay mode of the top quark pair:

• Fully hadronic channel (FH): both top quarks fully decay into hadrons.

• Semileptonic channel (SL): one of the top quarks decays into hadrons, the other
one into a bottom quark, a lepton and a neutrino.



152 Chapter 9. Analysis strategy

• Dileptonic channel (DL): a lepton is produced in the decay of both top quarks.

The analysis focuses on the leptonic decay channels (SL and DL) of the top quark
pair. Even though the branching ratio of these channels is smaller than in the fully
hadronic case, the presence of leptons facilitates the identification of such events, and
frees the analysis from contributions from QCD multijet events.

Therefore semileptonic and dileptonic trigger paths are used. In the electron chan-
nel, the trigger threshold is set to 32 GeV or 28 GeV depending on the trigger path.
In the muon channel, leptons with pT > 27 GeV are triggered. In the double electron
channel, a pT threshold of 23 GeV is set on the leading electron, and 12 GeV on the
subleading electron. The corresponding trigger thresholds for the dimuon channel
are 17 GeV and 8 GeV. Finally, in the muon/electron dilepton channel, three trigger
paths are considered. The corresponding trigger thresholds are for the muon/electron
pair 12 GeV/23 GeV, 23 GeV/12 GeV and 8 GeV/23 GeV.

For comparison with data, Monte Carlo (MC) simulations are used to model
the signal and background processes. All samples are generated assuming a Higgs
boson mass of 125 GeV and a top quark mass of 175.2 GeV. The hard scatter-
ing of events is simulated with the Powheg v.2 [124, 125, 126, 127], the MAD-
GRAPH5 aMC@NLO [123] or the Pythia 8 [130] generators, where the first two gen-
erators simulate events at next-to-leading order in perturbation theory, and Pythia
8 at leading order. In the simulation, the NNPDF3.1 parton distribution set [252] is
used. Furthermore, Pythia 8 is also used to simulate parton showering and hadro-
nisation. Underlying events are parametrised using the CP5 tune, together with a
parameter hdamp = 237.9 GeV [253]. The detector simulation is implemented using
the Geant4 generator [131, 254].

Table 9.1 shows all simulated MC samples used in the analysis. Most samples are
generated using the five flavour scheme, which assumes massless b quarks. Several
samples simulating the single top quark production process are however generated
using the four flavour scheme, which does not make that assumption.

9.2 Object selection

As this analysis focuses on the semileptonic and dileptonic decay modes of the top
quark pair, the final state of tt̄H, H→bb̄ events consists of one or two leptons (in
this analysis, only electrons or muons are considered, which also includes leptonic tau
decays), missing transverse energy (since neutrinos cannot be detected) and several
jets. Jets are additionally divided into b-tagged jets, which likely arise from the
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Sample Generator Cross section [pb]

tt̄H, H→bb̄ Powheg 0.295 [80]
tt̄H, H→non-bb̄ Powheg 0.212 [80]
tt̄+jets - DL Powheg 88.34 [213]
tt̄+jets - SL Powheg 365.45 [213]
tt̄+jets - FH Powheg 377.96 [213]
Single top (s) MG5 aMC@NLO 6.96 [255]
Single top (t) Powheg 136.02 [255]
Single antitop (t) Powheg 80.95 [255]
Single top (tW) Powheg 35.85 [255]
Single antitop (tW) Powheg 35.85 [255]
tt̄+W, W→ `ν MG5 aMC@NLO 0.1792 [256]
tt̄+W, W→ qq MG5 aMC@NLO 0.3708 [256]
tt̄+Z, W→ ``, νν MG5 aMC@NLO 0.2589 [256]
tt̄+Z, W→ qq MG5 aMC@NLO 0.6012 [256]
WW Pythia 8 118.7 [257]
WZ Pythia 8 65.54 [257]
ZZ Pythia 8 15.83 [257]
Z + jets, Z→ `` - 0 jets MG5 aMC@NLO 4620.52 [258]
Z + jets, Z→ `` - 1 jets MG5 aMC@NLO 859.59 [258]
Z + jets, Z→ `` - 2 jets MG5 aMC@NLO 338.26 [258]
W + jets, W→ `ν - 0 jets MG5 aMC@NLO 50131.98 [258]
W + jets, W→ `ν - 1 jets MG5 aMC@NLO 8426.09 [258]
W + jets, W→ `ν - 2 jets MG5 aMC@NLO 3172.96 [258]

Table 9.1: Simulated MC samples for signal and background processes of the tt̄H,
H→bb̄ analysis.

hadronisation of a b quark, and into light jets, which originate from up, down, charm
and strange quarks, as well as from gluons.

All objects used in the analysis are built from particle flow objects using the
algorithm described in Section 3.3.6. To increase the purity of the reconstructed
objects, several quality criteria are applied.

9.2.1 Leptons

To increase the purity of the leptons used in the analysis, selection criteria are applied.
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SL channel
DL channel

Leading muon Subleading muon

pT > [GeV] 29 25 15
|η| < 2.4 2.4 2.4
Identification Tight Tight Tight
Relative isolation iso(µ)/pt 0.15 0.25 0.25

Table 9.2: Selection criteria for muons in the semileptonic (SL) and dileptonic (DL)
channels.

Muons

Muons are required to satisfy kinematic selections on their transverse momentum pT
and their pseudo-rapidity |η|.

A muon identification criterion is further applied to disentangle muons originating
from the hard process (prompt muons) from non-prompt muons. These arise for
instance from misidentified hadrons or from decays of b quarks or mesons. The
identification criterion is built amongst others from tracker and muon chamber hit
information [118, 259].

Lastly, an isolation requirement is applied to distinguish prompt muons from QCD
radiation processes. For this purpose, an isolation variable is computed as

iso(µ) =
∑

∆R<0.4

pCH
T + max

(
0,
∑

∆R<0.4

[ENH
T + Eγ

T −
1

2
pPU
T ]
)

(9.1)

where pT and ET denote the transverse momentum and energy of charged hadrons
(CH), neutral hadrons (NH) or photons (γ) originating from the primary vertex, as
well as of hadrons originating from pileup processes (PU). The factor 1/2 is estimated
from simulation and gives the fraction of neutral over charged particle production in
pileup processes. The isolation variable thus sums over the momenta of all particles
contained within a cone of 0.4 around the muon [260, 110]. All mentioned selections
are summarised in Table 9.2.

Electrons

Selection criteria on electrons are applied similarly to those for muons in order to
select objects produced in weak boson decays, and to suppress jets falsifying electron
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SL channel
DL channel

Leading electron Subleading electron

pT > [GeV] 30 25 15
|η| < 2.4 2.4 2.4
Identification Tight Tight Tight

Table 9.3: Selection criteria for electrons in the semileptonic (SL) and dileptonic (DL)
channels.

signals. In a first step, kinematic selections are imposed. An isolation measure is
defined as

iso(e) =
∑

∆R<0.3

pCH
T + max

(
0,
∑

∆R<0.3

[ENH
T + Eγ

T − ρA(η)]
)

(9.2)

where the pileup components are written in terms of the mean pileup energy ρ
and the effective area A(η).

A combined electron identification criterion, which is based on electromagnetic
shower shapes, is then defined using a multivariate discriminator. This discriminator
also contains a selection on the electron’s relative isolation [261]. A summary of the
selections is given in Table 9.3.

9.2.2 Jets and missing transverse momentum

Jets are reconstructed with the anti-kT algorithm and a distance parameter of 0.4
(AK4 jets). Tracks that don’t originate from the primary vertex are removed using the
charged hadron subtraction algorithm (CHS). This eliminates charged contributions
from pileup [74].

Because of the non-linearity of the detector response to the deposited energy of a
particle and because of an offset originating from pileup effects, the measured energy
generally does not exactly correspond to that of the generated parton. Thus both
the jet energy scale (JES) and the jet energy resolution (JER) need to be corrected
in data and simulation using jet energy corrections (JECs) [262].

Contributions from pileup are estimated in a QCD dijet sample by comparing the
resulting jet kinematics in two separate samples, of which one is processed including
pileup effects. The calculated correction for pileup effects depends on the energy
density, the area and the kinematics of the jets. Remaining η dependent differences
are corrected using the random cone method [116]. The detector response is then
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SL channel
DL channel

Leading 2 jets Other jets

pT > [GeV] 30 30 20
|η| < 2.4 2.4 2.4
Identification Tight Tight Tight
Pileup identification Loose Tight Tight

Table 9.4: Selection criteria for jets in the semileptonic (SL) and dileptonic (DL)
channels.

accounted for by comparing the pT of generator level jets and of reconstructed ones.
For this a precise simulation of the detector geometry is necessary. Final residual
corrections on the pseudorapidity of jets are evaluated from a QCD dijet sample by
comparison with the barrel reference region. Similarly, residual pT corrections are
evaluated using Z/γ+jets samples. All JECs are applied sequentially to obtain the
final, corrected jet kinematics [262, 263].

After including jet energy corrections, selection criteria are applied on jets. As
for leptons, these involve kinematic requirements. Further criteria aim to identify
and reject jets originating from pileup. This is implemented in a MVA discriminant,
which is based on the association of tracks to the primary vertex, the topology of
the jet and the object multiplicity [264]. A series of selections on deposited energy
fractions are also applied via the jet’s identification flag [265]. Lastly, all jets within
a distance of 0.4 to a lepton passing the selections are removed. The selection criteria
are summarised in Table 9.4.

The DeepCSV algorithm is used to identify jets originating from the decay of
bottom quarks [120]. This deep neural network based tagger uses information on
displaced tracks as well as on secondary vertices to build a discriminant between jets
originating from bottom quarks, and those originating from light or charm quarks or
gluons. A jet is considered as a b-tagged jet if it passes the medium working point
of the algorithm. At this working point, a tagging efficiency of 70% is achieved at a
mistagging rate of 1% for light quarks and gluons, and 20% for charm quarks.

The missing transverse energy (MET) is defined as the negative vectorial sum of
the transverse momenta of all visible particles:

Emiss
T = | −

∑
i

~pT,i| (9.3)

The MET originates from the neutrinos produced in leptonic top quark decays,
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and the JEC corrections applied to jets are propagated to its calculation.

9.2.3 Boosted objects

High pT top quarks and Higgs bosons are reconstructed using the methods described
in Section 8.1.

Preselection

Higgs boson candidates are constructed using anti-kT jets with a distance parameter
of 0.8 (AK8 jets) from which constituents originating from pileup are removed with
the PUPPI algorithm [75]. The PUPPI algorithm filters out charged particles which
are compatible with tracks that do not originate at the primary vertex, and lowers
the weight of neutral particles which likely originate from pileup. Only large-R jets
with pT > 300 GeV and |η| < 2.4 are considered. For further discrimination against
other particles, the double b-tag algorithm (bb-tag) [231] is employed, which enables
to distinguish jets with a two-prong, b-flavoured structure, from other types of jets.
This gives a strong handle to identify jets originating from Higgs bosons from those
arising from QCD radiation or top quarks. The bb-tag algorithm is based on a
multivariate technique (MVA), which uses several track-based variables, as well as
variables related to the vertex of the event.

Top candidates are built using the HEPTopTagger (HTT) algorithm described in
Section 8.1.3, starting from Cambridge-Aachen jets with a distance parameter of 1.5.
Since there are no hadronically decaying top quarks in the dileptonic channel, top
candidates are only reconstructed in the semileptonic channel. HTT candidates are
required to satisfy pT > 200 GeV and |η| < 2.4.

The selected pT thresholds are driven by the minimum jet radius Rmin which
contains all decay products of the Higgs boson or the top quark, as is illustrated in
Figure 9.1. As expected, Rmin decreases faster with pT for the Higgs boson than for
the top quark because of its lower mass. The Figure shows that the minimum pT
required such that the decay products of top quarks are contained within a jet with
a cone size of 1.5 is roughly 200 GeV, and similarly for Higgs bosons and a cone size
of 0.8, the pT must exceed around 300 GeV.

Boosted decision tree for top quark tagging

To improve the discrimination against other particles, an additional selection is per-
formed on top candidates produced by the HTT algorithm. Three variables are used
for the discrimination, the candidate mass, the mW compatibility variable fW defined
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Figure 9.1: Minimum angular distance containing the two decay products of the
Higgs boson (a) and all three decay products of the top quark (b) as a function of
the particles’ transverse momentum. As expected, this distance scales as Rmin ∼ 2m

pT
.

in Section 8.1.3, and ∆R(HTT,lep), which corresponds to the distance between the
candidate and the lepton in semileptonic events.

These three variables are processed by a boosted decision tree (BDT), imple-
mented with the scikit-learn package [266]. The training and testing datasets are built
from samples of tt̄H, H→bb̄ and tt̄+jets events, where the top decays are semilep-
tonic. To avoid selection biases these samples are orthogonal to the samples used at
later stages of the analysis. The hard interaction in both samples is modelled with the
Powheg generator at next-to-leading order. Pythia is used to simulate parton show-
ering and hadronisation processes. In both samples, top quark candidates (“signal”)
and background jets are selected as follows:

• Select generated hadronically decaying top quarks with pT > 200 GeV and
|η| < 2.4

• Remove HTT candidates with pT < 200 GeV and |η| > 2.4

• HTT candidates within an angular distance below 0.6 to a generated, hadroni-
cally decaying top quark form the signal jet collection, other candidates consti-
tute the background.
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Figure 9.2: Input variables used for the training of the top quark identification BDT,
which are the HTT mass (a), the fW variable (b), and the candidate’s distance to the
lepton (c). These differ between signal and background jets.

The BDT is trained on individual jets. Jets which are obtained from both samples
are mixed, such that the final datasets contain about 50% of jets from each sample.
The obtained dataset is then separated into two, to form a sample for training the
BDT, and one for its testing. Each of those samples contains around 1.3M events.

Figure 9.2 shows the input variables which are used in the training of the BDT.
All distributions show some discrimination between signal and background jets. The
BDT is trained with a learning rate of 0.05, the maximum depth is 2 and 3000
estimators are used.

Figure 9.3 shows the BDT score for signal and background jets, in the training and
the test sample. Importantly the distributions are similar in both samples for both
types of jets. This indicates that the BDT does not overtrain, as it is not learning
any noise features of the training sample.

The performance of identifying Higgs boson and top quark candidates is sum-
marised in Figure 9.4, which shows a receiver operating characteristics (ROC) curve.
It illustrates the efficiency of identifying true Higgs bosons or top quarks (εS) as a
function of the misidentification rate for other types of jets (εB). An area under the
curve of 0.75 is achieved for Higgs boson tagging and of 0.71 for top quark tagging.

Optimisation procedure

After building discriminants for the identification of top quark and Higgs boson can-
didates, the working point of these discriminants is chosen. It is optimised simul-
taneously on events containing at least one HTT and one Higgs boson candidate
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the top quark identification BDT, and for
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passing the preselection. Signal events are taken from a tt̄H, H→bb̄ sample, while
background events are selected from a tt̄+jets sample in which the top quark pair
decays semileptonically, and which must not contain more than 2 b-tagged jets.

Figure 9.5 shows the signal-over-background ratio S/B (a) and the simultaneous
Higgs boson and top quark tagging efficiency εHT (b) as a function of the selection
on the Higgs boson candidate bb-tag and the top quark BDT discriminator scores.
Clearly, the efficiency to correctly identify the candidates increases with more strin-
gent selections on the discriminators. However, this reduces the sensitivity of the
analysis, as the S/B ratio decreases. Thus, the working point is optimised on the
product of the efficiency εHT and the S/B ratio, which is illustrated in Figure 9.6.
A bb-tag score within [0.3, 0.6, 0.8, 0.9] is further required to simplify the application
of scale factors to correct for different tagging efficiencies in data and simulation,
as is explained in Section 9.3. Given these constraints, the maximum of the product
εHT ·S/B is found at (0.32, 0.6) for the (top quark, Higgs boson) discriminator scores,
which is the working point that is chosen for this analysis, and which is marked in
Figures 9.5 and 9.6.
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Figure 9.5: Signal-over-background ratio S/B (a) and the simultaneous Higgs boson
and top quark tagging efficiency εHT (b) as a function of the Higgs candidate bb-
tag and the top quark identification BDT score. The red star indicates the selected
working point.

Figure 9.7 shows the efficiency of this selection as a function of the generated top
quark or Higgs boson pT in semileptonic tt̄H, H→bb̄ events. Candidates are associated
to the generator level objects using a matching criteria of ∆R < 0.6. The tagging
efficiency ε is defined as the number of candidates passing the selections on pT and |η|
(solid lines) or on pT , |η|, and bb-tag/BDT score (dashed lines) which are matched
to generator level objects, divided in both cases by the total number of generated
Higgs bosons or hadronically decaying top quarks. The tagging efficiency increases
with larger pT of the generated object, and reaches a plateau at full efficiency at
around 500 GeV when only considering kinematic selections. The plateau is reached
at higher pT for Higgs boson candidates, since the minimum pT required from these
candidates is larger than for HTT candidates. Applying the optimised selections on
the bb-tag or the BDT score leads to slightly lower tagging efficiencies. For Higgs
boson candidates, the efficiency decreases by around 10% at large pT , and for HTT
candidates, the efficiency loss is around 30%. Thus, the optimised selection sets rather
loose requirements on the candidates.
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9.3 Event selection

Using the analysis objects satisfying the mentioned requirements, events compatible
with the tt̄H, H→bb̄ signal are selected.

Event cleaning is performed with MET filters, which remove problematic events
due to detector noise, badly reconstructed vertices and beam halo effects. A total
of 8 filters are applied on data, and 7 on MC simulation. Additionally each valid
event must contain at least one primary vertex satisfying the criteria detailed in
Section 3.3.6.

The SL and DL analysis channels are then reconstructed. DL events must con-
tain exactly two opposite-signed leptons as defined in Section 9.2. Additionally the
invariant mass of the lepton pair mll should exceed 20 GeV to remove contributions
from decays of heavy resonances and from low-mass Drell-Yan processes. Further-
more, it must be outside of the window [76, 106] GeV and the MET is required to be
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larger than 40 GeV for events with two leptons of the same flavour to suppress events
involving Z boson decays.

SL events contain exactly one lepton, with no additional leptons passing the sub-
leading selections in Tables 9.2 and 9.3. The MET needs to exceed 20 GeV in order
to suppress contributions from QCD events.

In both channels, only events with at least 4 jets including 2 or more b-tagged jets
are considered. Events in which the W bosons decay into a tau lepton are indirectly
included in the analysis if the taus decay to electrons or muons.

To account for residual differences between data and simulation, MC events are
reweighted. The global event weight is a product of individual scale factors, correcting
for generator, pileup, trigger, lepton, b tagging and L1 prefiring effects:

• Generator: Events are scaled using the process cross sections such that the
event yields in simulation correspond to the same integrated luminosity than
the collected data.

• Pileup: The pileup distribution in simulation is rescaled such that it agrees with
the measured one in data. This is necessary as the MC samples are produced
before the data collection period is over, such that the distribution is not known
at processing time. For this purpose each event is assigned a weight.

• Trigger efficiency: As the trigger efficiency differs in data and simulation, a
scale factor is applied to adjust the latter one to that in data. In the SL event
categories, this factor depends on the pT and η of the triggering lepton, and in
the DL categories on the pT of both leptons [267].

• Lepton efficiency: Events are also scaled to account for different lepton recon-
struction efficiencies in data and simulation. These corrections consist of a
component to correct for differences in the electron reconstruction and identifi-
cation, and a component accounting for the discrepancies in the muon identifi-
cation and isolation criteria [267].

• B tagging efficiency: To correct for different b tagging efficiencies in data and in
simulation, scale factors are applied. These are derived using a tag and probe
approach, and are evaluated separately for light-flavoured and heavy-flavoured
jets. For c-flavoured jets, a weight of one is used [268].

• Prefiring correction: A gradual timing shift of the electromagnetic calorimeter
was not taken into account during data taking by the trigger system, such that
trigger primitives at large values of η were linked to an earlier bunch crossing. As
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two consecutive bunch crossings cannot be processed by the L1 trigger system,
it follows that some events are rejected by their own deposits in the endcaps of
the ECAL. The probability for this to occur is evaluated and used to reweight
each event in simulation [269].

• Top quark / Higgs boson tagging efficiency: Similarly to the other cases above,
the efficiency to identify top quarks and Higgs bosons differs in simulation and
data. Scale factors are used to correct for this effect. For the Higgs boson
candidate, corrections are derived centrally by the CMS collaboration [268].
For top quark candidates, these weights are calculated separately in a phase
space enriched in top quark pair events decaying semi-leptonically. Selected
events contain a single muon with a pT > 30 GeV and |η| < 2.1 and no other
leptons, have a missing transverse momentum larger than 40 GeV and the pT of
the leptonically decaying W boson (reconstructed from the missing transverse
momentum and the muon) must exceed 200 GeV. This selection is orthogonal
to that of the analysis as only events with at most 2 b-tagged jets are considered.
In the calculation, lepton, generator, trigger, b tagging and pileup weights are
applied as described above. Control distributions showing the MET and the
three variables used in the top quark tagging BDT are shown in Figure 9.8.
The tagging efficiency is then calculated as the ratio of the number of top quark
candidates which are within an angular distance of 0.6 to a generated top quark
passing the selected working point on the BDT, divided by the total number of
candidates. In data, the number of top quark candidates which are associated to
generated top quarks is estimated by subtracting the unmatched contribution
from simulation in both the nominator and the denominator. With this, an
event weight of 0.982 ± 0.059 is obtained.

9.4 Systematic uncertainties

Uncertainties affecting the measurement of the tt̄H process are divided into statis-
tical and systematic uncertainties. While statistical uncertainties are reduced when
increasing the size of the dataset, this is not the case for systematic uncertainties,
as they account for calibration uncertainties in detectors or unknowns in theoretical
predictions. As is shown in Chapter 10, this analysis is dominated by systematic un-
certainties, which is why their sources are described in the following, and summarised
in Table 9.5. These sources are further categorised into experimental and theoretical
uncertainties. In the final results, uncertainties affecting different analysis categories
in the same way are treated as fully correlated.
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Figure 9.8: Modelling of some event and tagger variables such as the MET (a), the
top quark candidate mass (b), the fW variable (c), and the distance ∆R(HTT,lep) to
the lepton (d) in the phase space used for the evaluation of the top quark candidate
weight.
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9.4.1 Experimental uncertainties

Experimental uncertainties arise from uncertainties on the event weights presented
above, or from uncertainties in detector calibrations. These affect all signal and
background MC samples equally.

• MC sample size: As the size of the samples used to model signal and back-
ground processes is limited, the predicted event yields are affected by statistical
fluctuations. These are modelled using the Barlow-Beeston method [270], where
a nuisance parameter is applied to each histogram bin, scaling its number of
expected entries. For bins with more than 10 effective entries, a Gaussian prior
is assumed on the nuisance parameter, otherwise a Poisson distribution is used.

• Luminosity: All MC samples are rescaled according to the measured integrated
luminosity of the dataset. An uncertainty of 2.3% is assigned to the luminosity
measurement of the dataset collected by the CMS experiment in 2017 [271].

• Lepton efficiency: Events are rescaled to correct for different lepton reconstruc-
tion efficiencies in data and simulation. Those scale factors carry uncertainties,
which are propagated to the discriminant as a shape uncertainty. Given that
the overall impact of the uncertainty on the final results is small, a single uncer-
tainty combining statistical and systematic effects on the scale factor is used.
Using the same justification, uncertainties on the electron reconstruction and
identification scores are combined to a single nuisance parameter, and similarly
for the muon identification and isolation parameters [267].

• Trigger efficiency: Uncertainties on the trigger efficiency scale factors are prop-
agated to the final result by modifying the event scale factor, similarly than in
the previous case. They are considered correlated across the event categories,
but uncorrelated among the single electron, single muon and dileptonic trigger
paths [267].

• L1 Prefiring: Uncertainties on the weight correcting the L1 prefiring issue
are accounted by propagating the provided uncertainties to the discriminant
shape [269].

• Pileup: The cross section of inelastic proton-proton collisions is estimated to
be 69.2 mb with an uncertainty of 4.6% [272]. The uncertainty on the pileup
weight is thus evaluated by propagating the uncertainties on the cross section
to the final result.
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• Jet energy corrections: As these corrections apply to individual jets and thus
by construction also to the MET, the uncertainties are taken into account by
recalculating the discriminator value with each variation of the jet and MET
kinematics. These uncertainties can therefore also change the event categorisa-
tion, as the jet and event selection is applied separately for all the uncertainty
variations.

Jet energy resolution uncertainties are taken into account by increasing and de-
creasing the difference between the measured and the generator level jet energy
by one standard deviation.

Jet energy scale corrections are split into 19 different uncorrelated sources, each
of which is assigned a dedicated uncertainty. This splitting provides a much
improved modelling of the corrections with respect to applying a single un-
certainty, and is possible because of progress in the detector simulation and
calibration. These sources can be grouped into four categories:

– Uncertainties affecting the absolute energy scale of the jet, which are de-
rived in a global fit using the Z+jet, γ+jet and QCD multijet MC samples.
This uncertainty has a time dependent component to model the degrada-
tion of the detector properties with time.

– Uncertainties on the jet relative pseudorapidity corrections, which are
needed to homogenise the barrel and encap region’s detector response.

– Uncertainties on the pileup offset correction, which removes contributions
from pileup processes in the jets.

– Uncertainties on the jet flavour correction, which is modelled differently in
data and simulation [273].

• B tagging: Three sources of uncertainties are considered on the scale factors
applied to correct for different b tagging efficiencies in data and simulation:

– Jet energy corrections: The uncertainties on the jet energy scale and res-
olution directly affect the b tagging scale factors as well, as they depend
on the jet kinematics. The b tagging scale factor is thus also recalcu-
lated considering the up and down variations of the 19 uncertainty sources
mentioned above simultaneously to shifting the jet kinematics.

– Purity of the heavy and light flavour components in the samples used for
the evaluation of the scale factors: Two nuisance parameters are assigned
to this uncertainty, one for the heavy flavour and one for the light flavour
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components, and correspond to the contamination of heavy (light) flavour
jets in the light (heavy) flavour phase space.

– Statistical uncertainties arise from the limited size of the MC samples used
to evaluate the b tagging scale factors. Two nuisance parameters are as-
signed to these uncertainties for each of the two flavour components. One
of these nuisance parameters describes an overall, linear tilt of the b tag-
ging discriminator distribution, while the second, quadratic term governs
higher-order distortions in the distribution shape.

No scale factors are derived specifically for charm jets, which is why they are
assigned a scale factor of one together with an uncertainty twice larger than
that of b flavoured jets.

These uncertainties are propagated as a modified event weight towards the final
result [268].

• Top quark / Higgs boson reconstruction efficiency: Uncertainties on the corre-
sponding scale factors are treated as modified scale factors to the final result.

9.4.2 Theory uncertainties

Theoretical uncertainties arise from the limited precision of theoretical predictions on
the processes considered in the analysis, such as cross sections or parton distribution
functions.

• Background normalisation uncertainty: As the normalisation of the tt̄+jets
backgrounds is affected by large theoretical uncertainties, it is treated as a
freely floating parameter which is determined by the fit on data. A common
parameter tt̄+B is used for the tt̄+bb̄, tt̄+2b and tt̄+b background components,
while the tt̄+cc̄ normalisation is modelled with a separate rate parameter.

• Inclusive cross section: The inclusive cross section of the processes included in
the analysis is calculated to at least NLO accuracy, and is affected by uncer-
tainties on the QCD scale (renormalisation and factorisation scales), as well as
on the choice of the parton distribution functions (PDF). These uncertainties
affect the rate of the processes, and are treated as correlated if the uncertainty
is common to different processes and uncorrelated otherwise. The rate uncer-
tainty on the QCD scales varies between 13% for the tt̄W process and 1% for
the V+jets process. The uncertainty on the PDF description varies between 2%
and 4% depending on the process.
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• PDF shape: The uncertainty on the shape of the PDF set is estimated by
reweighting the final discriminants using different PDF sets. The total uncer-
tainty is taken as the envelope of all PDF variations.

• µR, µF scale: Shape uncertainties arising from uncertainties in the renormali-
sation scale µR and the factorisation scale µF in the calculation of the matrix
element are obtained by varying the scales independently by a factor 0.5 and 2,
which translate to modified event weights and discriminant shapes.

• Parton shower uncertainties: To estimate the uncertainties of effects of initial
(ISR) and final state radiation (FSR) which arise from uncertainties on the
choice of αS in the simulation of the parton shower, the scale is varied by a
factor

√
2 and 1/

√
2 using a similar procedure than described for the µR and

µF scale uncertainties above. ISR and FSR shower uncertainties are treated as
uncorrelated.

• ME-PS matching and underlying event: To improve the modelling of the jet
multiplicity in simulation, MC samples are produced with the customised un-
derlying event tune CP5, which governs the importance of ISR, and a parameter
hdamp, which sets the scale for the gluon emission cross section. Uncertainties on
both parameters are estimated using dedicated MC samples with varied values
of the hdamp parameter and event tune. Given the limited size of these samples,
these uncertainties only model normalisation effects, and are compatible with
an absence of shape variations.

9.5 Event categorisation

This analysis builds upon the analysis of the 2016 collision data from the CMS exper-
iment published in [245]. As this result does not make use of boosted techniques, its
strategy and event categorisation are denoted as the resolved analysis in the following.

Resolved analysis

In this analysis strategy, only events with at least three b-tagged jets according to the
medium working point of the DeepCSV algorithm are considered, and events must
contain at least one lepton, which allows to reduce the amount of QCD background.

Events are split according to their jet and b jet multiplicities. The matrix element
method discriminator described in Section 8.3 is used in categories with four or more
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Source Type Affected processes

Integrated luminosity Rate All
Lepton Reconstruction Shape + Rate All
Trigger efficiency Shape + Rate All
L1 prefiring correction Shape + Rate All
Pileup Shape + Rate All
Jet energy scale (19 sources) Shape + Rate All
Jet energy resolution Shape + Rate All
Top / Higgs selection efficiency Shape + Rate All
B tagging weights (8 sources) Shape + Rate All
Renormalisation / Factorisation scale Rate All
PDF (gg, qg, qq̄) Rate All
PDF shape Shape tt̄+jets, tt̄H, H→bb̄ processes
µR, µF Shape + Rate tt̄+jets processes
PS scale ISR, FSR Shape + Rate tt̄+jets processes
Hdamp, tune uncertainties Rate tt̄+jets processes
tt+ HF crosssections Rate tt̄+jets processes
MC sample size Shape All
tt̄+B, tt̄+cc̄ normalisations Free floating tt̄+B, tt̄+cc̄

Table 9.5: Summary of all uncertainties applied to the analysis of the tt̄H, H→bb̄
process. For each source of uncertainty its effect on the discriminant distribution is
indicated (rate changing parameter or shape modifier), as well as the processes on
which they apply.

b-tagged jets, as this method is particularly powerful in discriminating tt̄H, H→bb̄
events from the main background in this phase-space, the tt̄+bb̄ process. While the
signal sensitivity of events with a lower number of b-tagged jets is reduced, events
with exactly three of these jets are used to constrain the various components of the
tt̄+jets background, which in turn contributes to improve the analysis sensitivity in
the signal enriched categories. Thus the following resolved analysis categories are
used in the SL and DL categories:

• SL: ≥ 6 jets, ≥ 4 b-tagged jets, 5 jets, ≥ 4 b-tagged jets, 4 jets, 4 b-tagged jets,
≥ 6 jets, 3 b-tagged jets, 5 jets, 3 b-tagged jets, 4 jets, 3 b-tagged jets

• DL: ≥4 jets, ≥ 4 b-tagged jets, ≥ 4 jets, 3 b-tagged jets
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Figure 9.9 illustrates the event composition in these categories. Clearly, categories
with larger number of b-tagged jets contain a higher fraction of signal events.

Combination of MEM with substructure methods

The analysis is expanded by using substructure methods to include events with a
Higgs boson or a top quark with a large pT . The approach presented here analyses
events containing such a candidate in separate categories, and combines these with
the resolved analysis ones, ensuring that these are mutually exclusive.

Figure 9.10 illustrates the event selection in the boosted analysis. First, so-called
resolved jets are identified according to the selection criteria given in Section 9.2, and
if at least three b-tagged jets are found, the event is treated as in the resolved analysis.
If this is not the case, boosted top quark or Higgs boson candidates are reconstructed.
If any of these candidates fulfil the criteria defined in Section 9.2, their subjets (2 in
the case of the Higgs boson candidate, three for top quark candidates) are isolated.
Resolved jets located within an angular distance of 0.3 to these subjets are discarded.
If a top quark candidate has been identified, its subjet with the largest b tagging
score is selected as a b-tagged jet, while to other two form light-flavoured jets. For
Higgs boson candidates, both subjets are classified as b-tagged jets. In addition to
these jets, resolved b-tagged jets are considered, starting with those having the largest
b tagging score, until the event contains at most four b-tagged jets. All remaining
resolved b-tagged jets are discarded. If a top quark candidate is found, all resolved
light jets are similarly discarded, but if only a Higgs candidate is identified, these jets
are conserved. No top quark candidate is accepted in the dileptonic analysis channel.

If the newly formed list of b-tagged jets, consisting of a mixture of subjets and
resolved jets, contains four elements, it is used to calculate the MEM. Otherwise
the event is discarded. The event composition of the boosted categories used in the
analysis are shown in Figure 9.9.

In addition, substructure techniques can help to simplify the calculation of the
MEM, as identifying a Higgs boson or a top quark candidate can be used to reduce the
number of permutations that are considered in the MEM computation. In particular,
when a top quark candidate is found, one b-tagged jet is unambiguously identified
as originating from a top quark decay. This leaves three permutations to associate
the remaining three b-tagged jets to the quarks into which the Higgs boson and the
other top quark decay. Similarly when a Higgs boson candidate is found, only two
permutations need to be considered. Finally, only one permutation remains when
both candidates are identified. As is shown in Section 10.3, this considerably reduces
the computation time of the MEM.
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Figure 9.9: Event composition of all categories used in the resolved and the boosted
analysis. Categories with larger numbers of b-tagged jets are dominated by contri-
butions from tt̄H, H→bb̄ and tt̄+bb̄ events. Boosted categories only contain a minor
fraction of signal events.
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Figure 9.10: Schematics illustrating the analysis strategy in the boosted categories.

Discriminants

Depending on the analysis category different discriminating variables are used to re-
construct signal events. In categories with four b-tagged jets (in both the resolved
and the boosted case), the Matrix Element Method (MEM) is used. In the resolved
analysis, these four jets are the four jets leading to the largest b tagging likelihood
ratio, whereas in the boosted case the jets are a mixture of resolved jets and sub-
jets. The MEM hypothesis that is chosen depends on the number of observed jets.
With six or more jets in the SL analysis channel, the fully reconstructed hypothesis
(SL-2l2h2t) is used, as two light quarks, both b quarks from the Higgs boson and
both b quarks from the two top decays have been reconstructed. In events with less
than six jets, the hypotheses SL-1l2h2t and SL-0l2h2t are used, where the integration
is performed over the missing quarks as described in Section 8.3.2. In the boosted
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analysis, the SL-il2h2t-sj hypothesis is used, where i indicates the number of recon-
structed light-flavoured jets, and which uses the same integration procedure than the
SL-il2h2t hypothesis, but with a modified jet selection. In the boosted categories, the
MEM can also be calculated with a reduced set of permutations as described above,
defined as SL-il2h2t-sj-fixtop/higgs which indicates which permutations are fixed in the
integration. For events with only three reconstructed b-tagged jets, the BLR is used
as a discriminator between signal and background events. Table 9.6 summarises the
discriminators used in all analysis categories and shows which categories are used in
the resolved and the boosted analysis strategy.

In an alternative result that is presented in the following chapter, the BLR is used
in all resolved categories, and the average pseudorapidity between all jets discrimi-
nates between signal and background events in the boosted categories.

9.6 Statistical analysis of the data

Even after the object and event selections, the tt̄H, H→bb̄ signal is still hidden by
large contributions from background processes, in particular tt̄+jets events. This is
why simply counting the number of events in each analysis category, or searching for
a mass peak around the Higgs boson mass would not lead to any significant result.
To resolve this issue a maximum likelihood template fit is carried out to extract the
signal strength modifier of the tt̄H, H→bb̄ process µ = σtt̄H

σtt̄H,SM
, which gives the ratio

of the measured cross section and the predicted one from the SM. This implies that
for data distributed exactly according to the SM predictions, a signal strength of
one is expected, which corresponds to the hypothesis H1 under test. The aim of the
analysis is to exclude the null hypothesis (H0), which corresponds to the case µ = 0
where there is no contribution from the signal.

The template fit normalises the signal and background distributions such that their
sum best represents the data distribution. The fit accuracy thus depends strongly on
the distinctiveness of the templates used for the signal and background distributions.
Similarly, the goodness of the fit depends on the choice of the template and on the
correct assessment of the uncertainties affecting the distributions. These uncertainties
are described in Section 9.4.

Each of the templates representing a variable x used in the fit is represented as
a histogram, where n = (n1, n2, ..., nN) gives the number of events in each histogram
bin. The expected number of events in each bin is estimated based on the expected
number of signal si and background bi events:
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Analysis category Discriminant Alternative discriminant
R

es
ol

ve
d

an
al

y
si

s SL, ≥ 6 jets, ≥ 4 b-tags MEM, SL-2l2h2t
SL, ≥ 6 jets, 3 b-tags BLR
SL, 5 jets, ≥ 4 b-tags MEM, SL-1l2h2t
SL, 5 jets, 3 b-tags BLR
SL, 4jets, ≥ 4 b-tags MEM, SL-0l2h2t
SL, 4 jets, 3 b-tags BLR
DL, ≥ 4 jets, ≥ 4 b-tags MEM, DL-2h2t
DL, ≥ 4 jets, 3 b-tags BLR

B
o
os

te
d

an
al

y
si

s

SL, ≥ 6 jets, ≥ 4 b-tags, SJ MEM, SL-2l2h2t-sj
MEM, SL-2l2h2t-sj-fixtop

MEM, SL-2l2h2t-sj-fixhiggs

MEM, SL-2l2h2t-sj-fixtop, higgs

SL, ≥ 6 jets, ≥ 4 b-tags, no SJ MEM, SL-2l2h2t
SL, ≥ 6 jets, 3 b-tags BLR
SL, 5 jets, ≥ 4 b-tags, SJ MEM, SL-1l2h2t-sj MEM, SL-1l2h2t-sj-fixhiggs

SL, 5 jets, ≥ 4 b-tags, no SJ MEM, SL-1l2h2t
SL, 5 jets, 3 b-tags BLR
SL, 4jets, ≥ 4 b-tags, SJ MEM, SL-0l2h2t-sj MEM, SL-0l2h2t-sj-fixhiggs

SL, 4jets, ≥ 4 b-tags, no SJ MEM, SL-0l2h2t
SL, 4 jets, 3 b-tags BLR
DL, ≥ 4 jets, ≥ 4 b-tags, SJ MEM, DL-2h2t-sj MEM, DL-2h2t-sj-fixhiggs

DL, ≥ 4 jets, ≥ 4 b-tags, no SJ MEM, DL-2h2t
DL, ≥ 4 jets, 3 b-tags BLR

Table 9.6: Summary of the discriminants used in all analysis categories. By default,
the MEM is used in categories with at least four b-tagged jets. When only three
b-tagged jets are present, the BLR is used.

E [ni] = bi(θ) + µsi(θ) (9.4)

where µ is the signal strength parameter, and the expected numbers of signal and
background events depend on a set of nuisance parameters θ. These describe the
effect of the uncertainty sources on the observed number of events in each bin. It is
assumed that the observed number of events ni in a discrete distribution obeys to a
Poisson distribution, such that
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Pi(ni|E [ni]) =
E [ni]

ni

ni!
e−E[ni] (9.5)

Thus, the likelihood function describing the likeliness of the measured data to
distribute according to µ and θ is given by

L(data|µ, θ) =
N∏
i

[bi(θ) + µsi(θ)]
ni

ni!
e−[bi(θ)+µsi(θ)] · p(θ̃|θ) (9.6)

The parameter θ̃ gives the values of the nuisance parameters as constrained by
data. The function p(θ̃|θ) is linked to the probability density function p(θ|θ̃) by the
Bayes theorem

p(θ|θ̃) ≈ p(θ̃|θ) · π(θ) (9.7)

with the prior π(θ).
The choice of the probability density function depends on the type of uncertainty.

Generally, two different types are considered:

• Rate uncertainties only affect the normalisation of a distribution, but not its
shape. They are modelled using a log-normal distribution

p(θ|θ̃) =
1√

2πθ lnκ
e
[
− (ln θ − ln θ̃)2

2(lnκ)2

]
(9.8)

with the scale parameter κ = 1 + σ/µ2.

• Shape uncertainties on the contrary affect the shape of the distributions. They
are assumed to follow a Gaussian distribution

p(θ|θ̃) =
1√
2πσ

e
[
− (θ − θ̃)2

2σ2

]
(9.9)

with the variance σ of the normal distribution.

A profile likelihood ratio is built as

λ(µ) =
L(µ,

ˆ̂
θ)

L(µ̂, θ̂)
(9.10)
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where µ̂ and θ̂ are the parameters under which the likelihood function is max-

imised, and
ˆ̂
θ depends on µ and describes the set of nuisance parameters which

maximise the likelihood function for a fixed value of µ.
Practically, finding the maximum of the likelihood function might surpass the

numerical precision of the machine when computing the product of many numbers
below one, which is why the negative logarithm qµ of that function is minimised
instead:

qµ = −2 lnλ(µ) (9.11)

Only values of µ̂ ≥ 0 are considered as the analysis is searching for an excess of
events which cannot be explained by the sole presence of the background [274].

A large measured value of the test statistics qµ therefore describes an incompati-
bility with the hypothesis under test. This is formalised by calculating the so-called
p-value

pµ =

∫ ∞
qµ,obs

f(qµ|µ = 0)dqµ (9.12)

where f(qµ|µ = 0) denotes the probability density function of the test statistics
under the H0 hypothesis. It can be computed by producing toy datasets following
the background only model. However, the smaller the observed p-value and the larger
the discovery potential, the more toy datasets are necessary to model the tail of the
distribution.

To overcome this issue, Wald’s theorem is used to evaluate an analytic formulation
of the probability density function f(qµ|µ′) [275]. The theorem states that for a
sufficiently large dataset, the test statistics can be approximated by

− lnλ(µ) ' (µ− µ̂)2

σ2
+O(

1√
N

). (9.13)

Here, µ is the signal strength under test, µ̂ its estimator, and the width σ corre-
sponds to the standard deviation of µ which is obtained from the covariance matrix
of L(data|µ, θ)

V −1 = E
[∂ lnL
∂θiθj

]
. (9.14)

Thus, the Wald theorem implies that for a large dataset, µ̂ follows a Gaussian
distribution with a mean µ. In this approximation, the p-value can easily be computed
as
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p0 = 1− Φ(
√
q0) (9.15)

with Φ the cumulative of the Gaussian distribution of µ̂. From this, the significance
level of the measurement is extracted as S =

√
p0. The LHC experiments have

adopted a convention that a significance of 3σ is necessary to claim an observation
of a process. When 5σ are exceeded, a discovery is announced. For smaller expected
significances, the same approximation is used to set an upper limit on µ at a confidence
level of 1− α as

µup = µ̂+ σΦ−1(1− α). (9.16)

This corresponds to claiming that the presence of a signal with a signal strength
of µup or higher is excluded at a confidence level 1− α.

To compute the expected significance of a signal, the so-called Asimov dataset
is used. This dataset sets the values of si and bi as expected from the SM and
corresponds to evaluating the p-value of the probability density function f(q0|µ = 1)
by integrating from its median to infinity [276, 277].



Chapter 10

Results

This Chapter presents the results of the analysis in the tt̄H, H→bb̄ channel, focusing
on a search for events with a Higgs boson or a top quark with a large pT , using the
dataset collected by the CMS experiment in 2017. Section 10.1 verifies the object and
event selections presented in the previous Chapter in a control region of the analysis.
Several discrepancies found during this process related to b tagging are described
and investigated in Section 10.2. The expected sensitivity of the resolved analysis is
shown in Section 10.3. Section 10.4 presents an observed mismodelling in the MEM
distribution and Section 10.5 finally presents the results of the search for tt̄H, H→bb̄
events using the BLR and the average pseudorapidity between jets as discriminating
variables.

10.1 Control region

To validate the object definitions, the event selection, and the application of event
weights, event yields and distribution shapes for the jet and b-tagged jet multiplicities,
the lepton and jet pT , the MET and the number of primary vertices are compared
between expectations from simulation and measured data. Results for the SL and
the DL channel are shown in Figures 10.1 and 10.2 respectively, where in both cases
events with at least four jets including at least two b-tagged ones are considered.

Generally a good agreement between data and simulation is observed in these
distributions. Several variables however are less well modelled by simulation. For
example, the number of primary vertices per event is underestimated. This disagree-
ment is however expected as MC samples are produced ahead of the data collection
period, such that the exact distribution is not known at production time. Addition-
ally, the event yields at large jet multiplicities are underestimated in simulation. This
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feature arises from a theoretical mismodelling of the parton shower. However, the
mismodelling in bins of large numbers of b-tagged jets per event, where an excess of
data is observed, was not expected. Investigations on this behaviour are presented in
the following Section.

10.2 B tagging scale factors

Based on the disagreement in the b-tagged jet multiplicity in data and simulation
shown in Figures 10.1 and 10.2, several issues involving the b tagging scale factors,
which are applied to the analysis, were identified.

10.2.1 Data to simulation mismodelling

Although the effect is still within the systematic uncertainties in the SL channel, a
significant excess of events with many b-tagged jets is observed in data in Figures 10.1
and 10.2 (top right). While the yields for events with exactly two b-tagged jets
are similar in data and simulation, there are 20% more events with four b-tagged
jets in data than in simulation in the SL channel. This disagreement arises from a
combination of two distinct effects.

One issue involves an underestimation of the cross section of the tt̄+bb̄ back-
ground, which mostly affects bins with large b-tagged jet multiplicities in the distri-
butions. This is because the background is dominated by the tt̄+bb̄ process for such
events, while the largest background contribution for events with lower numbers of
b-tagged jets are tt̄+light events.

A second contributing factor is the application of b tagging scale factors, which
are described in Section 9.3 and which are needed to correct for different b tagging ef-
ficiencies in data and simulation. Figure 10.3 shows the data to simulation agreement
for semileptonic events without applying b tagging scale factors. Comparing with the
result including b tagging scale factors in Figure 10.1, the agreement between data
and simulation in the number of b-tagged jets is much improved, while the agreement
in the jet multiplicity is mostly unaffected. Several aspects of the calculation of these
scale factors have thus been investigated to understand these differences.

Firstly, the environments in which the analysis is performed and the one in which
the scale factors are derived differ. While these are also measured in a phase space
enriched in tt̄+jets events, in this case only dileptonic events with exactly two b-
tagged jets and no additional jets are considered. This selection is further referred
to as the heavy flavour (HF) selection. Clearly, the environment in which the tt̄H,
H→bb̄ analysis is performed, in particular in the SL channel which is used here
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Figure 10.1: Comparison of event variable shapes between data and simulation for
SL events with at least four jets, amongst which at least 2 must be b-tagged. The
uncertainty band includes statistical and systematic uncertainties. Most variables
present a good agreement.
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Figure 10.2: Comparison of event variable shapes between data and simulation for
DL events with at least four jets, amongst which at least 2 must be b-tagged. The
uncertainty band includes statistical and systematic uncertainties. Most variables
present a good agreement and discrepancies are contained within the uncertainties.
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(a) Jet multiplicity (b) B tagged jet multiplicity

Figure 10.3: Data to MC agreement in the jet (a) and b-tagged jet (b) multiplicities
without applying b tagging scale factors. In this case, a much better modelling of the
b tagged multiplicity is seen.

for comparison, has a larger number of reconstructed objects per solid angle. This
is verified in Figure 10.4, which shows the number of additional jets (regardless of
whether they satisfy the selection criteria in Section 9.2.2) within an angular distance
of 0.8 to jets passing those selections. Results are presented as a function of the b-
tagged jet multiplicity. This shows that on average 20% of jets in the HF environment
have at least one additional jet in their vicinity, while this number is almost twice as
large in the tt̄H, H→bb̄ environment. This figure even increases in bins with larger
numbers of b-tagged jets, reaching 60% for jets in events with at least five b-tagged
jets.

The denser environment in the tt̄H, H→bb̄ analysis impacts the reconstruction
of the secondary vertex (SV) of jets originating from b quarks. To describe the
performance of the SV reconstruction, the angular distance ∆R (vertex, jet) between
the jet axis and the axis between the primary and the secondary vertex is calculated,
where the SV leading to the smallest distance ∆R (vertex, jet) is used. Figure 10.5a
proves that the angular distance is much lower for jets originating from bottom and
charm quarks, which are expected to possess a secondary vertex, compared to jets
originating from other types of quarks.
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(b) HF

Figure 10.4: Number of close-by jets (with ∆R = 0.8) as a function of the number of
b-tagged jets per event in the tt̄H, H→bb̄ and the HF environments. Each column
is normalised to unity. Additional jets are more likely found in the environment of
analysis jets in the phase space targeted by the tt̄H, H→bb̄ analysis.

The angular distance between the axis of b-flavoured jets and their closest SV is
shown for the SL tt̄H, H→bb̄ and the HF environments in Figure 10.5b. On average,
this angular distance is smaller for b-flavoured jets in the HF environment. This is
expected, as with additional jets close to the jet under consideration, the probability
for additional tracks originating from a different particle interfering with the SV
reconstruction increases. Similarly the angular distance between jet axis and vertex
position slightly increases with the number of b-tagged jets in tt̄H, H→bb̄ events as
is shown in Figure 10.5c.

This behaviour is exemplified when studying the dependence of the average an-
gular distance ∆R (vertex, jet) on the number of tracks associated to the secondary
vertices shown in Figure 10.5d. Only tracks satisfying the criteria mentioned in
Section 3.3.6 are considered. For b-flavoured jets, the angular distance constantly
decreases with a larger number of tracks associated to the SVs, as this improves the
vertex interpolation. Contrarily for c-flavoured jets, a decrease of ∆R (vertex, jet)
is observed for low numbers of associated tracks, followed by a slight rise. This can
be explained by the fact that the SV created by charm quarks typically have a lower
number of tracks than those created by bottom quarks, so that SVs with a larger
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Figure 10.5: Alignment of the secondary vertex with the jet axis as a function of
the jet hadron flavour (a), the phase space (b), the number of b-tagged jets in tt̄H,
H→bb̄ events (c) and the number of tracks associated to the SV (d). Generally, the
alignment improves in less dense environments, and for well reconstructed b-flavoured
jets.
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number of associated tracks are more likely to originate from another particle, or to
contain additional tracks from other particles. In both cases, this leads to a worse
vertex reconstruction, and thus larger values of ∆R (vertex, jet).

Since the number of tracks associated to the SV is used to evaluate the b tagging
score of a jet in the DeepCSV tagger, this quantity will have an effect on the b tagging
efficiency. This is shown in Figure 10.6a, which shows the scale factor, defined as the
ratio of the efficiency of correctly identified b-flavoured jets in data divided by that in
simulation, as a function of the number of tracks of the jet’s SV. This scale factor is
evaluated in dileptonic tt̄ events, containing exactly two jets. To increase the purity
of this selection in data, a tag-and-probe approach is used, applying selection criteria
on the tag jets such as minimum b tagging discriminant score, without imposing
selections on the probe jet on which the scale factor is evaluated. This scale factor is
calculated for three different working points of the b tagging algorithm. Figure 10.6a
shows that the scale factor varies considerably with the number of tracks associated
to the SV, reaching values between 0.65 for jets without any properly reconstructed
vertex tracks and 1 for jets with many well reconstructed tracks associated to the SV.
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(b) Ntrack vs. Nb jets

Figure 10.6: Scale factor as a function of the number of tracks of its associated
secondary vertex (a) and average number of tracks associated to the secondary vertex
as a function of the number of b-tagged jets in the event (b).

For comparison, Figure 10.6a also shows for the same jets the scale factor which
is used by default in black. Clearly, these have only a very minor dependency on
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the number of tracks associated to the SV, thus being in disagreement with the scale
factors computed specifically as a function of this variable. Figure 10.6b shows the
average number of tracks associated per SV as a function of the number of b-tagged
jets in tt̄H, H→bb̄ events. As expected the average number of tracks increases with
additional b-tagged jets. Therefore the more b-tagged jets the event possesses, the
more the b tagging SF will be underestimated, as in the region with larger numbers
of tracks, the scale factor used in the analysis is 5-10% lower than expected from this
study.

Given the time scale of this analysis, it was not possible to use these conclusions
concretely to correct for the mismodelling observed in Figures 10.1 and 10.2, and
to study its correlation with the theoretical uncertainties in the modelling of the
tt̄+bb̄ background, which also affect the data to simulation agreement. It is expected
that the mismodelling will not significantly impact the results of the analysis as it
is mostly contained within the systematic uncertainties affecting the distributions.
Furthermore the normalisation of the tt̄+HF background is left freely floating which
also compensates for this mismodelling.

10.2.2 Shape distortions

Additionally, it was observed that distributions which are independent of b tagging,
such as the jet pT , are distorted when applying b tagging scale factors. In order to
correct for this effect, a correction factor is derived from simulation along the lines
of the procedure in [278]. This correction factor depends on the number of jets and
the HT of the event, and is derived for events passing all selection criteria of the
main analysis except of the requirement on the b-tagged jet multiplicity. It is then
calculated as the ratio of the weighted number of events after and before applying
b tagging scale factors. Separate correction factors are evaluated for the SL and DL
channels, and for the tt̄H, H→bb̄, the tt̄+B (combining the tt̄+bb̄, tt̄+b and tt̄+2b
backgrounds), the tt̄+cc̄ and the tt̄+LF processes. The latter ones are also used for
all other minor backgrounds of the analysis. Figures 10.7 and 10.8 show the correction
factors in each of these channels and processes. All values lie between 0.8 and 1.5.

Figure 10.9 verifies the validity of these correction factors in the SL tt̄H, H→bb̄
selection. As expected, these do not affect the shape of the b tagging score distribution
after applying the b tagging scale factors. However, it can be seen that the HT , the jet
multiplicity and the jet pT distributions are restored to their shape before application
of the scale factors. These correction factors are thus applied in all analysis categories
and are already included in Figures 10.1 and 10.2.
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(d) SL - tt̄+light

Figure 10.7: B tagging correction factors rectifying the shape distortions appearing
when applying b tagging scale factors in the SL channel.
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Figure 10.8: B tagging correction factors rectifying the shape distortions appearing
when applying b tagging scale factors in the DL channel.
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(c) Jet multiplicity
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(d) Jet pT

Figure 10.9: Effect of the b tagging correction factors on the jet b tagging score (a),
the event HT (b), the number of jets per event (c), and the jet pT (d). While the
correction factors leave the b tagging score distribution unchanged, they restore all
other distributions to their shape before applying b tagging scale factors.
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10.3 Expected performance of the boosted selec-

tion

Using an Asimov dataset which is defined in Section 9.6, the expected performance
of the analysis in the boosted phase space using the MEM discriminant is presented.

10.3.1 MEM performance for boosted events

In a first step, the performance of the MEM for events with a boosted candidate,
which is denoted the boosted MEM and described in Section 9.5, is evaluated. This
is motivated by the assumption that when the top quark or the Higgs boson are pro-
duced at large pT and their decay products are very collimated, they are easier to
reconstruct when using dedicated substructure methods than with standard jet algo-
rithms. Thus if these methods allow a better measurement of each jet’s kinematics,
the accuracy of the MEM would improve. The performance of the boosted MEM is
expected to differ from that of the MEM in resolved categories as the input lists of
jets are different. While it consists of AK4 jets in the resolved case, it is a mixture of
such jets and of subjets in the boosted case.

Figure 10.10a compares the performance of the resolved and the boosted MEM.
Separate curves are shown for events which only fulfil the resolved event selection (in
solid black), events for which both variants of the MEM can be calculated (in dashed
black when the resolved MEM is calculated and in dashed red when the boosted MEM
is used), and for events only passing the boosted event selection (in solid red). The
performance of the boosted MEM variant with fixed permutations is also shown in
solid orange (for events which do not fulfil the resolved event selection) and in dashed
orange (for events where this is the case).

This Figure shows that the resolved MEM performance always exceeds that of
the boosted MEM. For events which fulfil the selection criteria of the resolved and
the boosted analysis, the discriminator performance degrades from an area under
the ROC curve of 0.29 using the resolved MEM to 0.34 with the boosted MEM.
For events which only pass the boosted event selections, an area under the ROC
curve of 0.42 is achieved. A further loss in performance is observed when fixing the
permutation of the subjets obtained from a top quark or a Higgs boson candidate in
the MEM calculation. This can be explained when considering the definition of the
MEM in Section 8.3.1. As the total probability consists of a sum of the probabilities
of all permutations, the total probability can only be lower when removing some
cases. If the correct permutation is amongst those conserved, the performance will be
similar since the correct permutation has a considerably larger probability than the
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(b) Events with boosted top quark

Figure 10.10: ROC curves describing the performance of the MEM. On the left, its
performance in the resolved and the boosted case is compared. On the right, the
impact of quark and kinematic matching on the MEM performance for events with
a boosted top quark candidate is evaluated. The performance is quantified with
the area under the curve (AUC), for which smaller values indicate better separation
power.

other ones, thus dominating the total probability. If however the assignment of the
subjets to the quarks is wrong, the correct permutation might be discarded, and thus
considerably lowering the MEM performance. This is why the global performance
of the MEM is lower in this case, and this strategy will not be used to extract the
results of the boosted analysis.

The loss of performance of the boosted MEM calculated using all possible permu-
tations can be explained when investigating the reconstruction of the boosted objects.
Figure 10.11 shows the top quark and Higgs boson pT and mass at generator level, as
reconstructed by two (for the Higgs boson) or three (for the top quark) AK4 jets and
the one of the boosted candidates. While the mass distributions of the top quark and
the Higgs boson candidates are closer to the generator level mass for both objects,
the pT distributions are distorted. These are well modelled when reconstructing the
objects with AK4 jets, however the boosted candidates shift the distributions towards
larger transverse momenta.

A second aspect which explains the performance loss are higher failure rates in
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(c) Higgs candidate pT

0 200 400 600
Higgs Mass [GeV]

0

0.2

0.4

0.6

0.8

1

1.2

A
. U

.

Generator Higgs 

Resolved jets

Boosted subjets

CMS
Work In Progress

13 TeV

(d) Higgs candidate mass

Figure 10.11: Comparison of the kinematics of the top quark (a,b) and the Higgs
boson (c,d) as reconstructed from AK4 jets or subjets with the generator level quan-
tities. While boosted objects improve the mass resolution with respect to resolved
jets, they distort the pT spectrum.
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Higgs [%] Hadronic top [%] Leptonic top [%] Full event [%]

Resolved 81 38 94 28
Boosted - only Higgs 26 25 87 6
Boosted - only Top quark 62 18 84 11
Boosted - both candidates 19 24 89 6

Table 10.1: Matching fractions of jets and subjets to quarks in the resolved and the
boosted analysis. A considerable drop is observed when boosted objects are used.

correctly associating subjets to quarks with respect to the resolved case, as illustrated
in Table 10.1. This Table shows the matching fractions of all final state particles in the
tt̄H, H→bb̄ analysis (Higgs boson, hadronically and leptonically decaying top quarks)
for resolved events and for events with either a boosted Higgs boson candidate, a
boosted top quark candidate or both. A particle is considered matched if all of
the quarks in which it decays are within an angular distance of 0.3 to either AK4
jets (in the resolved analysis, for the leptonically decaying top quark, and for the
hadronically decaying one or the Higgs boson when the object wasn’t reconstructed
using boosted methods), or to Higgs boson or top quark candidate subjets. It is
observed that the matching fractions considerably drop when including either of the
two boosted candidates in the analysis. For example the matching fraction drops from
81% in the resolved case to 26% when reconstructing the Higgs boson with a boosted
candidate, and further deteriorates to 19% when the event also has a boosted top
quark candidate. This indicates that in many cases, the substructure algorithms do
not correctly identify the Higgs boson or the top quarks, and sometimes a top quark
is mistakenly considered as a Higgs boson candidate, and the other way around.

Figure 10.10b investigates the impact of these two aspects on the boosted MEM
performance for events which contain a top quark candidate. Separate curves are
shown for events where the top quark candidate’s subjets are matched to the gener-
ator level quarks (meaning that their respective angular distance is below 0.3), and
where either the top quark candidate’s pT or its mass is within 20 GeV of that of the
generated top quark. Clearly, these conditions are not independent of each other, as
the kinematics are usually close to the generator level ones when the correct subjets
have been identified.

When only the pT or the mass of the top quark candidate is well reconstructed but
the subjet matching is incomplete, a performance increase of 8% is achieved. If instead
all three subjets are matched to the generated quarks, an area under the ROC curve
of 0.28 is achieved, which even surpasses the performance of the resolved MEM. It
can be concluded that both criteria impact the MEM performance, and in particular
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when the subjets are matched to the generator level quarks, the performance of the
resolved MEM is recovered.

These observations indicate that the algorithms chosen to identify high pT top
quarks or Higgs boson candidates have a limited efficiency and often miss the correct
object. Especially when they mistakenly identify another final state object, this
affects the performance of the MEM considerably. These conclusions motivate why
events which satisfy both the resolved and the boosted selection criteria are treated
using the resolved strategy.

10.3.2 Expected sensitivity of the boosted analysis

To verify the validity of the analysis and to evaluate its expected sensitivity, an
Asimov dataset is used as described in Section 9.6. This pseudo-dataset can be built
from simulation either assuming the presence of a signal according to SM expectations
(µ = 1) or assuming no presence of signal (µ = 0).

In a first step, the so-called pulls and constraints of the fit on the nuisance pa-
rameters are studied in Figure 10.12. These pulls and constraints correspond to the
mean and the width of the distribution (θ̂ − θ0)/∆θ where θ0 represents the values
of the nuisance parameters before the fit, and ∆θ is the uncertainty on the prefit
nuisance parameter. The presence of large pulls would indicate a wrong modelling of
the uncertainties, while large under- or over-constraints arise from an unreasonable
uncertainty assigned to the nuisance parameter. By definition, no pulls are expected
to appear in either the signal+background or the background model fit on the µ = 0
dataset and the size of the constraints should be comparable, which is verified in
Figure 10.12a. Similarly, it is verified in Figure 10.12b that the signal+background
fit on the µ = 1 dataset exerts no pulls on the nuisances. Small positive and negative
pulls of less than 0.2 are however observed in particular for some of the JEC uncer-
tainties for the background-only fit of this dataset. These arise from differences in
the background-only model and the signal+background dataset. For both datasets,
the maximum constraints are of the order of 50% and occur for nuisance parameters
related to b tagging, implying that the prior uncertainties are rather large on these
nuisances.

Table 10.2 gives the best-fit values and the expected significance in the resolved
and boosted analysis categories evaluated on an Asimov dataset. Given the larger
statistics in the SL channel, the channel drives the overall sensitivity of the resolved
analysis, for which a significance of 2.11 is expected. As expected from the low
performance of the MEM in the boosted categories, these have no major impact on
the analysis sensitivity. As can be seen from the expected signal strength, the analysis
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Figure 10.12: Pulls and constraints on the nuisance parameters evaluated for the
signal+background model (red) and the background model only (blue) for the µ = 0
(a) and the µ = 1 (b) Asimov datasets for the boosted analysis. The nuisances specific
to the boosted analysis are only mildly constrained.

is dominated by systematic uncertainties.

While the sensitivity of the boosted analysis is not significantly improved with
respect to the resolved analysis, the computation time can be drastically reduced when
using these methods, as is shown in Table 10.3. This is because reconstructing boosted
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µ̂± tot (± stat ± syst) Significance

SL resolved 1+0.58
−0.55

(
+0.28
−0.27

+0.51
−0.48

)
1.80

DL resolved 1+1.11
−1.98

(
+0.64
−0.60

+0.91
−0.77

)
1.02

SL + DL resolved 1+0.51
−0.48

(
+0.25
−0.25

+0.45
−0.40

)
2.11

SL boosted 1+9
−11 0.06

SL + DL boosted 1+9
−11 0.07

SL + DL resolved + boosted 1+0.51
−0.47

(
+0.25
−0.25

+0.44
−0.40

)
2.15

Table 10.2: Best-fit values µ̂ and expected significance in the SL and DL categories
and for the combined fit in the resolved and boosted analysis categories using an
Asimov dataset. A expected significance of 2.15 is expected in the combined analysis.

objects allows to remove permutations in the MEM computation, either because jets
originating from ISR or FSR can be identified and removed from the analysis (such
as in the SL-2l2h2t-sj hypothesis), or by directly removing wrong permutations.

10.4 Mismodelling of the MEM distribution

During the unblinding procedure, a large mismodelling of the MEM discriminant has
been observed. Especially in the most signal sensitive analysis categories, a sizeable
excess of data is observed at large MEM values above 0.85, close to where the tt̄H,
H→bb̄ signal is expected, as can be seen in Figure 10.13.

This disagreement has been traced back to the integration strategy of the MEM
probability itself, and in particular to the treatment of the jet energy corrections
described in Section 8.3.1. Figure 10.14a shows the shape of the MEM distribution
for SL events in data when computing the MEM as a scalar integral, and when using
a vector containing 26 times the same value than in the scalar case, as described
in Section 8.3.1. Naively a similar output is expected in both cases. However the
shape between both cases differs significantly in the region of high MEM values,
where a disagreement of up to 20% is observed, which is precisely where the large
discrepancy between data and simulation is detected. Figure 10.14b compares the
ratio between the vector and the scalar case to the statistical uncertainty on the scalar
integration, which is computed using Poissonian errors and error propagation. Clearly,
the difference between the distributions is not covered by this uncertainty which points
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Analysis category Total time [s] tt̄H, H→bb̄ hypothesis [s] tt̄+bb̄ hypothesis [s]

SL-2l2h2t 49.9 ± 33.78 18.15 ± 13.12 32.48 ± 22.68
SL-1l2h2t 45.54 ± 13.1 16.08 ± 4.94 29.49 ± 8.53
SL-0l2h2t 145.26 ± 32.41 55.24 ± 16.4 103.83 ± 27.21
DL-2h2t 105.16 ± 28.18 36.52 ± 10.96 69.52 ± 19.28
SL-2l2h2t-sj 23.99 ± 10.34 8.51 ± 3.94 15.5 ± 6.75
SL-1l2h2t-sj 44.32 ± 12.71 15.88 ± 5.04 28.56 ± 8.83
SL-0l2h2t-sj 143.47 ± 32.96 53.84 ± 15.98 99.57 ± 26.62
DL-2h2t-sj 102.67 ± 28.35 35.79 ± 10.94 67.71 ± 19.38
SL-2l2h2t-sj-fixtop 6.01 ± 1.77 2.18 ± 0.68 3.83 ± 1.14
SL-0l2h2t-sj-fixhiggs 6.57 ± 5.87 2.52 ± 2.34 4.05 ± 3.66
SL-2l2h2t-sj-fixtop, higgs 2.0 ± 0.66 0.75 ± 0.24 1.25 ± 0.47
SL-1l2h2t-sj-fixhiggs 7.48 ± 2.67 2.81 ± 0.91 4.66 ± 1.96
SL-0l2h2t-sj-fixhiggs 25.99 ± 8.92 9.64 ± 2.95 16.35 ± 6.71
DL-2h2t-sj-fixhiggs 17.6 ± 5.83 6.33 ± 1.96 11.27 ± 4.22

Table 10.3: Computation times of the MEM discriminant in the different analysis
categories. The total time is given, as well as the individual times for the signal tt̄H,
H→bb̄ and the background tt̄+bb̄ MEM hypothesis. Using substructure methods
reduces the computation time, especially when removing permutations.

to a deeper problem in the integration, as different numerical implementations of the
integral should not have such a strong impact on the shape.

Given that no explanation for this unexpected behaviour has been found yet,
no signal extraction using the MEM distribution is presented. Instead it will be
performed using an alternative set of discriminants.

10.5 Signal extraction

The signal is extracted using the BLR distribution in all resolved analysis categories,
and the average η between jets in the boosted categories. This variable is shown
in Figure 10.15 in the SL and DL control regions with at least four jets amongst
which two must be b-tagged. The agreement between data and simulation is within
uncertainties. Given the lower discrimination power of these variables, in particular in
distinguishing the tt̄H, H→bb̄ signal from the tt̄+bb̄ background, a worse sensitivity
is expected than with the MEM approach.

A combined fit is performed on all resolved and boosted analysis categories simul-
taneously to extract the signal strength from data. In a first step, the validity of the
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(a) SL (b) DL

Figure 10.13: MEM distribution in the SL, ≥ 6 jets, ≥ 4 b-tagged jets (a) and DL,
≥ 4 jets, ≥ 4 b-tagged jets (b) categories. A large excess of events in data at large
MEM values is observed.

fit is controlled by evaluating the pulls and constraints on the nuisance parameters
by the fit, which are presented in Figure 10.16. The nuisance parameters with the
largest constraints are related to the b tagging and jet energy correction uncertainties
and are constrained by up to 50% of the prior value. This is expected because events
are selected in different jet and b-tagged jet multiplicities, such that differences in the
reconstruction of these jets in the analysis categories will impact the performance of
the fit. Additionally, while the fitted value for most nuisance parameters is within
1σ of the expected value, two nuisance parameters describing the uncertainty on the
effect of initial state radiation and on the factorisation scale are set to around -1.5.

The freely floating rate parameters for the tt̄+B and tt̄+cc̄ normalisations are
optimized by the fit to 1.23+0.22

−0.22 and 1.1+0.4
−0.5 respectively. These parameters are above

unity, because as expected, they compensate for the mismodelling originating from
the b tagging scale factors, which led to an excess of data in the analysis categories.

This is verified in Figures 10.17 (SL, ≥ 4 b-tagged jets), 10.18 (SL, = 3 b-tagged
jets) and 10.19 (DL + boosted category), which show the prefit and postfit distri-
butions in all analysis categories. These prove that indeed, the excess of data which
is present predominantly in the categories with four b-tagged jets is completely re-
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Figure 10.14: Comparison of the shape of the MEM distribution for all events in
the SL category for the vector and the scalar integration method (a) and comparison
of their ratio with the statistical uncertainty on the shape (b). The choice of the
integration method strongly affects the high-MEM region.

solved in the postfit distributions, leading to a good agreement between data and
simulation in those distributions. Additionally the uncertainties are smaller in those
distributions as expected from the constrained nuisance parameters.

Table 10.4 lists the best-fit values for the signal strength parameter µ̂ and the
observed significance. When combining all resolved analysis categories, a best-fit
µ of 3.82+3.78

−4.48 is found, corresponding to a significance of 0.84. When additionally
combining with the boosted selection, a best-fit value µ̂ of 0.47+3.34

−3.41, and a significance
of 0.14 are observed. Therefore, there is an underfluctation of signal events in the
boosted phase-space region. Nonetheless all values in all presented analysis categories
are compatible with each other within uncertainties and with SM expectations.

The impact of each nuisance parameter on the signal strength is shown in Fig-
ure 10.20. These are obtained by evaluating the shift of the best-fit µ after varying
each nuisance parameter one by one by one standard deviation up and down around
its postfit value. The nuisance parameters which most strongly impact µ̂ are the
background normalisation parameters, which is expected given the poor separation
of the chosen discriminators between the signal and the tt̄+jets backgrounds.

The effect of the nuisances on the uncertainty on the signal strength are studied
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(a) SL (b) DL

Figure 10.15: Distribution of the average η between jets in the SL, ≥ 4 jets, ≥ 2
b-tagged jets (a) and DL, ≥ 4 jets, ≥ 2 b-tagged jets (b) control regions. The data
to simulation ratio agrees within uncertainties.

as well. This is performed for groups of nuisance parameters separately by evaluating
the difference of the uncertainty on the signal strength between the fit involving all
nuisances and a similar fit performed while freezing all nuisance parameters except
the ones of interest, assuming that all nuisances are uncorrelated. Results for this
test are given in Table 10.5. The uncertainty on the signal strength parameter is
dominated by systematic uncertainties, to which the theoretical uncertainties con-
tribute most. However the individual uncertainties in the theory and experimental
groups cannot be added in quadrature, as there in fact exist correlations amongst
them, which is shown in Figure 10.21 such that the assumption does not fully hold.
This is the case for instance between the b tagging and the background normalisation
uncertainties. Additionally the uncertainty on the tt̄+B background normalisation
strongly anticorrelates with the signal strength with ρ = −0.7. This is expected given
that this process is the main background to the analysis.
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Figure 10.16: Pulls and constraints on the nuisance parameters evaluated for the sig-
nal+background model (red) and the background model only (blue) fit. The largest
constraints are of the order of 50%, and most best-fit values for the nuisance param-
eters are within one standard deviation of their prefit value.
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(a) SL, ≥ 6 jets, ≥ 4 b-tags - prefit (b) SL, ≥ 6 jets, ≥ 4 b-tags - postfit

(c) SL, 5 jets, ≥ 4 b-tags - prefit (d) SL, 5 jets, ≥ 4 b-tags - postfit

(e) SL, 4 jets, ≥ 4 b-tags - prefit (f) SL, 4 jets, ≥ 4 b-tags - postfit

Figure 10.17: Pre- (left) and postfit plots in the semileptonic channel in categories
with at least four b-tagged jets.
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(a) SL, ≥ 6 jets, 3 b-tags - prefit (b) SL, ≥ 6 jets, 3 b-tags - postfit

(c) SL, 5 jets, 3 b-tags - prefit (d) SL, 5 jets, 3 b-tags - postfit

(e) SL, 4 jets, 3 b-tags - prefit (f) SL, 4 jets, 3 b-tags - postfit

Figure 10.18: Pre- (left) and postfit plots in the semileptonic channel in categories
with exactly three b-tagged jets.
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(a) DL, ≥ 4 jets, ≥ 4 b-tags - prefit (b) DL, ≥ 4 jets, ≥ 4 b-tags - postfit

(c) DL, ≥ 4 jets, 3 b-tags - prefit (d) DL, ≥ 4 jets, 3 b-tags - postfit

(e) SL, DL boosted - prefit (f) SL, DL boosted - postfit

Figure 10.19: Pre- (left) and postfit plots in the dileptonic and the boosted analysis
categories.
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µ̂± tot (± stat ± syst) Significance observed (expected)

SL 2.67+3.84
−3.70

(
+2.05
−2.23

+3.25
−2.95

)
0.72 (0.31)

DL 1.15+6.87
−7.69

(
+4.62
−5.54

+5.08
−5.33

)
0.17 (0.16)

SL + DL combined 3.82+3.78
−4.48

(
+0.36
−0.36

+3.77
−4.47

)
0.84 (0.34)

SL + DL + Boosted combined 0.47+3.34
−3.41

(
+0.36
−0.36

+3.32
−3.40

)
0.14 (0.39)

Table 10.4: Best-fit values of the signal strength parameter µ̂ and observed and
expected significance of the analysis.

30
29
28
27
26
25
24
23
22
21
20
19
18
17
16
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1

2− 1− 0 1 2
θ∆)/0θ-θ(

scalePileUpPtRef

prop_binch3_bin5

prop_binch5_bin5

prop_binch1_bin4

prop_binch2_bin1

ttHbb_FSR_ttbarPlusCCbar

btag_hfstats2

ttHbb_scaleMuF

scalePileUpDataMC

ttHbb_PDF

ttHbb_HDAMP_ttbarOther

prop_binch4_bin4

prop_binch3_bin2

ttHbb_UE_ttbarPlusBBbar

ttHbb_HDAMP_ttbarPlusCCbar

effHiggs

ttHbb_UE_ttbarOther

scalePileUpPtEC1

ttHbb_HDAMP_ttbarPlus2B

ttHbb_FSR_ttbarPlusB

ttHbb_scaleMuR

ttHbb_FSR_ttbarPlusBBbar

effTop

btag_cferr1

scaleFlavorQCD

ttHbb_HDAMP_ttbarPlusBBbar

res

btag_hf

ttHbb_bgnorm_ttbarPlusCCbar

ttHbb_bgnorm_ttbarPlusBB
0.22−
0.22+1.23

0.5−
0.4+1.1

CMS Work In Progress

2− 0 2

r∆Pull  Impactσ+1  Impactσ-1

Unconstrained Gaussian
Poisson AsymmetricGaussian 3.4−

3.3+ = 0.5r

Figure 10.20: Impacts of the nuisance parameters on the signal strength. The largest
impacts arise from the normalisations of the main backgrounds to the analysis.
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-∆µ +∆µ

Background normalization -1.01 +1.01
ISR, FSR -0.85 +0.82
MC tune, hdamp -0.96 +0.92

Theory -2.46 +2.26

MC statistics -0.11 +0.11
JEC -0.11 +0.13
B tagging -0.56 +0.59
Top / Higgs selection -0.05 +0.05

Experimental -0.85 +0.95

Systematic -3.40 +3.32
Statistic -0.36 +0.36

Total -3.41 +3.34

Table 10.5: Uncertainties on the best-fit signal strength parameter for the different
uncertainty sources. The uncertainty on µ̂ is dominated by theoretical systematic
uncertainties.

10.6 Outlook

This work presents a search for tt̄H, H→bb̄ events, including a selection targeting
events with large Higgs boson or top quark pT using the dataset collected in 2017 by
the CMS experiment.

In the resolved case, a significance of 0.84 has been observed. An important aspect
in improving upon this result is to find a valid solution to the mismodelling of the
MEM distribution, which would provide a much stronger discriminant between the
signal and the main background tt̄+jets. Additionally, developing track dependant b
tagging scale factors would correct the mismodelling in the b-tagged jet multiplicities
which would also improve the sensitivity of the analysis. Furthermore an improved
modelling of the tt̄+bb̄ background would reduce the uncertainty linked to the nor-
malisation of this process, which is one of the largest uncertainties affecting the final
result. Several measurements from the CMS and ATLAS collaborations have studied
this process, and measured a cross section up to 40% larger than predictions at NLO,
with an uncertainty of around 30% [279, 280]. Along these lines, new theoretical pre-
dictions have been developed. Indeed, the models used in this analysis are simulated
using the five-flavour scheme, in which additional b jets are mostly produced in the
parton shower. However, these additional jets largely arise from gluon splittings in
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Figure 10.21: Correlations between the signal strength and the nuisance parame-
ters. Strong correlations between the nuisances related to b tagging (btag cferr[1,2],
btag [hf,lf ]) and to the background normalisations (ttHbb bgnorm ttbarPlusBB,
ttHbb bgnorm ttbarPlusCCbar) and the signal strength exist. Correlations between
the nuisances related to the JECs, the theory uncertainties and the uncertainties on
the selection of the boosted objects are less important.

the final state. A model using these new developments has recently been developed
and would improve the modelling of the main background of the analysis [281].

Unfortunately, the sensitivity of the boosted analysis presented here hardly im-
proves upon that of the resolved analysis. The reasons leading to this poor per-
formance were shown in Section 10.3.1. Therefore in order to use this phase space
efficiently and to measure the top quark Yukawa coupling, large improvements in cor-
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rectly identifying the top quark and Higgs boson candidates are essential. As briefly
summarised in Section 8.1.1, several new methods improving the tagging performance
of heavy objects have been developed simultaneously to this work. One example for
Higgs boson tagging is the DeepDoubleB tagger developped by the CMS collabora-
tion [232], whose efficiency is compared to that of the double b-tag algorithm used in
this work in Figure 10.22a. For similar signal efficiencies, this new tagger reaches a
mistag rate five times lower than the double b-tag algorithm. Similarly, new machine
learning based taggers outperform the performance of classical taggers such as the
HTTV2 algorithm as is shown in Figure 10.22b. Here the performance of the HTTV2
algorithm is comparable to that of the combined tagger of N-subjettiness and can-
didate mass. This tagger has a twice lower background rejection compared to more
recent machine learning tools at similar signal efficiencies. Using these more modern
tools would therefore considerably increase the analysis sensitivity. Combining this
analysis with data collected in 2016 and 2018 would also be beneficial as with the
additional statistics, more stringent selections on the boosted objects can be used
which would help to increase the signal fractions in the analysis categories.

(a) Higgs boson tagging (b) Top quark tagging

Figure 10.22: Performance of the DeepDoubleB and the double b tagger for Higgs
boson tagging (a) and of various machine learning algorithms for top quark tagging
(b) [232, 233]. These algorithms improve upon the methods used in this work.





Chapter 11

Conclusion

While the discovery of the Higgs boson in 2012 marked an important milestone in
the history of particle physics as it completed the SM, a number of open questions
remain in the quest to understand Nature around us at its most fundamental level.
The most promising path forward to solve these questions at the high-energy fron-
tier are precision measurements to potentially find discrepancies with respect to SM
expectations.

Of particular interest is the Yukawa coupling with the top quark, which is the
heaviest fundamental particle known to date. A direct measurement of this property
is possible in the associated production of a Higgs boson with a top quark pair —
which is the focus of this thesis — even though this channel is difficult to reconstruct
because of large background contributions and a complex final state.

This analysis uses different approaches to discriminate between signal and back-
ground events. For example the matrix element method builds a discriminant from
the probabilities of an event to originate from either of the processes, evaluating their
matrix elements from the measured kinematics of the event, while the BLR deeply
exploits the b tagging information of the jets. This analysis also includes a selec-
tion targeting events where the top quark or the Higgs boson is produced at large
transverse momentum. Dedicated techniques such as the HEPTopTaggerV2 and the
bb-tag algorithm are used to reconstruct these objects.

This work uncovered a dependence of the b tagging scale factors used to correct
for different tagging efficiencies in data and simulation on the number of tracks be-
longing to a jet. This knowledge thus contributes to a better understanding on how
to measure more accurate scale factors. Additionally it was found that the MEM is
very sensitive to small differences in the numerical integration procedure, which need
to be understood in the future. Deploying better understood analytically derived
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discriminants, a best-fit signal strength of 0.47+3.34
−3.41 has been measured in a combined

fit, which is compatible with Standard Model expectations. The sensitivity of the
analysis is driven by the resolved and not the boosted selection.

To improve the sensitivity of the analysis in the high pT regime, advancements
in algorithms designed to identify heavy resonances are crucial. Several options have
already been proposed and are now either already in use by analyses performed by
the ATLAS and CMS collaborations or being adapted from working in a controlled
environment to actual collision data. Alongside with larger datasets collected in other
years, a better sensitivity can be obtained. However this result already proves that
this regime can be targeted and used for future analyses.

Alongside with these improvements, a better modelling of systematic uncertainties
is necessary, as these impact the sensitivity of the analysis of the tt̄H, H→bb̄ process
most. Improved theoretical modelling of the main backgrounds to the analysis will
positively impact the analysis sensitivity as well.

However, performing analyses with high sensitivities is only possible with a detec-
tor measuring high-quality data. Thus, maintaining the excellent performance of the
CMS detector is essential. Particularly important in the search for tt̄H, H→bb̄ events
is the pixel detector, which records particle tracks, and is necessary to determine the
charge and momentum of particles. To cope with increasing luminosities, the CMS
pixel detector was exchanged with a newly designed version, which improves upon
the performance of the previous one while dealing with denser environments.

This work was crucial to verify that the modules of the innermost detector layer,
which are used to measure interactions with particles and preprocess the gathered
information, are functional. This involved verifying the radiation tolerance of the
readout chips built into these modules. By irradiating test samples to increasing
rates using a proton beam, it is shown that no significant damage is created at the
doses expected to be delivered to the readout chips during their expected lifetime in
the detector. Furthermore calibrations are provided to adjust operation parameters
to maintain the same detector response throughout its use in the CMS experiment.

An additional contribution to the successful installation of the pixel detector in-
side the experiment was the quality assessment of every single module that was later
installed onto the support structure. This enabled to identify faulty components or
defects introduced during module production, such that the detector was equipped
only with modules satisfying stringent quality criteria. The detector with this inner-
most layer has been used in the CMS experiment in 2017 and 2018 and has collected
data with excellent quality for physics analyses, such as the one presented in the first
part of this thesis.

A further upgrade of the pixel detector is planned in the middle of the decade
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to prepare for conditions during the High-Luminosity programme of the LHC. The
design and development of this detector significantly benefits from experience gath-
ered during construction and operation of the version to which this work contributed.
With the immense datasets which will be collected by the ATLAS and the CMS ex-
periments in this new LHC phase an improved sensitivity in the tt̄H, H→bb̄ analysis
and its high pT phase space are expected. More importantly, this additional data will
bring new insights into the laws governing Nature and contribute to answering the
remaining open questions regarding the fundamental constituents of our universe.
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[281] T. Ježo et al., New NLOPS predictions for tt + b-jet production at the LHC,
EPJC, vol. 78, no. 6, 2018.





Acknowledgements

I would like to thank Professor Rainer Wallny for accepting me as a PhD student in
his group, and for his valuable guidance throughout the course of my thesis. Special
thanks also go to Professor Günther Dissertori for sharing his profound knowledge
of particle physics, for accepting to serve as co-referee for my PhD defense, and
for entrusting me with the organisation of the exercises classes and the exam of his
lecture.
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