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Abstract

In line with the growing popularity of data-driven IT applications, the im-
portance of data storage and memory has not stopped increasing during
the last decade. However, the complementary metal-oxide-semiconductor
(CMOS)-based storage and memory technology is reaching its scaling lim-
its and has become ill-suited for low power and energy efficient operations.
Therefore, new nonvolatile memory technologies are being developed and
are slowly entering the mass market. Among those, conductive bridging
random access memory (CBRAM) cells promise great advances in terms
of power consumption, integration density, and cointegration with CMOS-
based logic circuits. CBRAMs are metal-insulator-metal heterojunctions
through which a metallic filament grows and dissolves, which creates two
distinctive resistance states corresponding to logical 1 or 0. Nevertheless,
several challenges remain to be addressed before they can compete with
traditional technologies, particularly with respect to variability and reli-
ability. Solving these issues is complicated by the fact that the operating
mechanisms of CBRAMs are not fully understood.

The aim of this thesis was to use quantum transport simulations to
elucidate the switching characteristics of CBRAM cells. We used density-
functional theory to compute the electronic structure of nanoscale com-
ponents, from which structural, electrical, thermal and electro-thermal
properties of memory cells were derived in a parameter-free manner.

First, the theoretical foundation of first principles-based quantum
transport is presented. Such simulation techniques induce an immense
computational burden when applied to large models such as CBRAM.
This challenge is assessed and addressed in the subsequent chapters. For
that purpose, the so-called mode-space approximation originally derived
within the effective mass context was generalized and applied to CBRAM
systems. Moreover, the process of obtaining the required mode-space
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viii Abstract

transformation matrix was largely automatized which drastically simpli-
fies the usage of this approach. Its strength and reliability is demonstrated
with the help of a CBRAM configuration whose electrical current was
computed both with and without the mode-space approximation. We
found that the discrepancy between both models can be kept below 2%.
Furthermore, the reduction of the required computational resources was
evaluated and we observed that it can be as large as two to three orders
of magnitude, depending on the targeted accuracy.

Next, a model for a Cu/SiO2/Cu CBRAM cell is presented. Its ON-
OFF switching behavior was investigated and an estimate of the number
of atoms that contribute to the process is provided. Multiple intermediate
states were simulated to present the electrical conductance as a function
of the number of “dissolved” atoms. The results qualitatively agree with
experimental data. Moreover, the electro-thermal properties for CBRAM
cells of varying size were determined, leading to an explanation for the
experimentally discovered improved performance of ultra-scaled devices.
Bringing the memory cell closer to their ballistic transport limit by de-
creasing their thickness minimizes the interaction between electrons and
atomic lattice vibrations. This in turn lowers the lattice temperature
within the cell, thereby improving its thermal stability.

In the last chapter of this thesis, the impact of the CBRAM material
stack on the electrical current is examined. We observed that for a given
atomic configuration of the filamentary structure in the ON-state, the
metal of the counter electrode has little influence on the conductance.
However, the current density is affected by the choice of the electrode
material. This fact is likely due to the asymmetric configuration of typical
CBRAM cells, which is challenging to account for in ab initio quantum
transport. However, to assess the resistance state of a filament, a we
found that assuming symmetric metallic electrodes is sufficient. Yet, cal-
culating further properties of the system such as the interaction with the
surrounding oxide, requires representing the full asymmetric nature of
CBRAM stacks.



Zusammenfassung

Die zunehmende Beliebtheit von datengestützten Programmen hat die
Bedeutung von Datenspeicherung im letzten Jahrzehnt weiter gesteigert.
Die Optimierung von Speicherechnologien welche auf komplementären
Metall-Oxid-Halbleitern (CMOS) basieren, nähert sich hingegen funda-
mentalen physikalischen Grenzen. Dadurch eignet sich diese Technologie
immer weniger für energiesparende elektronische Speicherkomponenten.
Aus diesen Gründen etablieren sich langsam Alternativen zu den her-
kömmlichen Speicherelementen. Unter diesen neuen, nichtflüchtigen Da-
tenspeichern (NVRAM) verspricht vor allem conductive bridging random
access memory (CBRAM) grosse Fortschritte in Bezug auf z.B. Energie-
verbrauch und Integrationsdichte. CBRAMs sind Metall/Isolator/Metall
Heteroübergänge, in welchen metallische Filamente wachsen und sich auf-
lösen. Die An- oder Abwesenheit einer leitenden, metallischen Verbindung
zwischen den Elektroden erzeugt unterschiedliche Widerstandszustände.
Damit können die logischen Zustände 1 oder 0 kodieren werden. Um
jedoch mit herkömmlichen CMOS-Technologien konkurrenzfähig zu wer-
den, müssen mehrere verbleibendende Schwierigkeiten in Bezug auf Varia-
bilität und Zuverlässigkeit von CBRAM beseitigt werden. Das Ausmerzen
dieser Probleme wird jedoch dadurch erschwert, dass die Funktionsweise
von CBRAM nicht im Detail geklärt ist.

Das Ziel dieser Arbeit war es, mit Quantentransport-Simulationen
Erkenntnisse über die Funktionsweise von CBRAM zu gewinnen. Dich-
tefunktionaltheorie ist ein verbreitetes Verfahren um die elektronische
Struktur von Nanokomponenten parameterfrei zu bestimmen. Basierend
auf diesen Resultaten konnten strukturelle, elektrische und thermische
Eigenschaften von CBRAM-Zellen abgeleitet werden.

Zuerst werden die theoretischen Grundlagen von ab initio Quanten-
transport präsentiert. Solche Simulationen verursachen einen erheblichen
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x Zusammenfassung

Rechenaufwand, wenn sie auf grosse Modelle wie zum Beispiel CBRAM
angewendet werden. Dies wird im darauffolgenden Kapitel untersucht
und angegangen. Dazu wird die mode-space (MS) Methode verallgemei-
nert um sie auf CBRAM-Systeme anwenden zu können. Zudem wurde
der Prozess um die dazu benötigte Transformationsmatrix zu berechnen
weitgehend automatisiert, was die Anwendung der Methode erheblich ver-
einfacht. Die Vorteile und Zuverlässigkeit der Methode wurde anhand des
Modells einer CBRAM-Zelle untersucht, indem der elektrische Strom mit
und ohne MS-Methode berechnet wurde. Wir sahen, dass die Abweichun-
gen im Resultat unter 2% gehalten werden konnten. Des Weiteren eru-
ierten wir, wie viele Ressourcen mit der MS-Methode eingespart werden
konnten und ermittelten eine Reduktion um 2 bis 3 Grössenordnungen,
je nach angestrebter Genauigkeit.

Danach wird das Modell einer Cu/SiO2/Cu CBRAM-Zelle präsen-
tiert. Deren Abschaltvorgang wurde untersucht und eine Abschätzung
zur Anzahl Atome die dazu bewegt werden müssen wird gegeben. Mehrere
Widerstandszustände zwischen dem Ein- und dem Auszustand wurden
simuliert um die Leitfähigkeit als Funktion der Anzahl der diffundier-
ten Atome zu berechnen. Die Resultate stimmen qualitativ mit expe-
rimentellen Untersuchungen überein. Zudem wurden elektrothermische
Eigenschaften von CBRAM-Zellen verschiedener Grössen bestimmt. Die-
se Resultate zeigten auf, warum das Verkleinern der Speicherzellen deren
Zuverlässigkeit verbessern kann. Je dünner das Speicherelement ist, je
weniger interagieren die Elektronen mit den Atomen im Kristallgitter im
Herzen des Speichers und geben entsprechen weniger Energie in Form
von Wärme an dieses ab. Dies verringert die Betriebstemperatur des
Speichers und erhöht damit die thermische Stabilität.

Im letzten Kapitel dieser Arbeit wird der Einfluss der Materialzusam-
mensetzung auf den elektrischen Strom untersucht. Bei einer vorgegebe-
nen Form der atomaren Struktur des Metallfilaments hatte die Wahl des
Materials der Elektrode einen vernachlässigbaren Einfluss auf die Leitfä-
higkeit der Speicherzelle im eingeschalteten Zustand. Deren Stromdichte
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hingegen wurde stark vom Metall beeinflusst. Diese asymmetrische Kon-
figuration von CBRAM-Zellen ist jedoch schwierig in ab initio Simulatio-
nen aufzunehmen. Um nur den Widerstand eines Filaments zu ermitteln,
eignen sich daher vereinfachte symmetrische Modelle. Für weitergehende
Untersuchungen hingegen, muss diese Vereinfachung aufgegeben werden
und der asymmetrische Charakter vom CBRAM-Zellen berücksichtigt
werden.





Chapter1
Introduction

1.1 Current Memory Landscape
Data storage is a fundamental component of any information processing
system. Present-day memories are based on the complementary metal-
oxide-semiconductor (CMOS) technology, e.g. static random-access mem-
ory (SRAM), dynamic random-access memory (DRAM), or Flash cells.
Because of the different capabilities of these technologies with respect
to speed, latency, storage density, and cost, computing architectures rely
on hierarchical storage systems. High-density and low-cost Flash drives
provide permanent long-term storage, but they are slow to access. DRAM
and SRAM units implement temporary, volatile memory, which is faster
to access, but at the expense of storage density and cost. The access
latency and memory bandwidth limit the data transfer between the stor-
age hierarchy levels and create a speed gap between the storage and
computing units. This is known as the so-called “memory wall,” which
represents a major bottleneck in the current computing architectures [1,
2]. Moreover, the increasing demand for portable electronic devices pow-
ered by low-capacity batteries imposes additional hardware requirements.
Altogether, these issues have led to a shift of the focus of the semiconduc-
tor industry towards low power computing solutions, although they are
challenging to implement with CMOS-based memories. Finally, downscal-
ing the feature size of CMOS components has brought this technology
close to its fundamental physical limits, hampering further performance
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2 Introduction

improvements and its cost effectiveness [3].
The limitations encountered by traditional memory implementations

have sparked intense research interest for alternative technologies that
could complement or replace CMOS-based components. These alterna-
tive technologies are collectively termed emerging nonvolatile memories
(NVM) [4, 5]. Of particular interest is the concept of storage class mem-
ory (SCM), which combines the advantages of low-cost and high density
Flash memories with those of fast and low access latency SRAM cells,
while offering low power operations. Promising candidates as emerging
NVMs for SCM applications include both types of resistive random-access
memories (ReRAMs) [6]. To store data, ReRAM relies on the reversible
resistance changes of a soft breakdown in a dielectric layer induced by
electrochemical effects [7]. This type of NVM cells can be further divided
into two categories: valence change memories (VCM) and conductive
bridging random access memories (CBRAM), which are at the core of
this thesis. ReRAM memory cells can be scaled down to sub-10 nm sizes
while keeping long retention times [8], and can be densely integrated [9].
Such memory cells feature other desirable properties, e.g. high erase-write
endurances and window margins [10], low operating energies [11], and
sub-nanosecond switching speeds [12, 13]. It is, however, important to
note that some of these properties have conflicting design requirements
such that not all of them can be simultaneously implemented within the
same storage unit [14, 15]. Thus, engineering a ReRAM array satisfy-
ing all requirements of SCM and being competitive with CMOS-based
solutions remains to be demonstrated [6].

A resistive switching behavior has been shown in a large number
of material stacks [16]. Each individual configuration comes with its
own characteristics such as switching speed, retention time, or turn-on
voltage. A huge design space must be explored to obtain a memory cell
that optimally fulfills specific application requirements. Moreover, not
all aspects of the operating mechanisms in ReRAM are quantitatively
understood, the origin of certain effects still being debated [17, 18]. An in-
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depth comprehension of the underlying physics is one of the key challenges
to address in ReRAM research as it could critically enhance the reliability
of these memory cells [19]. Device modeling and computer-aided design
can provide valuable insights into the processes governing the ReRAM
operation and thereby support on-going experimental activities [20].

An accurate modeling of ReRAMs must cover an enormous time
scale and spatial extent. The ON-OFF switching typically occurs within
nanoseconds or less and relies on the relocations of single atoms, which can
happen within picoseconds. At the same time, the retention capabilities
of NVM is measured in years and a memory array is composed of billions
of individual cells extending over mm square surfaces. Since no modeling
technique can span the enormous time and spatial ranges needed to fully
describe ReRAM memory arrays, multiscale approaches are required [20].
Ab initio calculations form an integral part of such approaches due to
their ability to model atomistic systems in a parameter-free manner. The
majority of ab initio studies dedicated to ReRAMs focuses on the extrac-
tion of relevant physical quantities such as formation energies or diffusion
barriers that are used to parameterize macroscopic simulation approaches.
On the other hand, the electrical properties of the nanostructures at the
core of ReRAMs have attracted little attention [21].

Modeling ReRAM memory cells faces several challenges because they
feature complex filamentary structures and material interfaces. For ex-
ample, the discrete properties of the switching layer play a prominent
role. Moreover, there is ample evidence that the atomic configuration of
ReRAM memory cells changes from cycle-to-cycle, which creates atomic-
scale variability and manifests itself in fluctuations in the resistance
measured across the memory cell [22]. Controlling these variations is of
paramount importance to implement reliable memories. Therefore, atom-
istic methods that are able to capture these characteristics should be
employed. Another consequence of the atomic scale operation of ReRAM
is that electron transport has entered the mesoscopic regime where classi-
cal models such as the drift-diffusion equations [23] fail to capture the full
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range of the physics at play: quantum mechanical phenomena, e.g. energy
quantization, confinement, or tunneling must be taken into account [24].
The presence of quantum mechanical and atomic-scale effects call for an
ab initio treatment of ReRAMs. Such methods are directly derived from
physical principles and thus do not require any input parameters.

The ground-state electronic structure of CBRAM cells can be
obtained from density-functional theory (DFT) [25, 26], which is a
widespread tool to perform ab initio calculations. Out-of-equilibrium
properties, e.g. electrical and thermal currents, can be computed using
the Non-equilibrium Green’s Function (NEGF) formalism [27, 28]. The
latter allows for the extraction of transport properties under an external
applied bias. Even though ultra-scaled devices operate close to their
ballistic limit, many experimental features can only be explained by
simultaneously accounting for electrical and thermal effects. This is the
case of self-heating, which may be responsible for CBRAM failures at
high current densities [29]. Coupled together, DFT and NEGF compose
a versatile ab initio quantum transport (QT) simulation framework [30,
31].

1.2 Conductive Bridging RAM
CBRAM is a (non)volatile memory technology that stores data through
a reversible change in the resistance of a dielectric switching layer (SL).
The SL is embedded between an oxidizable metal and an electrochem-
ically inert electrode. The lowering of the resistance is induced by the
growth of one or several metallic filament(s) through the SL. Resistive
switching was first shown with a VCM-type device using titanium oxide
as SL in 1968 [32]. In 1976, Y. Hirose et al. demonstrated a CBRAM-like
memory effect in a metal-insulator-metal (MIM) stack by growing Ag
dendrites through a layer of As2S3 [33]. The first use of this effect in inte-
grated circuits occurred twenty years later when Swaroop et al. replaced
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analogue CMOS components with CBRAM cells to fabricate artificial
solid-state synapses [34]. The first implementation of a vertical CBRAM
for memory applications was demonstrated in 1999 by Kozicki et al. us-
ing Ag and Cu dendrite growth in As2S3 and GeSe2, respectively [35].
This finding made the CBRAM technology an appealing candidate for
data storage in integrated circuits. In 2008, ReRAM cells in general were
linked to the theoretical concept of memristor [36], which is an electrical
two-terminal component whose resistance depends on the history of the
current that flew through it. The memristor is a mathematical construct
first hypothesized in 1971 by L. Chua [37].

CBRAMs possess numerous advantages over CMOS-based memory
technologies such as Flash, DRAM, and SRAM. First, the resistance state
of CBRAM cells can be switched on sub-nanosecond time scales, enabling
high speed SET and RESET operations [13]. Second, the ratio between
the ON- and OFF-state can typically reach several orders of magnitudes
and may reach more than 107 [38]. Third, the size of CBRAM can be
scaled down to 10 nm2 areas [39]. Fourth, the relatively simple MIM
structure of CBRAM paves the way for high density arrays that can
potentially be stacked on top of each other to form 3D structures [40, 41].
Fifth, CBRAM can be operated at low voltages, which is favorable for low
power applications [29]. Sixth, the memory state can be retained for long
times [42]. Last, CBRAM can be constructed solely of CMOS-compatible
materials and directly integrated into standard CMOS processes during
the back end of line (BEOL) [43]. Despite these benefits, CBRAM re-
mains an experimental technology and a niche product from an industrial
perspective. This is mainly due to the fact that low power and high speed
are usually in competition with reliability and retention times, forcing
design engineers to make compromises regarding the aspects that should
be favored [14, 15]. Nevertheless, in 2014, a chip relying on the CBRAM
technology with 16 GB storage capacity was built [44] and the feasibility
of automotive grade CBRAM was suggested in 2018 [45].

In addition to electrical operation, the resistance state of CBRAM can
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Figure 1.1: Illustration of the bipolar filamentary type switch-
ing process in a CBRAM cell. The underlying structure is built
of an active electrode (often Ag or Cu), an insulating switch-
ing layer (e.g. a-SiO2), and an inert metal electrode (a). The
application of a forward voltage oxidizes metal atoms at the
interface of the active electrode. These ions migrate towards
the passive electrode where they are reduced (b). Eventually,
a stable metallic filament is formed that bridges the switching
layer (c). By reversing the voltage polarity, the filament can be
disrupted (d). Finally, the OFF-state with a partial filament left
in the oxide layer is reached (e). The subsequent SET process
(f) brings the CBRAM cell back to its ON-state (c). Adapted
from [50].

also be read or set by other physical stimuli. For example, a CBRAM cell
can be coupled to optical signals by inserting it into a plasmonic cavity,
enabling the optical readout of the memory state of the cell [46]. Further-
more, CBRAM cells can function as an electro-optical modulator [47] or
detector [48]. Besides memory applications, CBRAMs are investigated as
active building blocks of neuromorphic circuits, a potential application
currently receiving a lot of attention [49]. While the focus of this thesis
lies on memory applications, the presented models and simulations apply
to CBRAM cells irrespective of their purpose.

1.2.1 Working Principle

The memory effect in CBRAM is the consequence of a reversible change
in the resistance of the SL [7]. In the simplest picture, CBRAM cells are
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two-terminal MIM stacks, with the central dielectric acting as the SL,
as shown in Fig. 1.1(a). In contrast to capacitors, which share the same
MIM configuration, the dielectric medium changes its resistance upon
application of an appropriate voltage between the two electrodes. In the
pristine high-resistance state, called OFF-state, the dielectric behaves
as an insulator separating the metallic contacts. The low-resistance ON-
state is characterized by a soft breakdown of the insulator through the
presence of a metallic filament that connects and thereby short-circuits
the two electrodes. Multilevel cells can be realized by carefully controlling
the length and thickness of the filament [51]. Consequently, the resistance
state of the SL, and thus the memory cell, can exhibit different values.

The reversible breakdown of the SL is illustrated in Fig. 1.1(b-f). It
is caused by the growth and dissolution of a metallic filament composed
of few atoms and extending from one of the electrodes towards the other
[52]. Reliable operations require an asymmetric MIM configuration in
which the active electrode (AE) is composed of an electrochemically
active metal. This chemical species can diffuse into and out of the SL,
thus creating the desired ON-OFF resistance switching. The counter
electrode (CE) is built from an inert material that does not actively
contribute to the filament formation.

During the SET process a positive voltage is applied to the AE causing
three principal actions. First, the surface atoms (of type M) of the AE
are oxidized

M −−→ Mz+ + ze−, (1.1)

where z is the number of electrons with elementary charge e− that are
exchanged during the oxidation and Mz+ is an ion dissolved in the SL.
Next, under the high electric field induced by the applied voltage, the
ions drift through the SL towards the CE. Finally, the Mz+ ions are
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reduced back to their elementary state

Mz+ + ze− −−→ M (1.2)

on the surface of the CE, eventually forming a metallic filament. Upon
bridging the SL, the filament short-circuits the memory cell, drastically
reduces the voltage drop across the dielectric, and inhibits the oxidation
(Eq. 1.1). Thus, the growth of the filament stops.

During the RESET operation, the voltage polarity is reversed such
that (i) the oxidation takes place on the surface of the filament instead of
the surface of the AE, (ii) the ions drift back towards the AE instead of
towards the CE, and (iii) they are reduced on the surface of the AE. The
dissolution of the filament into the dielectric eventually disrupts the inter-
electrode contact and resets the memory cell into its OFF-state. Because
the switching mechanism relies on the oxidation and reduction of metallic
species, CBRAMs are also known as electrochemical metallization (ECM)
or programmable metallization cells (PMC) in literature [53].

The direction of the growth of the filament during the SET operation,
as described above, remains controversial and up for discussion. There
is experimental evidence for growth in either direction, towards the CE
as well as towards the AE [16]. When growing towards the CE, the
reduction reaction of Eq. (1.2) takes place within the dielectric when
electrons tunnel from the CE to the Mn+ ion. The direction of growth
supposedly depends on the cation mobility in the SL and the tunneling
probability of electrons through the insulating barrier [16]. Other factors
such as the device layout likely impact the growth direction as well.

The kinetics of the aforementioned oxidation-drift-reduction processes
largely determine the switching characteristics of the memory cell, e.g.
operation speed and SET threshold voltage. The stability of the filament
and thus the retention time of the ON-state are given by the oxidation
rate together with the diffusivity of the Mn+ ions in the dielectric, which
in turn, is closely related to the drift and diffusion properties. Because all
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these effects depend on the electrochemical and physical characteristics
of the AE, the SL, and the CE, the choice of the material for each of
these three regions critically impact the performance of the memory cell.

The Active Electrode supplies the ions that build the filament. For
low voltage operations, both the oxidation and reductions of its atoms,
i.e. Eqs. (1.1-1.2), need to occur with low energy barriers. Therefore,
the most popular choices as active materials are Ag and Cu because
of their small standard electrode potential [53, 54]. Beside these two
elements a number of other materials including Te and Ru have been
shown to support CBRAM-type switching. For example, Te improves the
filament stability and retention time when compared to Ag or Cu [44,
45, 55, 56]. Ru electrodes are claimed to exhibit more linear switching
characteristics than other materials due to the conductive nature of its
oxide which makes more intermediate resistance states available between
the lowest and highest resistance states [57]. However, both Te and Ru
filaments require larger external voltages to be grown and dissolved. Other
electrochemically active metals that enable resistive switching include Ni
[58], Al [59], Ti [60], Zn [61], Nb [62], or even Au [63]. To favorably affect
the chemical environment at the interface between the AE and the SL,
the active material in CBRAM cells can be combined with a different
metal to form alloys such as AgTe [64] and AgCu [65]. A similar approach
consists of creating multi-layer electrodes, e.g. by alternating W and Cu
layers [66]. This leads to similar effects as alloying.

The filament grows on top of the Counter Electrode. Thus the active
Mz+ ions have to be easily reducible and oxidizable on its surface. The
atoms constituting the CE should neither react electrochemically nor
dissolve into the SL. Commonly used CE materials are Pt, TiN or W.
Moreover, M should alloy with the CE as little as possible to avoid the
phenomenon of negative SET. Alternatively, an ion blocking layer on top
of the CE can be inserted to prevent a negative SET [67, 68].

Filaments grow through the Switching Layer and thereby enable the
reversible nonvolatile switching. A wide range of material classes can be
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employed as SL, from liquid to solid electrolytes, oxides, nitrides or car-
bides as well as organic materials [16]. The first CBRAM-type memories
featured SL composed of materials known to be solid electrolytes for Ag
and Cu such as chalcogenides glasses [69]. Both Ag and Cu have high
diffusion in GeSe, for example, which also supports high concentrations
of metal ions and favors high switching speeds. The major drawback of
such material stacks is their lack of retention times and their low ther-
mal budget during fabrication [70]. As a result, research has shifted its
focus towards oxides and their improved insulating properties and better
stability of the metallic filament. Longer data retentions are observed in
oxide-based CBRAMs. Oxide SLs are the most prevalent ones because
they offer the best switching characteristics in terms of ON/OFF ratios,
switching speed and endurance [16]. Typical oxides include SiO2, HfO2,
Al2O3, and Ta2O5. As alternatives a-Si [71], a-SiCN [72], and a-BN [73]
have been tested, but with less success. Double-layer SL were proven
beneficial at enhancing some of the CBRAM characteristics, in particular
the switching window and cycling endurance [72, 74]. These achievements
were attributed to a reduced defect generation in the SL as well as a
reduced stack degradation.

1.2.2 Modeling of CBRAM1

Although experimental studies have revealed the switching principle of
CBRAMs, the precise mechanisms that control the transition from the
OFF- to the ON-state as well as the nature of the conducting path are
still under intense investigations [18]. Despite their simple MIM structure,
the modeling of CBRAM is a complex endeavor that requires a multiscale
approach to capture all of its aspects [75, 76]. Continuum models [77],
in which partial differential equations describe the atomic motions (drift
and diffusion), can very accurately reproduce and explain experimental
data such as the “current vs. voltage” (I-V ) characteristics during a

1 This subsection is based on [50]
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switching cycle [78, 79] or the conductive filament life time [80], at low
computational cost. However, their efficiency depends on the availability
of a large set of material parameters that must be determined in one way,
e.g. from higher-order simulations, or the other, e.g. through fitting. In
addition, any information about the actual atomic configuration is lost,
which might become an issue when the stochastic relocation of few atoms
can change the electronic current by several orders of magnitude. There-
fore, atomistic models are needed to highlight the mechanisms underlying
the switching behavior of CBRAM cells.

One such example is kinetic Monte Carlo [81] (KMC), a simulation
approach that allows to generate atomistic filament structures and to link
them to continuum methods [76]. The KMC simulation box is typically
discretized into a grid with quadratic tiles representing the atomic posi-
tions. The edge length of a square (2-D) or cube (3-D) corresponds to
the hopping distance of the filament forming species. In a KMC model,
all relevant processes occurring in a CBRAM cell, e.g. oxidation and
reduction, adsorption and desorption, nucleation as well as ionic migra-
tion within the insulating layer or along interfaces, are described by rate
equations obeying an Arrhenius-type behavior [77]. Each rate equation
depends on the energy barrier that the specific reaction has to overcome,
for instance the activation energy of ionic diffusion or of oxidation. Since
the activation energy can be lowered by an external voltage, the for-
mation and dissolution of filaments can be exponentially accelerated by
increasing either the applied voltage or the temperature. In a typical
KMC simulation, the rate of each individual process is first calculated
and stored in a table. At each step of the KMC algorithm, the event
to be executed is randomly chosen based on the occurrence probability
of the various processes. After each event, the atomic configuration is
potentially modified until a stationary state is reached.

KMC has been successfully applied to grow and dissolve filaments with
an atomic resolution [82, 83], in excellent agreement with experimental
data. Despite valuable insights into the filament dynamics, structures
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generated with this method suffer from multiple limitations. First of
all, most KMC models are two-dimensional, although three-dimensional
implementations have been recently demonstrated [83, 84]. Second, cubic
grids have difficulties treating amorphous structures and materials with
a non-cubic lattice are only approximately represented. Lastly, the SL,
contrary to the filament, is described as a continuum rather than atomic
medium. Thus, more advanced models are needed that can enhance the
spatial resolution of KMC and better account for the broad range of
material properties encountered in CBRAMs.

Classical molecular dynamics (MD) based on force-field (FF) ap-
proaches [85] meet these requirements and can capture the detailed
atomic structure of both the filament and the insulating layer as well
as their dynamics. In such simulations, a parameter set describes the
different types of atoms and their interactions. The parameters are fitted
to reproduce reference data from experiments, quantum mechanical cal-
culations, or both [86]. The obtained forces are then used to determine
the trajectories of the atoms based on Newton’s equations of motion.
To model the growth and dissolution of a filament through the SL of a
CBRAM cell, simulation domains containing thousands of atoms must
be constructed [87]. Additionally, time spans of several nanoseconds must
be considered to model a full switching cycle [29]. FF-based molecular
dynamics achieves that at reasonable computational cost.

Elaborate schemes are needed to construct suitable amorphous struc-
tures and interface them with metallic electrodes. For example, a melt-
and-quench approach can be used for that purpose [88]. Starting with a
chunk of crystalline oxide or randomly placed atoms, MD must be per-
formed for several hundreds of picoseconds at a temperature above the
melting point of the oxide. Then, the melt is quenched to 300 K with cool-
ing rates in the order of 15 K/ps [87]. Post-quench annealing at room or
slightly elevated temperatures can be beneficial to eliminate coordination
defects and reduce the stress inside the amorphous structure.

The first atomistic simulation of a complete CBRAM switching cy-
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cle was demonstrated by Onofrio et al. [87] using a so-called reactive
FF method. In contrast to traditional FFs, reactive force-fields such as
ReaxFF [89] are able to describe the formation and breaking of bonds
and therefore to model chemical reactions. A much simpler model of a
conductive filament can be obtained by manually inserting metal atoms
into the amorphous insulating layer instead of explicitly growing a struc-
ture [90]. A shape must be defined and all atoms within it are replaced
by metal. The result can be used as starting point for reactive MD un-
der an electric field. However, models relying on continuous rather than
localized electric fields have not lead to realistic filament morphologies
so far, at least not for complete ON-OFF switching cycles [91].

The parameterization of force-fields is often tailored such that the
processes of interest are accurately described, whereas less relevant phe-
nomena are not well accounted for. Therefore, the usage of force-fields
to perform MD in complex systems such as CBRAM cells, where many
different sub-processes are encountered, can result in misleading behavior.
A higher level of accuracy can be achieved by using ab initio molecular
dynamics (AIMD) where the forces acting on each atom are derived from
DFT. The latter is a quantum mechanical modeling method that can de-
scribe the electronic structure of any given atomic configuration without
the need of fitting parameters. However, the high computational demand
of AIMD limits the time range it can access to a few picoseconds and the
system size to a few thousand atoms [92]. To benefit from the advantages
of FFs and DFT, both methods can be combined. First, atomistic filamen-
tary type CBRAM structures are created by using FF approaches. Then,
the structures are relaxed and optimized using AIMD before a variety
of physical properties such as the evolution of the electronic density of
states (DOS) [92], the activation energy of ion diffusion [93] as well as
the nucleus formation energy [94] in CBRAM cells are extracted with the
help of DFT. Due to the disordered nature of the structures, calculating
meaningful physical properties can only be achieved by averaging over
an ensemble of independent measurements [92].
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First principles studies have succeeded in deducing a multitude of
characteristics and properties of CBRAM and have thereby enabled the
parameterization of high-level modeling techniques. The majority of ab
initio modeling works is concerned with evaluating microscopic quanti-
ties such as the charge states of metal interstitials in oxide layers, their
diffusion barriers and energy of formation, e.g. Ag in SiO2 [95] or Ta2O5

[96], which affects the kinetics of the CBRAM ON-OFF switching as
well as data retention. Recent studies have also been concerned with the
atomic composition of filamentary structures and their properties [96, 97].
Typically, the conductance value of emerging NVM is estimated based on
the charge density only. However, only few studies leveraged the power of
NEGF in combination with DFT to shed light on the electron transport
mechanism in CBRAM [98, 99], VCM [21, 100–103], or phase change
memory (PCM) [104, 105].

1.3 Motivation and Objective of the Thesis
Detailed understanding of electron transport in CBRAM is crucial to
improve their implementation, enhance their performance, and ultimately
meet the required specifications for mass production. In light of these
challenges, gaining insight into the processes taking place within indi-
vidual memory cells is vital. The purpose of this thesis is to investigate
quantum transport phenomena at the atomic scale in realistically sized,
ultra-scaled CBRAM cells. The emphasis is set on the extraction of elec-
trical and electro-thermal properties of structures featuring nanoscale
filaments as found in the ON-state of such memories. To reach this goal
we combined DFT and NEGF, an equally versatile as efficient modeling
toolkit. DFT is the most widespread ab initio approach to electronic
structure calculations. It is capable of predicting ground-state properties
of any material or nanostructure, taking only the initial atomic coor-
dinates as input. This is particularly attractive to describe amorphous
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or disordered materials and their interface with metallic electrodes, as
encountered in CBRAM. All of which are notoriously difficult to param-
eterize. The second component of this framework, NEGF, is a popular
statistical approach to out-of-equilibrium quantum transport phenomena.
It can be interfaced with DFT, thereby benefiting from the parameter-free
nature of DFT. However, these first principle based calculations are com-
putational intensive. Approximate schemes must be devised to address
this immense challenge and efficiently evaluate the transport properties
of nanostructures with an atomic resolution.

The treatment of CBRAM cells with DFT and NEGF provide in-
sight into the properties of nanoscale filaments that cannot be probed
experimentally due to their tiny dimensions and their encapsulations
within other materials. In modeling, however, the effect of the relocation
of individual atoms on electron transport can be traced back and used
to elucidate the conductance behavior during the ON-OFF switching
process. Moreover, electro-thermal simulations can help identify critical
current paths in nanoscale extrusions. The latter can be linked to the
reliability of CBRAM cells.

While this work is dedicated to the modeling of CBRAM structures,
the developed methodologies can be equally applied to other emerging
NVM technologies, as mentioned in the Conclusion chapter.

1.4 Outline of the Thesis
After this introduction about CBRAM cells, their functionality, and their
modeling, in Chapter 2 the theoretical background of DFT is presented
and various atomistic modeling techniques that are employed through-
out this thesis are described. Electrical and thermal quantum transport
within the NEGF framework is also reviewed and an approximate method
to reduce the intensity of quantum transport calculations is outlined.

Chapter 3 is dedicated to the mode-space approximation, which is a
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numerical procedure to enable quantum transport calculations of large
devices at moderate computational cost. The mode-space approximation
is then generalized to inhomogeneous simulation domains and applied
to CBRAM systems. The scheme is benchmarked against the original
real-space description, with a focus on speed and accuracy.

In Chapter 4 an ultra-scaled Cu/a-SiO2/Cu CBRAM cell is modeled
and the results discussed. A technique to implement the dissolution of
a filament at the QT level is introduced and the ON-OFF switching of
a memory cell is examined with it by extracting the current density at
various intermediate stages. The ON-state is further investigated with
electro-thermal simulations. Results in the ballistic limit of transport
are compared to fully coupled electron and phonon calculations. Finally,
the impact of the thickness of the oxide layer on the device stability is
revealed.

Chapter 5 focuses on the CE metal, in particular on its influence
on the current densities in an Ag filament embedded in SiO2. Multiple
metals are used with a fixed filamentary configuration. The characteris-
tics of all created structures are extracted and their implications on the
computational model requirements are discussed.

Ultimately, conclusions are drawn and an outlook is given in Chap-
ter 6. The developed simulation environment is now read to explore
alternative material stacks, device geometries, and memory types, e.g.
VCM or breaking junctions.



Chapter2
Quantum Transport from First
Principles

2.1 Introduction
From “first principles” or “ab initio” describes a type of calculation that
is directly based on established laws of physics and does not require any
empirical inputs nor fitting parameters. When applied to electronic struc-
ture investigations, such methods imply that the equations are directly
derived from quantum mechanics. This has the obvious advantage no
prior knowledge about the properties of the described system is needed,
thus precluding any input bias. Furthermore, any kind of system can
be treated, whether to reproduce and explain experimental results or
to predict a set of properties. The principal challenge posed by ab ini-
tio electronic structure calculations is their heavy computational burden,
which limits the size of ensembles that can be studied. Density-functional
theory (DFT) [25, 26] has become the “de facto” standard in electronic
structure calculations for solid-state physics due to the computational
efficiency of the method. DFT indeed enables the study of larger systems
than other approaches.

Electronic structure calculations are predominantly concerned with
determining the ground-state properties of either bulk or isolated sys-
tems. Quantum transport (QT) simulations, on the other hand, couple
the simulation domain to its environment and enable the treatment of

17
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out-of-equilibrium situations. Popular approaches to QT are the Non-
equilibrium Green’s Function (NEGF) [27, 28] formalism and the quan-
tum transmitting boundary method (QTBM) [106]. Both are statistical
approaches to solve the Schrödinger equation in the presence of external
stimuli that are treated perturbatively. These techniques require a precise
description of the electronic structure of the system of interest in the
form of a Hamiltonian matrix. A range of methods have been applied to
construct this quantity such as the effective mass approximation (EMA)
[107], the k·p [108], or the tight-binding method (TB) [109]. Their re-
striction to a single point in the Brillouin Zone and/or their reliance
on empirical parameterizations limits their predictive capabilities and
restricts their use to materials with known properties. A more flexible
approach to QT is achieved by combining it with ab initio electronic
structure calculations [30].

The theory behind these simulations is presented in this chapter as
follows: first the electronic structure procedure behind density-functional
theory is summarized. Subsequently, the NEGF formalism is outlined
and its connection to DFT described. Lastly, the mode-space (MS) ap-
proximation for use together with NEGF, is introduced. It can help tackle
the computational burden induced by combining NEGF and DFT.

2.2 Density-functional Theory

The properties of a stationary quantum mechanical system can be entirely
determined by its many-body wave function Ψ. The latter obeys the time-
independent Schrödinger equation

ĤΨ = EΨ, (2.1)

which is the fundamental quantum mechanical problem that needs to be
solved. Here, E is the total energy of the system and the corresponding
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Hamiltonian operator Ĥ can be separated into a nuclear and electronic
kinetic energy term T̂c and T̂e, a nuclear-nuclear and electron-electron
interaction term Ûc and Ûn, and lastly a nuclear-electron interaction
term Ûce. In an atomic structure with Nc cores and Ne electrons, the
many-body Ĥ is given by

Ĥ =−
Nc∑
n=1

~2

2mn
∇2 −

Ne∑
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∇2+

1
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(2.2)

where mn and m0 are the masses of the cores and the rest mass of elec-
trons, respectively, Zn is the number of protons in atom n, Rn and ri
are the positions of atom n and electron i, respectively, ~, e, and ε0 are
the reduced Planck’s constant, the electron charge, and the permittivity
of free space. With this Hamiltonian the wave function Ψ becomes a
function that depends on 3(Nc +Ne) variables, thus resulting in a prob-
lem that can only be solved analytically for the simplest systems such
as harmonic oscillators or the hydrogen atom. For realistic applications
Eq. (2.1) has to be solved numerically.

Even numerically, Eqs. (2.1)-(2.2) remain extremely challenging to
handle without further approximations. The most fundamental one is
the Born-Oppenheimer approximation, which separates the motion of
the atomic nuclei and of the electrons. The difference in masses justifies
the assumption that the particles, the core and the electrons, move on
different time scales, which implies that the electrons can always relax to
their ground state within the time scale the atomic cores need to move.
This effectively decouples the wave function of the core and electrons and
allows one to describe the total wave function Ψ as the product of the
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two separate components, the nuclei Ψc and electron Ψe. In this picture
the electrons move freely within the external potential induced by the
nuclei. The Hamiltonian for the electrons is then given by

Ĥe = T̂e + Ûe + V̂ , (2.3)

where T̂e and Ûe keep their definition from Eq. (2.2), whereas the last
term V̂ describes the external potential induced by the nuclei. Owing to
their large mass, the atomic cores are typically treated in a classical man-
ner, as explained in Section 2.2.1. This restricts the quantum mechanical
part to the description of the electrons, thereby significantly reducing
the computational complexity. Nevertheless, Ψe still is a function of 3Ne

spatial variables.

Multiple methodologies to approximate Eq. (2.3) have been developed
with a wide range of computational requirements and accuracy. The gold
standard in computational chemistry is set by the coupled-cluster (CC)
technique [110], which uses the exponential cluster operator to express
the electron correlation. By approximating the exponential with a power
series CC offers a systematic approach to converge the wave function.
Typically, CCSD(T) which includes first- and second-order terms and
treats the third-order term perturbatively, delivers results which agree ex-
ceptionally well with experiments [110]. CC, however, scales with (O6) to
(O8) with respect to the number of electrons, depending on the number
of terms included. This fact renders CC impractical for systems beyond
a few dozen atoms. Post-Hartree-Fock methods introduce further approx-
imations and reduce the polynomial scaling down to (O5), though it still
limits them to fairly small atomic configurations or molecules. The high
polynomial scaling can be avoided altogether by reformulating Eq. (2.1),
such that Ψe does not have to be calculated. A powerful approach to this
endeavor is given by the Hohenberg-Kohn (H-K) theorems, which lay out
the foundation of DFT. The latter relies on the electron density ρ(r),
which is a function of only three spatial variables. For this reason, DFT
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is the most widely used method for electronic structure calculations.

The first H-K theorem states that two systems of electrons, which
have the same ground-state density ρ(r), necessarily reside in the same
external potential V (r), up to a constant. That is, the external potential
and the total energy are unique functionals of the ground-state density.
Not only is the electron density determined by the wave function

ρ(r) =
∫
dr3

2...

∫
dr3

Ne
Ψ∗e(r, r2, ..., rNe)Ψe(r, r2, ..., rNe), (2.4)

but the reverse is true as well

Ψ0(r1, ..., rNe) = Ψe[ρ0(r)] (2.5)

for the ground-state wave function. Consequently, ρ0(r) determines all
observable properties of a system of electrons and it is not necessary to
compute the true many-body wave function. This is particularly attrac-
tive because ρ(r) only depends on the 3 spatial coordinates r = x, y, z

instead of 3Ne variables, r1, ..., rNe , which greatly reduces the compu-
tational impact. The second H-K theorem states that the functional
F [ρ(r)], which delivers the ground-state energy E, returns the lowest
possible energy if and only if the electron density is the true ground-state
density. This implies that a functional exists such that

E[ρ(r)] = F [ρ(r)] +
∫
dr3V (r)ρ(r) (2.6)

where E[ρ(r)] reaches its minimum at the true ground state ρ0(r). There-
fore, a variational principle can be deduced to compute the ground-state
density ρ0(r) of any system where the only input is V (r), which in turn
is solely determined by the presence and position of the atomic nuclei.
While the H-K theorems prove that the many-body wave function does
not need to be computed, they do not provide the functional F [ρ(r)] to
obtain E[ρ(r)]. The many-body interactions do not disappear, but they
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are merely hidden in the functional.

Instead of attempting to solve the many-body Schrödinger equation di-
rectly, Kohn and Sham introduced an auxiliary system of non-interacting
particles [26]. Each of them obeys the single-particle Schrödinger equation

[− ~2

2m + Vs(r)]ψi(r) = Eiψi(r). (2.7)

While the wave functions ψi(r) solving Eq. (2.7) have no physical mean-
ing themselves, they give the correct ground-state density though

ρ0(r) =
N∑
i=1

ψ∗i (r)ψi(r). (2.8)

The non-interacting particles reside in the single-electron effective po-
tential Vs(r), which contains the external potential V (r) as well as the
electron-electron interactions:

Vs(r) =
∫
e2ρ(r′)
|r − r′|

d3r′ + Vxc[ρ(r)] + V (r). (2.9)

The first term of Eq. (2.9) is called Hartree potential and contains the
Coulomb repulsion between the electrons in a mean-field approach. The
computationally challenging many-body interactions are cast into the sec-
ond term called exchange-correlation potential Vxc (xc-functional). To
date the exact form of this functional has not been universally determined,
but a multitude of approximations exist and the search for improved forms
is still ongoing [111, 112]. The two H-K theorems together with the Kohn-
Sham equations define the KS-DFT scheme, subsequently referred to as
DFT. It should be noted that KS-DFT is not the only approach, but by
far the most widespread one [113]. Furthermore, the theory behind DFT
is exact. The inaccuracies of modern implementations of DFT originate
from the approximations made to render the equations computation-
ally tractable, predominantly those applied to Vxc, sometimes termed
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density-functional approximation (DFA). Since the entire computational
procedure is solely derived from theory and does not require empirical
inputs, DFT is a first principle or ab initio method. For historical reasons
the second denomination (ab initio) is often reserved to wave function
based methods. The two terms are used interchangeably in this work.

Numerous forms of xc-functionals have been proposed. They are typi-
cally categorized according to the level of approximation in the so-called
Jacob’s ladder [114]. On the lowest rung of the ladder one finds local-
density approximation (LDA) functionals. These are derived from the
homogeneous electron gas model and assume the charge density to be lo-
cally constant to model the exchange and Coulomb correlations. Despite
its crude level of approximation, the LDA functional is rather successful
at describing many properties of metallic compounds. Its success can
be attributed to the fact that errors in the exchange and correlation
energies tend to cancel out. For semiconductors or insulators as well
as molecular systems the accuracy of LDA greatly varies. The second
rung of Jacob’s ladder is made of the large family of generalized-gradient
approximation (GGA) functionals. In addition to the magnitude of the
local density GGA also includes its gradient to estimate the correlation
effects. Among the GGA-implementations the formulation of Perdew-
Burke-Ernzerhof (PBE) [115] is consistently the most popular. While
not the most accurate functional it produces reasonable results for most
systems. Among the shortcomings of LDA and GGA, the most significant
one for ab initio QT is that the band gap of semiconductors and insula-
tors is severely underestimated. Meta-GGA functionals implement the
next level of theory over GGA by adding a kinetic term to the functional,
related to the second derivative of the density [116]. Hybrid functionals
constitute the fourth rung of Jacob’s ladder. They mark a huge step
upwards, both in terms of accuracy as well as computational complex-
ity. Most hybrid functionals rely on GGA where the exchange term is
improved by adding a fraction of the exact Hartree-Fock (HF) exchange
[117]. Many properties such as the band gap and binding energies are
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much more accurately predicted by hybrid functionals as compared to
GGA or LDA. This enhancement comes at the prize of worse polynomial
scaling and far larger memory requirements, rendering the use of hybrid
functionals impractical for systems containing many atoms. In addition
to mixing HF and GGA exchanges into the functional, second-order per-
turbative Coulomb correlation can be introduced [118]. These double
hybrid functionals can provide high accuracy at the cost of even higher
computation cost. Because of this they are restricted to niche application,
but are slowly gaining in popularity.

Independent of Jacob’s ladder, functionals can also be grouped by
their composition. One such group is purely or mostly derived from theory
with zero or few fitting parameters such as the PBE functional. The latter
is often chosen to minimize the error of various properties over a large
range of different compounds or molecules. The second group consists of
functionals that are based on a number of parameters, which are fitted
to accurately reproduce specific properties of certain materials such as
B3LYP [119], which is tailored for organic molecules. Both forms have
their respective advantages: fitted functionals are often more accurate
when correctly employed, i.e. on compounds that are similar to the ones
for which the xc-functional was parameterized. PBE-type functionals, on
the other hand, are typically less accurate than the fitted ones, but have
the advantage of being applicable to a wide range of compounds, i.e. they
are more versatile [120].

2.2.1 Molecular Dynamics

Molecular dynamics (MD) is a simulation approach to investigate the
movements of atoms and probe the dynamic evolution of an ensemble.
The considered particles are allowed to interact for a certain period
of time by numerically integrating Newton’s equations of motion. MD
can be combined with DFT as a consequence of the Born-Oppenheimer
approximation, which separates the treatment of electrons and nuclei.
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During the electronic structure calculation, the atoms are frozen in place
and are only accounted for through the external potential in Eq. (2.3).
Once the ground-state electron density is obtained, the forces acting
on the atoms can be derived as the negative gradient of the potential
energy with respect to the atom positions. Because the potential energy
surface is obtained from first principles this type of simulation is called ab
initio molecular dynamics (AIMD) or alternatively Born-Oppenheimer
molecular dynamics (BOMD).

Different ensembles can be defined within MD. The simplest form is
the microcanonical ensemble (NVE), where the number of particles (N),
the volume (V), and the total energy (E) of the system are conserved. The
particles can freely exchange potential for kinetic energy and vice-versa.
The instantaneous temperature T of the ensemble is defined by equating
the kinetic energy of the atoms to 3/2kBT , where kB is Boltzmann’s
constant. The estimated temperature can change over time when the
system is undergoing exo- or endothermic reactions. Alternatively, a
canonical ensemble (NVT) can be defined, where the temperature instead
of the total energy is conserved. A thermostat couples the finite simulation
domain to a bath which absorbs (injects) kinetic energy from (into) the
system, thereby regulating the instantaneous temperature. Additionally,
the pressure tensor can be derived from the electron density. By applying
a barostat to the AIMD simulation, the pressure (P) within the ensemble
can be controlled and kept constant. Deploying both a thermostat and a
barostat to an AIMD simulation results in an isothermal-isobaric (NPT)
ensemble.

The time step employed to integrate the equations of motions should
be kept small enough to capture all atomic movements The shortest time
scale to consider typically is the phonon oscillation period. Therefore,
time steps in the order of femtoseconds are required. Because of the large
computational burden induced by DFT and the short time steps required
to capture all relevant motions, AIMD simulations are typically restricted
to dozens of picoseconds and several 100’s to few 1000’s of atoms.



26 Quantum Transport from First Principles

As an alternative, instead of integrating the forces over time, the atom
positions can be optimized such that the force on each atom vanishes. This
process of driving the ensemble towards a local minimum in the potential
energy surface is referred to as geometry optimization throughout this
thesis. By including the pressure tensor in the optimization process, the
lattice parameter of the unit cell under consideration can be optimized as
well. Together with the optimization of the forces this process is termed
cell optimization.

2.3 Quantum Transport1

The NEGF formalism offers a powerful framework to calculate the non-
equilibrium properties of quantum mechanical systems [121]. It is widely
used to perform quantum transport (QT) simulations [122, 123]. This
approach to non-equilibrium statistical mechanics is based on the works
of Kadanoff and Baym [27] and Keldysh [28]. It requires a description
of the electronic structure of the system under study in the form of
a Hamiltonian matrix. Approaches relying on first principles concepts,
where the Hamiltonian matrix is obtained from DFT calculations, are
known as ab initio QT [30, 124, 125]. The coupling of NEGF and DFT
was introduced by Lang [124], where the representation of the device was
based on DFT and the electrodes modeled using a jellium approximation.
Fully atomistic simulations were proposed by Taylor et al. [30] featuring
an atomistic representation based on DFT for both the device region
and the contacts. Since these pioneering works, several packages capable
of treating quantum transport from first principles have been developed
[126–131]. Some of them are freely, others commercially available.

The majority of DFT+NEGF calculations are performed in the bal-
listic limit of transport, where the energy of each particle is conserved
throughout the simulation domain. The effect of inelastic interactions
1 This section is based on [50]
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can naturally be incorporated in NEGF through the use of scattering
self-energies [132]. Besides pure electrical or thermal transport, coupled
electro-thermal simulations can be perturbatively carried out through the
self-consistent Born-approximation (SCBA) [31, 133]. Owing to the large
computational burden induced by the SCBA, such simulations are typi-
cally restricted to small systems or require large computational resources.
Furthermore, calculating the phonon properties and the electron-phonon
coupling from first principles is a challenging task [134, 135]. Nevertheless,
such calculations have been applied to a wide range of nanoscale devices
going from 2-D field-effect transistors (FETs) [134], FinFETs [135], or
CBRAM cells [136] to the modeling of inelastic electron-tunneling spec-
troscopy (IETS) in molecular junctions [137, 138].

It should be emphasized that the SCBA is not the only possibility to
account for electro-thermal effects. Lowest order-expansion techniques
have been used as well. They have a lower computational burden, but
at the cost of additional approximations [137, 139]. Due to its pertur-
bative nature, SCBA may fail to converge in the presence of strong
electron-phonon coupling or other scattering mechanisms representing
strong interactions. An exact but also computationally more expensive
techniques capable of treating such systems is the hierarchical equations
of motion [140].

This section is dedicated to the description of electro-thermal QT
calculations with a focus on DFT-based electronic structure representa-
tions within the SCBA. The following subsections describe the coupling
of DFT with NEGF for the case of electrical and thermal transport.
Lastly, the coupling of electrons and phonons via scattering self-energies
is explained.

2.3.1 Electron Transport

As described in the previous section, DFT is a powerful method to calcu-
late the electronic structure of atomic systems. Thus, the most advanced
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electron transport frameworks typically rely on the ground-state Kohn-
Sham Hamiltonians [26] calculated with DFT [30, 125]. To derive the
equations governing QT the stationary Schrödinger equation Eq. (2.1)
is a convenient starting point. Inserting the KS-Hamiltonian and left-
multiplying Eq. (2.1) with< Ψ| gives rise to the Hamiltonian and overlap
matrices

H =< Ψ|ĤKS |Ψ > and S =< Ψ|Ψ > (2.10)

that can be used to rewrite Eq. (2.1) in matrix form as

H · ψ(E) = ES · ψ(E), (2.11)

where ψ(E) is a vector related to the wave function that still needs to
be determined. Bloch’s theorem [141] implies that the wave function
|Ψ > and the matrices H and S depend on an additional quantity k
called wave vector. As the atomic configurations considered in this thesis
are typically large, measuring multiple nanometer along each direction,
the k-dependency of |Ψ > can be safely neglected. This simplifies the
notation and reduces our analysis to Γ-point calculations where k = 0.

The computational efficiency of solving matrix equations can be di-
rectly related to their number of nonzero elements and their sparsity
pattern. To maximize the sparsity of H and S a suitable basis must
be selected to expand |Ψ >. Localized basis sets such as Gaussian-type
orbitals (GTO) [142] are ideal for that purpose as they produce sparsely
populated, banded matrices. In contrast, plane-waves, which are popular
for electronic structure calculations, lead to dense matrices. While not
impossible [143, 144], the use of plane-waves is relatively seldom in quan-
tum transport calculations, in particular for large systems. If necessary,
plane-waves can still be localized, with the help of, e.g., Wannier functions
[145]. When employing a localized basis set, |Ψ > becomes

|Ψ > =
∑
n

∑
l(n)

cln(E)φln(r − rn). (2.12)
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The valence electrons of atom n are expanded in l(n) basis functions
φln centered at position rn. The number of basis functions per atom l

may vary for different chemical species. The cln(E)’s are the occupation
coefficients of their respective basis function. The wave function is then
the sum over all individual basis functions of each atom weighted by the
occupation factor. With this choice of basis expansion ψ(E) becomes
a vector containing all coefficients cln(E) and the size of the matrices
H and S is the sum of l(n) over all atoms. If the φln are orthogonal to
each other, S is the identity matrix and Eq. (2.11) becomes a regular
eigenvalue problem (EVP). In most cases the overlap between localized
basis functions is nonzero and a generalized EVP must be solved.

It should be noted that the H and S matrices are not unique to DFT.
They can also be created based on other methods such as tight-binding
(TB) [109], where Löwdin orbitals are parameterized to reproduce ex-
perimentally measured or DFT band structures. The Hamiltonian is not
necessarily an atomistic quantity either, it could be expressed in the
effective mass approximation (EMA) [107] on a finite difference or fi-
nite element discretized grid. The transport equations presented in the
next paragraphs apply to Hamiltonian matrices obtained with all these
methods. The continuum nature of EMA and the required TB parame-
terization, however, make both methods ill-suited to deal with disordered
structures. The major difficulty in TB models lies in the derivation of a
parameter set that accurately captures both amorphous phases or defects
such as vacancies and interstitials as well as interfaces between different
materials.

In contrast to electronic structure calculations, which are typically
restricted to the ground-state of a system, electrons in device simulations
must be able to enter and leave an open domain so that a non-equilibrium
current can flow. External potentials are applied to contact regions to
drive a device out of equilibrium. As a consequence, the boundary con-
ditions applied to Eq. (2.11) require special attention. Whereas periodic
(PBC) or closed boundary conditions (CBC) are typically used in DFT,
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open boundary conditions (OBC) [146] are at the core of quantum trans-
port investigations. In OBCs the contacts and the device region are first
treated separately, as illustrated in Fig. 2.1(a). Each contact is modeled
as a semi-infinite lead in thermal equilibrium, with a flat electrostatic
potential, as schematized in Fig. 2.1(b). It should be represented by at
least two identical blocks of atoms. These blocks correspond to the first
and last unit cell of the central (device) region. The leads serve as launch-
ing pads or collectors for electrons, phonons or other particles. They are
connected to the device through so-called retarded boundary self-energies
ΣR,B(E) that must be introduced into Eq. (2.11). Additionally, an injec-
tion vector Inj(E) acts as a source term to model the incoming electrons.
OBC are not limited to two-terminal systems, but can be readily gen-
eralized to structures with multiple leads [146]. Techniques to compute
ΣR,B(E) and Inj(E) can be found in Ref. [147].

In the presence of OBC Eq. (2.11) takes the following form

(E S −H − ΣR,B(E)) · ψ(E) = Inj(E). (2.13)

This equation must be solved for all discrete energies belonging to the
interval of interest, which extends over the Fermi energy of both contacts.
In ballistic and coherent simulations, i.e. in the absence of scattering with
energy relaxation, all E’s are independent of each other and Eq. (2.13)
directly yields ψ(E). Such an approach is known as the QTBM [106]. It
is computationally attractive as it involves the solution of sparse linear
systems of equations with multiple right-hand-sides, but it does not lend
itself naturally to the simulation of dissipative transport.

Alternatively, Eq. (2.13) can be rewritten in terms of Green’s Func-
tions (GF) as

(E S −H − ΣR,B(E)) ·GR(E) = I, (2.14)

G≶(E) = GR(E) · Σ≶,B(E) ·GA(E), (2.15)
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Figure 2.1: (a) Illustration of a CBRAM atomic simulation
domain and its division into three regions. The open boundary
conditions are calculated in the leads based on a plane-wave
ansatz. Incoming (green) and outgoing (blue) waves are consid-
ered. The incoming waves inject electrons into the simulation
domain with a probability aL (from left) and aR (from right).
The outgoing waves encompass the transmitted and reflected
electrons with amplitudes bR and bL, respectively. The leads
are coupled to the simulation domain through the boundary
self-energies ΣB . (b) Average electrostatic potential of a typ-
ical CBRAM along the x-axis. The potential in the leads is
kept constant so that plane-waves are the exact solution of the
Schrödinger equation in these regions. The potential difference
between the left (EFL) and right (EFR) Fermi energy is equal
to the externally applied voltage V times the elementary charge
q.
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with I being the identity matrix of appropriate size. In Eqs. (2.14-2.15)
the GFs are of different flavors, namely retarded (GR), advanced (GA),
lesser (G<), and greater (G>) and the influence of Inj is indirectly
accounted for in the lesser and greater boundary self-energies Σ≶,B(E).
The advanced GF is the hermitian transposed of the retarded GF, i.e.
GA = GR†. The wave function ψ(E) can be related to GR(E) through

ψ(E) = GR(E) · Inj(E). (2.16)

Eqs. (2.14-2.15) are known as the NEGF formalism [27]. Intuitively, the
lesser (greater) boundary self-energy, ΣB,≶(E), indicates the probability
that a state gets filled (ΣB<(E)) or emptied (ΣB>(E)) through inter-
actions with the contact. The off-diagonal elements of the lesser and
greater GF, G≶(E), describe the correlation between the involved basis
functions, whereas the diagonal entries contain the probability that a
state n is occupied (G<

nn(E)) or unoccupied (G>
nn(E)). Therefore, it is

not necessary to convert back the results of Eqs. (2.14-2.15) to a wave
function ψ(E). All observable quantities such as the charge density ρ(r)
at position r and the electrical current Id can be directly derived from
selected entries of G≶(E). The latter can be computed efficiently with
an iterative procedure called recursive GFs (RGF) algorithm [148]. Nev-
ertheless, for ballistic simulations this approach is computationally much
more expensive than QTBM. The strength of NEGF comes from its nat-
ural integration of scattering mechanisms through self-energies, as will
be introduced in Section 2.3.3.

Regardless of the transport type the charge density ρ(r) can be com-
puted as

ρ(r) = −i
∑
m,n

∑
k,l

∫
dE

2π φkm
∗(r − rm)G<kl

mn (E)φln(r − rn), (2.17)

where the (k, l) indices refer to orbital types and the (m,n) ones to
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Figure 2.2: Flow chart illustrating the interactions between the
different methods used to perform DFT+NEGF simulations.
The data flow for the section covering electrons is shown in
green, the one for thermal transport in red. Electron transport
does not require any input beside the coordinates of the atoms.
For a given atomic system relaxed with DFT the Hamiltonian
H and overlap S matrices are passed to NEGF. Subsequently,
either the NEGF-DFT (1) or the NEGF-Poisson (2) loop is
executed until the charge density ρ is converged. Lastly, observ-
ables such as the electrical and energy currents are computed.
The path for thermal transport has no feedback loop because
the dynamical matrix Φ is assumed not to depend on any out-
of-equilibrium quantity. In addition to the atomic coordinates a
parameterization of the forces is needed in classical approaches
to obtain the dynamical matrix. This requirement is superfluous
if the dynamical matrix is calculated at the ab inito level.
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atomic position. If the spread of the basis functions is very narrow and
the orbitals orthogonal, the expression for ρ(r) can be simplified to

ρ(r) = −i
∑
l

∑
n

∫
dE

2π G<ll
nn (E)δ(r − rn). (2.18)

Injecting electrons into the device domain drives it out of equilibrium,
which changes the distribution of electrons and modifies the charge den-
sity ρ(r). This in turn affects the KS-Hamiltonian HKS through the first
two terms in the effective potential Veff (r) in Eq. (2.9), giving rise to a
mutual dependence of Eq. (2.7) and Eqs. (2.14-2.15). It must be resolved
in a self-consistent manner until ρ(r) is converged [30].

Fully coupled NEGF+DFT simulations come with a heavy computa-
tional burden, even in the ballistic case. This can be somewhat alleviated
by assuming that the charge density only affects the electron-electron
repulsions and by neglecting the change of exchange and correlation. By
solving Poisson’s equation

∇2Vpot(r) = −ρ(r)
ε(r) , (2.19)

where ε(r) represents the position-dependent dielectric function, the elec-
trostatic potential Vpot(r) is obtained. Instead of recomputing the H
matrix with Eqs. (2.7-2.10), the influence of Vpot can be directly incor-
porated in Eq. (2.14) by assuming that

V kl
mn =

∫
d3r φkm(r−rm)Vpot(r)φln(r−rn) ≈ Sklmn

Vpot(rm) + Vpot(rn)
2 ,

(2.20)
and hence, Hkl

mn → Hkl
mn + V kl

mn [147]. As in the original NEGF+DFT
scheme, Eqs. (2.14), (2.15) and (2.19) must be solved self-consistently
in an NEGF-Poisson loop, but this second approach is computationally
advantageous. The organization of the original and simplified method
is illustrated in the left part of Fig. 2.2. Both procedures rely on the
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DFT calculation of the Hamiltonian HKS , after which either the DFT
or Poisson feedback loop is executed. If QTBM is deployed instead of
NEGF the same dependence arises between H , S, Vpot, and ρ(r).

After convergence of the selected self-consistent loop, physical ob-
servables can be extracted. In ballistic simulations the function T (E)
describes the transmission probability of an electron from the left to the
right side of an open system (or vice-versa) at energy E [132]. It can be
calculated according to

T (E) = ΓL(E) GA(E) ΓR(E) GR(E). (2.21)

The broadening function ΓC(E) of contact C depends on the retarded
boundary self-energy ΣB,R

C (E) and is defined as

ΓC(E) = i(ΣB,R
C (E)− ΣB,R†

C (E)), with C = R or L. (2.22)

In Eq. (2.22) i is the imaginary unit and † denotes the hermitian transpose
operator. The current is conveniently obtained from T (E) through the
Landauer-Büttiker formula [149]

Id = − e
~

∫
dE

2π T (E) (fL(E)− fR(E)), (2.23)

where fL(E) (fR(E)) is the Fermi distribution function of the left (right)
contact, e the electron charge, and ~ Planck’s reduced constant. The
electrical current can also be directly calculated from the GF with [132]

Id = e

~
∑
m,n

∑
k,l

∫
dE

2π (Hkl
mnG

<lk
nm (E)−G<kl

mn (E)H lk
nm) (2.24)

where the subscripts m and n denote two atoms situated in two con-
secutive slabs (unit cells) of the simulated structure and (k, l) refers to
the corresponding basis indices. The Hkl

mn off-diagonal entries connect
the orbital k on atom m with the orbital l on atom n. In analogy with
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Figure 2.3: (a) Visualization of a phonon wave. The black dots
represent a 1-D chain of atoms in their equilibrium position. The
larger red circles around the atoms help visualize their current
displacement, which is marked by the horizontal arrow. The first,
middle, and last atom remain at their equilibrium position. The
curve above the atoms illustrates the envelope of the phonon
wave function. The magnitude of the atomic displacement is
proportional to it. (b) Illustration of the interplay between the
displacement of an atom and the force it induces on a neighbor
atom. Atom m is moved by the vector dm towards atom n.
Consequently, the latter feels a repulsive force fn even though
it remains at its lattice site.

the electrical current, the energy current carried by electrons is given by
[150]

IdE,el = 1
~
∑
m,n

∑
k,l

∫
dE

2π E (Hkl
mnG

<lk
nm (E)−G<kl

mn (E)H lk
nm). (2.25)

This formulation of the electrical and energy currents, Id and IdE,el is
more general and holds even when no transmission function can be de-
fined, i.e. in the presence of a dissipative scattering mechanism.
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2.3.2 Thermal Transport

Thermal transport at the nanoscale is conveniently modeled through the
propagation of phonons [123]. Ballistic phonon transport can be formu-
lated in the QTBM and NEGF formalisms, as demonstrated for electrons
in the previous section. While QTBM is more efficient to solve ballistic
problems, NEGF is required to model electro-thermal interactions and
account for self-heating effects. Therefore, only the NEGF equations are
shown here, for the sake of brevity.

Phonons are quasi-particles that arise from the coupled motion of
atoms around their equilibrium position. [107]. An illustration of such
a wave of coupled atomic motions is given in Fig. 2.3(a) for a 1-D wire.
What is represented is an excited state of the lattice whose amplitude is
related to the crystal temperature. To mathematically describe phonons,
the total energy ETot of a perturbed atomic system with equilibrium
energy E0 should be considered. The displacement of atom m along the
cartesian direction i is labeled dim. In the harmonic approximation ETot
is expanded in a Taylor series up to the second order of the displacement

ETot = E0 +
∑
m

∑
i

∂ETot
∂dim

dim+

1
2
∑
m,n

∑
i,j

dimF
ij
mnd

j
n +O3(dim), i, j = x, y, z.

(2.26)

In an equilibrium configuration the system resides in a (local) minimum
so that dETot/dim, the force acting on atom m in direction i, vanishes
from Eq. (2.26). The second-order term

F ij
mn = ∂2ETot

∂dim ∂djn
(2.27)

is the force constant matrix and is made of the second derivative of the
total energy with respect to the displacements of atoms m and n. With
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the knowledge of the force constant matrix and by applying Newton’s
classical equation of motions, the displacement of each atom from its
equilibrium position, µ(r, t), can be computed. Applying PBC or CBC
and assuming that the atoms oscillate with a frequency ω, we end up in
the stationary regime with the following eigenvalue problem to solve for
µ(ω) [151]

Φ · µ(ω) = ω2µ(ω). (2.28)

Here, Φ is the dynamical matrix with entries Φij
mn = −F ij

mn/
√
MmMn,

Mm/n being the mass of atom m/n, and µ(ω) the phonon wave func-
tion or polarization vector. The energy of a phonon is related to its fre-
quency through E = ~ω. As Hamiltonian matrices may be k-dependent
quantities, Φ may also depend on the phonon wave vector q. Here, this
dependence is neglected for the same reasons given for electrons and only
the Γ-point is considered.

Eq. (2.28) is the phonon equivalent to Eq. (2.11) for electrons. To
derive the thermal NEGF equations OBC are introduced into Eq. (2.28).
They can be constructed following the same prescriptions as for electrons
and illustrated in Fig. 2.1(a). Their calculation takes either the form
of an eigenvalue problem [152] or of a complex contour integral [153].
By incorporating the resulting phonon boundary self-energies ΠB into
Eq. (2.28) and by transforming the wave function expressions into GFs,
we obtain the following system of equations to solve:

(ω2I − Φ−ΠR,B(ω)) ·DR(ω) = I (2.29)

D≶(ω) = DR(ω) ·Π≶,B(ω) ·DA(ω). (2.30)

The quantities in the equations above are the phonon GFs (DR, DA

and D≶) and the boundary self-energies (ΠR,B and Π≶,B ). The labeling
conventions for retarded, advanced, lesser, and advanced remain the same
as in the previous section. Eqs. (2.29-2.30) must be solved for all phonon
frequencies of interest. The phonon density and current are then derived
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fromD< using similar expressions as for the electrons. Besides, the energy
current carried by phonons can be computed as

IdE,ph =
∑
mn

∑
ij

∫
dω

2π ~ω (Φij
mnD

<ji
nm (ω)−D<ij

mn (ω)Φji
nm), (2.31)

where m and n refer to atoms situated in two adjacent slabs and (i, j)
to the cartesian coordinates x,y, or z [154].

While Eqs. (2.29-2.30) have the same form as the equations for elec-
trons, there is an important difference. Namely, Eq. (2.28) does not
depend on the phonon population, therefore eliminating the need for an
iterative solution process and reducing the computational cost as com-
pared to electrons. The procedure involved in atomistic thermal transport
simulations is depicted in the right-hand side of Fig. 2.2.

Whereas DFT has become the most widely used method for electronic
structure calculations, even in large systems, competing approaches exist
to generate the dynamical matrix Φ in Eq. (2.28) [155]. It can be directly
produced from the total energy of a given system with density-functional
perturbation theory (DFPT) [156]. Alternatively, it can be observed that
the F ij

mn’s in Eq. (2.27) correspond to the first derivative of the forces
acting on each atom. These elements can therefore be calculated from
finite differences through the frozen phonon scheme [151]. Both DFPT
and frozen phonons induce a large computational burden that makes
them impractical for large atomic systems, if performed at the ab initio
level.

The frozen phonon approach is the method of choice for large, disor-
dered systems because of its relatively low computational complexity as
compared to DFPT. It relies on the evaluation of the first derivative of
the force f im = dETot/dr

i
m, which is typically evaluated using forward

or central differences [137, 151]

F ij
mn ≈ −

f+i
m

djn
≈ −f

+i
m − f−im

2djn
. (2.32)
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In Eq. (2.32) f±im is the force acting on atom m along the cartesian
coordinate i. In equilibrium it is zero, but upon displacing atom n along
±j by a distance djn it becomes finite, as illustrated in Fig. 2.3(b). To
compute the entire dynamical matrix each atom must be displaced indi-
vidually three (six) times when using forward (central) differences. This
results in 3Natom (6Natom) configurations to simulate and for each of
them a force evaluation must be performed. Finally, the 3Natom×3Natom

dynamical matrix Φ is obtained, which is computationally very expensive
if evaluated at the ab initio level. This fact is particularly relevant when
modeling large systems such as realistic CBRAMs where thousands of
atoms are involved. As force-field parameterizations are available that
produce reasonably accurate forces and lattice dynamics for a large num-
ber of atom combinations, employing such a classical approach is an
attractive compromise between accuracy adn computational cost.

2.3.3 Electro-thermal Coupling

Ballistic electron and phonon transport simulations, as introduced in
the two previous subsections, provide valuable insights into a large vari-
ety of device operation regimes. To offer a comprehensive picture under
any bias condition and to investigate certain failure mechanisms such as
temperature-induced breakdowns, coupled electrical and thermal simu-
lations are required. The electron-phonon (e-ph) interactions can take
different forms, e.g. electron scattering on deformation potentials [157] or
scattering on polar-optical phonons through the Fröhlich interaction [158].
The computational framework to couple electron and phonon transport is
the same in all cases, the difference coming from the electron-phonon cou-
pling elements. Subsequently, a description of scattering on deformation
potentials is given.

To couple the electron and phonon populations, the energy of the
fermionic and bosonic system must be considered. It can be described by
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Figure 2.4: (a) Scattering events leading to a change in the
energy of an electron when it interacts with a phonon. These
events can be divided into two categories, in- and out-scattering.
In the in-scattering case an empty state at energy E is filled by
an electron at energy E ± ~ω by emission or absorption of a
phonon with energy ~ω. Out-scattering describes the situation
where an occupied state is emptied to a state at E ∓ ~ω by
emitting or absorbing a phonon with energy ~ω. Both in- and
out-scattering can be local or nonlocal events. In the former
case the involved electron remains located on the same atom,
whereas in the latter it may relocate to a different place. (b)
Coupled electron-phonon system of equations within NEGF.
The coupling is included perturbatively through the scattering
self-energies ΣS and ΠS that must be solved self-consistently
with the GFs. This process is known as the self-consistent Born
approximation (SCBA).
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the total Hamiltonian

Htot = H +Hph−kinetic +Hph−harmonic +He−ph. (2.33)

The first term corresponds to the electron Hamiltonian from Eq. (2.11),
while the second and third ones are captured by the dynamical matrix
Φ. The last Hamiltonian contains the interaction between electrons and
phonons. It is treated perturbatively and cast into the scattering self-
energies ΣTS and ΠTS of type T ∈ {R,A,<,>} for electrons and
phonons, respectively. The lesser and greater components can be written
as [150]

Σ≶,S(E) = i~
∑
i,j

∫
dω

2π∇
iH G≶(E − ~ω) ∇jH D≶ij(ω) (2.34)

and

Π≶,S ij(ω) = −i
∫
dE

2π tr{∇
iH G≶(E + ~ω) ∇jH G≷(E)}. (2.35)

In Eqs. (2.34-2.35), all G≶, Σ≶, and ∇H blocks are matrices of size
Norb × Norb and the summation over neighbor atoms are omitted for
brevity. The superscripts i and j denote the entries in ∇H , the phonon
GFs, and self-energies corresponding to the cartesian coordinates i and
j ∈ {x, y, z}. The strength of the electron-phonon coupling is determined
by∇iH , which represents the derivative of the electron Hamiltonian with
respect to the displacement of the atoms along the direction i. It thus
couples the lattice dynamics created by the phonons to its electronic
response. The retarded scattering self-energies, ΣR,S and ΠR,S , can be
derived from Σ≶,S and Π≶,S . Very often, their real part is neglected for
simplicity [132].

To give an intuitive interpretation of Eqs. (2.34-2.35), we first recall
that the diagonal elements of the lesser GFs,G<(E) andD<(ω), indicate
whether a state at energy E is occupied by an electron and the number
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of phonons that occupy a state at energy ~ω. The same elements of
the greater GFs, G>(E) and D>(ω), determine whether an electronic
state at energy E is unoccupied or the number of free phonon states
at energy ~ω. A specific transition is only possible if an (un-) occupied
electron state is available at an energy ~ω above or below the state of
interest, as illustrated in Fig. 2.4(a). If a scattering event is allowed, the
likelihood of in-scattering, i.e. an empty state at energy E, G>(E), gets
filled is proportional to the lesser scattering self-energy Σ<(E). Such a
process can happen through either phonon emission or absorption. An
electron at energy E ± ~ω (G<(E ± ~ω)) emits (+) or absorbs (-) a
phonon with energy ~ω (D>(ω) for emission, D<(ω) for absorption)
and changes its energy to E. The out-scattering probability is given
by Σ>(E). An occupied state at energy E, G<(E), gets emptied to
E ∓ ~ω (G>(E ∓ ~ω)) by the emission (-) or absorption (+) of a
phonon (D>(ω) and D<(ω)). A similar interpretation can be made for
the phonon scattering self-energies Π≶(ω). They refer to the probabilities
that an unoccupied (D>(ω)) or free (D<(ω)) state gets filled (Π<(ω))
or emptied (Π>(ω)) when an electron transitions from one state to the
other through phonon emission or absorption.

The diagonal entries of the scattering self-energies describe local in-
teractions, that is, the electron remains on the same atom during the
process. The off-diagonal elements, on the other hand, account for non-
local transitions where the electron does not only change its energy, but
also its position in real-space. Nonlocal scattering events are numeri-
cally difficult to handle. In our approach they are neglected for electrons
and only close-neighbor interactions within a predefined cutoff radius
are taken into account for phonons. This is necessary to ensure energy
conservation in our NEGF calculations. By scaling the strength of the
local entries of Σ≶, the influence of the nonlocal events can be indirectly
modeled [159].

The derivative of the Hamiltonian matrix in Eq. (2.10) with respect
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to a perturbation in real-space, ∂r, is given by

∇H = ∂ < Ψ|ĤKS |Ψ >

∂r
− < ∂Ψ

∂r
|ĤKS |Ψ > − < Ψ|ĤKS |

Ψ
∂r

> .

(2.36)
The last two terms appear because the basis changes with perturbation
[137]. The expression in Eq. (2.36) can be computed at various levels
of accuracy. The simplest picture considers the derivative of the Hamil-
tonian with respect to bond stretching between two neighboring atoms
[160]. This scheme can be expanded to include more harmonic terms,
e.g. bond angles. An alternative approach, similar to the calculation of
the dynamical matrix, helps to determine ∇H with respect to the dis-
placement of each individual atom. This is the most accurate method as
it does not rely on any assumption regarding the nature of the bonds
or angles connecting two atoms, but it comes at the price of increased
computational cost. While the bond stretching technique only requires to
perform one additional ground-state DFT calculation under hydrostatic
strain, typically 0.01% to 0.1%, the second method is even more expensive
than computing the dynamical matrix from first principle. Because of
this, the bond stretching approach is the preferred one for large systems.

The chosen hydrostatic stress is applied to the atomic configuration
by increasing the simulation box, thus stretching the bond rmn between
atoms m and n without affecting the angle between them. If the change
in basis functions induced by the stress is small the last two terms in
Eq. (2.36) vanish. The strained Hamiltonian Hs is then computed and
the derivative with respect to a change in the bond length evaluated as

∂Hmn

∂rmn
≈ Hs

mn −Hmn

∆rmn
, (2.37)

where ∆rmn is the bond length variation due to the applied strain [160].
The ∇iHmn entries are obtained by projecting the derivative of Hmn
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onto the cartesian coordinate i with

∇iHmn = ∂Hmn

∂rmn

rimn
|rmn|

. (2.38)

Here, |rmn| is the length of the bond between atoms m and n, rimn its
signed component along i.

When the scattering self-energies are included in NEGF the equations
for electrons become [150]

(E S −H − [ΣR,B + ΣR,S ]) ·GR = I (2.39)

G≶ = GR · [Σ≶,B + Σ≶,S(G≶, D≶)] ·GA, (2.40)

with
ΣR ≈ i

2(Σ> − Σ<). (2.41)

For phonons we have

(ω2I − Φ− [ΠR,B + ΠR,S ]) ·DR = I (2.42)

D≶ = DR(ω) · [Π≶,B + Π≶,S(G≶, G≷)] ·DA, (2.43)

and
ΠR ≈ i

2(Π> −Π<). (2.44)

The dependence of the GFs and self-energies on the energy E and fre-
quency ω has been dropped out in the above equations and substituted
by D≶ and G≶ for the scattering self-energies to emphasize the interplay
between the electron and phonon populations. Eqs. (2.39-2.40) now de-
pend on Eqs. (2.42-2.43) and vice versa. These two sets of equations must
be solved iteratively until convergence is reached. The fulfillment of this
property can be verified by looking at the electrical current, Eq. (2.24),
and the sum of the electronic and thermal energy currents, Eqs. (2.25)
and (2.31). Both quantities have to be conserved along the transport
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axis of the investigated device, when the GFs do not vary anymore. This
process is known as the self-consistent Born-approximation (SCBA). The
system of equations to be tackled is depicted in Fig. 2.4(b).

After converging the electron and phonon densities, physical quan-
tities can be extracted. In addition to the currents that are given by
Eqs. (2.24) and (2.31), the lattice temperature is of particular interest to
quantify the effect of self-heating. Different possibilities exist to assign a
local temperature to individual atoms [150]. In the so-called population
approach the effective temperature T effn of atom n is adjusted such that
the Bose-Einstein distribution reproduces the phonon population of each
individual atom, N eff

n . The phonon density is derived from the GF

N eff
n = i

∫
dω

π
ω tr[D<

nn], (2.45)

where D<
nn is the matrix block of size 3 × 3 corresponding to atom n.

The temperature T effn is a fitting parameter that is adjusted so that the
value of N eff

n can be reproduced with

N eff
n =

∫
dω

π
ω NBose(~ω, T effn )DOSn(ω). (2.46)

HereNBose is the Bose-Einstein distribution andDOSn(ω) the frequency-
resolved phonon density-of-states of atom n, which is proportional to
the difference between the diagonal elements of D< and D>.

2.4 Mode-Space Approximation2

The computational intensity of NEGF calculations can be decreased by
reducing the size of the Hamiltonian matrix in Eqs. (2.14)-(2.15) or (2.13)
through the use of the mode-space (MS) approximation [162–164]. This
technique decomposes the real-space (RS) domain into two directions,
2 This section is based on [161]
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the transport and the transverse one, the two being orthogonal to each
other. The MS approximation exploits the fact that only few transverse
modes are required to accurately reproduce the electronic structure in a
limited energy window [162]. In the case of transport, only states around
the Fermi energy contribute to the current, which makes the MS approx-
imation ideally suited for quantum transport. Based on the transverse
modes of a single block of the device structure a transformation matrix
U can be computed. Subsequently, the Hamiltonian and overlap matrices
are converted into MS withHMS = U †HRSU and SMS = U †SRSU . On
the down side, such approaches introduce unphyiscal energies into the
band structure. A procedure to obtain an accurate MS representation
and free of unphysical bands and called equivalent model, has recently
been developed [163] for orthogonal basis sets. It has been extended to the
nonorthogonal case [164], which is relevant for ab initio QT and outlined
in this section.

The energy-momentum dispersion of a RS Hamiltonian with periodic-
ity along the x direction can be computed from the following generalized
eigenvalue problem:

HkxΨkx = E(kx)SkxΨkx , (2.47)

where Hkx and Skx are the kx-dependent Hamiltonian and overlap ma-
trices, respectively, while E(kx) is the energy of the transverse mode Ψkx

at momentum kx. The matrix Hkx is given by

Hkx = H0 +
NN∑
n=1

(
Hne

inkx +H†ne
−inkx

)
. (2.48)

Here, H0 is the on-site and diagonal RS Hamiltonian block correspond-
ing to a unit cell of width Lx. It is connected to 2NN neighboring cells
situated at a distance ±nLx from it, through the off-diagonal RS Hamil-
tonian blocks Hn and H†n. Note that the overlap matrix Skx , which is
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equal to the identity matrix in case of an orthogonal basis set, has the
same form as Hkx .

The initial guess U0 for the transformation matrix U is constructed
from selected Ψkx ’s. These are obtained from solving Eq. (2.47) for all
energies within a predefined window with lower and upper limits E1 and
E2, and for a set of nk kx-points selected according to

kxj = 2πj/(nk − 1)− π, j = 0, ..., nk − 1. (2.49)

Overall, for each kx-point, a total of m(kx) modes Ψ(kx) is calculated,
which satisfy E1 ≤ E(kx) ≤ E2. A basis

Ψ(nk) = [Ψkx1,1(E), ..., Ψkx1,m(kx1)(E),
Ψkx2,1(E), ..., Ψkxnk

,m(knk
)(E)]

(2.50)

is formed by grouping all these modes. It is orthonormalized using singular
value decomposition (SVD). To reduce the size of the MS basis when
building U0, only those left-singular vectors corresponding to the largest
singular values (SVs) are retained. All the others are discarded.

With this initial guess for U Eq. (2.47) is transformed into MS ac-
cording to

[U †HkxU ]Ψkx = E(kx)[U †SkxU ]Ψkx . (2.51)

By applying U0 to Eq. (2.51), the energies obtained from Eq. (2.47) are re-
produced accurately between the boundsE1 andE2. Unfortunately, apart
from the real energies, spurious unphysical states are introduced into the
band structure. They originate from the compression of U through the
SVD. To eliminate these spurious energies and obtain the final, phys-
ically valid transformation matrix U , a refinement procedure must be
applied. It consists of iteratively adding carefully selected modes ψ to U0.
The latter shift the unphysical energies below E1 or above E2, until no
unphysical energies remain between E1 and E2. To ensure that the real
energies are preserved, the additional ψ’s are required to be orthogonal
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to the modes responsible for the real energies. Finding the necessary ψ’s
is done by minimizing the functional F(C) [163, 164] of a vector C:

F(C) = 1
nz

nq∑
q=1

nz∑
j=1

CTA(kq, zj)C
CTB(kq, zj)C

+ (CTC − 1)2, (2.52)

where the kq is a set of trial k-points and the zj points are situated on a
complex contour around the energy (E1 + E2)/2 [163]. The matrices A
and B are defined as [164]

A(kq, zj) = (zj − εc)Ξ†(ΛU Λ̃−1U †SkqU Λ̃−1U †Λ− (2.53)

S†kq
U Λ̃−1U †Λ− ΛU Λ̃−1U †Skq + Skq )Ξ,

B(kq, zj) = Ξ†(Λ− ΛU Λ̃−1U †Λ)Ξ. (2.54)

Here, Ξ is a trial basis to be chosen later, while εc and zj as well as the
matrices Λ and Λ̃ obey the following equations:

εc = E1 + E2

2 , (2.55)

zj = (εc + E2 − E1

2 )e2πi(j−1/2)/nz , (2.56)

Λ(kq, zj) = zjSkq −Hkq , (2.57)

Λ̃(kq, zj) = U †ΛU. (2.58)

From the C that minimizes Eq. (2.52) the new modes ψ can be computed
as ψ = ΞC and added to the transformation matrix U . This operation
typically shifts one unphysical band out of the energy window of interest.
Solving Eq. (2.52) has to be repeated until no spurious energies remain.

As the matrices A and B appear only in quadratic form, i.e. CTAC

and CTBC, in Eq. (2.52), they can be symmetrized without loss of
generality. This trick is found to improve the stability of the minimization
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and it simplifies the form of the analytical derivative of F(C) to

∂F(C)
∂C

=
∑
q

∑
z

[
CTA(q, z)
CTB(q, z)C −

CTA(q, z)C
(CTB(q, z)C)2C

TB(q, z)
]

+ 4(CTC − 1)C.
(2.59)

With this form of ∂F(C)
∂C and the use of a derivative-based minimizer

such as the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm
[165–168], the calculation of C that minimizes F can be considerably
accelerated.

Once a transformation matrix that returns a clean MS band structure
is obtained, each block of the RS Hamiltonian and overlap matrices can
be transformed individually according to

H̃i = U †HiU, S̃i = U †SiU, i = 0, 1, (2.60)

where the tilde (∼) denotes quantities represented in MS. The matrices
H̃ and S̃ can finally be used to solve Eqs. (2.14-2.15) or (2.13).

The NEGF-Poisson loop requires an expression for the evaluation of
the charge in RS. The charge density in MS is calculated from

ρ̃nn = G̃i,i−1S̃1 + G̃i,iS̃0 + G̃i,i+1S̃
†
1. (2.61)

The MS density matrix is then transformation from MS to RS

ρ = Uρ̃iU
†. (2.62)

Remaining observables such as the device current or the transmission
can be computed directly in MS using the equations given in Section 2.3.
Analogous to the back transformation of the density matrix, expressions
for the scattering self-energies in Eqs. (2.34-2.35) could potentially be
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derived. This, however, has not been demonstrated to date and goes
beyond the scope of this thesis.





Chapter3
Application of the Mode-Space
Approximation to CBRAM Cells1

3.1 Introduction
As the thickness of CBRAM switching layers is shrunk and the active
switching volume approaches the nanometer scale, it becomes essential to
model the memory cells with an atomistic resolution. Modeling CBRAM
at the atomic scale requires a description of many elements in a wide range
of chemical environments, rendering the use of methods relying on empir-
ically fitted parameters extremely challenging. The use of parameter-free
tools elegantly circumvents this problem. Therefore, DFT-based NEGF
calculations are the method of choice for QT from first principles, as
explained in Chapter 2. Owing to their immense computational burden
such calculations are typically limited to a small number of atoms, in the
range of few hundreds to thousands [122, 169]. One approach to solve this
challenge are massively parallel calculations [170]. The required computa-
tional resources, however, render this approach unfeasible for large-scale
investigations, particularly for a technology that relies on the relocation of
atoms and thus needs different Hamiltonian representations throughout
the calculation of its I-V characteristics.

Alternatively, the high computational intensity can be mitigated by
methods suchs low-rank approximation [171], model order reduction [172],
1 This chapter is based on [161]

53
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or MS approximation [162], which was introduced in Section 2.4. They
are all similar in that they construct a much smaller basis to represent the
electronic structure of the device. Hence, these techniques are appealing
because of their ability to reduce the computational burden by several
orders of magnitude while keeping the errors of the computed device
current and charge density within a few percent. Originally developed for
orthogonal basis sets such as tight binding (TB) [162, 163], the MS scheme
has recently been expanded to nonorthogonal basis sets [164], which are
often employed in DFT. A major disadvantage of the MS approximation
is that the band structure of the investigated device must be available.
In effect, to apply an MS transformation it is necessary that all unit cells
building the device domain are periodic replica of a representative cell
so that the overall band structure is uniquely defined. As a consequence,
interfaces and defective, disordered, or amorphous materials cannot be
readily transformed into MS. Such features and layers are, however, at
the core of CBRAM cells as well as many other realistic applications, e.g.
structures with surface roughness [173], grain boundaries and interfaces
in interconnects [174, 175], and tunnel and break junctions [176, 177].

The seemingly incompatible modeling of CBRAMs and application of
the MS transformation can be reconciled by dividing the device structure
into multiple regions. The OBC, used in the NEGF formalism to inject
or collect particles, rely on the same principles as the MS transformation,
periodicity along the transport direction. The semi-infinite leads that cou-
ple the device domain to its surroundings are made of replica of the same
cell. Moreover, specific parts of the device could also consist of repeated
unit cells. This fact can be capitalized on to apply a MS transformation
to the periodic regions of the CBRAM and to the OBC. Here, we propose
a hybrid MS-RS scheme which locally transforms suitable regions into
MS, whereas the nonperiodic features along the transport direction re-
main expressed in RS [178]. Such an approach combines the advantages
of the parameter-free first principles description of the CBRAM cell via
the DFT framework with those of the computational efficiency of the MS
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transformation.

3.2 Atomic Device Structure
To explain the RS-to-MS transformation and its hybrid coupling and to
demonstrate the applicability of the scheme, the CBRAM cell illustrated
in Fig. 3.1 is used. The cell is composed of two Cu contacts surrounding
a layer of amorphous silicon dioxide (a-SiO2). A Cu filament bridges
the switching layer (SL) and short-circuits the electrodes, putting the
CBRAM cell into its ON-state. The length of the oxide Lox is 1.6 nm
and the size of the cross-section 2.1×2.3 nm2. The resulting device is
schematically illustrated in Fig. 3.1(a). The contacts are in fact longer
than shown in Fig. 3.1(a) and comprise seven unit cells of Cu each. The
total number of atoms in the contacts and oxide is 3390. The CBRAM cell
is examined in detail in Chapter 4. Here, it only serves as a benchmarking
structure for the hybrid MS-RS scheme.

The unit cells delimited by the black boxes in Fig. 3.1(b) are perfectly
periodic. The corresponding Hamiltonian and overlap matrices have a
block structure. Taking advantage of it, an MS basis can be created
for the contact extensions of the device. The RS-to-MS transformation
is performed on one of these Cu unit cell, which is composed of 240
atoms with 25 orbitals each. The Hamiltonian and overlap matrices
were computed with the CP2K package [179] using the Perdew-Burke-
Ernzerhof (PBE) [115] exchange-correlation functional, a double zeta-
valence polarized (DZVP) Gaussian-type orbital (GTO) basis set [180],
and Goedecker-Teter-Hutter (GTH) pseudopotentials [181].

3.3 Parameterization of the Equivalent Model
The efficiency and accuracy of the algorithm presented in Chapter 2.4
sensitively rely on a certain number of parameters. Selecting them re-
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Figure 3.1: (a) Atomistic representation of the Cu/a-SiO2/Cu
CBRAM cell structure studied in this chapter with the help of
the proposed hybrid mode-space – real-space approach. The
structure is composed of 3390 atoms, with the large white
spheres representing Cu atoms (25 orbitals per atom), the or-
ange lines representing bonds between Si and O atoms (both
with 13 orbitals per atom). The black rectangles mark the peri-
odic Cu contact blocks. (b) Block pentadiagonal structure of the
real-space Hamiltonian matrix H corresponding to the struc-
ture in (a). Each block represents a unit cell (three Cu layers).
Because of long-range interactions, each unit cell is connected
to NN=2 neighboring cells.

quires extensive tests and good intuition, particularly for large metallic
cells as encountered in the contacts of CBRAM. To reduce the need for
expensive parameter sweeps we developed a scheme to select most param-
eters automatically and provide simple guidelines to choose the reminder
of them. This automatization has been achieved through the develop-
ment of metrics to measure the convergence of several characteristics.
The RS-to-MS transformation then boils down to setting appropriate
thresholds for the metrics. The automation of the process the is key to
make the use of the MS approximation worthwhile for large unit cells.
The guidelines to select the parameters for transforming RS Hamiltonian
blocks corresponding to metallic cells to their MS equivalents are out-
lined here. It is important to note that the strategy for the selection of
the parameters does not necessarily return the most optimal parameter.
Possibly, there might exist a combination that leads to a solution with
lower computational effort. The ones given here, however, reliably lead
to a clean MS band structure without unphysical states in a entirely
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automatized manner.
Eqs. (2.47)-(2.60) describe the mathematical procedure to obtain the

MS transformation matrix. Six parameters must be carefully selected
for the process to be successful and to complete within a reasonable
computational time. Namely, (1) the value of nk in Eq (2.49) to calculate
the RS band structure, (2) the number of modes NM that compose the
initial guess for the transformation matrix U0, (3) the trial k-point set kq,
which is used during the refinement procedure, (4) the energy integration
points zj , (5) the initial guess for C in Eq. (2.52), and (6) the trial basis
Ξ. Parameters (1) and (2) determine both the accuracy of the MS band
structure and the number of unphysical bands present in the initial guess.
Parameters (3)-(6) on the other hand are critical to control the refinement
procedure and to ensure fast convergence.

The k-point sampling is chosen based on the SVD of the basis of
transverse modes Ψ(nk) in Eq. (2.50). The grid should be fine enough
to ensure that the singular values (SV) are converged with respect to nk.
This convergence is quantified by the quotient of the SV of two Ψ(nk).
Let s1,i and s2,i be the sorted SV of two bases Ψ(nk,1) and Ψ(nk,2),
where nk,2 > nk,2. The normalized ratio of each pair of SV has to be
greater than a predefined threshold qmin

(min
i
{s1,i

s2,i
})s2,1

s1,1
> qmin. (3.1)

The second ratio on the left-hand-side, s2,1
s1,1

, is needed to normalize the
SV’s because those originating from two different bases can be offset by
a constant value. This concept of convergence is illustrated in Fig. 3.2(c),
where the s1,i

s2,i
are plotted for several pairs of {nk,1, nk,2} for a rectangular

Cu cell with 240 atoms. The horizontal dashed line markes qmin = 0.6
the designated threshold, indicating that nk ≥ 96 are a robust choice,
whereas any lower value might cause convergence issues. To minimize
the computational effort, the lowest value satisfying Eq. (3.1) should be
selected. Please note that the cutoff of qmin = 0.6 is an empirical value
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Figure 3.2: (a) Band structure of a Cu cell containing 240 atoms
as computed in RS (large red dots) and MS (small black dots).
The unphysical energies coming from the initial MS transfor-
mation are shown as green crosses. (b) Same as (a), but after
applying the basis refinement of Eq. (2.52). No spurious, unphys-
ical energy remains. (c) Ratio of the singular values resulting
from the orthonormalization of several pairs of bases Ψ(nk)
corresponding to a Cu cell made of 240 atoms. (d) Maximum
number of unphysical energy levels at a single k-point (left axis)
when the RS and MS bands are compared as a function of the
number of initial modes NM composing U0. Reprinted from
[161]
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that served well to transform the metallic band structure of Cu. It might
have to be readjusted for different materials. Moreover, s1,i

s1,1
< 10−11 are

discarded due to numerical noise.
To find the number of left-singular vectors NM to include in U0, the

MS band structure must be computed as a function ofNM from Eq. (2.51)
using U0(NM ) as the transformation matrix U and compared against
the RS results obtained from Eq. (2.47). The initial basis U0(NM ) must
be large enough to reproduce the real energies. Further increasing NM

reduces the error in the physical energies computed in MS. Hence, NM

should be large enough such that the maximum error ∆E , measured as
the difference between the RS and physical MS energies, decreases to
below a threshold value which was empirically determined to be 5 meV.
To identify the physical MS energies, each RS energy level is mapped to
the closest MS energy value. Consequently, the MS energies without a
corresponding RS level are deemed unphysical. The number of unphysical
bands, Ns, i.e. the number of spurious energies that are introduced by
the MS transformation, follows the same trend as ∆E and decreases as
NM increases. Thereby, the number of refinement iterations needed to
clean the MS band structure is reduced. The dependence of ∆E and
Ns on NM is illustrated in Fig. 3.2(d). The smallest NM enabling a
reliable refinement procedure is marked by the vertical dashed black line.
Increasing NM beyond the minimum value satisfying the aforementioned
conditions improves the accuracy of the final U , but at the cost of its size
and ultimately computational time. The impact of NM on the result of
the refinement procedure is summarized in Table 3.1. A suitable initial
guess for NM corresponds to the number of normalized SVs, s1,i

s1,1
, that

are larger than 10−2.
Selecting the proper set of trial k-points kq has a major influence on

the refinement procedure, regarding both the convergence and computa-
tional resources. A large nq is needed for a comprehensive sampling of
the k-space, when kq is selected according to Eq. (2.49), ensuring that
all unphysical bands are sampled. To overcome this limitation, Huang
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Table 3.1: Comparison of the efficiency of the real-space-to-
mode-space transformation as a function of the size of U0 for a
rectangular Cu cell with 240 atoms. The energy window covers
a range of ±0.5 eV around the Fermi energy. A total of nk = 96
k-points is used to sample the band structure of the Cu cell. The
original RS Hamiltonian block size is equal to 6000, made up
of 240 atoms times 25 orbitals per atom. Using a larger initial
guess leads to a reduction in both the number of refinement
iterations and the error in the resulting MS band structure, but
it also increases the MS block size.

Size of initial guess (NM ) 350 380 390
Refinement iterations 38 34 26
MS block size 388 414 416
Size reduction (%) 93.5 93.1 93.1
Max. error (meV) 0.89 0.62 0.34

et al. [182] suggested to choose kq according to the position of the un-
physical energies. Such a scheme results in a nonhomogeneous k-point
grid. In the absence of equidistant k-points, however, instabilities can
occur during the minimization, which may lead to a divergence of the
refinement procedure, when the RS basis is composed of nonorthogonal
functions. We opted for an intermediate scheme where the kq are selected
based on Eq. (2.49) with nq = 5. Such a grid is too coarse to sample all
unphysical bands and does not guarantee convergence on its own. This
shortcoming is eliminated by augmenting kq with points based on an
analysis of Eq. (2.51). The ±kx that correspond to the positions with
the largest number of unphysical energy states (Ns) are added to kq. At
every iteration of the refinement procedure, the MS band structure is
recomputed with the updated U, and the ±kx are adjusted accordingly.
This scheme ensures the same stability as that obtained with a regular
k-point grid, it converges through sampling of at least one unphysical
band at the time, and it keeps nq small for computational efficiency.
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The number of integration points in Eq. (2.52), nz, is not a critical
parameter. With nz = 6 convergence can be readily achieved. Increasing
nz could avoid the addition of few modes to the final transformation
matrix, but it rapidly increases the computational cost too.

Minimizing Eq. (2.52) is a challenging task as the functional has
many local minima. This is one of the biggest issues encountered in
the refinement procedure because there is no algorithm available that
guarantees that the global minimum is identified if the sum in Eq. (2.52)
has more than one term [183]. Having a good initial guess is thus essential
to determine modes that improve the MS band structure. From numerical
testing, it appears that the rows of U form a suitable initial guess for
the C’s. To enable a fast convergence of the refinement with the lowest
possible number of iterations, we minimize Eq. (2.52) with multiple initial
guesses and always select the mode that produces the smallest value of
F(C). To reduce the computational burden, we perform the minimization
with the first 10% of the rows of U .

The last parameter to be selected is the trial basis Ξ. The matrix
proposed in literature [163, 164] is

Ξ(U) = (I − UU †) · [S−1
k1
Hk1 ⊕ S

−1
k2
Hk2 ] · U, (3.2)

where I is the identity matrix of appropriate size and [⊕] the concate-
nation operator. We find that by replacing [⊕] with the commutator [, ]
a smaller variational space is obtained

Ξ(U) = (I − UU †) · [S−1
k1
Hk1 , S

−1
k2
Hk2 ] · U, (3.3)

which is sufficient and often outperforms the result of Eq. (3.2) in terms of
accuracy, besides offering lower computational cost. It is possible, however,
that towards the end of the refinement, the Ξ obtained from Eq. (3.3) does
not provide enough degrees of freedom anymore. Thus, when Eq. (2.52)
stops providing modes satisfying F(C) < −1, we switch to Eq. (3.2)
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Table 3.2: Timing data for the MS transformation procedure.
The profiling is performed on a workstation featuring two Intel
Xeon E5-2680 v4 CPUs with 28 cores in total, and the procedure
is implemented in MATLAB 2018b. The refinement iteration
is broken down into three parts: (1) the preparation of the
matrices A and B, (2) the global minimization, and (3) the
calculation of the band structure.

Runtime
RS band structure (s) 1096.7
Initial guess U0 (s) 19.4
Refinement iteration (NM = 350) (s) 65.4
(1) Matrices A and B (s): 28.3
(2) Minimization of F(C) (s) 34.1
(3) MS band structure (s) 3.0

to determine Ξ. To fully define Ξ, two wave vectors k1 and k2 must be
selected; the first one corresponds to the position with the highest Ns in
the initial MS band structure, whereas the second one is the Γ point.

The computational resources required to obtain the MS transforma-
tion matrix and to eliminate spurious states from the band structure
depend on the size of the matrices HRS and SRS , on the width of the
energy window [164], and on the choice of the parameters discussed in
this section. The times needed to acquire the MS transformation matrix
for the band structure shown in Fig. 3.1(a) are listed in Table 3.2. The
time per refinement iteration, 65.4 s, is roughly split in half between solv-
ing Eqs. (2.53-2.58) and minimizing Eq. (2.52), both taking about 30 s.
Calculating the MS band structure, on the other hand, hardly contributes
to the computational effort. The 38 refinement iterations needed to clean
up the band structure add up to 3644 s. Together with the computation
of the RS band structure, the entire procedure takes 4740 s.
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3.4 Hybrid mode-space – real-space device
Hamiltonian

The Hamiltonian and overlap matrices H and S in Eqs. (2.13) and (2.14-
2.15) are first computed with DFT a using localized GTO DZVP [180]
basis set. Such a basis has the advantage of producing a banded RS
Hamiltonian HRS that is directly suitable for QT calculations without
further processing [30, 125]. To reduce the size of the matrices H and
S, the MS transformation is employed. Because the original matrices
are not homogeneous throughout the device structure due to the MIM
stack of CBRAMs, the transformation is applied locally. In the contact
extensions the diagonal and off-diagonal blocks of HMS are given by

Hn = U †HnU. (3.4)

The Hn’s in Eq. (3.4) correspond to the on-site term (n = 0) and to the
coupling of one Cu unit cell and its 240 atoms, to its nth nearest neighbor
(n > 0). The Cu blocks at the SiO2 interface and the oxide regions
embedded between the metallic electrodes remain expressed in RS. At the
transition between the periodic area of the device, which is transformed
into MS, and the RS active region, the off-diagonal blocks must be treated
carefully as they exhibit a hybrid character. They undergo a one-sided
transformation

HRM,n = U †Hn, HMR,n = HnU. (3.5)

The subscript RM indicates thatHRM,n connects an RS to an MS region
and vice-versa. The MS transformation is not optimized for the surface
blocks of the Cu contacts, which are in direct contact with the SiO2 layer
and whose atomic structure is different from that of the other Cu cells
due to the additional relaxation imposed by the neighboring oxide. Still,
the MS transformation can theoretically be applied to them using the
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same matrix U as for the other Cu cells because they are made of the
same number of atoms. In the next section, we present two strategies,
one with all metal blocks transformed into MS and one with one metal
block at the oxide interface remaining in RS. The sparsity patterns of
the RS and the two hybrid Hamiltonian matrices are depicted in Fig. 3.3.
The large Cu blocks at the interface between the RS and MS domains
disappear and become rectangular. Only the active region, through which
a metallic filament grows and then dissolves, remains in RS. As this
region is not affected by the MS transformation, the matrix U does not
need to be recomputed when structural changes occur within the oxide,
e.g. atomic relocations. This feature is especially appealing when one
considers components whose atomic geometry evolves with time such as
CBRAM cells.

An alternative, more general approach is to treat the entire simulation
domain in RS and compute only the OBCs in MS. The coupling between
MS and RS is achieved by transforming the boundary self-energies from
MS to RS with ΣR

RS(E) = U · ΣR
MS(E)U † or by constructing hybrid

blocks connecting the MS boundary self-energy to the RS central part of
the device. The benefit from the evaluation of the OBCs in MS is equal to
that offered by the first approach. The solution of the transport equations
with QTBM or NEGF does not benefit from the MS transformation.
While providing a lower gain in computational efficiency, this method is
generally applicable to any quantum transport simulation, regardless of
the length of the contacts. As such, the proposed MS-RS scheme finds
applications beyond the CBRAM cells considered here.

It should be noted that the two contacts are independent of each
other. While the device illustrated in Fig. 3.2(a) features two identical
electrodes, the proposed hybrid scheme does not enforce such a constraint.
The MS transformation matrix can be computed and applied to the two
contacts independently by transforming the respective blocks obtained
from the Hamiltonian and overlap matrices with Eqs. (3.4-3.5).
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Figure 3.3: Sparsity patterns of the (a) RS and (b) hybrid
MS-RS Hamiltonian matrices corresponding to the left half of
the CBRAM cell in Fig. 3.1(a). The presence of second-nearest-
neighbor block connections translates into a pentadiagonal ma-
trix structure, with on-site blocks (black), first-nearest-neighbor
blocks (red), and second-nearest-neighbor blocks (blue). The
electrode region of the hybrid Hamiltonian is composed of six
MS and one RS block. The overall matrix size is reduced from
78 846 to 23 502. Although the electrode region is transformed
into MS, the active device area remains in RS, which is recogniz-
able from the much larger block size in subplot (b). The hybrid
off-diagonal blocks connecting the RS and MS take the form of
long thin rectangular blocks. Note that the blocks labeled 1© in
subplots (a) and (b) are identical in both representations. The
same holds true for the blocks labeled and 2©.
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3.5 Ballistic Simulations: Benchmark
In the present section, we benchmark the MS-RS hybrid scheme and
compare two different versions of it with the RS reference, in terms of
both accuracy and computational efficiency. The first hybrid version,
MS-RS1, has all contact blocks transformed into MS using Eqs. (3.4-
3.5), except for the surface Cu blocks, which form the interface with
the insulating layer. In the second version, MS-RS2, all metallic blocks,
including those in contact with SiO2, are transformed into MS. A single
transformation matrix U is used in all cases.

The quantities of interest are the ballistic transmission function and
the current flowing through the device. The transmission function is
shown in Fig. 3.4(a) within the energy window where the MS transfor-
mation is valid. The MS-RS1 model agrees almost perfectly with the RS
reference; MS-RS2, on the other hand, shows some discrepancies. The lat-
ter are attributed to the fact that projecting the relaxed surface block onto
the same MS basis as the perfectly crystalline Cu blocks does not fully
work. The same behavior is reflected in the ballistic current in Fig. 3.4(b).
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The latter is computed with Eq. (2.23), keeping the transmission function
constant and varying the Fermi distribution function of the right contact
as a function of the applied voltage. It can be seen that MS-RS1 follows
almost exactly the RS reference, while MS-RS2 slightly underestimates
the current. The observed error is quantified in Fig. 3.4(c), where the
relative difference between the currents obtained from the hybrid and
the RS simulations is reported. For MS-RS1 this error does not exceed
2% at very low bias, and decreases at larger voltages. MS-RS2 displays
deviations of up to 8%, reaching its maximum at low voltages.

All calculations are performed on CPU-GPU hybrid nodes with 64
GB of memory each, using 20 CPUs and 2 GPUs to treat each energy
point. These computational resources are distributed over as few nodes as
possible, while simultaneously accommodating the memory constraints.
Detailed timings are recorded in Table 3.3. The size of the matrices is
reduced by factors of 3 and 7 for MS-RS1 and MS-RS2, respectively. The
number of nonzero elements is cut down by even more, by factors of 6
and 25, reducing the memory requirement accordingly. The time required
to compute the OBCs is roughly equal for both hybrid schemes, as it
only depends on the size of the boundary blocks, which is the same in
MS-RS1 and MS-RS2. A speedup of more than 150 is achieved for the
OBCs. Solving the linear system of equations resulting from Eq. (2.13)
is shortened by factors of 48 and 191. The gain overall in computational
time is less significant than could be expected from the timings of the
OBCs and linear system calculations, with speedups of 27 and 95 for
MS-RS1 and MS-RS2, respectively. In effect, in the current implemen-
tation of the algorithm, the postprocessing stage, where T (E) and the
DOS are derived from the wave function, does not offer a substantial
speedup in MS, as it mainly depends on the number of states injected
into the simulation domain. This number is the same in RS and MS.
The postprocessing accounts for less than 10% of the run time in the
RS simulation, but it increases to about 50% of the time in both MS
approaches. Addressing this bottleneck and optimizing the underlying
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algorithms for the hybrid scheme could therefore lead to an even larger
speedup. Other than the timing, the memory footprint is a large cost
factor. While the RS simulations need to be performed on 20 nodes, the
MS-RS simulations can run on 4 and 2 nodes, depending on the model
used (1 or 2), adding to the cost reduction. Combining these two aspects
into a cost function “run time × number of nodes” we report a reduction
factor of 136 and 955 for MS-RS1 and MS-RS2, respectively.

3.6 Conclusion
We developed a robust scheme to select parameters for successful MS
transformations of metallic layers. Based on a nonorthogonal DFT RS
Hamiltonian, a size reduction of over 90% can be achieved. We also
introduced a scheme to locally transform the Hamiltonian matrix of a
device into MS. This hybrid MS-RS approach extends the use of MS
to structures with inhomogeneities such as metal-insulator interfaces
or amorphous layers along the electron-transport direction. Numerical
benchmarks against an RS reference reveal that the accuracy of the pro-
posed method is excellent, with relative errors of the electrical current
below 2%. The gain in computational efficiency together with the reduc-
tion in the memory footprint results in performance improvements by 2
to 3 orders of magnitude.

More generally, if the region transformed to MS and the energy win-
dow of interest remain the same, as in most resistive switching memory
cells, the same transformation matrix can be reused each time the active
layer undergoes a structural change. This feature renders our approach
very powerful to investigate dynamically evolving devices. Here, this was
demonstrated with the ON-state configuration of a CBRAM cell.

Apart from CBRAMs, the hybrid MS-RS approach is especially ap-
pealing to study devices with metallic contacts, where their treatment
dominates the overall computational time. This could accelerate, for in-



3.6 Conclusion 69

Ta
bl
e
3.
3:

Su
m
m
ar
y
of

th
e
co
m
pu

tin
g
tim

es
fo
r
th
e
R
S
an

d
th
e
di
ffe

re
nt

R
S-
M
S

hy
br
id

sc
he

m
es
.T

he
ca
lc
ul
at
io
n
of

th
e
O
B
C
sa

nd
th
e
so
lu
tio

n
of

th
e
re
su
lti
ng

lin
ea
r

sy
st
em

of
eq
ua

tio
ns

ar
e
do

ne
in

pa
ra
lle

l,
th
e
fo
rm

er
on

C
PU

s,
th
e
la
tt
er

on
G
PU

s.
T
he

to
ta
lt
im

e
in
cl
ud

es
th
e
af
or
em

en
tio

ne
d
co
m
po

ne
nt
s
pl
us

po
st
pr
oc
es
sin

g
su
ch

as
th
e
ex
tr
ac
tio

n
of

th
e
de

ns
ity

of
st
at
es

an
d
th
e
tr
an

sm
iss

io
n
fu
nc

tio
n.

T
he

nu
m
be

rs
ar
e
av
er
ag
ed

ov
er

th
e
ca
lc
ul
at
io
n
of

20
en

er
gy

po
in
ts
.T

he
nu

m
be

ro
fn

od
es

re
qu

ire
d

to
ru
n
th
e
sim

ul
at
io
n
is

di
re
ct
ly

re
la
te
d
to

th
e
m
em

or
y
ne

ed
ed

to
st
or
e
an

d
pr
oc
es
s

th
e
da

ta
.I
ts

hr
in
ks

w
ith

th
e
nu

m
be

ro
fn

on
ze
ro

el
em

en
ts

in
th
e
H
am

ilt
on

ia
n
m
at
rix

.
T
he

to
ta
lc

os
t
of

th
e
sim

ul
at
io
n,

de
fin

ed
as

ru
n
tim

e
×

nu
m
be

r
of

no
de

s,
is
re
du

ce
d

by
2
an

d
al
m
os
t
3
or
de

rs
of

m
ag

ni
tu
de

w
ith

th
e
he

lp
of

th
e
M
S-
R
S 1

an
d
M
S-
R
S 2

sc
he

m
es
,r

es
pe

ct
iv
el
y.

R
S

M
S-
R
S 1

G
ai
n
vs

R
S

M
S-
R
S 2

G
ai
n
vs

R
S

To
ta
lm

at
rix

siz
e

78
84
6

22
72
6

3.
47

11
50
2

6.
86

N
on

ze
ro

el
em

en
ts

67
3.
8e
6

10
4.
9e
6

6.
43

27
.5
e5

24
.5
1

T
im

e
fo
r
O
B
C
s
(s
)

30
8.
8

1.
61

19
1.
5

1.
84

16
7.
5

T
im

e
fo
r
lin

ea
r
sy
st
em

(s
)

27
3.
9

5.
72

47
.9

1.
44

19
0.
7

T
im

e
fo
r
T

(E
)
an

d
D
O
S
(s
)

27
.2

6.
58

4.
14

1.
66

16
.3
5

To
ta
lt
im

e
(s
)

33
6.
0

12
.3

27
.3

3.
52

95
.5

N
od

es
20

4
5

2
10

C
os
t
(t
im

e×
no

de
s)
:

67
20

49
.3

13
6.
4

7.
19

95
4.
9



70 Application of the Mode-Space Approximation to CBRAM Cells

stance, the characterization of the contact resistance for a multitude of
materials and devices. While the influence of contact resistances is of-
ten ignored in quantum transport simulations, it can severely limit the
performance of nanoscale devices in reality.

To further improve the hybrid MS-RS approach, the inclusion of
scattering through self-energies should be considered. Mil’nikov et al.
[163] demonstrated the feasibility of incorporating scattering in pure MS
simulations, but the proposed technique needs careful adjustments and
verifications in the hybrid approach. Moreover, the Hamiltonian is not
treated self-consistently in the present work. Shin et al. [164] performed
self-consistent MS-only calculations. Errors in the charge density arising
from the partial MS treatment of the simulation domain, even though
small, could affect the electrostatic potential. Fully self-consistent hybrid
simulations should be performed and compared to real-space calculations
to verify the correctness of the approach. Solving the Poisson equation
would enable the simulation of larger bias voltages than those considered
here.



Chapter4
Filament in a Cu/a-SiO2/Cu Cell1

4.1 Introduction
The localized nature of the filamentary switching mechanism in combina-
tion with the simple metal-insulator-metal (MIM) structure of CBRAM
are keys to scale such devices to extremely small feature sizes [29]. This
constitutes a major advantage of CBRAM over competing nonvolatile
memory (NVM) technologies [4] because a high-density integration is
possible [184]. Shrinking the cross-section of such a memory cell can also
improve the endurance of CBRAM [185]. Moreover, reducing the active
switching volume through geometry engineering can improve the memory
characteristics, e.g. reduced operating voltages and lower cycle-to-cycle
variability [184]. These phenomena have been attributed to the fact that
the stochasticity of the filament growth process can be decreased by
constraining the volume through which it grows and by minimizing the
amount of metal ions that is dissolved in the solid electrolyte.

As the dimensions of CBRAM cells decrease, unique physical effects
emerge that are masked or absent in larger structures. A peculiarity found
experimentally is that the stability with respect to device failure improves
if the thickness of the SL is shrunk [29]. Specifically, the maximum current
that is supported by a single cell drastically increases. The thinnest ever
reported CBRAMs with SL of 1 nm of SiO2 only endured the largest
operating currents before permanently breaking down. The maximum
1 This chapter is based on [50], [136] and [161]

71
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current versus the insulator thickness is illustrated in Fig. 4.1(a). Another
feature observed in experiments is that during the ON-OFF switching
cycle the conductance of the CBRAM does not change gradually, but in
a steplike fashion with multiple discrete intermediate stages, as shown
in Fig. 4.1(b).

To investigate these effects, we performed QT simulations on struc-
tures containing already formed metallic filaments. The switching charac-
teristics of CBRAM cells arise due to the relocation of atoms, a process
that is computationally expensive to account for at the ab initio level
[186]. Typically, QT simulations assume therefore that atoms are located
at static positions. To investigate the observed behavior, we implemented
a straightforward scheme to study the influence of the filament dissolu-
tion on the CBRAM transport properties. Furthermore, we examined the
electro-thermal properties of CBRAM cells with respect to the thickness
of the SL. Due to the extremely narrow dimensions of these filaments, high
current densities are expected, with potentially significant self-heating
effects. To design better performing CBRAM cells it is therefore critical
to precisely understand the interplay between electron transport and
atom positions as well as their influence on the lattice temperature. In
particular, we focused on the impact of self-heating and thermal conduc-
tance.

After briefly summarizing few computational details, the results pre-
sented in this chapter will be divided into three separate subsections. In
the first one, the intermediate conductance states originating from the
dissolution of the Cu filament are investigated. The second subsection
presents the electro-thermal properties of a filamentary structure in the
ON-state with a fixed oxide thickness of 3.5 nm. The third subsection is
concerned with the dependence of these electro-thermal properties on the
thickness of the SL. Three devices in the ON-state with oxide thicknesses
ranging from 1.6 nm to 3.5 nm are compared to each other.
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Figure 4.1: (a) Thickness dependence of the current supported
by Ag/SiO2/Pt CBRAM cells. The bars represent the maximum
current achieved before device breakdown. Values are reported
for different thicknesses of the switching layer. Adapted from
[29]. (b) Extracted conductance G vs. voltage V of a single
ON-OFF switching event for a Cu/SiO2/Pt CBRAM cell. The
dashed lines mark three intermediate conductance plateaus ob-
tained during the Cu filament dissolution.

4.2 Computational Details
The cross-section of the considered Cu/SiO2/Cu atomic structure is
2.34×2.38 nm2. Both electrodes are composed of the same metal and
measure 4.1 nm along the MIM axis. They are made of 7 slabs containing
240 atoms each, for a total of 3360 Cu atoms. The surface blocks of both
electrodes, i.e. those in contact with the insulator, are optimized, whereas
the atoms composing the reminder of the contact are fixed to their bulk
positions. Three filamentary structures are studied: the thickness of their
SL measure 3.5 nm, 2.4 nm, and 1.6 nm, respectively. In the largest con-
figuration 96 Cu atoms build the metallic filament. The oxide matrix is
composed of 331 Si and 662 O atoms. The DFT calculations are fully
periodic in all three cartesian directions. This ensures that no vacuum
interface is present that could distort the electronic structure. Cross-
sections of more than 2×2 nm2 are sufficiently large to avoid cross-talks
between the filament of interest and its periodic images. For simplicity,
both metal contacts are made of the same metal. This approximation
greatly reduces the computational complexity, and is necessary to per-
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Figure 4.2: (a) Melt-and-quench procedure to generate samples
of a-SiO2. A box with crystalline SiO2 or randomly placed Si
and O atoms is melted at 3000 K. Subsequently, it is cooled at a
rate of 30 K/ps and annealed at 300 K. The melt-and-quench is
performed classically, the post-annealing and optimization with
DFT. (b) Metal-insulator-metal structure of a pristine CBRAM
cell. Metal electrodes are attached to a slab of a-SiO2 obtained
with the procedure from (a). (c) Filamentary configuration of
a CBRAM cell in the ON-state. A metal filament is inserted
into the a-SiO2 from (b) by replacing all Si and O atoms within
a cone and annealing the result with DFT. (d) Shape of the
potential applied to the CBRAM cell in the quantum transport
calculations. The potential increases linearly over the switching
layer from 0 to VB and is constant within the Cu electrodes.

form the calculations at hand. Its validity, however, is challenged and
examined in Chapter 5.

Assembling the largest CBRAM cell with 3.5 nm of amorphous SiO2 as
SL requires several steps. First, amorphous SiO2 (a-SiO2) with a den-
sity of 2.20 g/cm3 is obtained by using a melt-and-quench procedure
[88]. A sample of cristobalite SiO2 is melted and quickly cooled to room
temperature to freeze in an amorphous configuration, as illustrated in
Fig. 4.2(a). Melting happens at 3000 K for 600 ps. It is followed by a
quenching phase with a cooling rate of 30 K/ps to reach 300 K. Lastly,
the amorphous structure is annealed for 40 ps at 300 K. The MD sim-
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ulations are performed with a ReaxFF force-field [87], as implemented
in the QuantumATK 2017.1 software [131, 187]. Next, the Cu electrodes
are attached to the slab of the a-SiO2 layer and a conical Cu filament is
inserted such that it spans the entire SiO2 and connects the electrodes.
The resulting structure is shown in Fig. 4.2(b-c). The filamentary geom-
etry is obtained by converting all Si and O atoms within a cone to Cu
ones. The assembled CBRAM model is then optimized within DFT and
annealed with AIMD at 800 K for 3-4 ps to relax the stress induced by
attachment of electrodes to the a-SiO2 and the insertion of the metallic
filament into the SL.

The two other configurations with a-SiO2 layer thicknesses of 2.4 nm
and 1.6 nm are created by shortening the SL of the original CBRAM
model with 3.5 nm of SiO2. The conductance of the Cu filament is
postulated to be largely determined by its thinnest part, while the length
is much less important. This assumption will be justified in Section 4.3.3.
Therefore, to ensure an identical atomic configuration of the filament
tip in all three structures, the two shortest ones are obtained from the
3.5 nm cell by cutting out the base, i.e. the thicker end of the conical
filament. The shortened cells with 2.4 nm (1.6 nm) a-SiO2 feature 44
(18) filament atoms as well as 241 (164) Si and 482 (328) O atoms.

The DFT simulations are performed with the CP2K code [179], which
employs a GTO basis set with the linear combinations of atomic or-
bitals (LCAO)[141] method. Such a localized basis is suitable for subse-
quent NEGF quantum transport simulations. The exchange-correlation
energy is approximated by the PBE functional [115], and the atomic
cores are described by Goedecker-Teter-Hutter (GTH) pseudopotentials
[181]. All metal atoms are represented by a double zeta-valence polarized
(DZVP)[180] basis set to construct the atomic structure. To calculate
the H and S matrices required for Eq. (2.11) a single zeta-valence (SZV)
basis [180] is used to represent the Cu atoms. It is combined with the
3SP parameterization of Zijlstra et al. [188] to describe the Si and O
atoms. Both basis sets, although small, are sufficient to represent the
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electronic structure of the conductive states around the Fermi energy.
The energy-resolved transmission function is shown in Fig. 4.3(a) and
compared to the one obtained with the larger DZVP basis set. Only
minor differences can be observed, thus justifying the usage of the lighter
basis. The OFF-state, however, is not as accurately captured by the SZV
+ 3SP combination, as can be deduced from Fig 4.3(b). Therefore, the
ON-OFF switching behavior is investigated based on H and S matrices
obtained with DZVP basis sets for all atoms. The electron-phonon cou-
pling elements are computed with the bond stretching scheme introduced
in Section 2.3.3 that relies on a hydrostatically strained Hamiltonian.
This approach is computationally less demanding than more elaborate
techniques, which is crucial when dealing with large systems, as in this
study.

The dynamical matrix accounting for the thermal properties of the
CBRAM cells is determined with the frozen-phonon approach discussed
in Section 2.3.2. Computing the forces required to construct Φ from first
principles is prohibitive for systems that comprise more than 3000 atoms.
Therefore, these calculations are performed with a ReaxFF [89] force-
field specifically parameterized [87] to capture the switching behavior
of CBRAM. To minimize the number of negative eigenvalues in the
dynamical matrix the atomic structure is reoptimized with the force-field.
This step is followed by the calculation of the dynamical matrix. As
a consequence, the atomic structure is not identical to the DFT case.
Because the configuration does not change considerably, the impact of
the optimization is expected to remain small.

The Hamiltonian, overlap, and dynamical matrices as well as the
derivatives of the Hamiltonian are imported into the OMEN quantum
transport simulator [150, 154]. The latter implements the NEGF-Poisson
scheme for electrons, phonons, and their coupling, as detailed in Section
2.3. The ballistic NEGF simulations for electrons are performed in the low
field limit, which assumes that the applied bias does not significantly alter
the charge density, and thus the electronic structure, within the considered
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domain. Hence, the Hamiltonian and overlap matrices from CP2K are not
updated based on the non-equilibrium charge derived from NEGF so that
no solution of Poisson’s equation is needed. Such a scheme dramatically
reduces the computational burden. The calculations including electron-
phonon interactions are done with a potential difference applied between
the metallic electrodes. As a realistic approximation a linear drop of the
potential energy is imposed over the SL, as illustrated in Fig. 4.2(d).
Poisson’s equation is not solved in this case either.

Evaluating the intermediate resistance states of the CBRAM during
the ON-OFF switching necessitates to perform multiple QT simulations.
The latter only differ in the number of filament atoms, whereas the con-
tacts and the oxide remain identical. This numerical experiment can
ideally leverage the efficiency of the hybrid MS-RS approach presented
in Chapter 3. The contact regions of the Hamiltonian matrix are trans-
formed into MS while the filament remains in real-space. In accordance
with the results of the previous chapter, the MS-RS1 model is employed,
with one RS metal block at the interface between the MS region and the
amorphous oxide.

4.3 Results
Using the model described in Section 4.2 above the switching behavior
of Cu/a-SiO2/Cu CBRAM cells is examined and their electro-thermal
properties are calculated in the ON-state. The results from these investi-
gations are presented in the three next subsections.

4.3.1 ON-Off Switching

In the first CBRAM structure, a metallic filament extends through the
entire oxide layer, creating a conductive path between the two metallic
electrodes, as shown in Fig. 3.1(a). A rendering of the lines of the current
field in RS is plotted in Fig. 4.4(a). It can be observed that the current
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Figure 4.3: (a) Energy-resolved electron transmission function
T (E), as calculated with Eq. (2.23), through an incomplete
nanofilament formed in a Cu/a-SiO2/Cu CBRAM (OFF-state).
A gap length of 1 nm between the tip of the filament and the
active electrode is left without Cu atoms. It corresponds to
9 missing atoms (87 instead of 96 Cu atoms in the filament).
The reported data were computed with a Hamiltonian matrix
created by CP2K and expressed either in a double-zeta valence
polarized (DZVP, solid blue line) basis set or a combination of
3SP for the Si and O atoms and single-zeta valence (SZV) for Cu
(dashed red line). Note that the Fermi level energy was shifted
to E=0. (b) Same as (a), but for the complete nanofilament
(ON-state).
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Figure 4.4: (a) Rendering of the electrical current filed lines for
the CBRAM device shown in Fig. 3.1(a) under an applied bias
of 1 mV. Large gray spheres represent Cu atoms, small spheres
Si and O ones. The current follows a curly path through the
filament and focuses at the tip before spreading again through
the right contact. Not all Cu atoms carry current, especially
surface atoms and certain atoms at the tip are avoided. Some
of them are indicated by a red circle (b) Conductance of the
CBRAM given in units of G0 vs. ∆x, the gap created at the
filament tip when atoms are removed. Each blue dot corresponds
to a different filament configuration. The first point on the left
represents the conductance of the device in sub-plot (a), the
second point the same structure, but with one atom less at the
tip of the filament. This procedure has been repeated until a
gap length ∆x = 1.8 nm was obtained. Red circles refer to the
atoms marked equally in (a), i.e. ones that do not carry electrical
current. Red dashed lines indicate the discrete conductance
levels.
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is confined within the filament. The field lines are focused onto the
tip of the filament, where the highest current density is found. These
lines also reveal that a substantial part of the current flows through the
oxide around the tip, so that the narrowest current distribution happens
slightly before the filament tip. The current is rather “curly.” Not all
atoms appear to contribute to the current.

Starting at the tip, the atoms that build the filament are removed one-
by-one. The conductance is reported in Fig. 4.4(b) as a function of the
length of the gap that is formed between the filament tip and the closest
metallic electrode. The conductance decreases exponentially as the gap
increases, showing the same dependence as the current produced by the
tunneling of an electron through a potential barrier. The decrease is,
however, not uniform. It resembles a steplike process, as indicated by the
presence of multiple plateaus in Fig. 4.4(b). The removal of certain atoms
does not reduce the conductance, thus leading to the observed behavior.
The atoms whose absence does not affect the device conductance are
those that do not carry any current in Fig. 4.4(a), i.e., those that are
not crossed by field lines and that are circled in red, for example. The
results in Fig. 4.4(a) reveal that a gap of 1.5 nm is sufficient to achieve an
ON-OFF ratio of six orders of magnitude. For the case of the investigated
filament 20 atoms need to be displaced to open this gap.

Close investigations of experimental ON→OFF switching character-
istics in Ag/a-SiO2/Pt CBRAM cells [48] show the same qualitative
behavior although the material system is different. The conductance in
a voltage-sweep experiment does not decrease continuously, but instead
exhibits a steplike descent, just as observed in our simulations. In ex-
periments, this characteristic was attributed to discrete relocations of
filament atoms that change the electrical properties of the filament. In
the modeling, the elimination of a filament atom corresponds to the re-
location of a Cu atom out of the simulation domain, thus mimicking the
experimental diffusion. It therefore appears that these plateaus can to
geometrical effects.
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4.3.2 Electro-thermal Properties of the CBRAM in ON-state

Here, we examine electro-thermal effects in the ON-state of the CBRAM
cell introduced above with a SiO2 thickness of 3.5 nm. The ballistic cur-
rent and the current with electron-phonon interactions that flow through
the filament configuration were computed. The I-V characteristics are
shown in Fig. 4.5(b). An ohmic behavior is revealed at low biases, i.e. a
linear increase of the current vs. voltage. The electron-phonon limited
current reaches about 69% of the value of the ballistic one at room tem-
perature. The impact of scattering on the magnitude of the electrical
current is rather low, which is to be expected from such a short device
whose length barely exceeds its mean free path for scattering. Hence, it
operates near its ballistic limit if only the electrical current is considered.
The resistance, extracted as a linear fit to the I-V curve, is 48.1 kΩ in
the ballistic case and 57.6 kΩ in the dissipative one. These values lie
in the range of typical CBRAM ON-state resistances [7]. The current
field lines with electron-phonon scattering are rendered in Fig. 4.5(a)
at an applied voltage of 0.2 V. As in the ballistic case the current is
confined to the filament but the field lines are less “curly,” though some
atoms of the filament still do not carry any current. The influence of
electron-phonon scattering on the current can be best visualized in the
form of a spectral plot representing its energy and spatial distribution, as
given in Fig. 4.5(c). Electrons lose part of their energy when propagating
through the device. Such an energy dissipation is not possible in ballistic
electron transport. Most of the energy loss occurs close to the tip of the
filament or in the metallic contact attached to it. This fact agrees well
with the observation that the device operates close to its ballistic limit.
The propagation of most electrons through the oxide layer is too fast
to allow them to interact with phonons. Therefore, they cannot relax
their energy within the filament. It should also be noted that a large
portion of the electron population enters (leaves) the simulation domain
with an energy below (above) the Fermi energy of the respective contact.
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This indicates that a lot of the power dissipation happens outside the
simulated device, namely in the leads. The fraction of the power that is
consumed within the simulation domain is called the internal dissipation
fraction and labeled α. It can be computed as

α = PDev
V I

= |IdE,ph,R| − |IdE,ph,L|
V I

(4.1)

where PDev is the power dissipated inside the device. It corresponds to the
difference between the energy current carried by the phonons evaluated
at the right (IdE,ph,R) and left (IdE,ph,L) contact boundaries. Note that
due to energy conservation IdE,ph,R − IdE,ph,L = IdE,el,L − IdE,el,R, the
difference is the energy current carried by electrons between the left and
right electrodes. In other words, PDev is the amount of electrical power
that is converted into heat inside the simulation domain. In Eq. (4.1),
V is the applied bias and I the resulting electrical current. For the
considered CBRAM cell we find that α ≈ 0.18, which signifies that more
than 80% of the power is dissipated outside the simulation domain, inside
the metallic electrodes.

Due to energy conservation, a reduction in electron energy must be
compensated by the creation of additional phonons corresponding to an
increase of the lattice temperature. Generally, the temperature is an av-
erage quantity characterizing an ensemble of particles embedded within
a reservoir. It is therefore a macroscopic property. Nevertheless, by relat-
ing the excess phonon population on each atom to an equilibrium tem-
perature through the Bose-Einstein distribution, as in Eqs. (2.45-2.46),
self-heating effects can be mapped to the familiar scale of temperature.
The heat map of the device from Fig. 4.5(a) at 0.2 V is provided in
Figs. 4.6(a-b) with a 3-D atomic resolution and after projection onto the
transport axis. The highest temperature of the device lies in the middle
of the SL, as indicated by the red atoms. This does not correlate with
the highest electron-phonon scattering rate, which can be found in the
electrodes or at the oxide-metal interface. Evidently, there has to be a



4.3 Results 85

second mechanism involved in the heating process. This is identified as
the heat extraction rate from the oxide layer, which can be cast into the
thermal resistance Rth. We define the latter as

Tmax = T0 +RthαRI
2 (4.2)

and use the simulated temperature data to determine its value. In
Eq. (4.2) T0 is the ambient temperature, R the electrical resistance,
and Tmax the maximum calculated temperature averaged over the cross-
section of the CBRAM cell. This quantity is shown in Fig. 4.6(b). The
power dissipation and maximum temperature are plotted as a function
of the device current in Fig. 4.6(c). Both behave as predicted by simpler
physical models [17], i.e. they increase quadratically with the current. Up
to a current I = 1µA, Pdev and Tmax do not exceed 10 nW and 305 K,
respectively, so that self-heating is almost negligible. Past this point, the
situation rapidly deteriorates as I increases.

Using Eq. (4.2) a thermal resistance of Rth ≈ 0.4K/nW can be
extracted from the simulation data. In the fitting, it is crucial to consider
the average temperature, and not individual values because large vari-
ations may occur between the coldest and hottest atoms across the yz
plane, as can be observed in Fig. 4.6(b). In particular, the lattice temper-
ature of the Cu atoms forming the nanofilament tends to be much higher
than that of the left and right contacts and of the SiO2 matrix. With this
respect, Fig. 4.6(a) distinctly shows that a local hot spot is situated in
the middle and second half of the filament, where the hottest atoms have
temperatures up to 40 K larger than the average of their immediate sur-
rounding. At high current densities these particles might acquire enough
kinetic energy to change site, alter the filament geometry, and destroy
its conductivity in the process. As a side note, it should be emphasized
that classical simulation approaches using the same relation as above
to model Tmax cannot properly describe the large, atomic-scale temper-
ature variations of Fig. 4.6(a) and might underestimate the influence



86 Filament in a Cu/a-SiO2/Cu Cell

of self-heating. Still, coupling molecular dynamics and QT calculations
might be key to reveal the thermal stability of nanofilaments.

4.3.3 Influence of the Oxide Thickness on Self-Heating

The case study in the previous subsection provided an overview on the
operation of a CBRAM cell in the ON-state on the basis of a single
filament. In this third study, the impact of the oxide thickness on the same
properties is presented. In addition to the Cu/a-SiO2/Cu system with an
SiO2 SL of 3.5 nm, two additional structures with oxide thicknesses of 2.4
nm and 1.6 nm have been constructed [29]. All three memory cells share
the same atomic configuration at the tip of the filament. The original
and the two shorter cells are depicted in Figs. 4.7(a-c). As postulated,
the electrical resistance only slightly depends on the oxide thickness
with a 10% reduction when going from the 3.5 nm to the 1.6 nm a-
SiO2 layer, as can be seen in Fig. 4.7(d). This confirms the assumption
that the current is mostly limited by the filament extremity, and not
by its length. Consequently, self-heating can be compared between the
three CBRAM cells using Eq. (4.2), which depends on the current and
resistance. The temperature averaged over the device cross-section is
displayed in Fig. 4.7(e) for all structures at an applied bias of 0.2 V. It
is apparent that self-heating diminishes with the oxide thickness. Apart
from a higher temperature profile in the thicker oxide, it can be noticed
that the peak temperature moves further away from the contact towards
the middle of the a-SiO2 layer.

The magnitude of the self-heating depends on two factors according
to Eq. (4.2): (1) the amount of power that is converted to heat (αRI2)
and (2) the efficiency at which the excess phonon population can be
extracted from the active region into the leads (Rth). To determine the
origin of the increased temperature in thicker devices both effects are
examined separately. The internal power dissipation factor α versus the
oxide thickness is plotted in Fig. 4.7(f). It can be observed that this
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function of the SiO2 layer thickness.
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quantity decreases with the oxide thickness. Hence, fewer phonons are
emitted within the shorter cell. This behavior can be related to the
time electrons spend propagating through the filament. The shorter the
time, the lower the probability that an electron can interact with the
surrounding lattice and dissipate energy.

To examine the thermal resistance of the device, Rth, this quantity
is drawn as a function of the oxide thickness, also in Fig. 4.7(f). We
find that Rth exhibits the same characteristics as the power dissipation,
i.e. Rth is smaller in thinner oxides: the phonons emitted by electrons
remain longer in thicker oxides because they need more time to escape.
The fact that copper is an excellent heat conductor, whereas SiO2 is not
explains this behavior. As a result, the heat distribution is different in
the three structures. The maximum temperature, which is located at the
tip extremity in the shortest device, moves to the middle of the structure
when the oxide thickness increases and requires therefore more time to
escape.

As both α and Rth increase with the oxide thickness, a strong depen-
dence of self-heating on the dimensions of the SL is observed in CBRAM
cells. If we assume that excessive joule heating is the main reason for de-
vice failure, which is commonly believed [189], the experimental findings
of Ref. [29] can be readily explained: devices with a shorter oxide layer
can endure larger currents before reaching the breakdown temperature.
Stated differently, at a given current magnitude, self-heating is more pro-
nounced in CBRAM cells with longer filaments because more phonons
are emitted and they have more difficulties to leave the amorphous oxide
region and attain the metallic contacts.

4.4 Conclusion
In this chapter, the QT characteristics of a Cu filament embedded within
a Cu/a-SiO2/Cu CBRAM cell have been examined. The transport prop-
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erties have been studied both in the ballistic limit and in the presence
of electron-phonon scattering. The electronic structure and the electron-
phonon coupling strength were determined with the help of DFT, while
the thermal properties were assessed based on a force-field approach.
By coupling electron and phonon transport we could shed light on the
mechanisms that limit the performance of such nanodevices.

By expelling filament atoms one-by-one we obtained discrete conduc-
tance levels during the ON-OFF switching of a CBRAM. These results
are in qualitative agreement with experimental data. We could show that
not all metal atoms of the filament contribute to the current flow of the
structure. As a consequence, the presence or absence of atoms carrying
little current does not affect the overall device conductance. Furthermore,
we were able to demonstrate that memory cells with thin SL see a twofold
benefit in terms of thermal stability. Firstly, the time needed for electrons
to traverse the filament is shorter, which results in less scattering events
and consequently less resistive heating. Secondly, the thermal resistance
of shorter filaments is lower because the well conducting electrodes are
closer to the heat source, thereby extracting excess phonons faster. We
have also shown that the point of the highest temperature shifts further
away from the tip of the filament, towards the middle of the oxide for
thicker SLs.

Considering only a single metal for the active electrode (AE) and the
counter electrode (CE) supposedly affects the thermal device resistance.
Cu is an excellent heat conductor, therefore, a CE composed of Pt, W,
or TiN should increase the overall device temperature and move Tmax
further towards the CE. The diameter of the filament likely impacts the
thermal resistance as well. The filaments considered in this work are
extremely thin, while experimental imaging indicates that its diameter
could be larger [190]. A wider filament would increase the thermal con-
ductance of the base of the filament, shifting the Tmax towards the tip.
Because of the competing effect of the approximations made in this work,
parts of the induced errors might cancel each other, at least to a certain
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degree. Which error dominates should be further investigated in future
works.



Chapter5
Impact of the Counter Electrode
Metal in Ag/SiO2/M Cells1

5.1 Introduction
The CE plays a crucial role in the switching of CBRAM because it is inert
and its atoms do not move during the SET and RESET processes. This
“not-moving” is of utmost importance as a memory cell with two AEs
could not be properly reset into a pristine state. Reversing the voltage
polarity across the SL would simply supply Mz+ ions from the second
AE, regrowing the filament in the reverse direction. Even though the CE
is inert and does not undergo any reaction the choice of metal of this
region affects the chemical environment at the CE-SL interface and thus
the redox reactions on its surface. The direct impact of the electrode
metal on the current, on the other hand, is unknown.

Constructing a CBRAM cell in which one electrode is different from
the other requires a special treatment of the DFT domain because the
symmetry is broken along the transport axis. Periodicity in the transverse
directions requires that the cross-section is identical throughout the de-
vice. Two metals typically have different lattice constants, which breaks
this requirement and creates a mismatch between electrodes. Three op-
tions are available to resolve this mismatch: First, to break the periodicity
in the transverse directions, which would relief the need for matching
1 This chapter is based on [50] and [191]
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cells. This introduces material-vacuum interfaces all along the edges of
the simulation domain, which greatly distorts the electronic structure.
These surface effects could mask the properties of the filamentary struc-
ture we would like to study. Second, to strain one or both electrodes in
a way that their cross-sections become identical. However, due to large
mismatches in the lattice constants and crystal symmetries this typically
distorts the band structure and renders this approach futile. Third, super-
cells can be constructed in a way that the dimensions of both materials
agree. Large supercells are typically needed in this case. While this is
a physically valid approach the computational cost of considering large
structures quickly grows intractable. In practice, a combination of the
second and third approach proves to be optimal. It is often possible to
find a common cross-section with both a reasonable number of atoms as
well as a bearable strain. Evidently, this becomes more and more difficult
if several different crystals should be fitted within the same model to
allow for direct comparison. Amorphous materials, on the other hand,
are inherently disordered on a long range scale and have no fixed cross-
section dimensions. The periodicity imposed by the boundary condition
directly contradicts this notion of disorder. If the cell is sufficiently large,
however, the electronic structure of such “quasi”-amorphous materials
approaches the one of an amorphous state [192]. If grown carefully, the
quasi-amorphous lattice constant can be tailored to any length and be
made to match the dimensions of the contacts.

In the Cu/a-SiO2/Cu CBRAM cells studied in Chapter 4 both metal
contacts are composed of the same chemical species as the filament.
The approximation to use the same active metal for both electrodes
facilitates the structure construction because no cell matching is needed.
It further reduces the computational burden as smaller cross-sections
can be employed. One the one hand, no strain needs to be induced as
the oxide is grown to match the size of the contact. On the other hand,
the chemical environment is changed because of the absence of a third
material and a symmetric configuration is used. Therefore, the impact
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of this approximation needs to be carefully analyzed.
The aim of this chapter is to examine different metals as the counter

CBRAM electrode and study their impact on the current distribution
through the filamentary structure. To facilitate the distinction between
the effect of a change of atomic configurations and the replacement of the
CE metal, the atomic configuration in the oxide layer should not change.
In reality, the choice of the electrode is likely to modify the shape of the
filament, but this is not the subject of the present study.

5.2 Computational Details
The AE and the filament are composed of Ag atoms, while three different
metals are used as CE, namely Ag, Pt, and W. To minimize the impact
of strain on the results, the metal supercells that build the left and right
contacts have been chosen such that their dimensions closely match. To
do that, a cross-section of 2.5 x 2.4 nm2 was selected. It ensures that
the strain level does not exceed 1% for each electrode. The amorphous
SiO2 does not have a lattice constant and hence does not suffer from
strain.

Multiple steps of AIMD and geometry optimization within DFT are
needed to construct the modeled structures, as shown in Fig. 5.1(a-c).
Prior to the DFT stage, the a-SiO2 is obtained by a melt-and-quench ap-
proach using force-field molecular dynamics. A SiO2 β-cristobalite crystal
is melted at 5000 K for 550 ps. To speed up the melting process the vol-
ume is increased by a factor of 2.75 during the first 300 ps. Subsequently,
the sample is rescaled to the target density of 2.2 g/cm3 and annealed
for another 250 ps. Then, the SiO2 is cooled down to room temperature
with a cooling rate of 40 K/ps and constant volume and lastly further
annealed for 40 ps at 300 K. To start the DFT process, the Ag contacts
are attached on two sides of the slab of 2 nm of a-SiO2 and the latter
optimized. During this process the contact atoms remain immobile. In
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Fixed Atoms

a) b) c)

Figure 5.1: Assembly steps of the Ag/a-SiO2/M CBRAM cell.
The top contact is the active electrode made of Ag, the bot-
tom contact the counter electrode made of Ag, W, or Pt. The
a-SiO2 matrix is represented by its bonds only. (a) An Ag con-
tact is attached to the a-SiO2, produced by a melt-and-quench
approach, and the MIM structure is optimized with DFT. (b)
Next, the filament is inserted and the contacts extended. The
filament and the top metal layers are relaxed and annealed with
AIMD. (c) Finally, the CE is replaced with an electrochemically
inert metal, Pt or W. The CE surface and the bottom of the
filament are further annealed.
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order to reduce the computational cost, the same material is used for
both contacts, eliminating the AE-CE metal interface periodic bound-
ary conditions (PBC) would induce. Next, the filament is inserted by
replacing all Si and O atoms within a cone by Ag ones. The system is
again relaxed using optimization and AIMD for 1.5 ps, now including
the top three atom layers of the electrode. After annealing, the filament
is no longer perfectly conical, but assumes a shape that minimizes its
potential energy. It displays an hourglass shape with a large cone on the
CE and a small one on the AE side, as illustrated in Fig. 5.3(a). Finally,
the bottom contact is replaced by an inert metal (Pt or W). To preserve
the filament-AE interface, only the filaments basis near the CE and the
top CE layers are annealed for 0.5 ps.

The force-field molecular dynamics simulations are performed with
an empirical pairwise potential [193], as implemented in the Quantu-
mATK 2017.1 package [131, 187], while the DFT calculations are done
with CP2K [179] based on GTH pseudopotentials [181] and the PBE
exchange-correlation functional [115]. For metals, DZVP basis sets [180]
are employed, 3SP [188] for Si and O. To compute the Hamiltonian, the
metal atoms are expressed in SZV basis sets instead of DZVP, as they
provide accurate results at much lower computational cost, as illustrated
in Chapter 4. Owing to the large cell size, only Γ-point sampling was
used.

Based on the Hamiltonian and overlap matrices obtained from DFT,
ballistic electron transport simulations are carried out via the OMEN
quantum transport simulator [150, 154] relying on the NEGF formalism.
Phonons and electron-phonon scattering are not considered here. The
NEGF simulations for electrons are performed in the low field limit,
i.e. Poisson’s equation is not solved. Due to the localized nature of the
Gaussian basis functions, the Hamiltonian has a sparse and banded form,
as illustrated in Fig. 5.2: it resembles a tight-binding Hamiltonian. As
PBC are used throughout the DFT calculations, special care is required
to treat the boundaries due to the AE-CE metal-metal interface across
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DFT

NEGF

Ag

SL

M

PBC

Figure 5.2: Visualization of the sparsity pattern of the Hamilto-
nian matrix corresponding to a CBRAM cell with two different
electrodes. The black entries represent the Ag active electrode,
the green ones the switching layer, which includes the Ag fila-
ment, and the yellow colored area depicts the counter electrode.
The off-diagonal blocks are blue-colored and connect the mate-
rials. In the DFT simulation the two electrodes are linked by
the two blocks in the bottom left and top right corner, while
they are removed for the NEGF calculations.
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the cell boundary. The nonzero entries in the Hamiltonian corresponding
to the PBC are removed. As the metal-metal interface also affects the
diagonal elements of the Hamiltonian close to the interface, the entries
corresponding to the first few layers of metal atoms from the most left
and rightest parts of the CBRAM cell are deleted, shrinking the size
of the Hamiltonian. The extent of the interface is determined from the
PBC blocks and is typically six layers. After the cut, both ends of the
Hamiltonian correspond to bulk AE and CE materials, respectively. The
overlap matrix is treated analogously.

5.3 Results
The energy-resolved transmission function around the Fermi energy is
very similar in all CBRAM cells. It is reported in Fig. 5.3(b). This im-
plies that the probability of electrons to be transmitted through the oxide
layer is independent of the contact material and determined solely by
the filamentary geometry. In ballistic simulations the current is directly
related to the transmission through Eq. (2.23). Therefore, the low-field
I-V characteristics also resemble each other, Fig. 5.3(c), and confirm
that the device current is mostly unaffected by the choice of the elec-
trode metal. The conductance values extracted from linear fits to the
current range from 0.13 G0 for the Ag CE to 0.18 G0 with the CE made
of W, which is well in the range of experimental ON-state values [7].
The current behavior is largely ohmic, indicating that there is no open
tunneling gap. Provided the same filamentary structure can be grown on
different substrates, this demonstrates that the ON-state conductance is
independent of the CE.

From a memory perspective the resistance state of the CBRAM cell
is all that matters. The SET and RESET operations as well as stability,
on the other hand, could well be affected by the distribution of the
current within the cell. While experiments cannot directly probe this
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Figure 5.3: (a) Atomic configuration of a CBRAM cell with two
different electrodes and an hourglass filament. White spheres
represent silver atoms, the black ones tungsten. The red dashed
line delimits the shape of the filament with a large cone on the
left and a small one on the silver electrode. (b) Energy-resolved
transmission function for the structures illustrated in (a) with
Ag (red dotted), Pt (blue dashed), and W (green dash-dotted)
as counter electrodes. (c) I-V characteristics of the three devices
in (a) with Ag (red diamond), Pt (blue circles), and W (green
squares) as counter electrode. Linear fits are provided for conve-
nience (dashed lines). (d) Current magnitude on the individual
silver atoms in the filament (orange and magenta squares) and
on the surface of the active electrode (yellow squares). The er-
ror bars give a measure of the variance of the current between
the three structures. The atoms belonging to the active elec-
trode and the small cone (magenta colored) attached to it are
indicated by the red circles.



5.3 Results 99

property within a nanoscale structure, this can be done relatively easily
in atomistic simulations. To assess the current distribution, its component
along the (x,y,z) directions is computed for each atom. The expression for
that can be inferred from Eq. (2.24): instead of summing all flows, each
individual contribution is recorded and stored in the form of a current
vector field. To allow for direct comparisons between the three device
structures, the current vector fields are extracted at a constant current
magnitude instead of a constant voltage.

The current magnitude passing through each individual filamentary
Ag and electrode surface atom is plotted in Fig. 5.3(d). The dots refer to
the mean value between the three simulations and the error bar measures
the standard deviation. Three distinct regimes can be discerned: (1) in
the AE there is very little spread in the current; (2) in the small cone
situated on the AE, there is no variation in the current between the
different structures as well; (3) some Ag atoms situated inside the large
cone attached to the CE (Ag, Pt, W) show a large spread in current.
From these results, it can be deduced that the nature of the interface
between the {Ag, Pt, W}-electrode and the Ag filament influences the
current distribution. The current in the Ag cone residing on the AE, on
the other hand, is not affected. Because the conductance of the three
cells is roughly constant, we infer that it is determined solely by the
atomic configuration of the thinnest region of the filament. In other
words, the filament resistance depends on its atomic morphology. The
current density, on the other hand, is affected by the interface connecting
the CE and the filament. Therefore, simulations considering two identical
metal electrodes correctly predict the device resistance, but not the spatial
distribution of the current. Electro-thermal effects, for instance, strongly
depend on the current density, not only on its magnitude. Further studies
will be needed to shed light on these effects and refine the results from
Chapter 4.
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5.4 Conclusion
In this chapter the influence of the material composition of the CE on
the transport properties of Ag/a-SiO2/M CBRAM cells in the ON-state
has been studied. To this end, three models with a similar filamentary
configuration, but different inert electrodes have been assembled and
their ballistic QT characteristics have been investigated with the help of
a DFT-based NEGF solver.

The choice of the CE material is found to exert little influence on the
current magnitude, but affects its spatial distribution, in particular at the
CE-SL interface. Therefore, simulations considering two identical metal
electrodes correctly predict the device resistance, but not the current
density within the filament of CBRAM cells. Electro-thermal effects, for
instance, which depend on the current density, not only on its magnitude,
could be affected by the choice of the CE. This study highlights the
challenges associated with ab initio studies of entire nanoscale devices
and emphasizes the limitations of simplified approaches.

The present analysis is limited to the ballistic regime. As future work,
electro-thermal effects should be included and the atomically resolved
temperature of the three investigated CBRAM cells calculated to identify
possible failure mechanisms. Moreover, the atomic configuration of the
filament, which was kept identical in all electrode configurations, is in
reality likely affected by the choice of the CE. The filament growth process
could be the subject of future studies that go beyond the scope of this
thesis.



Chapter6
Conclusion and Outlook

6.1 Summary
In this thesis, out-of-equilibrium properties of CBRAM cells were calcu-
lated in a parameter-free manner by using ab initio quantum transport
simulations. The combination of DFT and NEGF enabled us to per-
form these calculations on atomistic models of CBRAM cells in various
resistance states and material compositions.

First, to mitigate the large computational burden of ab initio QT simu-
lations an approach for matrix size reduction, the mode-space (MS) trans-
formation, was generalized and benchmarked versus full sized real-space
(RS) calculations. The local periodicity within the CBRAM models was
exploited to successfully apply the transformation to nonhomogeneous
device structures. This hybrid MS-RS scheme allowed for a reduction
of the computational burden of QT calculations by two to three orders
of magnitude, as compared to the traditional RS approach. Moreover,
the procedure to obtain the MS transformation matrix was automatized,
which both simplified the process and made it less time consuming.

Next, the DFT-based approach for calculating the ground-state elec-
tronic structure and the electron-phonon coupling strength was combined
with a force-field baesed method to determine the dynamical matrix.
Thereby, we obtained the required quantities for fully coupled electro-
thermal QT calculations at the NEGF level of theory. When performing
these simulations on a Cu filament embedded within a Cu/a-SiO2/Cu
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structure, an explanation for the improved stability of extremely thin
CBRAM cells could be devised: First, thin switching layers (SL) only re-
quire a short filament to connect both electrodes. Consequently, electrons
quickly traverse the SL, which results in fewer opportunities for electrons
to interact with lattice vibrations, as compared to devices with thicker
oxide layers. Secondly, the low thermal conductance of the filament and
of the SiO2 region is restricted to a tiny volume, enabling an efficient
removal of excess phonons from the switching area. Combined, these
two effects result in a strong reduction of the maximum temperature of
ultra-scaled CBRAM cells at high current densities and thus improve
their thermal stability.

Lastly, the impact of the contact material was investigated by as-
sembling CBRAM models in which electrodes could be readily replaced
by a different metal. We calculated the current density through the Ag
filamentary structure embedded within a SiO2 matrix with multiple CEs.
The current magnitude was found to be independent of the contact ma-
terial, suggesting that the atomic configuration of the filament is solely
responsible for the device resistance state. The current density, on the
other hand, was found to vary when changing the electrode metal. Conse-
quently, a change in electrode metal may have important ramifications on
processes that rely on the current density such as self-heating and redox
reactions. While simplified device models with two equal electrodes can
deliver informative qualitative results, asymmetric configurations will be
needed for thorough investigations.

6.2 Outlook
In this thesis we have demonstrated the capability of currently available
computational methods and resources to simulate physical processes and
properties of entire memory cells comprising several 1000s of atoms from
first principles. The developed methodology opens the possibility to pre-
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dict and compare the transport characteristics of CBRAM cells without
the need for experiments. However, the extreme computational burden
inherent to such calculations limits them to the analysis of static cases,
that is, the ON- or OFF-state. Switching processes can, in any case, only
be approximated by simple models. Thus, to maximize the benefit of
ab initio QT device calculations, they should be combined with other
levels of modeling such as the finite element method for device inves-
tigation or compact models for circuit simulations. In both cases, our
approach can supply material parameters to reduce the need for fitted
values. Furthermore, the current implementation of the hybrid MS-RS
technique has only been applied to ballistic simulations. Omitting scat-
tering effects, however, might hide important effects, as demonstrated in
this thesis. Therefore, the hybrid scheme should be extended to include
electro-thermal effects that could benefit from an immense reduction of
computational requirements.

It should finally be emphasized that the proposed ab initio simulation
environment is not limited to CBRAM cells and was already successfully
applied to several other applications, as indicated in Fig. 6.1. First, it was
used to investigate the switching behavior of a nano-electromechanical
relay. Such devices can be implemented by combining CBRAM-type
switching with a mechanically controllable break junction (MCBJ) in a
single environment [194]. Experimentally, both the active and counter
electrodes are deposited on a flexible substrate. A metallic filament is
grown between the two electrodes through a liquid electrolyte. A third in-
put terminal is realized by a piezo element, which can bend the substrate
and thereby rupture the metallic filament. The filament formation and
fracturing has been simulated by implementing a pull and push scheme
within DFT. An exemplary filament of the MCBJ in the ON-state is
shown in Fig. 6.1(a). The device conductance, recorded at multiple in-
termediate steps during the switching process in Fig. 6.1(b), displays
a mechanically-induced hysteresis that qualitatively agrees with experi-
mental data [194].
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The characteristics of conducting paths through the switching layer of
valence change memory (VCM) cells has also been studied. The electrical
conduction through amorphous HfO2 (a-HfO2) structures has so far only
been evaluated in the ballistic limit of transport [101]. To investigate the
impact of electron-phonon scattering on the electrical current flowing
through amorphous switching layers we have assembled Pt/a-HfO2/Pt
VCM cells, as illustrated in Fig. 6.1(c). Oxygen vacancies were intro-
duced by randomly removing 10% to 50% of the oxygen atoms from the
HfO2 layer. The current flowing through a system with 25% of the oxygen
removed can be visualized in Fig. 6.1(d). We found that accounting for
electron-phonon scattering can increase the device current at all consid-
ered concentrations of oxygen vacancies. This indicates that trap-assisted
tunneling (TAT) is an important conduction mechanism, even at high
concentrations of vacancies.

Two-dimensional (2D) semiconductors are promising candidates to
implement field-effect transistors at the ultimate scaling limit [195]. The
most common 2D insulator is hexagonal boron nitride (hBN) [196]. Its
suitability as gate insulator, however, is questioned [197]. We computed
the leakage current through crystalline hBN at the ab initio level in an
Au/hBN/Si gate stack. The structure and the I-V characteristics are
both shown in Fig. 6.1(e-f). Defects in the hBN can induce molecular
bridges between the individual layers of the 2D material [198], which could
severely degrade the insulating properties of the material. As defects can
be readily introduced into the atomistic model of the gate stack, their
impact on the current will be examined in a future work.
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Figure 6.1: (a) Schematic view of a Sn-filament inserted in the
middle of a mechanically controllable break junction. (b) The
conductance of the Sn structure in (a) during two consecutive
ON-OFF switching events where the distance between the elec-
trode (horizontal axis) is first increased and then decreased. A
hysteretic behavior can be observed. (c) Atomistic representa-
tion of a Pt/HfO2/Pt valence change memory cell. The gray
spheres represent Pt, the white ones Hf, and the red ones O. Oxy-
gen vacancies (blue spheres) have been randomly distributed.
(d) Visualization of the electrical current flowing through the
structure in (c). The Pt and oxygen vacancies are shown to-
gether with the current density (red). (e) Atomic structure of
an Au/hBN/Si gate stack where the Au, B, N, Si, and H atoms
are represented as yellow, cyan, blue, gray, and white spheres,
respectively. (f) Energy- and position-resolved tunneling current
flowing through the stack in (e) at an applied voltage of 0.3 V
between the Si and Au electrodes. The band diagram is super-
imposed to the current as red lines, whereas the Fermi energies
of the Au and Si contacts are marked by the black dashed line.
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