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Abstract

Wireless sensors are a key technology for many current or envisioned applications in in-
dustry and sectors such as biomedical engineering. In this context, magnetic induction
has been proposed as a suitable propagation mechanism for wireless communication,
power transfer and localization in applications that demand a small node size or op-
eration in challenging media such as body tissue, fluids or soil. Magnetic induction
furthermore allows for load modulation at passive tags as well as improving a link by
placing passive resonant relay coils between transmitter and receiver. The existing
research literature on these topics mostly addresses static links in well-defined arrange-
ment, i.e. coaxial or coplanar coils. Likewise, most studies on passive relaying consider
coil arrangements with equidistant spacing on a line or grid. These assumptions are
incompatible with the reality of many sensor applications where the position and ori-
entation of sensor nodes is determined by their movement or deployment.

This thesis addresses these shortcomings by studying the effects and opportunities
in wireless magnetic induction systems with arbitrary coil positions and orientations.
As prerequisite, we introduce appropriate models for near- and far-field coupling be-
tween electrically small coils. Based thereon we present a general system model for
magneto-inductive networks, applicable to both power transfer and communication
with an arbitrary arrangement of transmitters, receivers and passive relays. The model
accounts for strong coupling, noise correlation, matching circuits, frequency selectivity,
and relevant communication-theoretic nuances.

The next major part studies magnetic induction links between nodes with ran-
dom coil orientations (uniform distribution in 3D). The resulting random coil cou-
pling gives rise to a fading-type channel; the statistics are derived analytically and
the communication-theoretic implications are investigated in detail. The study con-
cerns near- and far-field propagation modes. We show that links between single-coil
nodes exhibit catastrophic reliability: the asymptotic outage probability ε ∝ SNR−1/2

for pure near-field or pure far-field propagation, i.e. the diversity order is 1/2 (even
1/4 for load modulation). The diversity order increases to 1 in the transition between
near and far field. We furthermore study the channel statistics and implications for
randomly oriented coil arrays with various spatial diversity schemes.

A subsequent study of magneto-inductive passive relaying reveals that arbitrarily
deployed passive relays give rise to another fading-type channel: the channel coefficient
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Abstract

is governed by a non-coherent sum of phasors, resulting in frequency-selective fluctua-
tions similar to multipath radio channels. We demonstrate reliable performance gains
when these fluctuations are utilized with spectrally aware signaling (e.g. waterfilling)
and that optimization of the relay loads offers further and significant gains.

We proceed with an investigation of the performance limits of wireless-powered
medical in-body sensors in terms of their magneto-inductive data transmission capa-
bilities, either with a transmit amplifier or load modulation, in free space or conductive
medium (muscle tissue). A large coil array is thereby assumed as power source and
data sink. We employ previous insights to derive design criteria and study the interplay
of high node density, passive relaying, channel knowledge and transmit cooperation in
detail. A particular focus is put on the minimum sensor-side coil size that allows for
reliable uplink transmission.

The developed models are then used in a study of the fundamental limits of node
localization based on observations of magneto-inductive channels to fixed anchor coils.
In particular, we focus on the joint estimation of position and orientation of a single-coil
node and derive the Cramér-Rao lower bound on the estimation error for the case of
complex Gaussian observation errors. For the five-dimensional non-convex estimation
problem we propose an alternating least-squares algorithm with adaptive weighting
that beats the state of the art in terms of robustness and runtime. We then present a
calibrated system implementation of this paradigm, operating at 500 kHz and compris-
ing eight flat anchor coils around a 3 m×3 m area. The agent is mounted on a positioner
device to establish a reliable ground truth for calibration and evaluation; the system
achieves a median position error of 3 cm. We investigate the practical performance
limits and dominant error source, which are not covered by existing literature.

The thesis is complemented by a novel scheme for distance estimation between two
wireless nodes based on knowledge of their wideband radio channels to one or multiple
auxiliary observer nodes. By exploiting mathematical synergies with our theory of
randomly oriented coils we utilize the random directions of multipath components for
distance estimation in rich multipath propagation. In particular we derive closed-form
distance estimation rules based on the differences of path delays of the extractable
multipath components for various important cases. The scheme does not require precise
clock synchronization, line of sight, or knowledge of the observer positions.
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Kurzfassung

Drahtlose Sensoren gelten als Schlüsseltechnologie für viele aktuelle und künftige
Anwendungen, etwa industrieller Art oder in der Medizintechnik. Magnetische In-
duktion gilt als geeigneter Ausbreitungsmechanismus für drahtlose Kommunikation,
Energieübertragung und Positionsbestimmung in Sensoranwendungen, die nur sehr
kleine Geräte erlauben oder in schwierigen Umgebungen operieren, z.B. in Gewebe,
Flüssigkeiten oder unterirdisch. Magnetische Induktion ermöglicht darüber hinaus
Lastmodulation an passiven Sensoren sowie Übertragungsverbesserungen durch das
Platzieren von passiven resonanten Relayspulen zwischen Sender und Empfänger. Die
dazugehörige Fachliteratur befasst sich hauptsächlich mit wohldefinierten Anordnungen
von koaxialen oder koplanaren Spulen, welche äquidistant auf einer Linie oder Gitter
platziert sind. Diese Annahmen sind jedoch unvereinbar mit der Realität vieler Senso-
ranwendungen, in denen Knotenpositionen und -ausrichtungen meist durch Mobilität
oder Einsatzzweck bestimmt sind.

Diese Arbeit reagiert auf diese Mängel, indem die Auswirkungen und Möglichkeiten
von beliebigen Spulenpositionen und -ausrichtungen in magnetisch-induktiven Über-
tragungssystemen untersucht werden. Vorbereitend führen wir adäquate Modelle für
Nah- und Fernfeldkopplung zwischen elektrisch kleinen Spulen ein. Darauf aufbauend
präsentieren wir ein allgemeines Systemmodell, das Energieübertragung und Kommu-
nikation in einer beliebigen Anordnung von Sendespulen, Empfangsspulen und passiven
Relays beschreibt. Das Modell berücksichtigt starke Kopplung, Rauschkorrelation, An-
passung, Frequenzabhängigkeit und relevante kommunikationstheoretische Nuancen.

Der nächste grosse Abschnitt befasst sich mit der Übertragung zwischen Spulen mit
zufälliger Ausrichtung (Gleichverteilung in 3D), wobei die resultierende zufällige Spu-
lenkopplung zu einem Fadingkanal führt. Wir leiten dessen statistische Verteilung her
und untersuchen die kommunikationstheoretischen Eigenschaften sowohl für Nah- als
auch Fernfeldausbreitung. Wir zeigen, dass die Übertragung zwischen einzelner solcher
Spulen katastrophale Zuverlässigkeit aufweist: Die asymptotische Ausfallwahrschein-
lichkeit erfüllt ε ∝ SNR−1/2 für reine Nah- oder Fernfeldausbreitung, d.h. der Di-
versitätsexponent beträgt 1/2 (sogar 1/4 für Lastmodulation). Wir zeigen, dass der
Wert im Nah-Fern-Übergang auf 1 steigt. Des Weiteren studieren wir räumliche Diver-
sitätsverfahren für zufällig gedrehte Spulenarrays und die resultierende Kanalstatistik.

Ein Abschnitt über passive Relays zeigt zunächst, dass diese in zufälliger Anord-
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nung ebenfalls Fading hervorrufen: Eine nicht kohärenten Summe von komplexwertigen
Zeigern bestimmt den Kanalkoeffizienten, was (ähnlich der Mehrwegeausbreitung) fre-
quenzabhängige Schwankungen zur Folge hat. Wir demonstrieren, dass die Nutzung
dieser Schwankungen mittels sendeseitiger Kanalkenntnis (z.B. Waterfilling) und vor
allem die Optimierung der Relaylasten verlässlich für erhebliche Verbesserungen sorgen.

Ein weiterführender Teil untersucht die Performancegrenzen sehr kleiner medi-
zinischer in-vivo Sensoren in puncto induktiver Datenübertragung, entweder mittels
Sendeverstärker oder Lastmodulation, für Freiraumausbreitung oder in einem leiten-
den Medium (Muskelgewebe). Ein grosses Spulenarray ausserhalb des Körpers wird als
Leistungsquelle und Datensenke betrachtet. Wir leiten Designkriterien aus früheren
Erkenntnisse ab und untersuchen die Auswirkungen hoher Knotendichte, passivem Re-
laying, Kanalkenntnis und kooperativer Übertragung im Detail. Ein besonderer Fokus
liegt auf der minimalen sensorseitigen Spulengrösse für zuverlässige Übertragung.

Die entwickelten Modelle werden dann in einer Untersuchung der magnetisch-
induktiven Knotenlokalisierung, basierend auf Kanalmessungen zu Ankerspulen, ver-
wendet. Der Fokus liegt auf den grundlegenden Grenzen der gemeinsamen Schätzung
von Position und Ausrichtung eines Knotens; hierfür wird die Cramér-Rao-Schranke
für den Fall komplexer Gaussscher Messfehler hergeleitet. Für dieses fünfdimensionale
nichtkonvexe Schätzproblem schlagen wir eine alternierende und adaptiv gewichtete
Methode der kleinsten Quadrate vor, die hinsichtlich Robustheit und Laufzeit den
Stand der Technik schlägt. Anschliessend stellen wir eine kalibrierte Systemimplemen-
tierung dieses Paradigmas vor, die bei 500 kHz arbeitet und acht flache Ankerspulen um
eine 3 m× 3 m Fläche verwendet. Um eine zuverlässige Ground Truth für Kalibrierung
und Auswertung sicherzustellen ist der mobile Knoten auf einer Positioniervorrichtung
montiert. Das System erreicht einen Medianpositionsfehler von 3 cm. Wir untersuchen
die praktischen Leistungsgrenzen und die (im momentanen Wissenstand unbekannte)
dominante Fehlerquelle solcher Systeme.

Ein ergänzendes Kapitel widmet sich einem neuen Ansatz zur Abstandsschätzung
zwischen zwei drahtlosen Knoten, deren breitbandige Funkkanäle zu einem oder
mehreren Beobachtern bekannt sind. Dabei nutzen wir die zufälligen Richtungen von
Mehrwegekomponenten bei ausgeprägter Mehrwegeausbreitung aus. Basierend auf den
Verzögerungsunterschieden der extrahierbaren Mehrwegekomponenten leiten wir Ab-
standsschätzungsformeln für mehrere wichtige Fälle her. Der Ansatz erfordert weder
genaue Synchronisation, Sichtverbindung noch Kenntnis der Beobachterpositionen.
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Notation

Scalars x are written lowercase italic, vectors x lowercase boldface and matrices X
uppercase boldface. An exception are established physical field vectors like ~E and
~B, but these occur only briefly in Sec. 2.1 and are otherwise represented by their
complex phasors e and b. All vectors are column vectors unless transposed explicitly.
x̂ indicates an estimate of x (not a unit vector). ‖x‖ is the Euclidean norm of vector
x. We denote the N ×N unit matrix by IN , the M ×N all-ones matrix by 1M×N , and
the imaginary unit by j (fulfilling j2 = −1). We will use the trace tr(X), determinant
det(X), and the m-th eigenvalue λm(X) of a matrix X. For a random variable x we
denote the probability density function (PDF) as fx(x) and the cumulative distribution
function (CDF) as Fx(x), i.e. we use the same symbol for the random variable and the
realization to avoid an unnecessarily bloated notation. We will often just write f(x)
for the PDF of x when there is no risk of confusion. The indicator function 1S(x) for
some set S is characterized by 1S(x) = 1 if x ∈ S and 1S(x) = 0 otherwise.
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Chapter 1

Motivation and Contributions

This chapter describes contemporary research goals regarding wireless sensors and the
associated need for wireless communication, powering, and localization. We discuss
the potential benefits of magnetic induction and our goals in this context, associated
open research problems, the corresponding state of the art and its shortcomings as well
as the structure and contributions of this dissertation.

1.1 Wireless Sensors: Technological Situation

Information and communication technology has revolutionized most processes in indus-
try, health care, business administration and daily life. In particular, remarkable ad-
vances in integrated circuits, computing, sensors, displays and battery technology gave
rise to powerful wireless communication technology. Prominent examples are tablet
computers and smart phones equipped with antennas and chipsets for local area net-
working via the IEEE 802.11ac standard [1], cellular networking via LTE-Advanced [2],
and reception of navigation satellite signals. They are capable of reliable digital com-
munication over wireless channels with high data rate and can determine their location
within a few meters of accuracy [3]. These devices are rather large and expensive [4]
and have considerable energy consumption [5, 6]. Apart from such consumer electron-
ics, modern wireless communication technology also finds important uses in devices
for sensing and actuation (henceforth referred to as wireless sensors). The topic has
received a lot of attention by the wireless industry and research community, mostly un-
der the umbrella of wireless sensor networks (WSN) [7–11] and the Internet of Things
(IoT) [12–15]. Wireless sensors are used for all kinds of sensing and monitoring tasks
in the military [9, 16], power grid [17], large machines [18] and a multitude of indus-
trial processes [10]. Envisioned environmental applications comprise the detection of
hazardous materials and contamination cleanup [19]. Medical in-body applications of
wireless sensors could disrupt the field of health care: futuremedical microrobots are ex-
pected to provide untethered diagnostic sensing, targeted drug delivery and treatment
(e.g. removing a kidney stone or tumor) [20–25].
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1 Motivation and Contributions

Wireless sensors rely on wireless technology to transmit acquired sensor data, re-
ceive commands, coordinate actions, and to determine their location [8, 26]. Their
technical requirements and limitations are however stricter than those of consumer
electronics. First, many target applications require wireless sensors to be deployed in
vast numbers, which constrains the unit cost and thus also the hardware complexity.
Secondly, wireless sensors are usually battery-powered but required to stay operational
for a long period of time [7]. The use of low-power hardware and transmission schemes
can remedy the problem [11, 27, 28], but even despite these measures a wireless sen-
sor may be energy-limited to an extend where the fulfillment of its basic tasks is in
jeopardy. This holds especially for the task of transmitting vast data to a remote data
sink [28, 29]. The problem is even more pronounced when the maximum device size
is constrained by the application [23, 26, 30, 31]: with current technology, a severely
size-constrained wireless sensor can not be equipped with a battery of any useful ca-
pacity [26] (although some progress is made in that regard [32]). A prime example
are medical microrobots which must be sufficiently small to fit in cavities of the hu-
man body in a minimally invasive way. Their application-specific maximum device size
ranges from ≈ 3 cm for gastrointestinal cameras down to a few µm for maneuvering
the finest capillary vessels [22, 23, 31]. As an alternative to a battery, energy can be
supplied via the electromagnetic field (wireless power transfer) [7, 33, 34] or gathered
from environmental processes (energy harvesting) [14,35].

Most contemporary wireless technology relies on conventional radio with antennas
whose size is matched to the employed wavelength λ for efficient radiation and reception
of electromagnetic waves. It is the technology of choice for long-range communication
because the link amplitude gain h (a.k.a. channel coefficient) of a free-space radio link
decays with only h ∝ r−1 versus the link distance r. Conventional radio is however
inadequate for certain wireless sensor applications. The link gain is usually way below
−50 dB and thus insufficient for wireless power transfer [36, Fig. 5.1]. Further signifi-
cant attenuation occurs when an antenna shall fit into a small device because then the
realizable aperture is limited [37, Sec. 8.4]. Likewise, for conventional radio, a maxi-
mum antenna size implies a maximum wavelength λ, i.e. a minimum carrier frequency
fc. For example, a dipole antenna whose λ/2 length is set to just 0.5 mm (e.g. because
it is integrated into a medical microrobot) radiates efficiently at fc = 300 GHz. Fields
of such large frequency may however be subject to severe medium attenuation [38], e.g.
caused by conducting body fluids and tissue [39, 40]. Other challenging propagation
environments for wireless sensor applications are the underground [41–43], underwa-
ter [44], oil reservoirs [45–48], engines [18], hydraulic systems [48] and battlefields [9].
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1.2 Magnetic Induction for Wireless Sensors

High-frequency radio waves interact with the environment: they are reflected, scat-
tered and diffracted by objects. They are thus hard to predict in dense environ-
ments [49], which constitutes a huge problem for accurate radio localization. In partic-
ular, multipath propagation and non-line-of-sight situations deteriorate time-of-arrival
localization schemes [50] and, likewise, the associated multipath fading and shadowing
cause fluctuations that deteriorate received-signal-strength schemes heavily [51].

1.2 Magnetic Induction for Wireless Sensors

Low-frequency magnetic induction is an alternative propagation mechanism to con-
ventional radio. It uses antenna coils whose dimensions are significantly smaller than
the employed wavelength. Such electrically small coils feature a very small radiation
resistance and thus usually a small overall coil resistance (determined by the ohmic
resistance of the coil wire). This allows to drive a strong current through a resonant1

transmit coil with a given available transmit power, resulting in a strong generated
magnetic field and strong induced currents at a resonant receive coil.

The chosen wavelength will often be larger than the intended link distance. In this
case the receiver is in the near field of the transmit coil and the link amplitude gain h
effectively scales like h ∝ r−3. This limits the usable range of low-frequency magnetic
induction. Another disadvantage is that a low carrier frequency naturally limits the
communication bandwidth and thus the achievable data rate.

Yet, in comparison to the described problems of conventional radio, low-frequency
magnetic induction offers various advantages to wireless sensor technology:

1. Low-frequency magnetic fields penetrate various relevant materials (e.g. tissue,
soil, water) with little attenuation [41, 54, 55] due to the large wavelength and
favorable material permeability. Water for example hardly affects the magnetic
field (µr ≈ 1) but attenuates the electric field amplitude by a factor of εr ≈ 80.

2. Low-frequency magnetic fields hardly interact with the environment and can
thus be predicted by a free-space model [56–61]. Also, the amplitude gain of a
magneto-inductive link is very sensitive to position and orientation of the trans-
mit and receive coils (cf. h ∝ r−3) and thus bears rich geometric information.
Magnetic induction is thus suitable for accurate wireless localization.

1Many texts present resonance as a distinctive aspect of magnetic induction. However, we note
that usually any radio antenna is operated at resonance in the sense that its electrical reactance
is compensated by reactive matching circuits in order to maximize the antenna current for a given
available transmit power [52,53].
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1 Motivation and Contributions

3. Increasing the number of coil turns is a very effective means of increasing the link
gain in order to realize strong mid-range links. To some extend the number of
turns can be increased while maintaining a coil geometry that is integrable into
a device of limited volume (e.g. a cylindrical casing). No equivalent mechanism
is available for electric antennas [62, Sec. 5.2.3].

4. At very low frequencies, the use of high-permeability magnetic cores can vastly
increase the link gain.

5. With a low carrier frequency (i.e. a large carrier period time), phase synchroniza-
tion between distributed nodes can feasibly be established. Cooperating sensors
can then form a distributed antenna array for beamforming to achieve an array
gain, a diversity gain, and possibly even a spatial multiplexing gain.

6. The severe path loss of near-field systems allows for vast spatial reuse and security
against remote eavesdropping (e.g. for contactless payment with NFC).

The mere presence of a passive resonant coil can cause a significant alteration of the
local magnetic field. This can be utilized to a technological advantage in various ways:

7. Inductive radio-frequency identification (RFID) tags use the effect for data trans-
mission via load modulation. Thereby a tag modulates information bits by switch-
ing between two different termination loads for its coil. The receiver (an RFID
reader) detects the field changes to decode the transmitted bits. [63]

8. One can place passive resonant coils between a transmitter-receiver pair in order
to act as passive relays; a technique also known as magneto-inductive waveguide.
The primary magnetic field generated by the transmit coil induces currents in
the passive relay coils, giving rise to a secondary magnetic field which propagates
to the receiver. This can improve the link. [64–68]

9. Significant link gain improvements can be achieved by putting a resonant passive
relay coil right next to the transmit coil (coaxial and as a part of the transmit-
ter device) and/or next to the receive coil (coaxial and as a part of the receiver
device). Such multi-coil designs, which utilize the effect of strongly coupled mag-
netic resonances, allow for capable wireless power transfer systems. [69–75]

In summary, low-frequency magnetic induction with multi-turn coils is a suitable
propagation mechanism for short- and mid-range power transfer, localization, and com-
munication (either from an active transmitter or from a passive tag that uses load mod-
ulation). This holds especially for small devices in harsh propagation environments.
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It furthermore allows for link improvements by placing passive resonant coils. Major
drawbacks are the severe path loss and the small bandwidth. The low-frequency aspect
is henceforth implied for magnetic induction and will not be pointed out repeatedly.

1.3 State of the Art, Open Issues, Contributions

1.3.1 Opening Remarks: Greater Goal and Focus

This dissertation is motivated by the greater (and currently open) problem of under-
standing the full capabilities of magnetic induction in the context of wireless sensors
when the full technological potential is utilized. This problem context has been for-
mulated in detail in the dissertation of Slottke [26]. A particularly interesting regime
are small-scale applications with a potentially high node density such as medical mi-
crorobots. We desire a thorough understanding of the interplay of wireless powering,
reach, radiation, achievable rates, the impact of coil arrangement and channel knowl-
edge, outage and diversity, node cooperation, array techniques and mutual coupling,
spatial degrees of freedom, passive relaying, miniaturization and high node density, as
well as load modulation. A good understanding thereof would allow for an educated
comparison to competing propagation mechanisms for medical microrobots, namely ul-
trasonic acoustic waves [76], molecular communication [24], and optical approaches [77].

Figure 1.1: Concept art of several medical microrobots operating inside a blood vessel.
They are equipped with a single-layer solenoid coil for wireless transmission and reception
via magnetic induction. Integrated circuits for sensing and digital logic are indicated.
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Clearly this greater problem divides into a multitude of subproblems, a subset of
which will be addressed by the dissertation at hand. The remainder of the section
describes this problem subset in detail, in relation to the current state of the art and
with a focus on the physical layer and signal processing research literature.

1.3.2 Magneto-Inductive Coupling Models

State of the Art: All fundamental aspects of coil coupling are covered by classi-
cal electromagnetism; the general approach to coupling problems (e.g. via Maxwell’s
equations) is however associated with numerical approaches to partial differential equa-
tions [78]. Existing formal studies of communication or power transfer via magnetic
induction (e.g., [65–68]) thus, to the best of our knowledge, all employ at least two sim-
plifying assumptions: (i) the coils are electrically small and AC circuit theory applies,
(ii) the magnetoquasistatic assumption, i.e. no radiation occurs whatsoever.

Identified Shortcomings: The magnetoquasistatic assumption requires that the
wavelength exceeds the link distance by orders of magnitude. This limits a model’s
scope of validity and is particularly problematic because there is engineering incentive
for choosing a small wavelength: using a larger frequency results in a larger induced
receiver voltage. Furthermore, radiation can be desired to increase the reach (cf. mid-
field power transfer [75]) and to obtain an additional phase-shifted field component
which could help against receive-coil misalignment. Radiation should thus be consid-
ered in the analysis of a magneto-inductive link, even for electrically small coils.

Chapter and Contribution: In Cpt. 2 we work out coupling formulas for
electrically-small coils that do include radiation. In particular we present (i) a formula
for arbitrary coil geometries and (ii) a dipole-type formula based on linear algebra,
which allows for convenient interfacing with communication theory.

Associated Publications: The formulas appeared in our paper [79, Eq. 11 and 12]
and the dipole formula was used in our paper on magneto-inductive localization [80].

1.3.3 Modeling and Analysis of Magneto-Inductive Links

State of the Art: The established approach to modeling magneto-inductive links
uses an equivalent circuit description. This way the maximum power transfer efficiency
between two coils (magnetoquasistatic regime) was stated by Ko [81, Eq. 6]. A rudi-
mentary analysis of the channel capacity in thermal noise was given in [82] for coaxial
coils and the assumption of a flat channel over the 3 dB-bandwidth of the system. They
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observe a rate-optimal coil Q-factor depending on the distance. Sun and Akyildiz stud-
ied magnetic induction with passive relaying for underground communication between
coaxial coils in [41] and compared the approach to conventional radio for different soil
conditions. They study the bit error rate of narrowband BPSK. In [65] they investigate
the communication limits of underground networks of coplanar coils for various network
topologies while exploiting the spatial reuse advantage. They use the 3 dB bandwidth
as communication bandwidth and assume a flat channel thereover. The papers [83,84]
are dedicated to the optimization of technical parameters for capacity maximization of
magneto-inductive channels, whereby the evaluation in [83] assumes a frequency-flat
channel and noise spectral density over a heuristically chosen communication band-
width. Kisseleff et al. [67, 85] formulate the channel capacity under due consideration
of colored noise (thermal noise shaped by the receiver circuit) and the proper capacity-
achieving spectral power allocation via waterfilling. They furthermore study practical
digital transmission schemes over the frequency-selective (and thus time-dispersive)
magneto-inductive channel in [86] and simultaneous wireless information and power
transfer in [87]. The work in [88] investigates user cooperation for magneto-inductive
communication.

Antenna arrays offer crucial advantages to wireless systems, namely array gain,
diversity, and spatial multiplexing [89]. The use of arrays is thus vastly popular in radio
communications [1, 2, 90] and has been proposed for magnetic induction for wireless
power beamforming [91–93] and selection combining [94], underwater sensor networks
[44], localization [59,95–98], and beamforming for body-area sensor networks [99].

Identified Shortcomings: Simplifying assumptions are prevalent in the litera-
ture, e.g., the exclusive use of a dipole coupling model, narrowband assumptions, weak
coupling, coaxial arrangement, thermal noise only, white noise, and heuristic spectral
power allocation. The multi-stage transformer model [41,65,83] disregards coupling be-
tween non-neighboring coils but results in a more complicated formalism than a general
approach (e.g. in terms of impedance matrices [26, 87, 100]). Most work assumes just
a series capacitance as matching circuit even though it does in general not maximize
power delivery from source to load.

A coil array usually exhibits mutual coupling among the associated coils. Such
inter-array coupling has significant implications for matching and performance that
are well-understood for MIMO radio communications [53, 101–103] but, to the best of
our knowledge, are currently not considered by research on magnetic induction.

In conclusion, we identify the lack of a well-structured general system model for
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magneto-inductive links that would remedy the described shortcomings.
A related shortcoming is that load modulation has not received attention from com-

munication theorists despite its use in disruptive RFID technology with great commer-
cial success [63].

Chapter and Contribution: Cpt. 3 presents a concise and general system model
for magneto-inductive communication and power transfer in any arrangement of trans-
mitter (or transmit array) and receiver (or receive array). It accounts for array cou-
pling, the statistics of noise signals from various sources, the desired matching strategy
and its frequency-dependent effects. We state the channel capacity for narrowband
and broadband cases, for a constraint on the available sum power or on the per-node
powers. We discuss special cases such as weakly-coupled links, perfectly-matched links,
orthogonal coil arrays as well as the associated degrees of freedom in detail. We fur-
thermore present a treatise on cooperative load modulation with a reader array and
the associated communication-theoretic performance limits.

Associated Publications: A summary of the MIMO system model appeared in
our paper [79, Sec. II and III].

1.3.4 Impact of Arbitrary Coil Arrangement

State of the Art: The location of a wireless sensor is determined by its move-
ment and the deployment strategy (which is either arbitrary or according to some
application-specific criterion). In any case, the sensor position and orientation can be
considered random by the communications engineer, which amounts to considering a
random channel [83]. For magneto-inductive sensors an unfavorable coil orientation
may result in severe link attenuation or outage. This trade-off between favorable coil
arrangement and mobility has been noted in [33,83] and is the topic of [104] which stud-
ies the connectivity of magneto-inductive ad-hoc sensors. In [83] they identified the
outage capacity as a meaningful performance measure of randomly arranged magneto-
inductive communication links.

An appropriate coil coupling model provides a formal description of coil misalign-
ment (i.e. the link attenuation due to deviations from coaxial arrangement), cf.
Sec. 1.3.2. Most studies of coil misalignment are concerned with small lateral or angu-
lar deviations in the context of efficient short-distance power transfer [105–109]. The
specific coil geometries must be considered in this regime, which complicates a math-
ematical analysis. At larger distances the much simpler dipole model (e.g. as stated
in [67]) is appropriate.
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Identified Shortcomings: The referenced studies [105–109] do not address the
effect of a fully random coil orientation on the link gain, although this circumstance
is to be expected for wireless sensors with high mobility such as medical microrobots.
The impact of an arbitrary node orientation on the performance (and performance
statistics) has not been studied so far, neither for single-input single-output (SISO)
links nor for links with coil arrays. The need for an appropriate statistical channel
model is highlighted by [110] who assumed a Rayleigh fading model for the effect of
RFID coil misalignment because of the lack of a better model. Similarly, [83] worked
with a Gaussian-distributed channel capacity with heuristically chosen variance.

The effect of coil arrays with a diversity combining scheme for misalignment miti-
gation so far (to the best of our knowledge) has also not been studied formally.

Chapter and Contribution: Cpt. 4 presents an analytic study of the statistics
of the random fading-type channel that arises with random coil orientations (with a
uniform distribution in 3D). The outage implications on the power transfer efficiency
and channel capacity are investigated in detail. The SISO case is shown to exhibit
catastrophic outage behavior: the diversity order is 1/2 for pure near-field or pure
far-field propagation (even 1/4 for load modulation). The diversity order increases to
1 when both modes are present. The results are contrasted with the channel statistics
for randomly oriented coil arrays after the application of a spatial diversity scheme.

Associated Publications: The channel statistics results for the pure near-field
case with and without diversity combining appeared in our paper [111].

1.3.5 Magneto-Inductive Passive Relaying

State of the Art: Magneto-inductive passive relaying (as described in Item 8 of
Sec. 1.2) was first proposed by Shamonina et al. [64] as a novel method of forming
a waveguide. Thereby the relay elements were assumed in coaxial and equidistant
arrangement between the transmitter and receiver coils. The merits of the concept
for wireless powering or communication have been studied by [41, 65–68] for regular
arrangements and with simplifying assumptions on the node couplings. For example,
in [68] they analyze magneto-inductive communication over a 2-D grid of relays. The
authors of [41, 65] consider only couplings between neighboring coils in networks of
equidistant coplanar relays. The work contains an analysis of failure or misplacement
of a single relay. The effect of coupling between non-adjacent relays in such a setup was
studied in [66] for wireless power transfer. In [67] the communication performance of
magneto-inductive relaying networks is optimized by adjusting the coil orientations for
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interference zero-forcing. The notion of random errors in relay deployment locations
was introduced by [83] and its effect was investigated as part of [86]. The link SNR
statistics for one randomly deployed relay were investigated in [26, Fig. 4.13]. Vari-
ous researches pointed out the complicated effect of the relay density on the channel
frequency response [41,64,83,112,113] and on the noise spectral density [114].

Identified Shortcomings: The literature on magneto-inductive passive relaying
considers very specific regular arrangements or just small deviations thereof while sim-
plifying assumptions on the node couplings are prevalent. We envision a cooperative
scheme in (possibly very dense and arbitrarily arranged) magneto-inductive networks
by which idle nodes may act as relays to improve the channel between the currently
operating transmitter-receiver pair. Thereby we consider the node locations and orien-
tations as completely arbitrary because sensor networks are often mobile or deployed
in an ad-hoc fashion. The effects and technical merits of passive relays in such dense
and random configurations are currently unknown and not described by any existing
model. Dense swarms of nodes are of particular interest because they are an important
envisioned use case for medical microrobots [115], where passive relaying might yield
significant gains for magneto-inductive power transfer or communication.

Chapter and Contribution: In Cpt. 5 we analyze magneto-inductive passive
relaying and its impact on the channel for arbitrary arrangements. Their effect is
rigorously integrated into the system model of Cpt. 3 with one simple formula. A nu-
merical evaluation of the channel statistics shows that randomly deployed relays cause
frequency-selective fading: they can cause significant channel improvement or attenu-
ation, depending on the density and individual geometric realization of the network.
This is primarily caused by a non-coherent superposition of individual relay contribu-
tions to the link coefficient. The practical merits of such passive relay swarms are thus
limited when a fixed operating frequency is used, but adapting the transmit signal to
the frequency-selective channel allows for significant gains. For better utilization of the
relays channel we study an optimization scheme based on the deactivation of individual
relays by load switching and demonstrate considerable and reliable improvements.

Associated Publications: The content appeared in parts in our paper [116].
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1.3.6 Magneto-Inductive Medical In-Body Sensors:
Wireless Powering, Capabilities, Feasibility

State of the Art: Magnetic induction with its suitability for miniaturization
and the other outlined advantages has been proposed for wireless-powered small-scale
sensors with potential medical in-body applications [26, 117]. To this effect, the work
of [26] contains an investigation on the miniaturization limits of magneto-inductive
sensors. The authors of [118] discuss wireless powering of medical implants under
consideration of tissue absorption. Coil designs for 4 mm-sized bio-implants and the
resulting power transfer efficiency (PTE) in free space and tissue are presented in [119].

As discussed earlier, antenna arrays play a crucial role for modern wireless tech-
nology. The reach of energy-limited wireless nodes can be improved by forming a
distributed array through user cooperation (e.g., see [28, 29, 88]), depending on the
availability of channel knowledge and distributed phase synchronization.

Identified Shortcomings: The state of the art lacks an understanding of the
behavior and performance capabilities of small magneto-inductive wireless nodes under
exploitation of all technological aspects (arrays, cooperation, passive relaying, load
modulation). This holds especially true for dense swarm networks, a relevant use
case in envisioned applications of medical microrobots [22, 115] and an opportunity
to the wireless engineer: physical layer cooperation between in-body devices allows
for an array gain and spatial diversity in the uplink. Furthermore, dense swarms
of strongly-coupled resonant coils can give rise to a passive relaying effect, associated
with the complicated frequency-selective channel described in Sec. 1.3.5. These channel
fluctuations should be exploited by the signaling scheme.

Chapter and Contribution: Cpt. 6 presents a technical evaluation of magnetic
induction for small-scale in-body sensors. The sensors are assumed to receive power
wirelessly and transmit data to a massive external coil array, which serves as data sink
and power source (1W). We discuss key aspects of the wireless channel and appropriate
link design and compare propagation in muscle tissue to free space. For sensor devices
5 cm deep beneath the skin and an assumed 50 nW required chip activation power we
project a minimum coil size of about 0.3 mm. However, a coil larger than 1 mm can
be necessary depending on the data rate and reliability requirements as well as the
availability of channel knowledge. We compare the cases of full channel knowledge,
no knowledge, and sensor location knowledge. We find that an operating frequency
of 300 MHz is suitable for this use case, although a much smaller frequency must be
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chosen if a larger penetration depth is desired. Moreover, we study resonant sensor
nodes in dense swarms, a key aspect of envisioned biomedical applications. In par-
ticular, we investigate the occurring passive relaying effect and cooperative transmit
beamforming. We show that the frequency- and location-dependent signal fluctuations
in such swarms allow for significant performance gains when utilized with adaptive
matching, spectrally-aware signaling and node cooperation. We show that passive re-
lays are particularly capable in this context when their load capacitance is optimized
and, furthermore, that load optimization can compete with active transmission if the
receiving external device can measure with high fidelity (e.g., if thermal noise is the
only impairment).

Associated Publications: Some of the content appeared in similar form in our
paper [79, Sec. IV and V].

1.3.7 Magneto-Inductive Localization

State of the Art: In dense propagation environments, radio localization faces
severe challenges from radio channel distortions such as line-of-sight blockage or mul-
tipath propagation [51,120,121]. Magnetic near-fields, in contrast, are hardly affected
by the environment as long as no major conducting objects are nearby [56–61]. In con-
sequence the magnetic near-field at some position relative to the source (a driven coil
or a permanent magnet) can be predicted accurately with a free-space model. This en-
ables the localization of an agent coil in relation to stationary coils of known locations
(anchors) [58–61,98]. In particular, position and orientation estimates can be obtained
by fitting a channel model to measurements [59–61, 98]. The problem of estimating
position and orientation of a single-coil agent or a permanent magnet was tackled
least-squares estimation problem by [122–125]. Various system implementations for
magneto-inductive localization have been published, e.g. [57–61].

Identified Shortcomings: The fundamental limits of magneto-inductive 3D lo-
calization are not addressed by existing research even though a rich set of tools for this
purpose has been developed for radio localization [50,126,127].

The least-squares approach to position and orientation estimation with a gradient-
based solver is slow and unreliable because the cost function is non-convex and has
a five-dimensional parameter space. A fast and robust solution remains as an open
algorithmic problem.

While magnetic induction presents the prospect of highly accurate localization (cf.
Item 2 of Sec. 1.2) only mediocre accuracy is reported for practical systems, with a
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relative position error of at least 2% [57–61] (details are given in Cpt. 7). Thereby it is
unclear which error source causes the accuracy bottleneck. Candidates are noise and
interference, quantization, an inadequate signal model, the estimation algorithm, poor
calibration, unconsidered radiation and field distortion due to nearby conductors.

Chapter and Contribution: In Cpt. 7 we first derive the Cramér-Rao lower
bound (CRLB) on the position error for unknown agent orientation, based on the
complex-valued dipole model from Cpt. 2 and a Gaussian error model. Therewith we
study the potential localization accuracy on the indoor scale.

For this parametric estimation problem we find that numerical standard approaches
are slow and often highly inaccurate due to missing the global cost function minimum.
To this effect we design two fast and robust localization algorithms, enabled by a di-
mensionality reduction from 5D to 3D via eliminating the agent orientation parameters
and by means for smoothing the cost function.

Based on these algorithms we present a system implementation with flat spiderweb
coils tuned to 500 kHz. We evaluate the achievable accuracy in an office setting after
a thorough calibration. During the calibration procedure we attempt to compensate
field distortions and multipath propagation. The measurements are acquired with a
multiport network analyzer, i.e. the agent is tethered and furthermore mounted on a
controlled positioner device. We investigate the different sources of error and conjecture
that field distortions due to reinforcement bars cause the accuracy bottleneck. Using
the CRLB we project the potential accuracy in more ideal circumstances.

Associated Publications: Our paper [128] contains the proposed WLS3D algo-
rithm and the CRLB result for the magnetoquasistatic case. These were generalized
by our paper [80] which also presents the system implementation and evaluation.

1.3.8 Wideband Radio Localization

The work described in the following relates to wideband radio localization of wireless
sensors in indoor environments with rich multipath propagation. It was conducted in
the context of an industry project.

State of the Art: Most proposals for wireless radio localization rely on dis-
tance estimates to fixed infrastructure nodes (anchors) to determine the position of a
mobile node [120], e.g. via trilateration. Cooperative network localization furthermore
employs the distances between different mobile nodes [120, 121, 129, 130]. Given an
exchanged radio signal between two nodes, a distance estimate can be obtained from
the received signal strength (RSS) or the time of arrival (TOA).
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Identified Shortcomings: RSS-based estimates have poor accuracy due to sig-
nal fluctuations [51, 131]. A TOA-based estimate can be very accurate but requires
wideband signaling, a round-trip protocol for synchronization [50, 120] and involved
hardware. It furthermore suffers from synchronization errors and processing de-
lays [50, 132–134]. Yet the main problem is ensuring a sufficient number of anchors
in line of sight (LOS) to all relevant mobile positions [135]. TOA thus exhibits a large
relative error at short distances and is not well-suited for dense and crowded settings.

Chapter and Contribution: Cpt. 8 presents a novel paradigm for (short) dis-
tance estimation between ultra-wideband radio nodes in dense multipath environments,
with various significant advantages over state-of-the-art indoor localization schemes.
The scheme does not consider the channel between the two nodes whose distance is of
interest but instead consider the presence an observer node. Consequently, the distance
estimate is obtained by comparing the channels to that observer. We use the assump-
tion of multipath components with random direction with a uniform distribution in 3D
and, this way, utilize mathematical synergies with Cpt. 4.

Associated Publications: The content of Cpt. 8 appeared in our paper [136] and
the core idea resulted in the patent applications [137,138].
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Chapter 2

Essential Physics for Electrically
Small Coils

In Sec. 1.3.2 we argued that radiative propagation modes should be included in a
magneto-inductive coupling model, even if the involved coils are electrically small (i.e.
much smaller than the employed wavelength). To this effect, Sec. 2.1 derives respective
formulas for the mutual impedance between coils. We furthermore state necessary coil
self-impedance formulas for relevant coil geometries in Sec. 2.2 and a description of coil
interaction in terms of impedance matrices in Sec. 2.3. The exposition is preceded by
a wrap-up of the essential physics.

2.1 Mutual Impedance Between Wire Loops

When an electric current iT (complex-valued phasor, unit ampere) is applied at the
terminals of a transmit antenna, the resulting induced voltage at a receive antenna is

vR = ZRT iT (2.1)

where ZRT is the complex-valued mutual impedance ZRT (a.k.a. transimpedance) be-
tween the two antennas. It is a key quantity for the description of a wireless link. This
section is concerned with mathematical descriptions of ZRT between two coils, given
their wire geometries and relative posture. The situation is illustrated in Fig. 2.1. The
specific objectives of this section are:

• Providing an insightful derivation of the general formula (2.16) for ZRT between
electrically small thin-wire coils, comprising near- and far-field propagation.

• Introduction of the simple linear-algebraic formula (2.23) for ZRT, valid for coils
whose turns have consistent surface orientation and for link distances appreciably
larger than the coil dimensions.

Before we dive into details about magnetic induction we want to wrap up key
principles of electromagnetism in order to recall the mechanisms and establish the
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Figure 2.1: A basic magneto-inductive link. A current iT drives the transmit coil wire
whose geometry is described by the one-dimensional smooth curve CT (whose direction is
illustrated as well). The induced voltage vR is measured between the terminals of the smooth
curve CR, which describes the geometry of the receive coil wire.

notation. All quantities are in SI units. It is assumed that the reader is familiar with
vector fields over space and time and with the basiscs of vector calculus such as the
curl and divergence of fields as well as line and surface integrals.

Electromagnetism describes the forces on electrically charged particles due to the
presence and movement of other electrical charges (the so-called field sources). Wireless
systems use this mechanism in the fashion "move electrons at the transmitter to make
electrons move at the receiver". In particular, the force ~F = q ( ~E + ~v × ~B) applies to
a particle with electrical charge q and velocity ~v where ~E and ~B are the electric and
magnetic field, respectively, at the particle position [147, Cpt. 18]. These fields arise due
to the field sources, which are described by the volume charge density % and the current
density ~J . Calculating ~E and ~B from given % and ~J over space and time is a difficult
problem; a complete framework to do so is given by Maxwell’s famous four equations
[148, 149] which are well-documented in modern physics literature [147] and wireless
engineering literature [52, 62, 150, 151]. To describe Maxwell’s equations in a nutshell,
charges are sources and sinks of ~E according to the divergence ∇· ~E = %/ε0 while ~B has
no such sources or sinks, i.e. ∇· ~B = 0. The law ∇× ~B = µ0( ~J+ε0 ∂ ~E/∂t) states that a
solenoidal ~B-field arises around a current or around a time-variant electric field (hence
called a displacement current). Finally, by the law of induction ∇× ~E = −∂ ~B/∂t from
Faraday [152], a solenoidal ~E-field arises around a time-variant magnetic field.

For most purposes in wireless engineering the above laws are unnecessarily general
and a description for harmonic quantities at some radial frequency ω = 2πf suffices.

18
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Following the proposal of [52, Eq. 1.14] we write Maxwell’s equations in phasor notation

∇ · e = ρ/ε0 , (2.2)
∇ · b = 0 , (2.3)
∇× e = −jω b , (2.4)
∇× b = µ0 ( j + jω ε0e ) (2.5)

in terms of complex-valued phasors e, b, ρ, j. The original quantities relate to the
phasors via

~B =
√

2 Re{bejωt} (2.6)

and so forth. Thereby e is Euler’s number and j is the imaginary unit. An overview
of the relevant quantities for the following exposition is given in Table 2.1.

Symbol Set or Value Description
iT C · A (ampere) transmit current phasor
vR C · V (volt) receive voltage phasor
ρ C · C

m3 charge density phasor
j C3 · A

m2 current density phasor
e C3 · V

m electric field phasor
b C3 · V·s

m2 = C3 · T (tesla) magnetic field (a.k.a. flux density) phasor
Φ C · V · s magnetic flux phasor
ϕ C · V electric potential phasor
a C3 · T ·m magnetic vector potential phasor
CT ⊂ R3 ·m, dim(CT) = 1 directed curve, describes transmit wire
CR ⊂ R3 ·m, dim(CR) = 1 directed curve, describes receive wire
r R ·m distance between wire points
d` R3 ·m directed length element
ds R3 ·m2 directed surface element
µ0 ≈ 4π · 10−7 T·m

A vacuum permeability [153, App. 2]
ε0 ≈ 8.854 · 10−12 C

V·m vacuum permittivity
c = 1√

µ0ε0
≈ 3 · 108 m

s vacuum speed of light

Table 2.1: Overview of the relevant physical quantities of Sec. 2.1. Every complex phasor
quantity x represents a harmonic signal X(t) =

√
2 Re{xejωt} whereby both x and X(t)

are position-dependent, which is not denoted explicitly. The factor
√

2 ensures that |x|2
equals the mean square value of X(t). The same conversion rule ~X(t) =

√
2 Re{xejωt} holds

between a field vector ~X and its complex phasor representation x.
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2 Essential Physics for Electrically Small Coils

A more compact description of electromagnetic effects is given by the electric po-
tential ϕ and the magnetic vector potential a. The relations

e = −∇ϕ− jω a , (2.7)
b = ∇× a (2.8)

constitute a full description of e and b over space. In many circumstances, ϕ and a
can be calculated more easily than e and b. In particular, one can calculate φ from ρ

and a from j separately. [147, Sec. 18–6 and 21-3]

2.1.1 Voltage Induced in a Receive Wire

We consider a surface A (a two-dimensional manifold) with boundary CR = ∂A (a
closed curve). On both sides of the vector equation ∇× e = −jω b from (2.4) we form
the surface integral over A, giving

�
A(∇×e) ·ds = −jω

�
A b ·ds. By applying Stokes’

theorem to the left-hand side we obtain the law of induction in integral form
�
CR

e · d`R = −jωΦ (2.9)

where Φ is the magnetic flux through surface A,

Φ =
�
A

b · dsR =
�
CR

a · d`R . (2.10)

The latter formulation in terms of the line integral of a is a welcome mathematical
simplification. It follows from b = ∇× a in conjunction with Stokes’ theorem.

Now consider a thin receive wire along a non-closed curve W ⊂ CR, i.e. with two
terminals and a gap between (see Fig. 2.1). The voltage across the wire terminals is

vR = −
�
CR

e · d`R = jωΦ (2.11)

by the following argument (which is analogous to [147, Sec. 22-1]). Let G denote the
straight line between the terminals, running from the end terminal to the start terminal
ofW such that the union CR =W ∪ G forms a closed curve. Inside the wire, e must be
zero if the material has high conductivity. Then

�
W e ·d`R = 0 and the law of induction

(2.9) dictates
�
CR

e ·d`R =
�
G e ·d`R = −jωΦ. Let vR denote the voltage acrossW , i.e.

between start terminal (considered as plus pole) and end terminal (minus pole). This
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2.1 Mutual Impedance Between Wire Loops

path is along the gap but in opposite direction as G, hence VR = −
�
G e · d`R = jωΦ,

which proves (2.11).1

2.1.2 Fields Generated by a Driven Coil

The magnetic field b at some reference position pR due to a current density j in an
infinitesimal volume element dVT at position pT is given by

b(pR) = µ0

4π
j× (pR − pT)

r3 e−jkr dVT . (2.12)

Mathematically this formula is rather intricate due to the cross product. As an alter-
native we use the vector potential a, which features the much simpler description2

a(pR) = µ0

4π
j e−jkr

r
dVT . (2.13)

For the lengthy derivations of (2.12) and (2.13) we refer to [147, Cpt. 18 and 21]. The
formulas incorporate the concept of retarded time: the field at position pR and time t
is due to a source at pR at the earlier time t− r/c because the effect propagates over
the distance r = ‖pR−pT‖ at the speed of light c. This means that the complex source
phasor must be retarded, which is accomplished by multiplying with e−jkr. This term
uses the wavenumber k = ω

c
= 2π

λ
at the considered frequency. The significance of this

subtle detail to wireless engineering was emphasized by Ramo, "When retardation is
neglected in the analysis of a circuit, the result will inevitably contain no possibility
for radiation of energy" [154, Sec. 5-16].

1The notion of a voltage is problematic in the magnetic induction context where line integrals of e
are path dependent due to non-zero curl ∇×e. In the lumped element context this problem is fixed by
assuming that magnetic fields are zero (or at least negligible) outside of the black box that represents
an inductance, leading to a curl-free e between the terminals [147, Sec. 22-1]. We circumvented the
issue by using a straight line G as integration path. This convenient but arbitrary choice is meaningful
by the following argument. Consider the decomposition e = eind +ewire where eind is the electric field
that would be observed in the absence of the wire and ewire is due to the charge density in the wire. The
alternative voltage definition V ′R = −

�
G ewire · d`R is path independent because ewire is a conservative

field. We note that |V ′R − VR| = |
�
G eind · d`R| ≤ max ‖eind‖ · `G with gap width `G . A vanishing gap

size `G → 0 implies |V ′R−VR| → 0, although |V ′R| does not vanish. Hence, the approximation V ′R ≈ VR
is very accurate for a small gap. The discussion also shows that the induced voltage can be affected
quite significantly by the shape of the feed wires and other termination circuitry (i.e. by the technical
realization of a gap-closing curve G).

2This formula holds under Lorenz gauge ∇·a = −jωφ/c2, a popular choice for fixing the arbitrary
divergence of a (which is left unspecified by the requirement ∇ × a = b). The divergence of a is
not relevant to our derivations because we use a only in almost-closed line integrals (cf. Footnote 1)
whose values depends only on the curl of a (cf. Helmholtz decomposition and Stokes’ theorem).
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2 Essential Physics for Electrically Small Coils

We consider a small element of a driven transmit wire. The element has directed
length d`T, volume dVT, and carries a current iT. The current density j may not
be constant across the wire cross section (cf. skin effect). We note that (2.13) is
linear in j and denote javg for the mean current density in dVT. If the wire is thin
then javg determines the contribution of this element to the vector potential a at a
remote point pR. This is subsequently assumed. We proceed by using the property
iT d`T = javg dVT in (2.13). By superposition of many such small elements we find that
the vector potential generated by a wire of geometry CT carrying a current iT is

a(pR) = µ0

4π

�
CT

iT e
−jkr d`T

r
. (2.14)

As outlined, we are ultimately interested in the effect of the transmit current iT
and the resulting vector potential (2.14) on the receive wire CR. By using a from (2.14)
and the law of induction in the form vR = jω

�
CR

a · d`R from (2.11) we obtain the
induced voltage between the receive-wire terminals due to iT running through CT,

vR = jωµ0

4π

�
CR

�
CT

iT e
−jkr d`T · d`R

r
. (2.15)

Within the laws of classical physics and special relativity this is a general law for
harmonic signals, a thin transmit wire3 along the curve CT, and a receive wire with
just a small gap along the closed curve CR. Regarding the integrand, note that iT is a
function of pT ∈ CT while the distance r = ‖pR − pT‖ depends on both pT ∈ CT and
pR ∈ CR.

2.1.3 The Low-Frequency Case

We now consider a transmit coil that is electrically small, i.e. its wire length is small
compared to the employed wavelength (`T � λ). As a consequence, iT is constant over
CT according to Kirchhoff’s current law for low-frequency operation on circuits. This is
backed up by the results of Storer [155, Fig. 3] which show that the current distribution
over a thin-wire single-turn circular loop is approximately constant for `T ≤ λ/10. The
same rough criterion `T ≤ λ/10 is stated by Balanis [62, Sec. 5.3.2].

3In stating (2.15) we silently neglected the charge density ρ over the transmit wire which, by the
charge conservation law [147, Sec. 13-2], necessarily arises if the current iT(pT) varies over this wire.
This ρ of course causes an electric potential φ [147, Eq. 21.15] which may affect the voltage vR between
the receive coil terminals. We neglect the effect because the voltage change goes to zero when the
terminals are close (cf. Footnote 1), hence vR is dominated by magnetic induction for a small gap.
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2.1 Mutual Impedance Between Wire Loops

If iT is indeed spatially constant then it can be pulled out of the integral (2.15) and
the equation takes the form vR = ZRT iT. The mutual impedance ZRT is given by the
following proposition, which summarizes the preceding exposition.

Proposition 2.1. The mutual impedance between two wires, evaluated at radial fre-
quency ω = 2πf , is given by the double line integral

ZRT = jωµ0

4π

�
CR

�
CT

e−jkr
d`T · d`R

r
(2.16)

under the conditions:

1. The current-carrying transmit wire along the curve CT is thin.

2. The receive wire along curve CR is closed except for a small gap for the terminals.

3. The transmit wire is electrically small, i.e. the wire length is small compared to
the wavelength λ to ensure an approximately constant spatial current distribution.

The formula (2.16) is reciprocal in structure since the same formula applies when
the roles of transmitter and receiver are exchanged. This holds for all coupling formulas
presented in the following. This reciprocity is a general property of linear antennas [156]
and electromagnetics [52, Sec. 1.9] rather than a magneto-inductive peculiarity.

2.1.4 The Magnetoquasistatic Regime

We consider the interesting special case kr � 1, which occurs when the link distance
r is much smaller than a wavelength or, likewise, when the operating frequency is very
small. In this case one can neglect the retardation term by arguing e−jkr ≈ ej0 = 1. In
consequence, the mutual impedance (2.16) takes the purely imaginary value

ZRT ≈ jωM , M = µ0

4π

�
CR

�
CT

d`T · d`R

r
(2.17)

whereby the real-valued mutual inductance M does not depend on frequency. This
equation is known as Neumann formula [157] and describes inductive coupling between
two wires in terms of their geometries and relative arrangement. An attempt of an in-
tuitive explanation was made by Feynman, "It depends on a kind of average separation
of the two circuits, with the average weighted most for parallel segments of the two
coils" [147, Sec. 17-6].
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2 Essential Physics for Electrically Small Coils

Formula (2.17) is exact in the magnetoquasistatic (MQS) physical system where
Maxwell’s equation (2.5) is changed from ∇×b = µ0 ( j + jω ε0e ) to just ∇×b = µ0 j,
i.e. one discards time-variant electric fields as cause of solenoidal magnetic fields.
This eliminates the possibility of coupling through radiated waves because the crucial
interplay of e and b was discarded.

2.1.5 Small Loops, Circular Loops, Magnetic Dipoles

For certain transmit coil shapes the generated magnetic field has special geometrical
and mathematical structure. In particular, we consider a coil with N̊T turns as illus-
trated in Fig. 2.2. We require that the area enclosed by each turn is describable by a
surface element whose orientation is consistent across all turns. Hence the turns must
be reasonably flat but the shape of their outline can be arbitrary. This class of coils
comprises, for example, solenoids with a small pitch angle and spider web coils. We
work with the following geometric quantities:

• pT denotes the loop center position.

• oT is a unit vector describing the loop axis orientation which is orthogonal to the
flat turns (the right-hand rule determines the sign).

• pR is the reference point where we want to determine the magnetic field.

• r = ‖pR − pT‖ is the distance to the reference point.

• u = 1
r
(pR − pT) is a unit vector in direction of the reference point.

• AT is the mean area enclosed by the wire turns.

Proposition 2.2. Consider an electrically small coil that carries a current iT and has
N̊T wire turns. Each turn roughly sits in a 2D plane and the perpendicular orientation
oT is consistent across all turns. Then the generated magnetic field (unit tesla) in
complex phasor representation is, with good approximation, given by

b = µ0ATN̊Tk
3

2π e−jkr
((

1
(kr)3 + j

(kr)2

)
βNF + 1

2kr βFF

)
iT . (2.18)

The formula is accurate when r is large compared to the coil dimensions. It is exact for
a magnetic dipole or a circular single-turn loop with pR outside the loop. The formula
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2.1 Mutual Impedance Between Wire Loops

u

pT

iT

AT

oT
r

pR

−
+

b

Figure 2.2: A coil with multiple flat turns (here N̊T = 2) driven by a current iT. The
coil center is located at position pT. The sketch shows the relevant geometric quantities
for calculating the magnetic field b at a reference point pR. Similar illustrations are found
in [151, Fig. 2.10] and [147, Fig. 14-6].

uses the unitless field vector quantities βNF and βFF, which we call the scaled near field
and the scaled far field, respectively. They are given by4

βNF = FNF oT , FNF = 1
2
(
3uuT − I3

)
, (2.19)

βFF = FFF oT , FFF = I3 − uuT . (2.20)

The statement is derived in Appendix A, based on an existing trigonometric field
description for a circular loop. The formula is accurate at larger distance r because
there the field is accurately described by a magnetic dipole at pT with dipole moment
ATN̊TiToT. The extension to multi-turn solenoids follows from superposition of mul-
tiple single-turn loops (an appropriate model when the pitch angle is small) and the
fact that, for large r, the offset between the coil center pT and the individual turn cen-
ters becomes negligible. Likewise, the proposition extends to arbitrary outline shapes
because the current around AT can be modeled equivalently as superposition of many
small loops distributed across AT, each carrying iT and canceling each other on the
interior (a common argument in the context of Stokes’ theorem, cf. [147, Fig. 3-9]).
The extensions also follow by requiring a reciprocal mutual impedance between a small

4It shall be noted that the linear transforms FNF,FFF ∈ R3×3 from (2.19) and (2.20) depend on the
transmitter-to-receiver direction u because our formalism allows for an arbitrary choice of coordinate
system. They would be constant if the coordinate system was fixed with respect to u (e.g. by setting
u = [1 0 0]T). Another noteworthy aspect is that the linear transform βFF = FFF oT = oT−u(uToT)
simply removes the u-component from oT, like a step of a Gram-Schmidt process. This corresponds
to the fact that transverse electromagnetic waves have no radial field component. Hence βFF vanishes
when u ≈ oT, corresponding to the radiation pattern zero on the axis of a circular loop antenna,
which can be seen in [62, Fig. 5.8(a)].
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2 Essential Physics for Electrically Small Coils

circular coil and a coil of more complicated shape (cf. Proposition 2.4 later on).

oT

βNF

radial distance

ax
ia
ld

ist
an

ce

(a) scaled near field βNF

oT

βFF

radial distance
ax

ia
ld

ist
an

ce

(b) scaled far field βFF

Figure 2.3: Scaled near and far field illustrated as vector fields around a transmitting coil,
whose axis orientation is described by unit vector oT. They are scaled in the sense that no
path loss occurs and their maximum magnitude is 1. In particular, βNF = 1 holds on the coil
axis (u = ±oT) and βFF = 1 holds in the plane where u is orthogonal to oT. On this plane,
βNF attains its smallest magnitude βNF = 1

2 . The far field fades to βFF = 0 on the coil axis.

The introduced vector fields βNF and βFF have rotational symmetry around the
transmit coil axis oT. They are unitless and scaled such they have no path loss: their
maximum magnitude is 1. They are illustrated and explained by Fig. 2.3.

Proposition 2.3. The magnitudes of the scaled near field and scaled far field are

βNF := ‖βNF‖ = 1
2
√

1 + 3(uToT)2 ,
1
2 ≤ βNF ≤ 1 , (2.21)

βFF := ‖βFF‖ =
√

1− (uToT)2 , 0 ≤ βFF ≤ 1 . (2.22)

Proof. Many equivalent statements are found in standard literature on dipoles and
dipole antennas, e.g. [147, Eq. 6.14], so this shall just provide a short derivation in our
notation. We note that β2

NF = βT
NFβNF = oT

T F2
NF oT and calculate F2

NF = 1
4(I3+3uuT).

Hence β2
NF = 1

4(oT
TI3oT + 3(oT

Tu)(uToT)) = 1
4(1 + 3(uToT)2). Taking the square root

yields the formula for βNF. For βFF the proof is analogous and facilitated by F2
FF = FFF.

The value ranges are a trivial consequence of the magnitude formulas.
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2.1 Mutual Impedance Between Wire Loops

In fact one can express βFF = sin θT where θT is the angle between u and oT,
i.e. uToT = cos θT. For βNF no noteworthy insight is obtained from a trigonometric
formulation. We use the vector formulation throughout this thesis because it provides
a convenient interface to the linear-algebraic approach to communication theory as
exercised in [158, Cpt. 2] and [90, 159] and this thesis (in particular later in Sec. 2.3.2
and Sec. 3.8).

To comprehend the meaning of a complex field vector such as b in (2.18), recall
from (2.6) that the phasor b represents an oscillating field ~B(t) =

√
2 Re{b} cos(ωt)−

√
2 Im{b} sin(ωt). If Re{b} and Im{b} are linearly independent then ~B oscillates on

an ellipsis. For linearly dependent parts, the ellipsis degenerates to a line. In Cpt. 4
we will see that this aspect has significant implications for the outage probability of a
link between arbitrarily oriented coils.

Proposition 2.4. Consider a receive coil with center position pR and wire geometry
such that the area enclosed by the turns can be meaningfully described by flat surfaces
with equal orientations. The transmit coil geometry and distance are such that Propo-
sition 2.2 holds. Then the mutual impedance between the coils is approximated by

ZRT = jωµ0ATN̊TARN̊R k
3

2π e−jkr
((

1
(kr)3 + j

(kr)2

)
JNF + 1

2kr JFF

)
(2.23)

which uses the (unitless) alignment factors

JNF = oT
RβNF = oT

R FNF oT , JNF ∈ [−βNF, βNF] ⊆ [−1, 1] , (2.24)
JFF = oT

RβFF = oT
R FFF oT , JFF ∈ [−βFF, βFF] ⊆ [−1, 1] . (2.25)

Proof. If the receive-wire geometry can be meaningfully represented by flat surfaces
with area AR enclosed by N̊R turns and with equal orientation oR, then the magnetic
flux Φ =

�
AR

b · dsR is approximated by the scalar product Φ ≈ ARN̊RoT
R b(pR).

Combining this with the b-field description (2.18) and ZRT = vR/iT = jωΦ/iT
yields the proposition. The value range of JNF (analogously, of JFF) follows from
the Cauchy–Schwarz inequality |JNF| = |oT

RβNF| ≤ ‖oR‖ · ‖βNF‖ = 1 · βNF.
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oT

oR

ur

transmit coil:

N̊T turns,

area AT

receive coil:

N̊R turns,

area AR

iT

vR

+
−

Figure 2.4: Magneto-inductive link between two coils. The unit vector u points from
transmitter to receiver while the unit vectors oT and oR describe the axis orientations of
the transmit and receive coils, respectively. The relation vR = ZRTiT is characterized by the
mutual impedance ZRT, which is described by Proposition 2.4.

Proposition 2.5. Under the same conditions as in Proposition 2.4, the mutual induc-
tance between two coils is accurately approximated by5

M = µ0ATN̊TARN̊R

2π
JNF

r3 . (2.26)

Proof. RequireM = ZRT/(jω) according to (2.17). Substitute (2.23) for ZRT and, with
the resulting expression, form the low-frequency limit k → 0 to obtain the formula.

A necessary criterion for (2.23) being accurate is that b(pR) is representative of
the mean-b over the coil. This holds when the dimensions of the receive coil are small
compared to r. To summarize the criteria with a tangible statement, (2.23) is accurate
when (i) both coils have dimensions much smaller than min{r, λ} and (ii) either coil
geometry can be modeled in terms of a composition of flat single-turn loops with equal
surface orientation. The quantities ATN̊T and ARN̊R can be replaced by∑N̊T

n=1AT,n and∑N̊R
n=1AR,n when the enclosed areas are not equal, e.g. for a printed coil or a spiderweb

coil. The formula (2.23) demonstrates reciprocity in the term ATN̊TARN̊R and in the
bilinear forms JNF = oT

RFNF oT and JFF = oT
RFFF oT whereby the matrices FNF,FFF

are symmetric and invariant under a sign flip u′ = −u. Example values and situations
for the near- and far-field alignment factors are shown in Fig. 2.5.

5The quantity J was introduced by Kisseleff et al. [67, 160] for near-field links between arbitrarily
oriented coils. They called J the polarization factor and describe it in terms of three trigonometric
angles. These angles need to be measured with correct sign which is tricky in 3D. Our vector for-
mulation is more straightforward to use (a sign error would, at worst, flip the sign of J and not lead
to a completely different result) and is compatible with the linear algebra of communication theory.
Our definition exhibits JNF ∈ [−1, 1] such that 10 log10 J

2
NF characterizes the misalignment loss of a

near-field link in dB (or rather 10 log10 J
4
NF for RFID load modulation). The definition of [67, 160]

uses a different value range [−2, 2], their formula for M is however equivalent to (2.26).
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Figure 2.5: Example arrangements of coil pairs and the associated values of the near-field
alignment factor JNF ∈ [−1, 1] and the far-field alignment factor JFF ∈ [−1, 1].

In the following we introduce an equivalent formulation of ZRT in (2.23) which will
prove very useful later in the thesis. It is a bilinear form of the two coil orientations

ZRT = oT
R Z3DoF oT , (2.27)

Z3DoF = Z0

((
1

(kr)3 + j

(kr)2

)
FNF + 1

2kr FFF

)
, (2.28)

Z0 = jωµ0ATN̊TARN̊R k
3

2π e−jkr . (2.29)
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The specific case of coaxial coil arrangement (i.e. oT = oR = u) exhibits

Zcoax
RT = Z0

(
1

(kr)3 + j

(kr)2

)
through JNF = 1, JFF = 0 . (2.30)

Likewise, coplanar coil arrangement (i.e. oT = oR are orthogonal to u) exhibits

Zcopl
RT = Z0

2

(
− 1

(kr)3 −
j

(kr)2 + 1
kr

)
through JNF = −1

2 , JFF = 1. (2.31)

These are in fact eigenvalues of Z3DoF because Z3DoFu = Zcoax
RT u and Z3DoFu⊥ =

Zcopl
RT u⊥ for any u⊥ that is orthogonal to u (hence the eigenvalue Zcopl

RT has a geometric
multiplicity of two). This leads to the eigenvalue decomposition

Z3DoF = Qu

 Z
coax
RT 0 0
0 Zcopl

RT 0
0 0 Zcopl

RT

QT
u (2.32)

where any orthogonal matrix Qu ∈ R3×3 with u in the first column holds a suitable
set of eigenvectors. As an illustrative example, if the coordinate system is fixed so that
u = [1 0 0]T and the canonical choice Qu = I3 is made, we obtain the diagonalized
form Z3DoF = diag(Zcoax

RT , Zcopl
RT , Zcopl

RT ). The same decomposition was stated for the pure
near-field case in [95].

It shall be noted that formulas analogous to (2.23) and (2.27) hold for the mutual
impedance between two electric dipoles (just with a different multiplier Z0) due to
electromagnetic duality [62, Sec. 3.7]. The coupling between a magnetic and an electric
dipole could be calculated using the electric-field formula (A.4) from Appendix A.

Given a link with fixed kr and u, an interesting question is the optimal choice of coil
orientations oT,oR such that |ZRT| is maximized. The above eigenvalue decomposition
reveals that coaxial arrangement is optimal for small kr ≤ krth and that coplanar
arrangement is optimal otherwise. The threshold is found to be (and was also stated
in [161])

krth =
√√

37 + 5
2 = 2.3540 ⇐⇒ rth = 0.3747 · λ . (2.33)

The case kr = krth exhibits |Zcoax
RT | = |Z

copl
RT | and thus has the property Z3DoFZH

3DoF =
|Zcoax

RT |2 I3 = |Zcopl
RT |2 I3. We will revisit this property in the context of spatial multi-

plexing over MIMO links.
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2.1 Mutual Impedance Between Wire Loops

For the different introduced formulas for ZRT in this section, Appendix B discusses
the mathematical correspondences between them. It furthermore shows the mathe-
matical cause of the different propagation modes (including radiation) arising from
electrically small coils.

2.1.6 Effect of Propagation Medium

So far we discussed formulas for the magnetic field and mutual impedance in the absence
of a propagation medium, i.e. in free space. In the following we summarize the simple
extension to a homogeneous medium that is furthermore linear and isotropic, with
relative permeability µr and relative permittivity εr (hence µ = µrµ0 and ε = εrε0).
The phase velocity of wave propagation changes to cp = c√

µrεr
= 1√

µε
, whereby the

speed of light c was the phase velocity in free space. [52, Sec. 1.4]
Let us first consider a lossless medium (a.k.a. non-conducting medium or dielectric).

This case is incorporated into the formulas simply by replacing any occurrence of µ0

by µ and by now calculating the wavenumber according to k = ω
cp

= ω
√
µε.

We now consider a lossy medium with a non-zero conductivity σ (unit 1
Ω·m). Instead

of the wavenumber, this case is characterized by the complex propagation constant [52,
Eq. 1.52]

γ = jω

√
µε
(

1− jσ

ωε

)
. (2.34)

Now the exponential function e−γr replaces every occurrence of e−jkr in the mutual
impedance formulas. Hence, any field magnitude or link coefficient will be proportional
to the term e−γr = e−Re(γ)r e−jIm(γ)r whereby Re(γ) is the exponential decay rate. In
other words, the medium conductivity causes an amplitude attenuation of e−1 over
a distance of 1

Re(γ) which is called the skin depth or depth of penetration. The term
e−jIm(γ)r on the other hand is associated with spatial frequency Im(γ) and phase velocity
cp = ω

Im(γ) . For good conductors (σ � ωε) the more specific formulas γ ≈ (1 + j)
√

ωµσ
2

and 1
Re(γ) ≈

√
2

ωµσ
apply. We note that the depth of penetration decays with frequency

according to 1
Re(γ) ∝

√
1
ω
, a manifestation of the material penetration advantage of

low-frequency magnetic induction.
When the propagation medium is non-homogeneous, e.g., when the environment

comprises various conducting and dielectric objects, then usually the propagation char-
acteristics can not be described in closed form. This is the domain of wireless channel
modeling. A notable exception is the field generated by a coil near a perfectly con-
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2 Essential Physics for Electrically Small Coils

ducting half-space: the field is the sum of the free-space solutions for the actual coil
location and for the coil location mirrored at the plane that separates the conducting
half-space [61].

2.1.7 Iron Cores

The use of coils with a high-permeability ferromagnetic iron core can yield an immense
increase of the magnetic flux density and thus a link improvement. At larger frequencies
however core loses become drastic, e.g. at around 200 Hz for laminated ferromagnetic
cores [162] and around 300 kHz for ferrite cores [163]. Furthermore the added mass,
occupied volume and potential biocompatibility problems [164] of an iron core may be
undesired from an application perspective (e.g. medical in-body applications). Iron
cores are thus not considered any further by this dissertation; they are however certainly
an interesting aspect for future work.

2.2 Coil Self-Impedance

A suitable model for the self-impedance of a coil is required to describe its electrical
interaction with connected circuitry. The complex-valued self-impedance Zself relates
voltage v and current i at the coil terminals via v = Zself i. We model its value as a
function of frequency f in terms of the equivalent circuit shown in Fig. 2.6.

Zself

C

Rohm Rrad

L

Figure 2.6: Equivalent circuit description of the self-impedance of an electrically small coil,
taken from [62, Fig. 5.4]. It comprises four lumped elements: the self-inductance L, ohmic
resistance Rohm, radiation resistance Rrad, and self-capacitance C. The values of Rohm and
Rrad are frequency-dependent.

According to this equivalent circuit the self-impedance value is

Zself(f) = Z̄self(f)
1 + jωCZ̄self(f)

(2.35)
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2.2 Coil Self-Impedance

where Z̄self is the value when the self-capacitance C is neglected (e.g. at low f) or zero,

Z̄self(f) = Rohm(f) +Rrad(f) + jωL . (2.36)

The ohmic resistance Rohm, radiation resistance Rrad, self-inductance L, and self-
capacitance C all depend on the specific coil geometry; formulas will be given in the
following subsection.

Tightly wound multi-turn coils usually exhibit a self-resonance frequency fres.
Thereby the interplay of inductance and inter-turn capacitance compensates the coil
reactance, i.e. Im(Zself(f)) = 0 at f = fres. According to a circuit analysis,

ωres = 2πfres =
√

1
LC
−
(
R

L

)2 high Q
≈ 1√

LC
. (2.37)

The frequency-dependent resistance R = Rohm + Rrad prevents a direct evaluation of
the precise formula. A simple workaround is to compute fres with the approximation,
evaluate R at this frequency and then compute a refined value of fres. Most literature
just uses the approximation because the relative error, given by 1 −

√
1− 1

Q2 ≈ 1
2Q2 ,

is very small for reasonably large Q. At f = fres the self-impedance takes the large
resistive value Zself = L

RC
= RQ2. The coil quality factor relating to self-resonance is

Q = ωresL

R
= 1
ωresRC

= fres
B3dB

. (2.38)

The same Q-factor formula applies when resonance is realized at a different fres by
connecting the coil with a serial or parallel capacitance (or a more involved matching
network). In this context please also note that R is f -dependent.

Caution is advised when an equivalent circuit model is used to describe Zself(f)
of a multi-turn coil near and above fres because the effect of C is associated with a
distributed charge density and a spatially varying current over the wire, i.e. the coil can
not be considered electrically small. A proper description of these effects would require
a transmission line model with distributed inductance and capacitance [69, 165], and
one would have to consider the field generated by the charge density. Put differently, the
equivalent circuit model of Zself(f) is certainly appropriate if f is appreciably smaller
than fres and also λ = c

f
is much longer than the wire.

The coil self-capacitance will not be depicted explicitly in circuit diagrams through-
out this thesis in order to keep them simple and avoid confusion with matching circuits;
it is however considered in all numerical results. The presented self-impedance model
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2 Essential Physics for Electrically Small Coils

is compared to measurements later in Fig. 7.13 of Sec. 7.5.

2.2.1 Formulas for Circular Single-Layer Solenoid Geometry

The general geometry is shown in Fig. 2.7a. The electrical properties are characterized
by the coil diameter Dc, axial coil length `c, wire diameter Dw, wire length `w =√

(πDcN̊)2 + `2
c, turn number N̊ , enclosed area A = π

4D
2
c , the permeability µ of the

surrounding medium and the conductivity σ of the wire material (e.g., σ ≈ 6 · 107 1
Ω·m

for copper).

Dc

D
w` c

(a) multi-turn case

Dc

D
w

(b) single-turn case

Figure 2.7: Circular single-layer solenoid coil geometry (feed wires are not considered).

The ohmic resistance of a single-layer solenoid coil is given by [62, Sec. 5.2.3]

Rohm = `w
σAδ

(
1 + Rp

R0

)
(2.39)

where Aδ = π(Dw
2 )2−π(Dw

2 −δ)
2 = πδ(Dw−δ) is the wire cross-sectional area where cur-

rent effectively flows. It is determined by the current skin depth δ = min{Dw
2 ,

√
2

ωµσ
}

(cf. depth of penetration 1
Re(γ) in Sec. 2.1.6) [26, Eq. 3.26]. If the skin depth is δ =

√
2

ωµσ

and appreciably larger than Dw
2 (i.e. for f > 4

πD2
wµσ

) then Aδ ≈ πDwδ and the ohmic
resistance scales like Rohm ∝ 1

Aδ
∝ 1

δ
∝
√
f due to the skin effect. The ratio Rp

R0
≥ 0

describes the relative increase of the ohmic resistance due to the proximity effect, i.e.
the added resistance due to the interaction of magnetic fields by nearby coil turns. Its
value as a function of turn spacing and turn number is given by Fig. 2.8.

The radiation resistance is given by [62, Sec. 5.2.3]

Rrad =
√
µ

ε

A2k4N̊2

6π = 1
3 µk

3fA2N̊2 (2.40)

for an electrically small coil, i.e. the formula is valid for about `w ≤ λ
10 or rather
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Figure 2.8: Relative increase of the ohmic coil resistance due to the proximity effect, plotted
versus relative turn spacing `c/(DwN̊) for different turn numbers. Neighboring turns touch
each other at a relative turn spacing of 1. This is a reproduction of the numerical results
in [62, Fig. 5.3] which originate from [166]; please consult these sources for the most accurate
results.

f ≤ c
10`w . Note that Rrad ∝ f 4 in this regime since k = 2πf

c
.

The self-inductance L in unit henry is given by [167]

L = µN̊2A

3π`c

(
4`c ˜̀
D2

c
(F − E) + 4˜̀

`c
E − 4Dc

`c

)
(2.41)

whereby ˜̀ =
√
`2
c +D2

c . Furthermore, F and E are the elliptic integrals of the first
and second kind, evaluated at Dc/˜̀. It shall be noted that the formula (2.41) specifies
the so-called external inductance; the actual coil inductance is the sum of external
inductance and the internal inductance of the wire given by Lint = `w

πDw

√
µ

2ωσ [62, Eq. 5-
38]. This contribution is often negligibly small.

For the coil self-capacitance with unit farad we use the empirical formula [165,
Sec. 5.3] (an adaptation of [168]),

C = 4 ε `c
πa2

(
1 + 1.78 · S

)
(2.42)

where ε is the medium permittivity, a = πDcN̊/`w is the cosine of the turn pitch angle,
and S = 0.71744

(
Dc
`c

)
+ 0.93305

(
Dc
`c

)1.5
+ 0.106

(
Dc
`c

)2
. Clearly C increases with the coil

flatness Dc
`c
. The formula is valid for about Dc

`c
≤ 5, i.e. not for very flat coils.

An interesting special case is a coil with just a single flat circular turn (i.e. N̊ = 1,
`c = 0, `w = πDc) as shown in Fig. 2.7b. For this case the simpler inductance formula
L = 1

2µDc
(
log(8Dc

Dw
)− 2

)
is available [62, Eq. 5-37a]. Here, self-capacitance is not a
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2 Essential Physics for Electrically Small Coils

relevant concept because of the absence of tightly spaced turns, hence C = 0 can be
assumed. In consequence, the coil will not be self-resonant at any frequency where it
is electrically small. Likewise, there is no proximity effect and so Rp

R0
= 0.

We conclude the exposition on single-layer solenoids with the evaluation in Fig. 2.9
of Re(Zself) and the realizable Q-factor (which multiplies the maximum power gain over
a weakly-coupled link, as we will see later) over frequency.
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Figure 2.9: Evolution of selected electrical properties of single-layer solenoid coils over
frequency f , plotted for varying turn number N̊ . The coil diameter Dc = 100 mm, the wire
diameter Dw = 2 mm, and the coil length `c = N̊ · 4 mm, hence the relative turn spacing
`c

N̊Dw
= 2. The dotted line indicates that the coil may not be considered electrically small

at such f . We observe that the maximum Q-factor that can be realized with an electrically
small coil is similar for all N̊ (but the associated f depends heavily on N̊).

2.3 Coil Interaction

We consider an arbitrary arrangement of N coils. The coil ports are characterized by
voltage vn and current in at the coil terminals n = 1, . . . , N , as illustrated in Fig. 2.10.

The m-th port voltage is the superposition of the self-induced voltage Zm,mim and
the induced voltages Zm,nin due to the currents in all other coils n 6= m. In short,


v1

v2
...
vN

 =



Z1,1 Z1,2 · · · Z1,N

Z2,1 Z2,2
...

... . . . ...
ZN,1 · · · · · · ZN,N

 ·

i1

i2
...
iN

 (2.43)
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+ - + - + -v1 v2 . . . vN

i1 i2 iN

. . .

mutual coupling

multiport network with impedance matrix Z

Figure 2.10: Mutual coupling between a set of coils modeled in terms of an N -port network
with impedance matrix Z. This model was also employed by [26,169].

or v = Zi in matrix notation. The N×N impedance matrix Z characterizes the N -port
network between all N coil terminals.6 This multiport description is appropriate be-
cause electrically small coils fulfill the port condition (in equals the exiting current at
the opposite terminal of the n-th port). This impedance-matrix approach for magnetic
induction has also been used by [26,70,87].

This multiport network between the N coils is passive and reciprocal [26], i.e. it
exhibits a symmetric (not hermitian) impedance matrix Z = ZT (every passive network
is reciprocal unless it contains certain special materials such as plasmas [170]). Also,
for every passive network the real part Re(Z) is a positive semidefinite matrix, i.e. the
active power into the network Re(iHZi) = iHRe(Z)i ≥ 0 for all current vectors i.

2.3.1 Partially Terminated Multiport Network

Now consider that the N coils are partitioned according to N = Np + Ns with Np

coils on the primary side and Ns coils on the secondary side. According to (2.43) their
electrical signals are related by vp

vs

 =
 Zp Zp,s

Zs,p Zs

 ·
 ip

is

 . (2.44)

6If the n-th coil is open circuited then, in this formulation, in = 0 (no current can flow through
the coil) and the voltages vm for m 6= n are thus unaffected by the n-th coil. Thereby we however
implicitly neglect the effect that an open-circuited coil can have on the rest of the network near its
self-resonance frequency [69, 165]. We neglect this aspect because we mostly consider operation well
below the self-resonance frequency and because of the mathematical difficulty of describing the current
distribution across a self-resonant coil, as described in Sec. 2.2 (and emphasized by the heuristic choice
of a sinusoidal current distribution in [69]).
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2 Essential Physics for Electrically Small Coils

If the secondary-side coils do not affect the magnetic field at the primary side (e.g. if
they are open circuited or only weakly coupled to the primary side) then vp = Zp ip
holds on the primary side. We are however interested in the relation vp = Z′p ip in
the presence of terminated secondary-side coils whose induced currents do affect the
magnetic field and thus also affect Z′p. For example, the termination loads could be
resonance capacitors. We can capture this aspect with the following formula.

+

-

+

-

+

-

+

-

vp,1

vp,Np

vs,1

vs,Ns

ip,1

ip,Np

is,1

is,Ns

[
Zp Zp,s
Zs,p Zs

]
ZL

... ...

Figure 2.11: Partially loaded multiport network: terminating the Ns secondary-side ports
with ZL reduces the (Np +Ns)-port network to a Np-port network between the primary-side
ports. Proposition 2.6 states that the primary-side electrical signals are related by vp = Z′p ip
through the impedance matrix Z′p = Zp − Zp,s (Zs + ZL)−1 Zs,p. The formula previously
appeared in [100] and [26, Sec. 2.2].

Proposition 2.6. Consider a network with Np +Ns ports that are partitioned into Np

primary-side ports and Ns secondary-side ports as in (2.44). When the secondary-side
ports are terminated by an Ns-port network with impedance matrix ZL ∈ CNs×Ns, as
shown in Fig. 2.11, then the port relation at the primary side is

vp = Z′p ip , Z′p = Zp − Zp,s (Zs + ZL)−1 Zs,p . (2.45)

Proof. The second row of (2.44) is the equation vs = Zs,pip + Zsis but vs and is
are also related by vs = −ZLis through the load (Ohm’s law). Combined they give
is = −(Zs + ZL)−1Zs,pip. We use this expression in the first row of (2.44) to obtain
vp = Zpip + Zp,sis = (Zp − Zp,s(Zs + ZL)−1Zs,p) ip.

Let us ponder the implications of Proposition 2.6 for inductive coupling in the mag-
netoquasistatic regime. There, Zp,s = jωM and Zs,p = jωMT, whereby M ∈ RNp×Ns
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2.3 Coil Interaction

holds the mutual inductances between primary and secondary side. Subsequently,
(2.45) gives Z′p = Zp + ω2M(Zs + ZL)−1MT.

We want to study the case shown in Fig. 2.12 with a single secondary-side coil
(Ns = 1). The coil is loaded with a resonant reactive load ZL = −jIm(Zs), giving
Z′p = Zp + ω2

Re(Zs)mmT. Consider the active power P into the primary side for given
port currents ip. We find that P = iHp Re(Z′p)ip = iHp Re(Zp)ip + ω2

Re(Zs) |m
Tip|2 whereby

both summands are positive since Re(Zp) is positive semidefinite. Thus, the presence
of the terminated secondary-side coil increases the active power into the primary-side
ports for fixed currents ip. The increase ω2

Re(Zs) |m
Tip|2 is strictly positive unless ip and

m are orthogonal (associated with zero net induced voltage at the secondary side).

+

-

+

-

+

-

vp,1

vp,Np

ip,1

ip,Np

vs

is ZL = −jIm(Zs)

network with Np + 1 ports

primary-side
coils ... ...

secondary-side coil with
resonant termination load

Figure 2.12: Example of a partially loaded (Np +1)-port network between Np primary-side
coils and one secondary-side coil with a resonant load termination. We are interested in the
impedance matrix Z′p between the remaining Np ports.

When either side is equipped with just a single coil, then Z ′p = Zp + ω2M2

Zs+ZL
, which

becomes Z ′p = Zp+ ω2M2

Re(Zs) when the load is an ideal resonance capacitor. This change in
encountered primary-side coil impedance is the essential mechanism that enables load
modulation at passive RFID tags [63,171]. The mechanism has also been proposed for
improving passive tag localization in [26,172].

2.3.2 Z between Colocated Arrays: Dipole Formula

We consider a MIMO link described by the center-to-center distances rm,n and direction
vectors um,n between transmit and receive coils. Thereby we use a receive-coil index
m = 1, . . . , NR and a transmit-coil index n = 1, . . . , NT. If the array sizes are small
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2 Essential Physics for Electrically Small Coils

compared to the average rm,n then rm,n and um,n are near-constant over all m,n and
the link geometry can be described by a single distance r and a single direction u. The
argument is exact for colocated arrays of coils. If furthermore the transmit coils have
flat turns (cf. Proposition 2.2) and r is appreciably larger than the coil dimensions,
then the transmitter-to-receiver mutual impedances are given by the NR ×NT matrix

ZRT = OT
R Z3DoFOT . (2.46)

This follows from a simple extension of (2.27) to the case at hand. The matrices

OR = [oR,1 . . .oR,NR ] ∈ R3×NR , (2.47)
OT = [oT,1 . . .oT,NT ] ∈ R3×NT (2.48)

hold all the coil orientations. We note that rank(ZRT) ≤ min{3, NT, NR} because the
matrix Z3DoF has dimension 3× 3.
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Chapter 3

General Modeling and Analysis of
Magneto-Inductive Links

This chapter introduces the system model which is used throughout this thesis, which
is based on the properties from Cpt. 2. In particular, we state a general multiple-input
multiple-output (MIMO) signal model for magnetic induction links with an arbitrary
number of transmit and receive coils in Sec. 3.1 and the accompanying noise model in
Sec. 3.2, and clarify some formalities like noise whitening in Sec. 3.3. Based thereon
we state the limits on the achievable power transfer efficiency and data rate (narrow-
and broadband cases) in Sec. 3.4 and Sec. 3.5, respectively. Sec. 3.6 covers necessary
matching network aspects for system modeling. We then discuss important special
cases and mathematical structure in Sec. 3.7, spatial degrees of freedom in Sec. 3.8,
and formalize the limits of communication via load modulation in Sec. 3.9.

3.1 Signal Propagation and Transmit Power

Consider a setup with NT transmit coils for forward transmission (not load modulation
with passive tags) and NR receiver coils. We employ the notion of (2.43) and describe
the electrical interaction between those NT +NR coils in terms of the impedance matrix

ZC =
 ZC:T ZC:TR

ZC:RT ZC:R

 ∈ C(NT+NR)×(NT+NR) · Ω (3.1)

with unit Ω (ohm). Hereby, the NT × NT matrix ZC:T describes the transmit coils’
interaction if the receive coils are absent or open circuited or if ZC:RT = 0; the analogous
statement holds for the NR × NR matrix ZC:R. The diagonal elements of ZC:T and
ZC:R hold the coil self-impedances which are described by (and can be calculated with)
Sec. 2.2. All other elements are mutual impedances and described by Sec. 2.1. Note that
the transmitter-receiver role assignment does not affect the electrical description: any
current induces voltages in all coils, irrespective of their roles in the wireless application.
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Figure 3.1: Circuit abstraction of NT transmitting and NR receiving loop antennas (coils)
for wireless communication, power transfer, or localization. The circuit model specifies the
relationship iR = GiT between the currents iT delivered by the transmit generators and the
currents iR into the receiver loads (e.g. LNA inputs). The multiport matching networks are
just an abstraction of any desired matching strategy, e.g., fully connected multiport designs
or individual two-port networks per coil-load pair. This model is inspired by [53, Fig. 2].

In a wireless application the coils are terminated by transmit and receive circuits at
the respective ports. Fig. 3.1 shows a general circuit description1 of this circumstance.
It is divided into five stages:

G: transmit generators
T: transmitter matching network(s)
C: coils, coupling, channel
R: receiver matching network(s)
L: receiver loads

1The modeling approach with the three electrical networks, characterized by their impedance
matrices, and the subsequent formula(3.5) for signal propagation from multiple transmit generators
to multiple receiver loads are according to the multiport circuit theory of communication by Ivrlac
and Nossek [53, 170, 173]. The importance of circuit aspects for MIMO systems with coupled arrays
was studied earlier by Wallace and Jensen [101] whose formalization uses scattering parameters. For
rich introductory information and details on the employed concepts please consult these sources.
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3.1 Signal Propagation and Transmit Power

The transmit matching network connects transmit generators to the transmit coils
while the receive matching network connects the receive coils to the receiver loads. We
characterize the matching networks in terms of their impedance matrices

ZT =
 ZT:G ZT

T:CG

ZT:CG ZT:C

 ∈ C2NT×2NT · Ω , (3.2)

ZR =
 ZR:C ZT

R:LC

ZR:LC ZR:L

 ∈ C2NR×2NR · Ω (3.3)

whereby the notation ZT:CG qualifies the block of ZT which relates generators (G) to
coils (C). The multiport networks ZT and ZR shall be considered as an abstraction
that can account for any desired matching strategy (resonant power matching or noise
matching) in any desired constellation (co-located coil arrays with multiport matching
networks, distributed nodes with individual two-port networks, SISO, SIMO and MISO
cases). This will be the subject of Sec. 3.6; to get an idea about possible matching
network architectures see Fig. 3.4 to 3.6. The receiver loads are either the inputs to
low-noise amplifiers (LNAs) of a communication receiver or tank circuits of a power
receiver. We assume that each generator and each receiver load has the reference
impedance Rref = 50 Ω at any frequency.

In the following we present a general model for signal propagation in noise,

iR = GiT + iN (3.4)

from the transmit generator currents iT = [iT,1 . . . iT,NT ]T to the receiver load currents
iR = [iR,1 . . . iR,NR ]T, distorted by noise iN. The model can serve for any magneto-
inductive evaluation (communication, power transfer, or sensing) and entails any con-
ceivable SISO, SIMO and MISO case. In the process we establish the relation between
the currents and transmit power as well as received power. This shall allow for the
formulation of physically meaningful power constraints and power transfer efficiencies.

In the power transfer context we are concerned with the noiseless model iR = GiT
whereby iT and iR are the complex phasors of AC currents at the evaluation frequency.
Their relation is linear because the electric network is linear. In the communication
context, where iT and iR are information-bearing, the quantities iT, iR, iN are considered
as symbol-discrete samples of band-limited complex baseband signals; relation to the
actual AC signals is described in [37]. The symbol time index is implied.
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Proposition 3.1. The transmitter-to-receiver current gain G ∈ CNR×NT is given by

G = (RrefINR + ZR:L)−1ZR:LC(Zin
R + ZC:R)−1ZC:RT(Zin

C + ZT:C)−1ZT:CG . (3.5)

We use the impedance matrix encountered between input ports of a multiport network
when the respective output ports are terminated,

Zin
T = ZT:G − ZT

T:CG

(
ZT:C + Zin

C

)−1
ZT:CG , (3.6)

Zin
C = ZC:T − ZC:TR

(
ZC:R + Zin

R

)−1
ZC:RT , (3.7)

Zin
R = ZR:C − ZT

R:LC

(
ZR:L +RrefINR

)−1
ZR:LC . (3.8)

Note the intuitive role of the mutual impedance matrix ZC:RT, which relates trans-
mit and receive coils, at the core of G in (3.5).

For later use we shall also state the impedance matrices encountered at output
ports in the case of terminated input ports; they are given by

Zout
T = ZT:C − ZT:CG

(
ZT:G +RrefINT

)−1
ZT

T:CG , (3.9)

Zout
C = ZC:R − ZC:RT

(
ZC:T + Zout

T

)−1
ZC:TR , (3.10)

Zout
R = ZR:L − ZR:LC

(
ZR:C + Zout

C

)−1
ZT

R:LC . (3.11)

Proof. All input and output impedance matrices follow directly from successive applica-
tion of Proposition 2.6. The relation (3.5) is given almost equivalently2 by [53, Eq. 16].
To prove it we consider the transmit coil currents iinC into Zin

C (out of ZT). We note that
iinC = (Zin

C + ZT:C)−1ZT:CGiT follows from vin
C = ZT:CGiT − ZT:CiinC (as part of the port

relation of ZT) together with vin
C = Zin

C iinC . Repeating the same concept for the current
gain past ZC and then one more time past ZR yields iL as described by (3.5).

The active power into the receiver loads is PR,m = |iR,m|2Rref where Rref = 50 Ω is
the load impedance. The received sum-power is therefore PR = ∑NR

m=1 PR,m = ‖iR‖2Rref.
We are also interested in the relation between iT and transmit power to formulate
physically meaningful power constraints [53, 173], a key requirement for a meaningful
model of an energy-limited sensor network. This requires special care.

2The channel matrix formula (3.5) is equivalent to [53, Eq. 16] apart from the fact that we do
not rely on the unilateral assumption ZC:TR ≈ 0. This assumption is well-justified for weak Tx-Rx
coupling (the usual case in radio communications) but not for strong links as required for efficient
power transfer. Note that verifying the equivalence of some formulas requires cumbersome applications
of the Woodbury matrix identity (equivalent descriptions may seem different at first glance).
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3.1 Signal Propagation and Transmit Power

Proposition 3.2. The active power delivered by the n-th transmit generator is

PT,n = Re(Zin
T iTiHT)n,n . (3.12)

For a random information-bearing transmit signal we can formulate a constraint on
the average active power E[PT,n ] delivered by the n-th transmit generator:

Re(Zin
T Qi)n,n ≤ P avail

T,n , (3.13)
Qi = E[iTiHT ] . (3.14)

Proof. For the NT-port network with Zin
T faced by the transmit generators, consider

the n-th port voltage vT,n and port current iT,n. By [174, Sec. 3.1.1.6] the active power
into this port is PT,n = Re(vT,ni

∗
T,n) = Re(vTiHT)n,n = Re(Zin

T iTiHT)n,n, which proves
(3.12). Furthermore, EiT [PT,n ] = EiT [Re(Zin

T iTiHT)n,n ] = Re(Zin
T EiT [iTiHT ])n,n.

The transmit power formulation is made complicated by the fact that PT,n depends
on the entire iT: the n-th port voltage depends on all port currents, not just iT,n. The
simpler statement PT,n = Re(Z in

T )n,n |iT,n|2 holds iff Zin
T is diagonal, e.g. for a decou-

pled array. A per-generator constraint is synonymous with a per-node or per-antenna
constraint in the case of a distributed transmit array, e.g., for transmit cooperation
between distributed sensor nodes.

Proposition 3.3. The active sum-power delivered by the transmit generators is

PT = iHT Re(Zin
T ) iT . (3.15)

For information-bearing random transmit signals, we can formulate a constraint on the
average active sum-power E[PT ] delivered by the transmit amplifiers,

E[ iHTRe(Zin
T ) iT ] ≤ P avail

T . (3.16)

Proof. The same statement is found in [53]; we derive it for completeness and intu-
ition: PT = ∑NT

n=1 PT,n = ∑NT
n=1 Re(Zin

T iTiHT)n,n = tr(Re(Zin
T iTiHT)) = Re(tr(Zin

T iTiHT)) =
Re(tr(iHTZin

T iT)) = Re(iHTZin
T iT) where we used PT,n from (3.12), the cyclic permutation

property of the trace, and that tr(z) = z for a scalar. We write Zin
T = R + jX in terms

of real and imaginary part. Because Zin
T represents a passive reciprocal network, R and

X are symmetric. Thus iHTRiT and iHTXiT are real-valued for any iT ∈ CNT . We obtain
PT = Re(iHTRiT + j · iHTXiT) = iHTRiT, equivalent to (3.15).
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3 General Modeling and Analysis of Magneto-Inductive Links

3.2 Noise Statistics

The statistics of the receiver noise vector iN affect the communication performance of
a link in a crucial way. Hence, an adequate noise model is required for subsequent
studies. We employ the well-established assumption of a circularly-symmetric complex
Gaussian distribution [90, Appendix A]

iN ∼ CN (0,Ki) (3.17)

considered over a narrow frequency band of width ∆f . The remainder of the section
shall describe the employed model for the covariance matrix Ki = E[iNiHN ] of the noise
currents iN into the receiver loads. In particular we use the model

Ki = E[iNiHN ] = σ2
iid

R2
ref

INR + YL
(
Σtherm + Σext + ΣLNA

)
YH

L (3.18)

which is analogous to [53,175]. Thereby σ2
iidINR accounts for uncorrelated noise between

the different receivers which may arise at the low-noise amplifier (LNA) outputs, at
later stages of the RF chain, or may model the limited resolution of the analog-to-digital
converters. The standard deviation σiid characterizes an equivalent noise voltage at the
LNA input. Furthermore YL = (RrefINR + Zout

R )−1 is the serial admittance of the
receiver load circuit and Rref = 50 Ω is the receiver load impedance.

iN,1

iN,NR

Rref

Rref

Z
out

C ZR

Z
out

R.

.

.

.

.

.

.

.

.

vext,1

vext,NR

vtherm,1

vtherm,NR

vLNA,1

vLNA,NR

iLNA,1

iLNA,NR

Figure 3.2: Circuit abstraction of considered receive-side noise sources: extrinsic noise,
thermal noise, and noise added by the low-noise amplifiers (LNAs). The circuit determines
their propagation to the receiver loads. The same model was given in [53].

Furthermore, the model accounts for thermal noise (the random motion of electrons
in the receiver circuits) in Σtherm, extrinsic noise due to picked up radiation in Σext,
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3.2 Noise Statistics

and noise contributed by imperfect LNAs in ΣLNA. These covariance matrices are
associated with noise voltage sources that are in series with the receiver loads.

Passive reciprocal electrical networks have a convenient property: the covariance
matrix of the thermal noise voltages (encountered at the ports when open circuited) is
proportional to the real part of the network impedance matrix [176, 177]. Hence, the
thermal noise contribution by the network represented by Zout

R is3

Σtherm = 4kBT∆f Re(Zout
R ) (3.19)

with Boltzmann constant kB, (actual) receiver temperature T , and the considered
(narrow, single-sided) bandwidth ∆f . Matrix Σtherm may be non-diagonal due to array
coupling (non-diagonal Zout

C ) and/or due to the matching network ZR.
Extrinsic noise from background radiation and other unwanted field sources unre-

lated to the considered system is characterized by

Σext = 4kBTA∆f DRR
1
2
rad Φ R

1
2
rad DH

R (3.20)

where TA is the antenna temperature (an established measure for the intensity of
this phenomenon [150, Sec. 16.7]) and matrix Rrad = diag(Rrad

1 , . . . , Rrad
NR

) holds the
radiation resistances of the receive coils, which were described earlier in Sec. 2.2. The
spatial correlation matrix Φ ∈ CNR×NR holds the correlation coefficients between the
different induced receive voltages, fulfilling Φm,m = 1 and |Φm,n| ≤ 1 for all m,n.
The matrix DR = ZR:LC(ZR:C + Zout

C )−1 is the voltage gain past the receiver matching
network. For electrically large antennas, Σext usually dominates over Σtherm [53, Sec.II-
E]. However, even for electrically small coils with Rrad

m � Rohm
m , extrinsic noise can

be dominant because the antenna temperature TA can be exorbitantly large at low
frequencies [178, Fig. 2].

For the noise added by each low-noise amplifier (LNA) we account with an estab-
lished model [53, Sec. II-E] of two equivalent (and possibly correlated) noise sources: a
voltage source vLNA in series and a current source iLNA in parallel to the load resistances
and the ports of Zout

R . The resulting contribution to iN is given by [175, Eq. 7]

ΣLNA = σ2
i

(
R2

NINR + Zout
R (Zout

R )H − 2RNRe(ρ∗Zout
R )

)
(3.21)

3If Re(Zout
R ) is significantly affected by the radiation resistances (i.e. at large f) then (3.19) is

inadequate; for rigorous results one would have to single out the ohmic parts. However, since we do
not expect noteworthy differences for electrically small coils and because the validity of the equivalent
circuit model is in question in the discussed situation, we refrain from this detailed approach.
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3 General Modeling and Analysis of Magneto-Inductive Links

whereby the quantities σ2
i , RN, ρ are the LNA noise parameters which describe the

statistics of the corresponding equivalent noise sources in Fig. 3.2. In detail, σ2
i =

E[|iLNA|2 ] is the current variance, RN = 1
σi

√
E[|vLNA|2 ] the so-called noise resistance,

and ρ = 1
σ2
iRN

E[vLNAi
∗
LNA ] ∈ C the correlation coefficient which of course fulfills |ρ| ≤ 1.

3.3 Useful Equivalent Models

The MIMO model iR = G iT + iN from (3.4) is in terms of electrical currents and thus
offers intuition and a direct interface to physical power. Yet, certain equivalent models
offer more convenient mathematical properties in various circumstances. To this effect,
we consider the equivalent MIMO signal and noise model

y = Hx + w , w ∼ CN (0,K) (3.22)

which is related to the current model via the simple linear transformation and scaling

y = R
1
2
ref iR , H = R

1
2
ref G Re(Zin

T )− 1
2 , x = Re(Zin

T ) 1
2 iT , w = R

1
2
ref iN . (3.23)

This transformation was introduced by [53] with the intend of establishing consistency
between information theory and active physical power. In particular, it fulfills the
relations

PR = ‖y‖2 , PR,m = |ym|2 , PT = ‖x‖2 , K = Rref Ki (3.24)

where PR = ‖iR‖2Rref is the received active sum-power, PR,m = |iR,m|2Rref the active
power into the m-th receiver load, PT the transmitted active sum-power (3.15), and
Ki the covariance matrix of noise currents from (3.18). The vectors x,y,w have unit√

W. This model is useful for studying links with a colocated transmit array where the
available sum-power can be shared among the generators. An important related fact
is that xn does not characterize the signals at the n-th transmit port and |xn|2 is not
equal4 to the per-generator transmit power (3.12) unless Zin

T is diagonal. Per-generator
power constraints must therefore be formulated strictly according to Proposition 3.2.

For communication-theoretic analyses the noise-whitened MIMO models

ȳ = ḠiT + w̄ , (3.25)
ȳ = H̄x + w̄ , E[w̄w̄H ] = INR (3.26)
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3.4 Power Transfer Efficiency

are convenient because of the unit noise covariance matrix. They follow from a receive-
side whitening operation ȳ = K−

1
2

i iR or rather ȳ = K− 1
2 w. The associated channel

matrices Ḡ = K−
1
2

i G and H̄ = Ḡ Re(Zin
T )− 1

2 will be used for the calculation of achiev-
able rates. In particular H̄ is the model of choice when a sum-power constraint applies
and Ḡ when per-generator power constraints apply.

3.4 Power Transfer Efficiency

For power transfer considerations we disregard noise and utilize the power-consistency
properties of the model y = Hx from (3.23), namely that PT = ‖x‖2 and PR = ‖y‖2.
Hence we can define a power transfer efficiency (PTE)

η = PR

PT
= ‖Hx‖2

‖x‖2 (3.27)

from the transmit generators to the receiver loads. In the case of multiple transmit
antennas, η depends on the direction of the transmit signal vector x and is upper-
bounded by the largest eigenvalue of HHH,

η ≤ ηmrc = λmax
(
HHH

)
. (3.28)

With the availability of channel state information at the transmitter (CSIT), the upper
bound can be attained by setting x =

√
PT

v∗
‖v‖ where v is an eigenvector associated

with the eigenvalue λmax. This transmit beamforming scheme is called maximum-ratio
combining [89]. If the transmit side uses just a single antenna then η is unaffected by

4In fact, given Zin
T without special structure (e.g. diagonal), no linear transform x = AiT can

establish the property |xn|2 = PT,n for all iT ∈ CNT . This is proven in the following. First, we
note that |xn|2 = (xxH)n,n = (AiTiHTAH)n,n. With PT,n from (3.12), we would require that for all
iT and n = 1 . . . NT the equation (AiTiHTAH)n,n = Re(Zin

T iTiHT)n,n is fulfilled. We show that this
requirement leads to a contradiction. We denote AH = [a1 . . .aNT ] as well as (Zin

T )H = [z1 . . . zNT ]
and the requirement becomes |aH

n iT|2 = Re(zH
n iT i∗T,n). We consider transmit currents iT 6= 0 with

iT,m = 0 for some transmitter m. The requirement for this transmitter n = m is |aH
miT|2 = 0, i.e.

am must be orthogonal to iT. This must hold for any iT with iT,m = 0 and thus the vector must
have the structure am = [0 . . . 0Am,m 0 . . . 0]T. By repeating the argument for m = 1 . . . NT we find
that matrix A must be diagonal. On the other hand, ‖x‖2 = ‖AiT‖2 must equal the sum power, i.e.
iHTAHAiT = iHTRe(Zin

T )iT must hold for all Zin
T and iT. Hence, AHA = Re(Zin

T ) must hold, but given
a non-diagonal Re(Zin

T ) this can not be satisfied by a diagonal A, which is a contradiction.
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3 General Modeling and Analysis of Magneto-Inductive Links

the transmit signal phase and takes the simpler form

SIMO case: η = ‖h‖2 , (3.29)
SISO case: η = |h|2 . (3.30)

The presented MIMO- and SIMO-case formulas are meaningful only when the receive-
power quantity of interest actually conforms with the sum power PR = ∑NR

m=1 PR,m.
This is the case when either (i) we are interested in the sum power picked up by separate
receivers (this will be the case in Cpt. 6) or (ii) when a colocated receiver is actually
performing a summation of powers, e.g., if every receiver load charges an individual
battery. Other approaches for power combining may lead to different results.5

3.5 Achievable Rates

We study the data rate over magneto-inductive wireless links in terms of achievable
rates D and the channel capacity C (the largest achievable rate). A data rate is
achievable if encoding and decoding functions for error-correcting codes exist such that
the block error rate goes to zero with increasing block length at the given informa-
tion rate [158, 180]. Near-capacity data rates can be realized with practical digital
modulation schemes (for example 1024-QAM) in combination with a turbo code [181],
low-density parity-check code [182], or polar code [183] for forward error correction.

3.5.1 Narrowband Rate Under Sum-Power Constraint

We are interested in the achievable data rate in bit/s over a narrow frequency band
(bandwidth ∆f ) for reception in additive white Gaussian noise (AWGN) with the avail-
able transmit power P avail

T (which can be distributed arbitrarily among the generators).
A famous result [159, 184] states: if the transmit signaling uses x ∼ CN (0,Qx) with
statistically independent sampling for different symbol time indices and fulfills the

5A possible power combining strategy could employ coherent addition of the amplitudes ym (e.g.
after co-phasing them with analog phase shifters) which leads to the dependency η ∝ (

∑NR
m=1 |ym|)2.

This may suggest formidable PTE but, to the best of our knowledge, passive analog addition of signal
amplitudes is possible only with severe losses. For example, a passive summing junction of resistors
only allows for amplitude averaging, yielding η = ( 1

NR

∑NR
m=1 |ym|)2 = 1

N2
R

(
∑NR
m=1 |ym|)2 ≤ 1

NR
ηmrc.

Componentwise lossless DC-conversion and a passive summing junction would give the same result.
This poor performance is beaten even by receive-side selection combining which exhibits ηsc ≥ 1

NR
ηmrc.

Performing an actual addition of analog signals requires an amplifier [179, Sec. 4.2.4] whose power
consumption however defeats the purpose of a wireless power receiver.
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3.5 Achievable Rates

sum-power constraint tr(Qx) ≤ P avail
T , then the information rate

D = ∆f log2 det
(
INR + H̄QxH̄H

)
(3.31)

in bit/s is achievable. Thereby H̄ is the noise-whitened channel matrix from (3.26). For
example, D = ∆f log2 det(INR + P avail

T
NT

H̄H̄H) is achievable by allocating Qx = P avail
T
NT

INT .
If H̄ is known to the transmitter then Qx can be adapted to the channel. In

particular, by allocating Qx = V diag(P1 . . . PNT)VH tailored to the singular value
decomposition H̄ = UΣVH, we find that the achievable rate takes the form

D =
NDoF∑
m=1

∆f log2(1 + λmPm) ,
NDoF∑
m=1

Pm ≤ P avail
T (3.32)

where λm = (ΣΣH)m,m are the eigenvalues of H̄H̄H. The spatial degrees of freedom
NDoF = rank(H̄H̄H) ≤ min{NT, NR} quantify the number of usable parallel spatial
channels. We assume that no power is assigned to useless channels, i.e. Pm = 0
for m > NDoF. The channel capacity C (the largest achievable rate D) is found by
allocating power to the parallel channels according to the waterfilling rule [90, Eq. 5.43]

Pm = max{0, µ− 1
λm
} . (3.33)

The quantity µ (colloquially called the "water level") can be computed by solving the
equation P avail

T = ∑NDoF
m=1 max{0, µ − 1

λm
} for µ. This equation asserts that the power

allocation Pm uses just the available sum power.
Allocating all power exclusively to the strongest spatial channel amounts to

maximum-ratio combining on both ends and yields D = ∆f log2(1+λmax(H̄H̄H)P avail
T ).

This rate is the channel capacity in the low-SNR case or if NDoF = 1. The situation
NDoF = 1 of course comprises SIMO or MISO setups, associated with channel capacity
C = ∆f log2(1+‖h̄‖2P avail

T ), and SISO setups which exhibit C = ∆f log2(1+ |h̄|2P avail
T ).

3.5.2 Broadband Rate Under Sum-Power Constraint

We consider a frequency band f ∈ [fLO, fHI] whose bandwidth B = fHI − fLO can
be larger than the coherence bandwidth of the frequency-selective channel. We divide
this wide band into Nf smaller sub-bands whereby their width ∆f = B

Nf
is chosen

sufficiently small such that H̄ is approximately constant over each sub-band.6 The
6A continuous-frequency formulation, as used in [67, 85] for the SISO case, is avoided in order to

maintain a simple notation (sums instead of integrals) and to highlight that the broadband MIMO
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3 General Modeling and Analysis of Magneto-Inductive Links

sub-band center frequencies are denoted fk for k = 1 . . . Nf . The associated noise-
whitened channel matrices are denoted H̄k. They describe Nf parallel MIMO channels

ȳk = H̄kxk + w̄k , w̄k ∼ CN (0, INR) , k = 1, . . . , Nf (3.34)

whereby any pair w̄k, w̄k′ with k 6= k′ is statistically independent [90, Sec. 5.3.3].
Those parallel channels can be subsumed in a large abstract MIMO model with a
block-diagonal channel matrix diag(H̄1 . . . H̄Nf ) of dimensions (NRNf )× (NTNf ) and
noise covariance matrix INRNf . Hence (3.32) from Sec. 3.5.1 applies: any data rate

D =
Nf∑
k=1

NDoF,k∑
m=1

∆f log2(1 + λk,mPk,m) ,
Nf∑
k=1

NDoF,k∑
m=1

Pk,m ≤ P avail
T (3.35)

is achievable. Thereby λk,m is them-th eigenvalue of H̄kH̄H
k andNDoF,k = rank(H̄kH̄H

k ).
The channel capacity is found by allocating Pk,m with the waterfilling rule (3.33).

As a special case we point out the SISO case NT = NR = NDoF,k = 1 with achievable
rate D = ∑Nf

k=1 ∆f log2(1 + |h̄k|2Pk) subject to ∑Nf
k=1 Pk ≤ P avail

T . An illustrative exam-
ple of the key quantities is given by Fig. 3.3. Clearly, the waterfilling solution and the
resulting SNR(f) exhibit a systematic structure. In Appendix D we exploit this struc-
ture and solve the capacity problem in closed form for the SISO case with high-Q coils
in AWGN. In particular, we find that transmit power should be allocated over a band
|f − fres| ≤ B/2 with B = B3dB

(6 |hres|2P avail
T

N0B3dB

)1/3
. Thereby B3dB is the 3-dB bandwidth

of the resonant channel, N0 the single-sided noise spectral density, and hres the link
coefficient at resonance (i.e. at the design frequency). The associated channel capacity
is (in good approximation) given by C = 2

log(2)(B−2B3dB arctan( B
2B3dB

)). Furthermore,
the upper bound C ≤ |hres|2P avail

T
log(2)N0

is tight in the power-limited regime (Shannon limit)
and the lower bound C ≥ 2

log(2)(B−πB3dB) is tight for severe bandwidth-limitation. For
details on the power allocation and modeling assumptions please consult Appendix D.

3.5.3 Narrowband Rate, Per-Generator Constraint

We consider the noise-whitened model ȳ = Ḡ iT +w̄ with w̄ ∼ CN (0, INR) from (3.25).
By Proposition 3.2, a constraint on the average power delivered by the n-th transmit
generator reads Re(Zin

T Qi)n,n ≤ P avail
T,n with Qi = E[iTiHT ]. By the argument of [185]

capacity problem is conceptionally equivalent to the narrowband problem: in both cases power is
allocated optimally across parallel AWGN channels. Furthermore, a practical realization in terms of
orthogonal frequency-division multiplexing (OFDM) would operate in a frequency-discrete fashion.
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Figure 3.3: SISO link at different distances r between two coplanar coils with 1 cm diameter
and 6 turns. The resonant design frequency is 1 MHz and the transmit power 1 mW. The
relation to the frequency-discrete quantities of Sec. 3.5.2 is as follows: over a small band
∆f at fk, the noise power spectral density (PSD) is 1

∆f
E[|wk|2 ], the transmit PSD 1

∆f
Pk,

and the SNR |h̄k|2Pk. This numerical experiment assume a lumped element L-structure for
transmit-side power matching and a T-structure for receive-side noise matching. The latter
causes the noise PSD notch at the design frequency; the LNA noise correlation parameter
was set to ρ = 0.5 + 0.3j (details follow in Sec. 3.6).

in reference to [159], because the noise is Gaussian and the channel is known at the
receiver, capacity is achieved with a transmit distribution iT ∼ CN (0,Qi) also in this
case. The capacity-achieving transmit covariance matrix Qi is found by solving the
optimization problem

C = max
Qi

∆f log2 det
(
INR + ḠQiḠH

)
subject to Qi � 0,

Re(Zin
T Qi)n,n ≤ P avail

T,n ∀n ∈ {1 . . . NT} . (3.36)

This is a convex problem because the objective function and all constraints are convex
(which can be assessed with the theory in [186]). Hence, it can is solved efficiently by
established numerical methods [186]. A closed-form solution is unavailable.
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A natural suboptimal approach is a diagonal allocation Qi = diag(σ2
1 . . . σ

2
NT

). It
has the very convenient consequence that the average power constraint of the n-th
generator becomes Re(Z in

T )n,n σ2
n ≤ P avail

T,n which now concerns only the n-th port of
Zin

T . Thus, we can just set the current variances to σ2
n = P avail

T,n /Re(Z in
T )n,n in order to

obtain the achievable rate

D = ∆f log2 det
(
INR + ḠQiḠH

)
, Qi = diag

n=1...NT

(
P avail

T,n

Re(Z in
T )n,n

)
. (3.37)

3.5.4 Broadband Rate, Per-Generator Constraint

Analogous to Sec. 3.5.2, we consider parallel MIMO channels ȳk = ḠkiT,k + w̄k

with w̄k ∼ CN (0, INR) for the narrow sub-bands k = 1 . . . Nf . The data rate
D = ∑Nf

k=1 ∆f log2 det
(
INR + ḠkQi,kḠH

k

)
is achievable, whereby the covariance ma-

trices Qi,k of the transmit currents must fulfill ∑Nf
k=1 Re(Zin

T (fk) Qi,k)n,n ≤ P avail
T,n for

all generators n = 1 . . . NT. The capacity-achieving transmit covariance matrices Qi,k

have no known analytical solution (cf. the efforts in [187] regarding the broadband
MISO capacity problem) and we do not attempt a numerical solution. Instead we will
allocate the matrices Qi,k with situation-specific heuristics when required.

3.6 Matching Strategies

This section discusses target values for the impedance matrices ZT and ZR of the
transmit- and receive side matching network(s), respectively, and circuit designs which
aim to attain these target values. There are different possible objectives for this de-
sign process; we consider maximizing the delivered power and maximizing the receive
signal-to-noise ratio (SNR). Ideally, a matching network is composed of purely re-
active elements and thus lossless; corresponding to symmetric and purely imaginary
impedance matrices ZT = jXT and ZR = jXR. [170]

The active power delivered by the transmit generators to the transmit antennas
is maximized by transmit-side power matching. Likewise, the power delivered by the
receive antennas to the receiver loads is maximized by transmit-side power matching.
Ideally these strategies enforce (at the considered frequency)

ideal transmit-side power matching ⇐⇒ RrefINT = Zin
T , Zout

T = (Zin
C )∗ , (3.38)

ideal receive-side power matching ⇐⇒ (Zout
C )∗ = Zin

R , Zout
R = RrefINR . (3.39)
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The transmit-side power matching condition (3.38) is achieved when the matching-
network impedance matrix ZT takes the specific value [53, Eq. 103]

ZT =
 ZT:G ZT

T:CG

ZT:CG ZT:C

 =
 0NT ±jR

1
2
ref Re(Zin

C ) 1
2

±jR
1
2
ref Re(Zin

C ) 1
2 −jIm(Zin

C )

 . (3.40)

Analogously, the receive-side power matching condition (3.39) is achieved for7

ZR =
 ZR:C ZT

R:LC

ZR:LC ZR:L

 =
 −jIm(Zout

C ) ±jR
1
2
ref Re(Zout

C ) 1
2

±jR
1
2
ref Re(Zout

C ) 1
2 0NR

 . (3.41)

These rules, of course, also apply to the SISO case where all matrix blocks are scalars.
If both conditions (3.38) and (3.39) are fulfilled simultaneously, then the power

transfer from the transmit generators to the receiver loads is maximized. If however
the transmitter-receiver coupling is strong, Zout

T will affect Zout
C and Zin

R will affect Zin
C

appreciably. In this case the value of ZT affects the design of ZR and vice versa. To
our knowledge, such simultaneous matching problems have closed-form solutions only
for the SISO case. This solution is presented in Appendix C in compact Z-parameter
form, where we also state formulas for the necessary Zout

T and Z in
R . A possible heuristic

approach to simultaneous matching of SIMO, MISO and MIMO links is an iterative
round-robin alternation of transmitter matching (3.40) and receiver matching (3.41).

Maximizing the receive SNR under the employed noise model from Sec. 3.2 requires
a different receiver matching strategy, called noise matching [53, Sec. IV.B]. Thereby,
part of the strategy is to establish uncoupled outputs with

Zout
R = ZoptINR , Zopt = RN

(√
1− (Im ρ)2 + jIm ρ

)
(3.42)

whereby the SNR-optimal output impedance value Zopt is determined by the noise
parameters of the low-noise amplifier: the noise resistanceRN and correlation coefficient
ρ given in Sec. 3.2. In particular, noise matching can be realized with a receive matching
network whose impedance matrix ZR has the value

 ZR:C ZT
R:LC

ZR:LC ZR:L

 =
 −jIm(Zout

C ) ±j
√

Re(Zopt) Re(Zout
C ) 1

2

±j
√

Re(Zopt) Re(Zout
C ) 1

2 jIm(Zopt) INR

 . (3.43)

7Formally, the off-diagonal ± can be chosen by preference but must be equal for both elements.
A good strategy would be to choose the sign such that the matching network can be designed with
mostly capacitors while inductors are avoided. In [53, Eq. 103] they employ a minus sign.
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Satisfying the above conditions requires a fully connected multiport network; a pos-
sible design approach is illustrated in Fig. 3.4. Implementing such a network for arrays
with NT > 1 or NR > 1 antennas however gives rise to a plethora of practical issues:
the usable bandwidth may become very small or there may be significant ohmic losses
or deviations from the target Z-value due to component drift. Furthermore, capacitors
or inductors with unrealistically large or small component values may be required. A
possible resort is to use an individual two-port matching network per generator-coil
pair or coil-load pair (this is also the only meaningful design for distributed arrays).
This way only block-diagonal ZT and ZR can be realized and finding their power- or
SNR-optimal values is a complicated problem for coupled arrays (i.e. for non-diagonal
Zin

C or Zout
C ). Possible approaches include numerical optimization or heuristics like

matching just for the diagonal of Zin
C or Zout

C . [103,175]
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Figure 3.4: Approach for designing an 2N -port matching network with desired electrical
properties from a total of N(2N+1) one-port elements (e.g., lumped elements) in Π-structure
[188, 189]. The sketch shows a four-port network which can be used to match an array of
two coils and two loads; the approach however transfers to larger N . The admittance values
Ym,n are the entries of a symmetric admittance matrix Y = Z−1 whereby Z is the desired
symmetric impedance matrix at f = fdesign. For a purely imaginary Z = jX all elements of
Y are purely imaginary as well, hence the network can be implemented with reactive lumped
elements (capacitors and inductors).

A finished design then determines Z(f) for any f which, for f 6= fdesign, will usually
deviate from the desired electrical behavior.

The example in Fig. 3.7 shall give an idea of the effects and problems involved in
matching a strongly coupled array. An important take-away message is that disregard-
ing strong coupling to neighboring coils leads to very poor performance (we observe
considerable resonant mode splitting). In contrary, good performance can be achieved

56



3.6 Matching Strategies

by adapting the matching to the coupling conditions, even with the simple approach
of one individual two-port network per coil-load pair. A full multiport design offers
a systematic way to achieve optimal performance at the design frequency but may
feature a small matching bandwidth. For a detailed discussion on the topic we refer
to [103,188,189].
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Figure 3.5: 2N -port matching network design in terms ofN two-port networks (one per coil-
load pair). Compared to the fully connected design in Fig. 3.4 this design can be build with
far less components (e.g. 2N lumped elements with L-structure two-port networks) and thus
offers more robustness to component drift and a larger usable bandwidth. The drawback is
that only impedance matrices Z with the shown structure can be realized, i.e. the strategies
(3.40),(3.41),(3.43) can not be implemented for N > 1. This approach is mandatory for
distributed arrays where no wired connection is possible across the array. [103]
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Figure 3.6: Useful structures for two-port matching network design out of reactive lumped
elements (capacitances and inductances), accompanied by the realizable structure of the
2× 2 impedance matrix. Finding the T-structure for a given symmetric Z = jX such as the
2 × 2 versions of the rules (3.40),(3.41),(3.43) is straightforward: use lumped elements with
reactance values Xp = X21, Xs1 = X11 −Xp, and Xs2 = X22 −Xp. The L-structures on the
other hand allow for power-matching of an antenna to a load resistance (e.g. to 50 Ω) with
just two lumped elements; for the necessary formulas see [52, Sec. 5.1].
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Figure 3.7: Example of a SIMO link with a receive array of five strongly coupled coils and the
spectral performance metrics resulting from different matching strategies. The experiment
uses the same coil parameters and 50 MHz design frequency as Cpt. 5. The two-port networks
adapted to the coupling conditions were obtained by re-matching each two-port network in
five round-robin iterations. Any re-matching step considers the impedance Z̃m of the receive
coil when all other coupled receive coils are terminated by their matched loads, given by
Z̃m = 1/Ym,m − (Z in

R )m,m with Y = (Zout
C + Zin

R )−1. The SNR results assume 1 mW of
transmit power allocated uniformly over the shown 6 MHz band.
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3.7 Channel Structure and Special Cases

The presented model may not be very accessible in its general form. It however attains
simpler and more intuitive structure in various important special cases.

3.7.1 SISO Link with Simultaneous Power Matching

For a link between two coils, where a 2×2 impedance matrix ZC describes the coil cou-
pling, the simultaneous matching problem can be solved analytically. In Appendix C
we derive the formula for the power transfer efficiency

η = |h|2 = |ZC:RT|2

RTRR

(√
1− Re(ZC:RT)2

RTRR
+
√

1 + Im(ZC:RT)2

RTRR

)2 (3.44)

whereby we use the shorthand notation RTRR := Re(ZC:T) Re(ZC:R). In the magne-
toquasistatic case ZC:RT = jωM where Re(ZC:RT) = 0, the expression (3.44) conforms
with a well-known formula for inductive power transfer [81, Eq. 6], [190]. An important
observation is that η in (3.44) increases when |ZC:RT|2

RTRR
increases, which can be seen by

verifying ∂η/∂(Re(ZC:RT)2

RTRR
) ≥ 0 and ∂η/∂( Im(ZC:RT)2

RTRR
) ≥ 0. An important limiting case of

(3.44) is obtained for weak transmitter-receiver coupling,

|ZC:RT|2

RTRR
� 1 =⇒ η = |h|2 ≈ |ZC:RT|2

4RTRR
. (3.45)

Furthermore η = 1 for Re(ZC:RT)2

RTRR
= 1 or Im(ZC:RT)2

RTRR
→∞.

3.7.2 Unilateral Assumption for Weakly-Coupled Links

A very useful simplification is the so-called unilateral assumption: [53,170]

set ZC:TR = 0 =⇒ Zin
C = ZC:T, Zout

C = ZC:R . (3.46)

It establishes that the transmit-side impedances are unaffected by the presence of the
receiver and vice versa, which reflects the reality of weakly coupled links.8 A very
convenient consequence is that the transmit- and receive-side coils can be matched
individually. Furthermore, the channel matrix becomes linear in ZC:RT because the
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3 General Modeling and Analysis of Magneto-Inductive Links

impedances on both ends (specifically Zin
T ,Zin

C ,Zout
C ,Zout

R ) are now unaffected by ZC:RT.

3.7.3 Weak Link with Ideal Matching

We employ the unilateral assumption, as is adequate for a weakly coupled link, and
assume ideal power matching at both ends (i.e. the conditions (3.38) and (3.39) are
fulfilled, either by design or by assumption). The channel matrix takes the form

G = H = 1
2 Re(ZC:R)− 1

2 ZC:RT Re(ZC:T)− 1
2 . (3.47)

Similar expressions are common in the MIMO literature, e.g., in [191, Eq. 10], [192,
Eq. 11] and [193, Eq. 6]. When noise matching is used at the receive-side instead of
power matching then the same formula applies with a different scaling factor: 1

2 is

replaced by
√
Rref·Re(Zopt)
Rref+Zopt

.
In the SISO case, where G and H become the scalar coefficients g and h, the

equation (3.47) takes the particularly simple form

g = h = ZC:RT√
4RTRR

(3.48)

with coil resistances RT and RR and mutual impedance ZC:RT. The PTE follows as
η = |h|2 = |ZC:RT|2

4RTRR
, equivalent to the small-ZC:RT approximation of η in (3.44). A

comparison suggests that the unilateral assumption is adequate if |ZC:RT|2 � RTRR.
An important special case is the SISO link where ZC:RT is according to the dipole

formula (2.23), resulting in

h = oT
RH3DoFoT (3.49)

whereby the central 3× 3 matrix is just a scaled version of Z3DoF from (2.28),

H3DoF = Z3DoF√
4RTRR

= α

((
1

(kr)3 + j

(kr)2

)
FNF + 1

2kr FFF

)
, (3.50)

α = Z0√
4RTRR

= µ0ATN̊TARN̊Rfk
3

√
4RTRR

je−jkr . (3.51)

To understand the interface between this formalism and related introduced quantities
8Setting ZC:TR = 0 is a mathematically convenient and meaningful step, but violates the property

ZC:TR = ZT
C:RT inflicted by network reciprocity. For weakly coupled links this violation is negligible

from a technical perspective while the obtained mathematical simplifications are significant. [170]
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recall the definitions FNF = 1
2(3uuT− I3) and FFF = I3−uuT, the scaled field vectors

βNF = FNFoT and βFF = FFFoT from (2.19) and (2.20), and the alignment factors
JNF = oT

RβNF ∈ [−1, 1] and JFF = oT
RβFF ∈ [−1, 1] from (2.24) and (2.25).

3.7.4 Channel Between Colocated Arrays

We consider the setup of Sec. 2.3.2 with a MIMO link between a transmit coil array
and a receive coil array. Both arrays are either strictly colocated or their sizes are
much smaller than the link distance. In (2.46) we showed that the formula ZC:RT =
OT

R Z3DoFOT applies for the NR×NT transmitter-to-receiver mutual impedance matrix
whereby Z3DoF is a 3×3 matrix given in (2.28), OR = [oR,1 . . .oR,NR ] holds the receiver
orientation vectors and OT = [oT,1 . . .oT,NT ] holds the transmitter orientation vectors.
If the link is furthermore weakly coupled (which is to be expected because the above
formula requires a rather large link distance r; in principle however high-Q coils can
have strong coupling at large r) and power-matched on both ends, then by (3.47) the
channel matrix is

H = 1
2 Re(ZC:R)− 1

2 OT
R Z3DoFOT Re(ZC:T)− 1

2 (3.52)

(noise matching gives the same result apart from a different scaling factor). For the
channel rank we note that rank(H) ≤ 3 because matrix Z3DoF has dimension 3× 3.

As an interesting example consider that all transmit coils have the same orientation
oT and all receive coils the same oR, i.e. OT = oT 11×NT and OT

R = 1NR×1 oT
R. The

resulting channel matrix H = oT
RZ3DoFoT

2 · Re(ZC:R)− 1
2 1NR×NT Re(ZC:T)− 1

2 . To obtain
some intuition let us assume uncoupled arrays with Re(ZC:R) = RRINR and Re(ZC:T) =
RTINT (thereby ignoring that a colocated array will usually be coupled), resulting in
H = hSISO 1NR×NT with hSISO = oT

RH3DoFoT. Clearly H has rank one which prohibits
spatial multiplexing, yet an array gain can be achieved. With (3.28) we find that
maximum-ratio beamforming on both ends yields a power transfer efficiency of η =
|hSISO|2λmax(1NR×NT1NT×NR) = |hSISO|2NT · λmax(1NR×NR) = |hSISO|2NTNR whereby
the factor NTNR is the array gain (cf. [159, Example 1]). Different results should
be expected for strongly coupled arrays because some eigenvalues of Re(ZC:T) and
Re(ZC:R) may be much larger than the individual coil resistances.
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3.7.5 Weak 3 × 3 Link Between Orthogonal Colocated Arrays

We consider a 3 × 3 link under the assumptions of Sec. 3.7.4, but now the colocated
NT = 3 transmit coils have orthogonal axes and also the colocated NR = 3 receive coils
have orthogonal axes (tri-axial coils) as shown in Fig. 3.8. Formally, that means that
OT and OR are orthogonal matrices. Such arrays are in fact uncoupled if the coils are
electrically small [194], hence ZC:T and ZC:R are diagonal matrices. We consider the
case where all coils in an array have the same parameters and thus ZC:T = RTINT and
ZC:R = RRINR . Hence (3.52) simplifies to

H = OT
RH3DoFOT ∈ R3×3 (3.53)

in complete analogy to (3.49). In more generality, H = a ·OT
RH3DoFOT with a = 1 for

a power-matched receive array and a =
√

4R·Re(Zopt)
R+Zopt

for a noise-matched receive array.

oT,1

oT,2

oT,3

oR,1

oR,2

oR,3

u
r

OT =[oT,1 oT,2 oT,3] OR =[oR,1 oR,2 oR,3]

Figure 3.8: Magneto-inductive 3 × 3 MIMO link whereby each array consists of three
colocated coils with orthogonal axes.

For this setup we can furthermore expect a scaled-identity noise covariance matrix
K = σ2I3: by inspecting (3.18) we find that Σtherm and ΣLNA are both scaled identity
because Zout

R is scaled identity. Likewise, the covariance matrix Σext of extrinsically
induced noise voltages is scaled identity for an orthogonal and uncoupled array if we
assume i.i.d. impinging field components in x-, y- and z-direction.

Apart from communication, the 3 × 3 link described by (3.53) has powerful prop-
erties for localization. We note that the maximum eigenvalue fulfills λmax(HHH) =
λmax(H3DoFHH

3DoF) and is given by either |hcoax|2 = |α|2
(

1
(kr)6 + 1

(kr)4

)
in the near field

or |hcopl|2 in the far field. So after observing H through channel estimation, the equation
1

(kr)6 + 1
(kr)4 = 1

|α|2λmax(HHH) can be solved for r to obtain a near-field case distance es-
timate (the approach is easily generalized with a case distinction). The approximation
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r ≈ 1
k
|α| 13 (λmax(HHH))− 1

6 applies in the near-field region and r ≈ |α|
2k (λmax(HHH))− 1

2

applies in the far-field region. This idea has been used by [59] for the magnetoqua-
sistatic near-field case. However, this theory can also be used for direction finding:
we can compute the transmitter-to-receiver direction u up a ±u uncertainty from the
eigenvalue decomposition of HHH because a unit-length eigenvector associated with
λmax(HHH) equals either u or −u.

3.8 Spatial Degrees of Freedom

3.8.1 Colocated Coil Arrays

In Sec. 3.7.4 we showed that magneto-inductive links between colocated arrays exhibit
a channel matrix with bounded rank(H) ≤ 3, hence a maximum of three parallel
streams are available for spatial multiplexing. This is due to the three components
bx, by, bz of the magnetic field b at the receive position, which can be used to convey
three independent streams of information to the receiver. Spatial multiplexing over
a direct link (i.e. without any multipath propagation) between colocated arrays has
been considered for satellite communication which utilizes two orthogonal electric-field
components (polarization) [195]. The result compares to a maximum of six spatial
channels that are available between colocated arrays if both the magnetic field and the
electric field are utilized [196].

The three spatial degrees of freedom are particularly accessible for the 3 ×
3 link between orthogonal coil arrays discussed in Sec. 3.7.5. There we de-
rived a noise-whitened channel matrix H̄ = a

σ
OT

RH3DoFOT. We rewrite H̄ =
a
σ
OT

RQu diag(hcoax, hcopl, hcopl)QT
uOT using the eigenvalue decomposition (2.32) and the

particular SISO link coefficients between coaxial or coplanar coil pairs,

hcoax = α

(
1

(kr)3 + j

(kr)2

)
, hcopl = α

2

(
− 1

(kr)3 −
j

(kr)2 + 1
kr

)
. (3.54)

Since Qu is an orthogonal matrix, (OT
RQu) and (QT

uOT) are orthogonal too and can
be compensated by transmit beamforming and receive beamforming without affecting
the transmit power or noise statistics (i.e. the array orientations are irrelevant). In
consequence, the narrowband channel capacity is characterized by the equivalent noise-
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whitened channel matrix

H̄′ = a

σ

h
coax

hcopl

hcopl

 (3.55)

which reveals the available spatial channels: one with amplitude gain hcoax correspond-
ing to a coaxial SISO link and two with channel gain hcopl corresponding to coplanar
SISO links. One spatial channel is lost in the far field because hcoax decays faster than
r−1. An intuitive explanation is that the magnetic far field generated at the receiver
position can only be realized on the plane orthogonal to the radial direction (two de-
grees of freedom), but not in radial direction. No such restriction applies in the near
field, where all three degrees of freedom are available.

3.8.2 Distributed Coil Arrays

Spreading out the coils of the arrays involved in a magneto-inductive MIMO link can
give rise to additional spatial degrees of freedom by increasing the channel rank. The
circumstance is analogous to line-of-sight MIMO [197] which also aims for spatial mul-
tiplexing gains via spread arrays, possibly without any multipath propagation. We
investigate the basic mechanism in terms of the eigenvalues λm(HHH) for magneto-
inductive 2 × 2 links in Fig. 3.9 between two pairs of coplanar coils and in Fig. 3.10
between two pairs of coaxial coils, as a function of array spread (angle γ) and in
near-, mid- and far-field regimes (the mid-field value krth = 2.354 is the threshold from
(2.33)). For simplicity these numerical results assume uncoupled arrays in the sense
that Re(ZC:R) = RRINR and Re(ZC:T) = RTINT .

We observe that at α = 90◦ both eigenvalues attain |hcoax|2 in the near-field cases,
|hcoax|2 = |hcopl|2 in the specific mid-field cases and |hcopl|2 in the coplanar far-field case.
This is because α = 90◦ effectively gives rise to two parallel (non-interfering) SISO links
with just those power gains. For the same cases we observe that λmax is 4 times the
90◦-value due to a array gain of NTNR = 4 for near-colocated arrays (see the example in
Sec. 3.7.4). An exception is the coaxial far-field case where the channel fades for α = 0◦

and α = 90◦ because the far-field link vanishes for a coaxial pair of coils; appreciable
eigenvalues however emerge near α = 55◦. Furthermore, note that the coaxial near-
field case has equal eigenvalues at the magic angle α = arccos( 1√

3) = 54.74◦ and the
coplanar near-field case at α = 90◦ − 54.74◦ = 35.26◦, because in these situations the
diagonal links fade to zero (as seen earlier in Fig. 2.5).
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Figure 3.9: Eigenvalues of HHH for a 2× 2 link with pairwise coplanar coils.
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Figure 3.10: Eigenvalues of HHH for a 2× 2 link with pairwise coaxial coils.
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Figure 3.11: Eigenvalues of HHH for the shown 6× 6 link with four tri-axial coil clusters.

We proceed with a study of magneto-inductive 6×6 MIMO links of the kind shown
in Fig. 3.11a. A first important observation concerns the structure of the channel
matrix following from (3.53),

H =
OT

R,1H
(1,1)
3DoFOT,1 OT

R,1H
(1,2)
3DoFOT,2

OT
R,2H

(2,1)
3DoFOT,1 OT

R,2H
(2,2)
3DoFOT,2

=
OT

R,1

OT
R,2


︸ ︷︷ ︸

unitary

H(1,1)
3DoF H(1,2)

3DoF

H(2,1)
3DoF H(2,2)

3DoF

OT,1

OT,2


︸ ︷︷ ︸

unitary

(3.56)

which means that the orientations (or rather rotations) of the orthogonal coil clusters
do not affect the channel eigenvalues, hence we do not have to specify them. The
arguments extends to all MIMO links between arrays that consist of such orthogonal
coil clusters. In the numerical results we again observe that two non-interfering 3× 3
links emerge for large γ, each with one spatial channel that corresponds to a coaxial
coil pair (which fades in the far-field, see Fig. 3.11d) and two spatial channels that
correspond to coplanar coil pairs. For α = 0 we observe the same three spatial channels
again with an array gain of 4 in terms of power, except for the pure far-field case which
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3.9 Limits of Cooperative Load Modulation

misses the spatial channel corresponding to a coaxial SISO link (also at α = 90◦).

3.9 Limits of Cooperative Load Modulation

We consider the load modulation system in Fig. 3.12 where a number of tags transmit
bits by switching between two different load terminations according to the currently
transmitted bit. Meanwhile a receiving reader device attempts to decode those bits.
The tags are cooperating in the sense that all tags transmit the same bit in each
time slot (perfect synchronization is assumed). The reader drives the constant AC
currents i = [i1 . . . iNR ]T through its coil array and measures the resulting voltages
v = [v1 . . . vNR ]T across the same coils. The bits are decoded based on the observations
v. The electrical aspects of this approach were described in Proposition 2.6 and the
accompanying examples. In this conceptual investigation we do not consider technical
details of the reader circuits.

−

+

−

+

Z(b)

v1

vNR

i1

iNR

reader
coil 1

reader
coil NR

passive
tag 1

passive
tag NT

Z
(0)
L,1 Z

(1)
L,1

bit b=0 b=1

Z
(0)
L,NT

Z
(1)
L,NT

bit b=0 b=1

cooperatively
transmit the
same bit b

Figure 3.12: Circuit description of the considered cooperative load modulation scheme.
We consider a total of NT passive tags which cooperatively transmit the same bit stream
(synchronization is assumed), which is decoded by a reader device with an array of NR coils.
The approach can be regarded as an idealized MIMO version of the SISO load modulation
system in [63, Fig. 3.16]. Reasonable choices for the load impedances would be a resonance
capacitance for all Z(0)

L,n and a vastly different load (e.g., some resistance) for all Z(1)
L,n .

Let Z denote the impedance matrix of the reader device coil array. The core idea
of load modulation is that the tag switching state affects Z and thus also the voltages
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3 General Modeling and Analysis of Magneto-Inductive Links

v = Zi [26, 63]. We denote Z(b) for the value of Z when bit b ∈ {0, 1} is transmitted.
In doing so we assume that the bit rate fb is sufficiently small for transients to die
out between switching instants.9 As a consequence of Proposition 2.6, the difference
Z(1)−Z(0) is usually very small because the tag-to-reader coupling applies twice. Hence
we can describe the coarse electrical properties of the array with Z̄ = 1

2(Z(1) + Z(0))
instead of the momentary Z(b).

We consider erroneous measurements v which might lead to bit errors, especially
when Z(1) − Z(0) is small. In particular we use the model

v = Z(b)i + vN , vN ∼ CN (0,Kv) (3.57)

whereby the Gaussian model for vN is motivated by the same arguments as in Sec. 3.2.
The most optimistic model for the covariance matrix Kv would be thermal noise only,
i.e. Kv = 4kBTfb Re(Z̄) with Boltzmann constant kB and temperature T . A mean-
ingful more sophisticated model is Kv = 4kBTfb Re(Z̄) + σ2

v INR + σ2
i Z̄(Z̄)H, which

also considers fluctuations in the measurement of v and imperfections in establishing
the currents i, which can certainly exceed thermal noise by orders of magnitude. For
example, the values σv = 1µV + 10−5 · ‖Z̄i‖√

NR
and σi = 10−5 · ‖i‖√

NR
could be reasonable

for a capable reader.

Proposition 3.4. The bit error probability of a maximum a-posteriori bit detector for
equiprobable load-modulated bits is given in terms of the Q-function,

ε = Q(
√

SNR) , SNR = 1
2 ‖K

− 1
2v (Z(1) − Z(0))i‖2 . (3.58)

Proof. We apply noise whitening y = K−1/2
v v and obtain the model y = y(b) + w

with w ∼ CN (0, INR). The two signal points y(b) = K−1/2
v Z(b)i ∈ CNR have Euclidean

distance
√

2 SNR = ‖y(1) − y(0)‖. The quantity Re(aHy) with a = y(1)−y(0)

‖y(1)−y(0)‖ is a
sufficient statistic for the detection of bit b [90, Eq. A-49]. Equivalently we consider the
statistic z =

√
2 ·Re(aH(y− 1

2(y(1)−y(0)))), yielding the signal model z = ±
√

SNR+wz
with wz ∼ N (0, 1). The decision threshold z = 0 minimizes the error probability of bit
detection if b = 0 and b = 1 are equiprobable [37], giving ε = Q(

√
SNR).

9In Appendix E we show how transients can be incorporated in the receive processing of load
modulation systems, with the conclusion that neither the consideration nor the ignoring of transients
is associated with significant gain or deterioration. Based on this insight we do not consider transients
in the investigation at hand.
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3.9 Limits of Cooperative Load Modulation

Proposition 3.5. For a given source sum-power P , the SNR-maximizing current
vector is given by the rule i = Re(Z̄)− 1

2 x whereby the vector x is an eigenvector of
Re(Z̄)−H

2 (Z(1) − Z(0))HK−1
v (Z(1) − Z(0))Re(Z̄)− 1

2 that corresponds to the largest eigen-
value and has magnitude ‖x‖ =

√
P .

Proof. The goal is to maximize SNR = 1
2 iH(Z(1)−Z(0))HK−1

v (Z(1)−Z(0))i subject to the
power constraint iHRe(Z̄)i ≤ P . With the transformation x = Re(Z̄) 1

2 i the constraint
becomes ‖x‖2 ≤ P and the statement follows from basic linear algebra.

Proposition 3.6. Let the noise voltages vN be statistically independent across different
bit indices and consider a receive decoder for long blocks of redundantly coded informa-
tion. If the decoder is preceded by hard bit detection (i.e. 1-bit quantization) with error
probability ε then the channel capacity (the largest achievable information rate) Chard

in bit/s is given by

Chard

fb
= 1− ε log2

(1
ε

)
− (1− ε) log2

( 1
1− ε

)
. (3.59)

If the decoder instead uses the raw measurements without any quantization then the
formula Csoft

fb
= 1 − 1√

2π

�∞
−∞e

− 1
2 (y−

√
SNR)2 log2(1 + e−2y

√
SNR)dy applies for the channel

capacity Csoft in bit/s. Thereby 0 ≤ Chard ≤ Csoft ≤ fb ·min{1, 1
2 log2(1 + SNR)}.

Proof. The formula for Chard is the capacity of the binary symmetric channel, a basic
result from information theory [180, Sec. 7.1.4]. The formula for Csoft is from [198].
Thereby Chard ≤ Csoft by the data processing inequality, Chard ≤ fb and Csoft ≤ fb

because the source entropy is 1 bit, and furthermore the binary-input capacity Csoft

must be smaller than the AWGN-channel capacity of 1
2 log2(1 + SNR) bit per channel

use (which uses an entropy-maximizing Gaussian input distribution).

Note that we did not make any assumptions about the internals of the tags and
the coupling: the process is entirely based on the variation of impedance matrix Z be-
tween the reader coil array. Yet, a thorough understanding of the internals is certainly
required for establishing large Z-variation through load switching.

Finally, we note that the SNR expression (3.58) can be written as SNR =
1
2 iHZH

RT∆HZ∗RTK−1
v ZRT∆ZT

RTi with ∆ = (ZT + diagn Z
(0)
L,n)−1 − (ZT + diagn Z

(1)
L,n)−1.

An important aspect is that SNR is proportional to the fourth power of the tag-to-
reader coupling ZRT. This implies a path loss scaling of SNR ∝ r−12 and a frequency-
dependence SNR ∝ f 4 in the magnetoquasistatic regime. Far-field operation with
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3 General Modeling and Analysis of Magneto-Inductive Links

electrically small coils on the other hand gives SNR ∝ r−4 but SNR ∝ f 12. Hence, the
usable range of low-frequency load modulation is severely limited.

A numerical evaluation of a cooperative load modulation scenario will be given at
the end of Cpt. 6, based on the presented theory.
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Chapter 4

The Channel Between Randomly
Oriented Coils in Free Space

The position and orientation of a wireless sensor device is subject to the deployment
strategy and mobility and can be considered random in the context of wireless link
design and performance analysis (as motivated in Sec. 1.3.4). A random coil orientation
has a particularly significant impact: it causes severe attenuation for the transmitter-
to-receiver mutual impedance ZRT and the resulting channel coefficient h. In Sec. 1.3.4
we discussed the associated state of the art, which is mostly focused on the effect of
small lateral and angular offsets on efficient power transfer over short-distance links.
This chapter in contrary considers the mathematically tractable domain of the dipole
model from (3.49) and studies links between coils with fully random orientation: the
orientation vectors oT and oR are assumed to have uniform distributions on the 3D unit
sphere (statistically independent). The approach is illustrated in Fig. 4.1 and models
situations like a fully ad-hoc scenario or a moving wireless sensor in an underwater
or medical in-body application. In particular, the channel coefficient is given by1

random orientations with
uniform distribution on the

3D unit sphere (i.i.d.)

random channel
coefficient h

oT

oR

Figure 4.1: Illustration of a SISO link with random coil orientations on both ends, both
with a uniform distribution on the 3D unit sphere (all directions are equiprobable).

h = oT
RH3DoFoT according to the dipole model (3.49), which applies for mid- and

long-range links between coils whose turns are rather flat and have consistent surface
orientation. Now h is a random variable because it is a function of the random unit
vectors oT,oR.

We shall illustrate the significance of this random channel with a motivating experi-
ment. Fig. 4.2 shows a Monte-Carlo simulation of the statistics of the power attenuation
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Figure 4.2: Statistics of the channel attenuation due to coil misalignment compared to
the absolute-value-optimal channel coefficient (hcoax in the near field, hcopl in the far field).
Severe attenuation occurs with non-negligible probability, especially in the pure near field
and pure far field. The transition region benefits from a polarization diversity effect.

|h/hopt|2 that results from the described distributions of the coil orientations. Thereby
the absolute-value-optimal channel coefficient is the coaxial value hopt = hcoax for near-
field distances kr ≤ krth, cf. (2.33), and the coplanar value hopt = hcopl otherwise.
We observe that severe attenuation occurs with significant probability. In the pure

near field the attenuation is worse than −23.7 dB in 10% of cases and even worse than
−43.7 dB in 1% of cases; the pure far field shows very similar behavior.2 Such losses
can certainly cause outage problems in applications with arbitrarily arranged coils.
In the transition region between near and far field the attenuation statistics are not
as disastrous (yet significant). The reason is the magnetic field polarization in this
regime: the magnetic field vector is rotating on an ellipse instead of alternating on a
line, as discussed earlier below Proposition 2.3. For the link to be in outage, oR must
be near-orthogonal to the ellipse, which is less probable than near-orthogonality to a

1Matrix H3DoF = α(( 1
(kr)3 + j

(kr)2 )FNF + 1
2kr FFF) from (3.50) with FNF from (2.19) and FFF

from (2.20) is a function of the transmitter-to-receiver direction vector u. Yet we do not have to
specify u since i.i.d. 3D uniform distributions are assumed for oT and oR and any choice of u leads
to the same channel statistics. Hence one can just set u = [1 0 0]T in this context, associated with
FNF = diag(1,− 1

2 ,−
1
2 ) and FFF = diag(0, 1, 1).

2The results concern an active transmitter with a transmit amplifier, where |h/hopt|2 ≈ J2
NF in the

near field. For load modulation at a passive RFID tag, the relation becomes |h/hopt|2 ≈ J4
NF and the

misalignment loss dB-values double (cf. the last paragraph of Sec. 3.9).
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line. Polarization diversity is well-studied in the radio context [150, 199, 200] but, to
the best of our knowledge, has not been considered for magnetic induction despite the
striking benefits seen in Fig. 4.2.

We want to understand all the aspects outlined above in detail. We are furthermore
interested in mitigating misalignment loss with coil arrays in combination with a spatial
diversity scheme. To this effect, this chapter features the following core results.

• For the random channel between randomly oriented coils we derive the channel
statistics in the pure near-field and pure far-field cases in closed form. We show
that they are associated with diversity order 1

2 .

• We derive the channel statistics in the mid field (near-far field transition) and
show that the associated diversity order is 1.

• We conduct an outage analysis in terms of outage power transfer efficiency, outage
capacity, and bit error probability.

• We study spatial diversity schemes for 1× 3 and 3× 3 links involving colocated
orthogonal coil arrays. We study the worst-case performance and performance
statistics of the schemes.

To formalize our approach we repeat the channel coefficient formula (3.49)

h = α

((
1

(kr)3 + j

(kr)2

)
JNF + 1

2kr JFF

)
(4.1)

where α = µ0ATN̊TARN̊Rfk
3

√
4RTRR

je−jkr from (3.51) summarizes all technical quantities that
are subsidiary for this chapter. We recall the definitions (2.24) and (2.25) of the near-
and far-field alignment factors

JNF = oT
RβNF , JNF ∈ [−βNF, βNF] ⊆ [−1, 1] , (4.2)

JFF = oT
RβFF , JFF ∈ [−βFF , βFF ] ⊆ [−1, 1] , (4.3)

and the definitions (2.19) and (2.20) of the scaled near field and the scaled far field

βNF = 1
2(3uuT − I3) oT , βNF = ‖βNF‖ = 1

2
√

1+3(uToT)2 ∈ [1
2 , 1] , (4.4)

βFF = (I3 − uuT)oT , βFF = ‖βFF‖ =
√

1−(uToT)2 ∈ [0, 1] . (4.5)
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4 The Channel Between Randomly Oriented Coils in Free Space

Particularly interesting are the specific values of h from (3.54),

hcoax = α

(
1

(kr)3 + j

(kr)2

)
, hcopl = α

2

(
− 1

(kr)3 −
j

(kr)2 + 1
kr

)
. (4.6)

We note that α and kr do not depend on the coil orientations; this dependency is
completely covered by JNF and JFF. When the coil orientations are random (and when
they constitute the only randomness in h), then the statistics of h are determined by
the joint PDF of JNF and JFF.

Before we embark on this general case, we first study the marginal distributions of
JNF and JFF. Those are particularly important because they determine the statistics
of h at very small and very large distances, respectively. The formal reason is

h ≈ hcoaxJNF if kr � 1 (pure near field3) , (4.7)
h ≈ hcoplJFF if kr � 1 (pure far field) (4.8)

whereby hcopl ≈ α
2kr in the latter case.

To obtain more intuition about misalignment loss we consider the power attenuation
|h/hcoax|2 = J2

NF of the pure near-field case and decompose its dB-value into two effects:

10 log10(J2
NF) = 20 log10(βNF)︸ ︷︷ ︸

field magnitude loss

+ 20 log10 | cos θR|︸ ︷︷ ︸
misalignment between
coil axis and field vector

, cos θR = oT
R
βNF
βNF

. (4.9)

The worst-case field magnitude loss is −6 dB when βNF = 1
2 ; a deep fade JNF ≈ 0 is thus

always caused by near-orthogonality between receive-coil orientation oR and field vector
(i.e. cos θR ≈ 0). However this does not imply that oR is a more critical parameter than
oT: counterarguments are the symmetry of JNF = oT

RFNF oT = oT
TFNF oR and the fact

that a deep fade can always be prevented by adjusting the direction of βNF through
oT. A similar statement is possible for JFF, in this case however the field magnitude
loss is unbounded due to the zero of the radiation pattern on the loop antenna axis
(where βFF = 0). This can cause a deep fade by itself, although we will find that this
aspect is statistically insignificant for SISO links.

3Of course one can argue that 1
(kr)3 � 1

(kr)2 for kr � 1, hence discard the 1
(kr)2 summand and use

h ≈ α
(kr)3 JNF in the pure near field (equivalent to a magnetoquasistatic assumption), but this would

harm the physical accuracy of our exposition without yielding a useful mathematical advantage.
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4.1 SISO Channel Statistics

4.1 SISO Channel Statistics

This rather technical section derives the channel statistics for a weakly-coupled SISO
link between randomly oriented coils (uniform distribution in 3D) and shall provide
the mathematical foundation of the outage and diversity analysis that follows.

4.1.1 Near- and Far-Field Marginal Distributions

Lemma 4.1. Let o ∈ R3 be a random vector with uniform distribution o ∼ U(S) on
the 3D unit sphere S = {x ∈ R3 | ‖x‖2 = 1}. The projection oTa onto any non-random
non-zero vector a ∈ R3 with magnitude a = ‖a‖2 has uniform distribution

oTa ∼ U(−a, a) . (4.10)

This special property of 3D space follows as a corollary to well-documented related
statements4, yet there appears to be no documentation of the specific result. Thus
we state a short proof which boils down to the basic geometry formula for the lateral
surface area of a sphere cap, which is proportional to its height.

Proof. We consider a unit vector a; the general statement follows with a simple
scaling. Due to the symmetry of distribution o ∼ U(S), oTa has the same distri-
bution for any unit vector a. Hence we can prove the statement by showing that
o1 = [1 0 0]To ∼ U(−1, 1). We consider the cumulative distribution function (CDF)
F (x) = Pr(o1 ≤ x). The uniform distribution on S allows to write the CDF as ratio
F (x) = area(Cx) / area(S) where Cx = {q ∈ S | q1 ≤ x} is a sphere cap of height 1 + x.
By established formulas [204, Sec. 2.5], area(S) = 4π and area(Cx) = 2π(1 +x). Hence
F (x) = 1

2(1 + x), which increases linearly from F (−1) = 0 to F (1) = 1 and thus
amounts to a uniform distribution on [−1, 1].

4An equivalent statement to Lemma 4.1 is Archimedes’ hat-box theorem about area-preserving
projections from a unit sphere onto a surrounding cylinder [201, 202]. A related and more general
statement is: if o has uniform distribution on the K-dimensional unit sphere, then its first K − 2
coordinates have uniform distribution inside the (K−2)-dimensional unit ball [203, Corollary 4]. The
distribution is also a special case of the Von Mises-Fisher distribution for zero concentration.

75



4 The Channel Between Randomly Oriented Coils in Free Space

Lemma 4.2. The cumulative distribution function (CDF) F and probability density
function (PDF) f of the marginal distributions of the scaled field magnitudes are

FβNF(βNF) =

√
4β2

NF − 1
√

3
, fβNF(βNF) = 4√

3
βNF√

4β2
NF − 1

, βNF ∈ [1
2 , 1] , (4.11)

FβFF(βFF) = 1−
√

1− β2
FF , fβFF(βFF) = βFF√

1− β2
FF

, βFF ∈ [0, 1] . (4.12)

The PDFs are illustrated in Fig. 4.3a and 4.3b. The following statistical moments hold:
E[β2

NF ] = 1
2 , E[β4

NF ] = 3
10 , E[β2

FF ] = 2
3 , E[β4

FF ] = 8
15 .

Proof. Let X := oT
Tu and note that X ∼ U(−1, 1) by Lemma 4.1. We use the magni-

tude formulas (2.21),(2.22) to write the CDFs as FβNF(βNF) = P[ 1
2

√
1 + 3X2 ≤ βNF ] =

P[ |X| ≤
√

4β2
NF−1
3 ] and FβFF(βFF) = P[

√
1−X2 ≤ βFF ] = P[ |X| ≥

√
1− β2

FF ].
Since |X| ∼ U(0, 1), the property P[ |X| ≤ a ] = a as well as P[ |X| ≥ a ] = 1 − a

holds for a ∈ [0, 1], which yields the CDF results. The PDFs follow from differenti-
ation and the statistical moments from integration, e.g. E[β2

NF ] =
�
R β

2
NFfβNFdβNF =

4√
3

� 1
1
2

β3
NF dβNF√
4β2

NF−1
= 2β2

NF+1
6

√
4β2

NF−1
3

∣∣∣11
2

= 1
2 .

Now we bring the random receiver orientation oR ∼ U(S) into the picture and
formulate the alignment factors JNF = oT

RβNF and JFF = oT
RβFF in terms of inner

products. From Lemma 4.1 we immediately obtain the uniform conditional distribu-
tions

JNF | βNF ∼ U(−βNF, βNF) , (4.13)
JFF | βFF ∼ U(−βFF , βFF) (4.14)

given the field magnitudes βNF and βFF. The distribution JNF | βNF is illustrated by
the dashed lines in Fig. 4.3c for different values of βNF.

With random transmitter orientation, βNF and βFF are random as well and their dis-
tributions are described by Lemma 4.2. This allows for the calculation of the resulting
distributions of JNF and JFF.
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Proposition 4.1. When the transmit and receive coil orientations have uniform distri-
butions oT,oR

i.i.d.∼ U(S) on the 3D unit sphere S, then the near-field alignment factor
is distributed according to the PDF in Fig. 4.3c which is given by

fJNF(JNF) = 1
2β̄NF

·


1 |JNF| ≤ 1

2

1− arcosh(2|JNF|)
arcosh(2)

1
2 < |JNF| < 1

0 1 ≤ |JNF|
. (4.15)

For smaller arguments |JNF| ≤ 1
2 the PDF fJNF is equal to the uniform fJNF|βNF of

(4.13) conditioned on βNF = β̄NF, whereby β̄NF is the equivalent field magnitude value

β̄NF =
√

3
2 arcosh(2) = 0.6576 =̂− 3.64 dB . (4.16)

The distribution of the far-field alignment factor has the PDF in Fig. 4.3d, given by

fJFF(JFF) = 1
2

(
π

2 − arcsin |JFF|
)
, JFF ∈ [−1, 1] . (4.17)

The distributions have zero mean, variances E[J2
NF ] = 1

6 and E[J2
FF ] = 2

9 , as well as
fourth moments E[J4

NF ] = 3
50 and E[J4

FF ] = 8
75 .

Proof. We denote J∗, β∗ in equations that hold for both JNF, βNF and JFF, βFF. The uni-
form conditional J∗ | β∗ ∼ U(−β∗, β∗) from (4.13) has PDF fJ∗|β∗ = 1

2β∗1[−β∗,β∗](J∗). For
|J∗| ≤ 1 we find fJ∗(J∗) =

�
R fJ∗ |β∗fβ∗ dβ∗ =

� 1
0
1[−β∗,β∗](J∗)

2β∗ fβ∗ dβ∗ = 1
2

� 1
|J∗|

1
β∗
fβ∗ dβ∗

with marginalization. For the specific PDF fβFF from (4.12), the antiderivative� 1
βFF

fβFFdβFF =
�

dβFF√
1−β2

FF
= arcsin(βFF) immediately yields fJFF . For the other spe-

cific PDF fβNF from (4.11), 1
2

� 1
βNF

fβNFdβNF = 2√
3

�
dβNF√
4β2

NF−1
= 1√

3 arcosh(2βNF) but we
note that supp fβNF = [ 1

2 , 1] can be a subset of the integration domain βNF ∈ [|JNF|, 1]
depending on the value JNF at which fJNF is evaluated. Hence, the integration domain
must be restricted to the cut set βNF ∈ [|JNF|, 1]∩ [ 1

2 , 1], i.e. to βNF ∈ [ 1
2 , 1] if |JNF| ≤ 1

2

or to βNF ∈ [|JNF|, 1] if 1
2 < |JNF| < 1. Applying the above antiderivative to those

cases and using arcosh(1) = 0 concludes the derivation.
The moments are E[JN∗ ] = Eβ∗ [EJ∗|β∗ [JN∗ ]] with J∗|β∗ ∼ U(−β∗, β∗) by (4.13).

Thus EJ∗|β∗ [JN∗ ] = 1
2β∗

� +β∗
−β∗ J

N
∗ dJ∗ = βN

N+1 for even N , so E[JN∗ ] = 1
N+1Eβ∗ [β

N
∗ ] and the

statistical moments Eβ∗ [βN∗ ] are given by Lemma 4.2 for N = 2, 4.
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Figure 4.3: Marginal distributions of relevant quantities for the free-space SISO case
with random coil orientations on both ends, described by uniformly distributed unit vec-
tors oT,oR

i.i.d.∼ U(S) in 3D.
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4.1 SISO Channel Statistics

The squared alignment factors J2
NF, J

2
FF apply to received power and thus to the

power transfer efficiency (PTE) η and the signal-to-noise ratio (SNR). Hence, the
statistics of J2

NF, J
2
FF are crucial for the study of outage. Their PDFs follow from (4.15)

and (4.17) and the change-of-variables rule fY (y) = fX(√y)√
y

which holds for Y = X2

and an even PDF fX (fJNF and fJFF are both even). Therefrom the CDFs

FJ2
NF

(s) =


√
s/β̄NF 0 ≤ s ≤ 1

4
fJNF(

√
s)
√

4s+
√

4s−1
3

1
4 <s ≤ 1

1 1 <s
, (4.18)

FJ2
FF

(s) = 1−
√

1− s+
√
s
(
π

2 − arcsin
√
s
)

(4.19)

can be obtained by integration. Their behavior for smaller arguments is described by

FJ2
NF

(s) = 1
β̄NF

√
s = 1.5207 ·

√
s , (4.20)

FJ2
FF

(s) ≈ π

2
√
s = 1.5708 ·

√
s . (4.21)

These formulas will prove particularly important for the study of outage performance.

4.1.2 General Case: Near-Far Field Transition

In the transition region between near and far field, neither kr � 1 nor kr � 1 holds
and the approximations (4.7) and (4.8) are both inadequate. By (4.1), the channel
coefficient is the superposition h = α

(
1

(kr)3 + j
(kr)2

)
JNF + α 1

2krJFF of a near- and a
far-field channel. These two summands cannot cancel each other because the term
j

(kr)2 asserts that they have different phase. This is the essential mechanism of the
introduced polarization diversity aspect: h can only fade if both JNF and JFF fade. In
the following, we investigate this phenomenon analytically.

In order to describe the channel statistics of this general case, we prepare the
necessary set of mathematical tools in the following.

Lemma 4.3. A random unit vector o with uniform distribution on the 3D unit sphere
has covariance matrix C = E[ooT ] = 1

3 I3.

Proof. The covariance matrix C is given by E[ooT ] because o has zero mean. The
diagonal elements are Cn,n = E[o2

n ] = 1
3 as a consequence of on ∼ U(−1, 1). The

off-diagonal elements Cm,n = E[omon ] = 1
4π


S omonds = 1−1

4π

�
S,om≥0 omonds = 0.
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4 The Channel Between Randomly Oriented Coils in Free Space

Lemma 4.4. Consider a random unit vector o with uniform distribution on the 3D
unit sphere and a set of non-random vectors A = [a1 . . . aN ] ∈ C3×N . The projections
ao = AHo ∈ CN are random with zero mean and covariance matrix E[aoaH

o ] = 1
3AHA.

Proof. E[aoaH
o ] = AH E[ooT ]A with E[ooT ] = 1

3 I3 by Lemma 4.3.

Lemma 4.5. Consider a random unit vector o with uniform distribution on the 3D
unit sphere S and two orthonormal vectors m,n ∈ S. The projections mo = mTo and
no = nTo are random with joint PDF

f(mo, no) = ψ
(
m2
o + n2

o

)
, ψ(x) := 1[0,1](x)

2π
√

1− x
. (4.22)

For ε ∈ [0, 1] the probability pε = P[m2
o + n2

o ≤ ε ] = 1−
√

1− ε, whereby ε
2 ≤ pε ≤ ε.

Proof. Due to the symmetry of S we can prove the statement by deriving the joint PDF
of o1 and o2, i.e. of the projections of o onto m = [1 0 0]T and n = [0 1 0]T. We use
polar coordinates (o1, o2) = (R cosφ,R sinφ) and note that R =

√
o2

1 + o2
2 =

√
1− o2

3

is determined by o3 since ‖o‖ = 1. The marginal PDF f(o3) = 1
2 leads to PDF

fR(R) = R√
1−R2 for radius R ∈ [0, 1]. On the other hand, conditioned on o3, the pair

(o1, o2) has uniform distribution on a circle of radius R; hence fφ|R = fφ = 1
2π and the

joint PDF fR,φ = fR · fφ|R = R
2π
√

1−R2 . The joint PDF fo1,o2 now follows from a change
of variables from r, φ to o1, o2 which is a bijective map [0, 1]× [0, 2π]→ [−1, 1]2. With
the appropriate Jacobian determinant, fo1,o2 = 1

R
fR,φ = 1

2π
√

1−R2 with R2 = o2
1 + o2

2.
The event o2

1 +o2
2 ≤ ε ⇐⇒ 1−o2

3 ≤ ε ⇐⇒ |o3| ≥
√

1− ε has probability 1−
√

1− ε
because |o3| ∼ U(0, 1) by Lemma 4.1. Basic rearrangements prove the bounds.

Proposition 4.2. Consider a random unit vector o with uniform distribution on the
3D unit sphere and two linearly independent vectors a,b ∈ R3 with magnitudes a, b
and correlation coefficient ρ = aTb

ab
. The joint PDF of the projections ao = aTo and

bo = bTo is

fao,bo(ao, bo) = 1
ab
√

1− ρ2 ψ

(∥∥∥∥E−1
[ ao
bo

]∥∥∥∥2
)
, E :=

 a 0
bρ b

√
1− ρ2

 (4.23)

where function ψ is as in Lemma 4.5.5 The covariance matrix of [ao bo]T is 1
3 [a b]T[a b]

by Lemma 4.4.

5The PDF (4.23) in expanded form is fao,bo(ao, bo) = 1
2πab (1− ρ2 − (ao

a )2 − ( bo

b )2 + 2ρaobo

ab )− 1
2 for
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4.1 SISO Channel Statistics

Proof. Using the Gram-Schmidt process we construct orthonormal vectors m = a
a
and

n = (I3−mmT)b
‖(I3−mmT)b‖ to express a = am and b = b(ρm +

√
1− ρ2 n) and, equivalently,

[a b] = [m n]ET. The projections [ao ao] = oT[a b] = oT[m n]ET are related to the
projections mo, no onto the orthonormal base by the linear map [ao bo]T = E[mo no]T.
The joint PDF fmo,no is given by Lemma 4.5 and leads to fao,bo with the following
general change-of-variables argument. For a random vector [mo no]T with PDF fmo,no

and an invertible linear map E, the vector [ao bo]T = E [mo no]T has PDF

fao,bo

( [ ao
bo

] )
= 1

det(E)fmo,no
(

E−1
[ ao
bo

] )
.

The SISO channel coefficient (4.1) is an inner product h = vToR of the receiver
orientation oR and a complex field vector v = α(( 1

(kr)3 + j
(kr)2 )βNF + 1

2krβFF) ∈ C3.
Of particular importance are the real and imaginary parts v = a + jb as they give
rise to polarization diversity if linearly independent. This can be seen by the term
|h|2 = (aToR)2 + (bToR)2 which vanishes only when oR is orthogonal to both a and b.
A precise analysis of this circumstance is enabled by Proposition 4.2 which provides a
full description of the statistics of h given a complex field vector v = a + jb.

Proposition 4.3. Consider a channel coefficient of the form h = vToR with a non-
random vector v ∈ C3 and random receiver orientation oR with uniform distribution
on the 3D unit sphere. If a = Re(v) and b = Im(v) are linearly independent, then the
statistics of h are described by Proposition 4.2 and the CDF F|h|2(s) = P[ |h|2 ≤ s ] is
within the bounds

s

2ab
√

1− ρ2 ≤ F|h|2(s) ≤ s

2ab
√

1− ρ2

(
1− s

s0

)− 1
2

(4.24)

under the condition s < s0. Thereby, a = ‖a‖, b = ‖b‖, ρ = aTb
ab

, and

s0 = a2+b2

2 −
√(

a2+b2

2

)2
− a2b2(1− ρ2) . (4.25)

(ao

a )2 + ( bo

b )2 − 2ρaobo

ab ≤ 1− ρ2 and fao,bo
(ao, bo) = 0 otherwise. Remarkably, this complicated joint

distribution has uniform marginal distributions ao ∼ U(−a, a) and bo ∼ U(−b, b) by Lemma 4.1, with
cov(ao, bo) = aTb

3 by Lemma 4.4. It is important to note that orthogonal a,b and thus cov(ao, bo) = 0
do not imply statistical independence between ao and bo, which would amount to a uniform f(ao, bo)
over the box [−a, a]× [−b, b]. The actual f(ao, bo) for orthogonal a,b is supported only on an ellipsis
in standard form that is enclosed by the aforementioned box. The statistical dependence is evident
by the implications ao = ±a ⇒ bo = 0 and bo = ±b ⇒ ao = 0.
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Figure 4.4: Conditional PDFs of h ∈ C and of the resulting |h| given uToT (the cosine of
the angle of departure). The PDF of h is according to Proposition 4.2; therefrom the PDF of
|h| was obtained by numerical integration. In the color plots the probability density is zero
in the white areas and infinite on the black boundary ellipse.

Proof. Proposition 4.2 describes the joint statistics of projections ao = aToR and
bo = bToR. The linear map E from (4.23) maps points from the 2D unit ball onto the el-
lipse that is the support of fao,bo . The threshold s0 is the smaller eigenvalue of ETE and
the associated formula (4.25) is found by solving for the roots of the characteristic poly-
nomial det(siI3−ETE). Therefore, a2

o+b2
o < s0 guarantees that (ao, bo) is in the interior

of supp fao,bo , where fao,bo < ∞. In particular, fao,bo = ψ(‖E−1[ao bo]T‖2)
ab
√

1−ρ2
≤ ψ(s0)

ab
√

1−ρ2
and

P[ |h|2 ≤ s ] =
�
a2

0+b2
0≤s

fao,bodaodbo ≤
ψ(s0)

ab
√

1−ρ2

�
a2

0+b2
0≤s

daodbo = ψ(s0)
ab
√

1−ρ2
πs which, by

furthermore using the definition of ψ in (4.22), proves the upper bound. Analogously,
the lower bound follows from fao,bo ≥

ψ(0)
ab
√

1−ρ2
= 1

2πab
√

1−ρ2
for (ao, bo) ∈ supp fao,bo

which is guaranteed for a2
o + b2

o ≤ s0.

By investigating Proposition 4.3 we find that the upper bound approaches the lower
bound for s� s0 because then (1− s

s0
)− 1

2 ≈ 1. In this case F|h|2(s) ≈ s

2ab
√

1−ρ2
in very

good approximation, hence F|h|2(s) ∝ s for small s.
The general-case PDF of h ∈ C for random coil orientations on both ends and

some fixed kr is given by fh = 1
2

� +1
−1 fh|uToT=xdx, i.e. by the marginalization of all

ellipses. Unfortunately we are unable to evaluate this integral in closed form. Numerical
evaluations are shown in Fig. 4.5 and 4.6, whereby a very specific shape can be observed.
In particular, the support of fh (a subset of C illustrated by Fig. 4.6c) is the rhombus{
x · hcoax + y · hcopl

∣∣∣x, y ∈ R, |x| + |y| ≤ 1
}
. The corner points ±hcoax are reached
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Figure 4.5: Scatter plots of h for coil orientations with 3D uniform distributions oT,oR
i.i.d.∼

U(S) plotted for different values kr (i.e. for distances of kr
2π wavelengths). For kr � 1 or

kr � 1, the set of possible realizations degenerates to a line.
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Figure 4.6: Distribution of h for kr = π, i.e. when the distance r is half a wave-
length. Fig. 4.6a shows a Monte Carlo simulation and Fig. 4.6b shows the PDF of h,
obtained by computing 1

2
� +1
−1 fh|uToT=xdx numerically for every point h with fh|uToT from

Proposition 4.2. Fig. 4.6c illustrates how the rhombus-shaped support of fh arises: for
a fixed uToT, supp fh|uToT is an ellipse and supp fh is the union of all such ellipses for
uToT ∈ [−1, 1]. The illustration shows that this results in the rhombus. The plot shows el-
lipses for uToT ∈ {0, 0.1, 0.3, 0.5, 0.7, 0.9, 1}, which degenerate to a line for uToT ∈ {0, 1}.
The ellipses for uToT ≈ 0 cause a significant concentration of probability mass, corresponding
to the red line in Fig. 4.6b.
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4 The Channel Between Randomly Oriented Coils in Free Space

by a degenerated ellipsis in the cases uToT = ±1 and the corner points ±hcopl by a
degenerated ellipsis in the case uToT = 0. Most probability mass is near the line that
connects ±hcopl because, loosely speaking, the 3D coil orientations oT and oR are more
likely to be near-coplanar than near-coaxial due to an extra degree of freedom.

4.2 SISO Channel: Performance and Outage

4.2.1 Power Transfer: Loss and Outage

We first study the statistics of the power transfer efficiency (PTE) η = |h|2 over the
considered SISO link. Due to the random coil orientations, η is a random fraction of its
maximum value |hopt|2 for the given distance and technical parameters in α. Consider
a required PTE ηreq, e.g., the necessary PTE to sustain the operation of a sensor. An
outage event occurs when η < ηreq. The outage probability

ε = P [η < ηreq ] = P
[
|h|2 < ηreq

]
= F|h|2(ηreq) (4.26)

is characterized in its behavior by the CDF of |h|2. It makes sense to refer to the
η-value which corresponds to a given outage probability ε as the outage PTE

ηε = F−1
|h|2(ε) . (4.27)

We investigate these quantities in the pure near-field case (4.7) with η = |hcoax|2J2
NF

and the pure far-field case (4.8) with η = |hcopl|2J2
FF, giving

ε ≈ FJ2
NF

(
ηreq
|hcoax|2

)
=

√
ηreq

β̄NF |hcoax|
≈

(kr)3√ηreq
β̄NF |α|

for kr � 1 (4.28)

ε ≈ FJ2
FF

(
ηreq
|hcopl|2

)
≈
π
√
ηreq

2 |hcopl|
≈
πkr
√
ηreq

|α|
for kr � 1 (4.29)

whereby the more detailed expressions hold for ηreq
|hcoax|2 ≤

1
4 and ηreq

|hcopl|2
� 1, respectively.

The scaling behavior of these expressions reveals the drastic effect of random coil
misalignment: to decrease ε by a factor of 10 one must lower the target ηreq by a factor
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4.2 SISO Channel: Performance and Outage

of 100, i.e. tolerate −20 dB received power. The associated outage PTE values are

ηε = F−1
J2

NF
(ε) · |hcoax|2 = β̄2

NFε
2 |hcoax|2 = 0.4324 · ε2 |hcoax|2 for kr � 1 (4.30)

ηε = F−1
J2

FF
(ε) · |hcopl|2 ≈

4
π2 ε

2|hcopl|2 = 0.4053 · ε2 |hcopl|2 for kr � 1 (4.31)

whereby the detailed expressions holds for ε ≤ arcosh(2)√
3 = 0.7603 and ε � 1, respec-

tively. The drastic robustness problems of these setups are highlighted by the depen-
dence ηε ∝ ε2. For example, the near-field PTE ηε=0.01 that can be supported with
99% reliability is −43.6 dB below |hcoax|2, making robust power transfer extremely in-
efficient. This problem would not be solved by fixing the transmitter orientation: this
case shows the same scaling behavior ηε = β2

NFε
2 |hcoax|2. Because of channel reciprocity

the same holds true if only the receiver is fixed.

Remarkably, the pure far-field case exhibits the same scaling behavior as the pure
near-field case (apart from the distance dependence) even though βFF can fade to zero
while βNF is lower-bounded by 1

2 . We infer that this effect is overshadowed by the
impact of misalignment between receive-coil orientation and field vector.

Interesting related results are the expected values E[η ] = E[J2
NF ]·|hcoax|2 = 1

6 |hcoax|
2

(i.e. −7.8 dB) in the pure near field and E[η ] = E[J2
FF ]·|hcopl|2 = 2

9 |hcopl|
2 (i.e. −6.5 dB)

in the pure far field, following from the statistical moments in Proposition 4.1.

We extend the analysis to the general case where both near- and far-field propa-
gation are considered. We begin with the setting where oT is fixed and the channel
coefficient h = oT

Rv is characterized by a given field vector v. The PDF fh|uToT is
supported on an ellipse in C. Proposition 4.3 states that if v = a + jb has linearly
independent real and imaginary parts a and b then F|h|2(s) ≈ 1

c
s with c = 2ab

√
1− ρ2

and ρ = aTb
ab

. In this case the outage probability ε = 1
c
ηreq is linear in ηreq and the

outage PTE ηε = c ·ε is linear in ε. We notice a clear advantage over the pure near- and
far-field cases due to the polarization diversity, reminiscent of the behavior witnessed
earlier in Fig. 4.2. This implies that the described behavior transfers to the case where
both oT and oR are random, with the PDF fh shown in Fig. 4.5 and 4.6. This is
intuitive because linear dependence occurs probability zero: Re(v) and Im(v) can not
be linearly dependent unless uToT = 0 or uToT = ±1 (the simple proof is omitted). A
rigorous argument for the scaling behavior is however unavailable because we can not
evaluate the marginalization integral fh = 1

2

� +1
−1 fh|uToT=x dx in closed form.

It is worthwhile to compare the results to the well-studied Rayleigh fading model
h ∼ CN (0, 1) for radio channels with rich multipath propagation. The relevant de-
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4 The Channel Between Randomly Oriented Coils in Free Space

scriptions are f|h|(x) = 2x · e−x2 and f|h|2(s) = e−s as well as F|h|2(s) = 1 − e−s. For
small arguments F|h|2(s) ≈ s, associated with diversity order 1. Again, Re(h) and
Im(h) are non-zero with probability 1. If the distribution would degenerate to a line in
C, e.g. with the purely real-valued distribution h ∼ N (0, 1), then the diversity order
would also drop to 1

2 because, loosely speaking, one half of the propagation mechanisms
were lost. An interesting parallel is that we can describe Rayleigh fading as h = oT

Rv
with v ∼ CN (0, I3); the distribution of oR is irrelevant because of the symmetry of
CN (0, I3). Again, Re(v) and Im(v) are linearly independent with probability 1.

4.2.2 Outage Capacity

We shift our focus to the communication performance of this random channel for
reception in additive white Gaussian noise (AWGN) with variance σ2. The signal-to-
noise ratio SNR = ηPT/σ

2 is a random variable because it is multiplied by the random
PTE η. Hence all the statements made above for ηreq, ηcoax, ηcopl, ηε hold analogously
for SNRreq, SNRcoax, SNRcopl, SNRε. In this context a well-established quantity is the
(narrowband) outage capacity [90, Eq. 5.57]

Cε = ∆f log2

1 +
F−1
|h|2(ε) · PT

σ2

 = ∆f log2

(
1 + ηε PT

σ2

)
, (4.32)

the largest data rate that can be supported with an outage probability that does not
exceed a fixed ε. With log-linearization we obtain Cε ≤ ∆f

log(2)
ηε PT
σ2 which is tight in

the power-limited regime ηε PT
σ2 � 1 (we already established that ηε is small often).

In the pure near-field case this translates to Cε ≤ ∆f

log(2)
|hcoax|2PT

σ2 · 0.4324 · ε2. Again
we find that Cε ∝ ε2 leads to terrible performance whenever some level of robustness
(low ε) is required. In contrary, in the bandwidth-limited regime we can identify an
absolute data rate penalty of ∆f log2(0.4324 · ε2) due to misalignment. In Fig. 4.7a we
illustrate the behavior of Cε as a function of SNRcoax = |hcoax|2PT

σ2 and in comparison to
the narrowband capacity of a coaxial near-field link Ccoax = ∆f log2(1 + SNRcoax).

4.2.3 Bit Error Probability and Diversity Order

Another popular characteristic of a random channel is the mean bit error probability
of antipodal signaling (BPSK modulation) in AWGN, given by pe = E[Q(

√
2 SNR )]

where SNR is considered as a random variable affected by the channel fluctuations.
We consider the pure near- and far-field cases, first with fixed transmitter orientation
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Figure 4.7: Outage capacity Cε = ∆f log2(1 + F−1
J2
∗

(ε)SNR∗) in comparison to the channel
capacity ∆f log2(1 + SNR∗) under ideal coil alignment.

(only oR is random). Here SNR ≈ J2
NFSNRcoax and SNR ≈ J2

FFSNRcopl, respectively,
and by (4.13) and (4.14) this case is associated with uniform conditional distributions
J∗|β∗ ∼ U(−β∗,+β∗) given the field magnitude β∗ (the placeholder ∗ represents NF or
FF and coax or copl). For this simple distribution we can evaluate the expected value in
closed form through integration by parts (the steps are omitted), giving

pe = 1
2β∗

� +β∗

−β∗
Q(
√

2J2
∗ SNR∗ ) dJ∗ = Q

(√
2β2
∗ SNR∗

)
+ 1− e−β2

∗ SNR∗√
4πβ2

∗ SNR∗
. (4.33)

With Q(x) < 1
x

1√
2πe
−x2/2 we find the upper bound pe ≤ 1

β∗
√

4π SNR−
1
2∗ which is tight at

large SNR. This expression has the standard form for fading channels pe = c · SNR−L

from [90, Eq. 3.158]; by comparison we deduce that the diversity order L = 1
2 .

An important insight is that this upper bound also applies to the fully random SISO-
case (where the coils on both ends have random orientation) if we set β∗ according to

1
2β∗ = fJ∗(0). This establishes an appropriate description of the fading behavior and
holds because both fJNF and fJFF are even with maximum value fJ∗(0) that is non-zero
and finite. In particular we obtain the bounds

pure near field: pe ≤
arcosh(2)√

3π
SNR−1/2

coax = 0.4290 · SNR−1/2
coax , (4.34)

pure far field: pe ≤
√
π

4 SNR−1/2
copl = 0.4431 · SNR−1/2

copl (4.35)
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4 The Channel Between Randomly Oriented Coils in Free Space

which are again tight for large SNR∗. Therefore, the distributions of JNF and JFF are
both associated with a diversity order of just 1

2 . The 1×1-curves in Fig. 4.8 show pe as
a function of SNR∗, whereby the above high-SNR descriptions are clearly observable.
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Figure 4.8: Bit error rate (BER) over SNR for a magneto-inductive SISO link between coils
with random orientations (all 3D directions are equiprobable) as well as randomly oriented
SIMO (or MISO) and MIMO links with orthogonal arrays of three coils and the use of different
spatial diversity schemes (the topic of Sec. 4.3).

The performance is far from the pure AWGN channel associated with a perfectly aligned
SISO link (i.e. without fading). The near-field case has a small advantage of 0.281 dB
over the far-field case (the same effect as a coding gain).

4.3 Spatial Diversity Schemes

In this section we study the use of orthogonal coil arrays in combination with a spatial
diversity scheme for misalignment mitigation, motivated by the terrible outage perfor-
mance of the randomly arranged SISO link. We exclusively consider the pure near-
and far-field cases and characterize any scheme in terms of equivalent alignment factors
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J̄NF and J̄FF of an equivalent SISO link in the sense that

η = J̄2
NF|hcoax|2 for kr � 1 (4.36)

η = J̄2
FF|hcopl|2 for kr � 1 (4.37)

describe the actual PTE η that is achieved with the spatial diversity scheme under
investigation. Thereby hcoax and hcopl concern a SISO link with the same link distance
and technical parameters as the SIMO, MISO or MIMO scheme at hand.

Ideally a diversity scheme should establish a strictly positive worst-case value
min J̄2

∗ > 0 in order to assert η ≥ |h∗|2 ·min J̄2
∗ > 0 and thereby prevent deep fading.

Furthermore J̄2
∗ should take on large values with high probability. For simplicity we

define that the realized J̄∗ is always positive. Fig. 4.9 shows the statistics of J̄NF and
J̄FF for all considered diversity schemes, which shall provide guidance.
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Figure 4.9: Statistics of the equivalent near- and far-field alignment factors J̄NF and J̄FF
for magneto-inductive links between nodes with random orientations (all 3D directions are
equiprobable) in SISO, SIMO (or MISO), and MIMO configuration and the use of differ-
ent spatial diversity schemes. Any array consists of three colocated, orthogonal coils. The
transmitter and receiver orientations are statistically independent.
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4.3.1 SIMO Maximum-Ratio Combining

Consider a magneto-inductive SIMO6 setup with one transmit coil and a colocated
receive array of NR = 3 coils with orthogonal orientations OR = [oR,1, oR,2, oR,3].
According to (3.49) the channel vector is given by the projections h = OT

Rv of a field
vector v = α

((
1

(kr)3 + j
(kr)2

)
βNF + 1

2kr βFF

)
. In (3.28) we established that maximum-

ratio combining (MRC) leads to η = ‖h‖2 or rather η = ‖OT
Rv‖2 = ‖v‖2 because OR

is an orthogonal matrix. Hence an equivalent SISO channel coefficient is given by ‖v‖
and, more specifically, by hcoaxβNF in the pure near-field case and hcoplβFF in the pure
far-field case. Thus the scaled field magnitudes constitute J̄NF = βNF and J̄FF = βFF

according to (4.37). We know that βNF ∈ [1
2 , 1] and βFF ∈ [0, 1] from (4.4) and (4.5).

Therefore, when using MRC in the discussed SIMO-setup, deep fades are prevented in
the near field but can still occur in the pure far field. The intuitive reason is: if the
receive array is located in the radiation pattern zero of the transmit coil then all receive
coils are faded, which can not be fixed by a receive diversity scheme. The statistical
description is readily available in Lemma 4.2: the PDF fJ̄NF

= fβNF and fJ̄FF
= fβFF .

An important observation in this context is that fβFF(βFF) ≈ βFF for small argu-
ments, which follows from a first-order Taylor series at zero and can be seen in Fig. 4.3b.
This behavior is associated with a CDF Fβ2

FF
(β2

FF) ≈ β2
FF and thus FJ̄2

FF
(J̄2

FF) ≈ J̄2
FF

for small arguments. Hence SIMO MRC in the pure far-field has a diversity order of
just 1 due to the radiation pattern zero of the single-coil end.

4.3.2 SIMO Selection Combining

We consider the same setup as in Sec. 4.3.1 but now with selection combining as spatial
diversity scheme, which just uses the receive coil with the best channel. In this case the
equivalent alignment factors J̄NF = maxm=1,2,3 |JNF| and J̄FF = maxm=1,2,3 |JFF|. The
worst cases are characterized by J̄NF = minβNF√

3 = 1
2
√

3 and J̄FF = minβFF√
3 = 0 whereby

the factor 1√
3 occurs when all receive-coil orientations OR = [oR,1, oR,2, oR,3] are at

the same angle to the impinging field. To see this, consider OR = I3 and βNF = βNF
a
‖a‖

with vector a = [1 1 1]T, resulting in OT
RβNF = βNF√

3 [1 1 1]T.

6For every evaluation of a 1× 3 SIMO setup in this section, the equivalent spatial diversity scheme
applied to a 3× 1 MISO setup leads to the same results. This will not be pointed out repeatedly. In
our exposition we prefer the SIMO setup because it is more suitable from a didactic perspective.
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Proposition 4.4. For SIMO selection combining the conditional PDF

fJ̄∗|β∗(J̄∗|β∗) =


3
β∗

(
1− 4

π
arccos |J̄∗|√

β2
∗−J̄2

∗

)
β∗√

3 ≤ J̄∗ <
β∗√

2
3
β∗

β∗√
2 ≤ J̄∗ ≤ β∗

0 otherwise

(4.38)

holds; the PDFs of J̄NF and J̄FF are obtained by computing fJ̄∗ =
� 1

0 fJ̄∗|β∗ fβ∗ dβ∗.
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Figure 4.10: Performance statistics of SIMO selection combining (SC) and illustration of
the mathematical background.

Proof. We set β∗ = 1 and discard the symbol (the general result follows from simple
scaling). Let sel1 denote the event where coil 1 gets selected because J2

1 ≥ max{J2
2 , J

2
3}.

Due to the uniformly distributed array orientation f(J̄) = f(|J1|
∣∣∣ sel1), so we derive

this PDF instead. With β∗ = 1 in the SIMO case, j∗ = OT
Rβ∗ is a unit vector, so

J2
1 + J2

2 + J2
3 = 1. If J2

1 > 1
2 then J2

1 is obviously largest, so P[sel1|J2
1 > 1

2 ] = 1,
but P[sel1|J2

1 < 1
3 ] = 0 in contrary. The remaining transitional case 1

3 ≤ J2
1 ≤ 1

2 is
non-trivial: with J1 fixed, j∗ has uniform distribution on a circle of radius R =

√
1− J2

1

and the largest element depends on the particular position on that circle. We use the
parameterization j∗ = [J1 R cos(φ) R sin(φ)]T with φ ∼ U(0, 2π). Depending on φ,
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J2
2 > J2

1 or J2
3 > J2

1 may hold (but not both because 1
3 ≤ J2

1 ). Thus,

P
[
sel1 | 1

3 ≤ J2
1 ≤ 1

2

]
= 1− 2 · P

[
J2

2 > J2
1 | 1

3 ≤ J2
1 ≤ 1

2

]
= 1− 2 · P

[
cos2(φ) > J2

1
R2

]

= 1− 2 · P
[
φ

2π <
1

2π arccos
( |J1|
R

)]
= 1− 4

π
arccos

( |J1|
R

)
.

We note that P[sel1 ] = 1
3 due to symmetry and f|J1| = 1 because J1 ∼ U(−1, 1). With

Bayes’ rule we determine the PDF f|J1| | sel1 = 1
P[sel1 ]P[sel1 | |J1| ] · f|J1| = 3 ·P[sel1 | |J1| ].

Collecting the results for P[sel1 | |J1| ] for the three different cases finishes the proof.

Also for SIMO SC we find that the PDF of J̄FF is linear for small arguments,
i.e. fJ̄FF

≈ c · J̄FF (we deduce
√

2 ≤ c ≤
√

3 with basic estimates and c ≈ 1.5152
numerically). As discussed in Sec. 4.3.1 this is associated with diversity order 1.

4.3.3 MIMO Maximum-Ratio Combining

We consider a 3× 3 link between orthogonal arrays with orientations OT and OR; the
setup studied earlier in Sec. 3.7.5. The channel matrix H = OT

RH3DoFOT according
to (3.53). With maximum-ratio combining η = λmax(HHH) according to (3.28). We
find that the array orientations are irrelevant, hence η = λmax(HH

3DoFH3DoF). The
eigenvalues of H3DoF are hcoax and hcopl and we obtain η = |hcoax|2 for kr ≤ krth

and η = |hcopl|2 for kr > krth. This corresponds to J̄NF = 1 and J̄FF = 1, i.e. no
misalignment loss.

4.3.4 MIMO Selection Combining

We consider the same 3×3 link as above and consider selection combining on both ends,
yielding η = maxm,n |(H)m,n|. We do not attempt the complicated task of deriving the
statistics of the associated J̄NF and J̄FF and instead focus on their worst-case values.

Proposition 4.5. Selection combining on both ends limits the misalignment loss of the
considered 3× 3 MIMO link according to

0.47978 ≤ J̄NF ≤ 1 , (4.39)√
3 +
√

2
14 = 0.56152 ≤ J̄FF ≤ 1 (4.40)

whereby the value 0.47978 is the greatest real root of (24x3 − 8x2 − x+ 1)2 − 16x3.
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4.3 Spatial Diversity Schemes

Proof. We denote J for the smallest positive J̄NF that occurs by 3×3 selection com-
bining. It is the solution of J = minOT,OR maxm,n |(JNF)m,n| over all orthogonal array
orientations OR,OT whereby JNF = OT

R diag(1,−1
2 ,−

1
2) OT. By numerical simulation

(a rigorous argument is unavailable at this moment) we found that any J -achieving
matrix JNF has six elements with absolute value J and two with the same absolute
value a. Furthermore, by flipping coil orientations and indices, which does not affect
optimality, any J -attaining JNF can be transformed to

JNF =


J J J
J J a

J a b

 , λ1(JNF) = 1 , λ2(JNF) = 1
2 , λ3(JNF) = −1

2 (4.41)

with the specific stated eigenvalues. They give tr(JNF) = 1 and det(JNF) = −1
4 as

well as tr(J2
NF) = 3

2 . However trace and determinant can also be expressed in terms of
J , a, b from the given structure of JNF. We equate the terms to obtain the system of
equations 2J + b = 1, J (J − a)2 = 1

4 , 6J 2 + 2a2 + b2 = 3
2 with the numerical solution

J = 0.479788, a = −0.242059, b = 0.040423. By substitution we find that J is a real
root of (24J 3 − 8J 2 − J + 1)2 − 16J 3; it turns out J is the greatest real root.

We now consider the far-field quantity and denote Γ for the smallest occurring
positive J̄FF. By the same arguments as above we find a Γ-attaining setup with

JFF =


Γ Γ Γ
Γ −Γ c

Γ c 0

 , λ1(JFF) = 1 , λ2(JFF) = −1 , λ3(JFF) = 0 . (4.42)

Equating det(JFF) due to the structure and due to the eigenvalues yields the equation
2cΓ2 + Γ3 − c2Γ = 0 which we rearrange to 4c2Γ2 − (c2 − Γ2)2 = 0. Likewise, equating
tr(J2

FF) due to structure and eigenvalues yields 6Γ2 + 2c2 = 2, hence c2 = 1− 3Γ2. We
substitute this into the first equation and after some calculation obtain Γ4−3

7Γ2+ 1
28 = 0,

a quadratic equation in Γ2 with solutions Γ2 = 3±
√

2
14 . A comparison to numerical

experiments suggests the positive solution of Γ2 = 3+
√

2
14 (and c = −

√
5−3
√

2
14 ).

4.3.5 MIMO MRC/SC Hybrid

Again we consider a magneto-inductive 3× 3 link between orthogonal coil arrays, now
with maximum-ratio combining on one end and selection combining on the other end.
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4 The Channel Between Randomly Oriented Coils in Free Space

Proposition 4.6. The worst-case misalignment loss of the MIMO MRC/SC hybrid
scheme is characterized by J̄NF ≥ 1√

2 = 0.7071 and J̄FF ≥
√

2
3 = 0.8165.

Proof. As seen in Sec. 4.3.1, receive-side MRC captures the entire field magnitude β∗,
hence transmit-side SC corresponds to J̄∗ = maxn β∗,n for transmit coils n = 1, 2, 3.
For the near field βNF,n = 1

2

√
1 + 3(uToT,n)2. With the argument of Sec. 4.3.2 we

find that the minimum value of J̄NF is attained when all βNF,n are equal because of
uToT,n = 1√

3 ∀n, hence min J̄NF = 1
2

√
1 + 31

3 = 1√
2 . With βFF,n =

√
1− (uToT,n)2 an

analogous argument yields min J̄NF =
√

1− 1
3 =

√
2
3 .

4.4 Further Stochastic Results

As outlined in Cpt. 1 and Sec. 3.9, an important use of magnetic induction is data
transmission from passive tags with the use of load modulation, primarily in RFID
technology. By writing the rather general SNR-result from Sec. 3.9 for a SISO link
(single tag, single-coil reader) we obtain the proportionality SNR ∝ |ZRT|4 where ZRT

is the coil mutual impedance. In the pure near field (the typical regime for an RFID
system) this implies SNR ∝ J4

NF, associated with even more severe misalignment losses
than the previously considered setup with an active transmitter: the dB-loss-values
double and the diversity order drops from 1

2 to an extremely poor 1
4 . In Fig. 4.11 we

show the behavior of the bit error probability for this random channel.
Next up, we apply the developed theory of random coil orientations to magneto-

inductive massive MIMO links, in particular in the context of Sec. 3.7.4.

Proposition 4.7. Consider a weakly-coupled MIMO link between two massive arrays,
both colocated (or near-colocated) and uncoupled by assumption. All coils have i.i.d.
random orientation with uniform distribution on the 3D unit sphere and full CSI is
available. The reception is subject to AWGN with covariance matrix σ2INR. Then the
channel capacity is characterized by the equivalent 3×3 noise-whitened channel matrix

H̄′ = 1
σ

√
NT

3

√
NR

3 H3DoF (4.43)

which is equivalent to a 3 × 3 MIMO link between orthogonal arrays, cf. (3.55), but
with an array gain of NT

3 ·
NR
3 in terms of SNR.

Proof. The NR × NT link has noise-whitened channel matrix H̄ = 1
σ
OT

RH3DoFOT as
a result of (3.52) and uncoupled arrays. With the singular value decompositions
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Figure 4.11: Bit error probability pe over SNR∗ for magneto-inductive load modulation over
SISO links between coils with random orientation (all 3D directions are equiprobable) as well
as SIMO and MIMO links between randomly oriented orthogonal arrays with different spatial
diversity schemes. Coil misalignment has a particularly drastic effect for load modulation
because of the backscatter nature of the approach (the wireless channel applies twice).

of OR and OT we obtain H̄ = 1
σ
VT

RΣT
RURH3DoFUTΣTVT

T. The unitary VR and
VT can be compensated with signal processing without affecting the capacity. Fur-
thermore ΣR ≈

√
NR
3 I3×NR in the large-NR limit and and ΣT ≈

√
NT
3 I3×NT in the

large-NT limit because 1
NR

OROT
R ≈ 1

3I3 and 1
NT

OTOT
T ≈ 1

3I3 by Lemma 4.3. Thus
1
σ

√
NR
3

√
NT
3 INR×3URH3DoFUTI3×NT is an equivalent channel matrix. We note that all

elements apart from the upper-left 3 × 3 block are zero and thus can not be used
for communication, hence this block 1

σ

√
NR
3

√
NT
3 URH3DoFUT constitutes an equiva-

lent channel matrix. Again, the unitary matrices do not affect capacity and can be
discarded, leaving only 1

σ

√
NR
3

√
NT
3 H3DoF.

Another interesting application of the developed stochastic theory is the study
of spatial correlation. In particular we are interested in the covariance between the
channel coefficients between different fixed-orientation transmit coils and a single-coil
receiver with random orientation. The setup is illustrated in Fig. 4.12 and the result
will be used for the design of localization algorithms in Cpt. 7.
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h1

h2

. . .
hNT

TX coil 1

TX coil 2

TX coil NT

receive coil with
random orientation

Figure 4.12: MISO link between fixed-orientation transmit coils and a receive coil with
random orientation (uniform distribution in 3D).

Proposition 4.8. Consider a MISO link between a (possibly distributed) array of NT

fixed-orientation coils and a receive coil whose random orientation oT has uniform
distribution on the 3D unit sphere. We assume a receive coil that is small compared
to the link distances and has consistent turn surface orientation such that the link
coefficients are scalar products hn = oT

Rvn (the field vector vn ∈ C3 is due to the n-th
transmitter). Then the channel coefficients have covariance

cov(hm, hn) = E[hmh∗n ] = 1
3vT

mv∗n . (4.44)

Hence the covariance matrix of the channel vector is 1
3VHV with V = [v∗1 . . .v∗NT

].

Proof. cov(hm, hn) is given by E[hmh∗n ] because E[hn ] = 0 ∀n. We expand the term
E[hmh∗n ] = vT

mE[oRoT
R ]v∗n = vT

m(1
3I3)vn = 1

3vT
mv∗n with the use of Lemma 4.3.
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Chapter 5

Randomly Placed Passive Relays:
Effects and Utilization

In Cpt. 1 we discussed passive relaying as an interesting opportunity for magneto-
inductive wireless systems. The idea is to place resonant passive relay coils in the
vicinity of the transmitter and/or receiver. The magnetic field generated by the trans-
mitter induces a current in the relay coils which subsequently generates a secondary
magnetic field. The effect of this additional magnetic field at the receiver position can
improve the link, e.g., for range extension or higher data rates. The corresponding state
of the art was detailed in Sec. 1.3.5, where we argued that existing studies of magneto-
inductive passive relaying almost exclusively consider well-arranged scenarios such as
contiguous waveguides of coplanar or coaxial relays, allowing simplified assumptions
on the mutual coil couplings. Such well-defined arrangements are however meaningless
for mobile or ad-hoc sensor applications, which demand a study of magneto-inductive
passive relaying in arbitrary (or random) arrangement. The effects and performance
statistics of this context are currently unclear.

In this regards, this chapter contains the following specific contributions.

• We present an analysis of magneto-inductive passive relaying in arbitrary ar-
rangements, with a focus on the case of passive relays in close vicinity of one link
end.

• We show that the resulting channel has characteristics similar to multipath fad-
ing: the channel gain is governed by a noncoherent sum of phasors, resulting in
increased frequency selectivity. We decompose the relaying gain into two major
effects: the gain from the transmitter-receiver mutual impedance change and the
loss from increased encountered coil resistance (due to coupling with lossy relays).

• For better utilization of the relaying channel we propose an optimization scheme
based on adaption of the passive relay loads via load switching. We demonstrate
reliable and significant performance gains and thus establish the scheme as a
powerful opportunity for magneto-inductive wireless applications.
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• We characterize the random frequency-selective fading channel caused by a ran-
dom cluster of passive relays, in terms of coherence bandwidth and affected band-
width versus relay density. We find that this channel offers significant frequency
diversity which, when utilized with a channel-aware transmission scheme such
as waterfilling, yields great data rate improvements even without any relay opti-
mization.

As a preparatory step for the intended study we integrate the effect of NY passive
relays into the system model of Cpt. 3. The only required change is the adaptation
of the (NT + NR) × (NT + NR) impedance matrix ZC in (3.1) that holds all self-
and mutual impedances of and between all transmit and receive coils. The adapted
impedance matrix (comprising the action of loaded passive relays) is denoted Z̃C. To
do so we first express the impedance matrix between all transmit, receive, and relay
coils 

ZC:T ZC:TR ZC:TY

ZC:RT ZC:R ZC:RY

ZC:YT ZC:YR ZC:Y

 =


ZC:TYZC ZC:RY

ZC:YT ZC:YR ZC:Y

 ∈ CN×N · Ω (5.1)

where N = NT + NR + NY is the total number of coils. We now terminate the relay
ports with passive loads with impedance matrix ZL ∈ CNY×NY · Ω. The concept is
illustrated in Fig. 5.1; the depicted relay loads are resonance capacitors and thus the
impedance matrix ZL = diagl=1...NY

1
jωCl

. With the use of (2.45) we directly obtain the
adapted impedance matrix between all NT +NR transmit and receive coils,

Z̃C =
 Z̃C:T Z̃C:TR

Z̃C:RT Z̃C:R

 = ZC −

 ZC:TY

ZC:RY

 (ZC:Y + ZL
)−1 [

ZC:YT ZC:YR

]
. (5.2)

This notion has been employed previously by [26, 87, 100, 103]. The charm of this
approach is that through just replacing ZC by Z̃C the MIMO signal and noise model
presented in Cpt. 3 applies without further ado and yields the channel matrix H and
noise covariance matrix K.1

1This simple adaptation even accounts for changes in the thermal noise statistics due to passive
relays near the receive coils: Zout

C changes to Z̃out
C and Zout

R to Z̃out
R and this alters the noise covariance

matrix K. Recall from (3.19) that the thermal-noise portion of K (which is given by RrefKi) is
proportional to Re(Z̃out

R ).
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Figure 5.1: Incorporating the effect of NY passive relays into the (NT +NR)-port network
between all transmit and receive coils, using the formula (5.2) from Fig. 5.1.

5.1 Effects and General Properties

The effect of passive relays can be described most compactly with the channel matrix
expression H = 1

2 Re(Z̃C:R)− 1
2 Z̃C:RT Re(Z̃C:T)− 1

2 from (3.47) which concerns a MIMO
link with ideal power matching on both ends and weak transmitter-receiver coupling.
The resulting SISO-case channel power gain (i.e. the power transfer efficiency) is

η = |h|2 = |Z̃C:RT|2

4 · Re(Z̃C:R) · Re(Z̃C:T)
(5.3)

which conforms with the weak-coupling limit of the η formula for simultaneous power
matching in (3.44) (e.g., the formula (5.3) would be invalid for the dense coaxial relaying
arrangement in Fig. 5.3). Due to the crucial role of the mutual impedance Z̃C:RT in
(5.3), a main goal of passive relaying is to increase |Z̃C:RT|. However also Re(Z̃C:T)
or Re(Z̃C:R) of the denominator can increase significantly if passive relays are near
the transmitter or the receiver, respectively, as discussed earlier below Proposition 2.6.
This effect is obviously detrimental to the goal of achieving large |h|2. The problem
stems from the fact that the presence of passive relays near the transmitter increases the
transmit power PT = |iT|2Re(Z̃C:T) necessary for running a target current iT through
the transmit coils. The analogous effect may occur at the receive side, where the
necessary induced voltage for inducing a target current increases.

An interesting question is the specification of the relay loads. A natural choice
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5 Randomly Placed Passive Relays: Effects and Utilization

is one resonance capacitor per relay coil [26, 70, 86] as indicated in Fig. 5.1, i.e. ZL

becomes a diagonal matrix with (ZL)l,l = −jIm(ZC:Y)l,l for l = 1 . . . NY. In the
magnetoquasistatic case this results in the structure

ZC:Y + ZL = diag
l=1...NY

(
RY,l + 1

jωCl

)
+ jωM (5.4)

where M ∈ RNY×NY holds the mutual inductances between the relay coils in its off-
diagonal elements and the self-inductances LY,l on the diagonal. With a resonant design
at some ωres the diagonal elements of (5.4) attain the real value (ZC:Y + ZL)l,l = RY,l

for ω = ωres while the off-diagonal values are purely imaginary. We will see that this
method of specifying the loads is not necessarily the best choice. A more sophisticated
(but technically more costly) method choosing the loads such that some performance
metric is maximized. Analogous load-optimization approach have been studied for
magneto-inductive waveguides in [83] and for the utilization of passive radio antennas
in compact arrays in [100].

The inverse (ZC:Y + ZL)−1, which plays a crucial role in (5.2), exhibits a vastly in-
volved dependence on ω and on all other setup parameters. This complicates analytic
or intuitive attempts of understanding passive relaying in general arrangements. Nev-
ertheless we attempt just that in the following. For this purpose we consider only the
off-diagonal element Z̃C:RT of Z̃C, i.e. the transmitter-to-receiver mutual impedance,
which can be rearranged as follows:

Z̃C:RT = ZC:RT − zT
C:RY (ZC:Y + ZL)−1 zC:YT (5.5)

MQS= jωMRT + ω2mT
RY (ZC:Y + ZL)−1 mYT (5.6)

= jωMRT + ω2
NY∑
l=1

NY∑
i=1

MRY,l
(
(ZC:Y + ZL)−1

)
l,i
MYT,i (5.7)

uncoupled
relays= jωMRT + ω2

NY∑
l=1

MRY,lMYT,l

RY,l + jωLY,l + ZL,l
(5.8)

resonant
loading= jωresMRT + ω2

res

NY∑
l=1

MRY,lMYT,l

RY,l
(5.9)

= ωres

√
LRLT

jκRT +
NY∑
l=1

κRY,l κYT,lQY,l

 . (5.10)

Thereby κRT = MRT/
√
LTLR ∈ [−1,+1] is the coupling coefficient between transmitter

and receiver and QY,l = ωresLY,l/RY,l is the Q-factor of the l-th relay coil.
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Before discussing the implications of the above mathematics we shall study two
introductory examples in terms of equivalent circuits. A first example in Fig. 5.2a
shows of a SISO link affected by one resonant passive relay (NY = 1, ω = ωres). From

transmit coil receive coil
MRT

MYT MRY

(a) one passive relay

transmit coil receive coil
MRT

MYT,1

MYT,2

M2,1
MRY,2

(b) two passive relays

MRY,1

Figure 5.2: Introductory examples of passive relaying in terms of equivalent circuits, de-
scribing the two-port network between transmit coil and receive coil in the presence of one
or two resonant passive relay coils. The illustration indicates the possible propagation paths
from transmitter to receiver, via the direct path or via the passive relay(s).

(5.9) we obtain the MQS transmitter-to-receiver mutual impedance at the resonance
frequency,

Z̃C:RT = jωresMRT︸ ︷︷ ︸
direct path,
imaginary

+ ω2
resMRYMYT

RY︸ ︷︷ ︸
via relay,
real valued

. (5.11)

We note that |Z̃C:RT| ≥ |ZC:RT| = |ωresMRT| because the above summands are the real
and imaginary parts of Z̃C:RT. In words, the presence of a single resonant relay can only
increase the (absolute value of the) transmitter-to-receiver mutual impedance. This is
an exclusive property of the magnetoquasistatic case (where ZC:RT, ZC:RY, ZC:YT are
all purely imaginary, and where the relay introduces 90◦ phase shift between induced
current and generated field) at the resonant design frequency and does not hold in
general (which will be seen later in Fig. 5.6b).

Fig. 5.2b shows the same experiment for the presence of two passive relay coils
(NY = 2), again evaluated at ω = ωres. The two relay coils are assumed to have the
same resistance RY. By considering (5.4) for this case and computing its inverse in
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5 Randomly Placed Passive Relays: Effects and Utilization

closed form we obtain

(ZC:Y + ZL)−1 =
 RY jωresM1,2

jωresM2,1 RY

−1

= 1
R2

Y + ω2
resM

2
2,1

 RY −jωresM1,2

−jωresM2,1 RY


(5.12)

The matrix is symmetric due to reciprocity but not written that way for didactic
purposes. According to (5.6) this results in a SISO-case mutual impedance

Z̃C:RT =
direct path︷ ︸︸ ︷
jωresMRT + ω2

res
R2

Y + ω2
resM

2
2,1

( via relay 1︷ ︸︸ ︷
MRY,1RYMYT,1 +

via relay 2︷ ︸︸ ︷
MRY,2RYMYT,2

− jωresMRY,1M1,2MYT,2︸ ︷︷ ︸
via relay 1 after 2

−jωresMRY,2M2,1MYT,1︸ ︷︷ ︸
via relay 2 after 1

)
(5.13)

The expression is involved as a result of the inter-relay coupling (M1,2, M2,1). The five
conceivable propagation paths observable in Fig. 5.2b also emerge mathematically: the
direct path (90◦ phase shift), two paths via a single relay each (180◦), and two paths
via both relays (270◦). For ω 6= ωres the factor ω2

res
R2

Y+ω2
resM

2
2,1

is replaced by the involved
complex-valued expression ω2

(RY+jωLY+ 1
jωCY

)2+ω2M2
2,1
, affecting gain and phase shift.

After these specific examples we shall now discuss the implications of the more
general statements (5.5)-(5.10). A particularly interesting expression is (5.7); it shows
that the mutual impedance Z̃C:RT is the sum of 1 + N2

Y complex numbers. For an
arbitrary relay arrangement the elements (ZC:Y + ZL)−1)l,i have general phase, hence
the sum is noncoherent. In consequence |Z̃C:RT| can be very large if the complex
numbers happen to add up constructively, or close to zero if destructive addition occurs
by virtue of the arrangement realization. Furthermore, Z̃C:RT clearly depends on ω

in a complicated way. We will later find that this gives rise to frequency-selective
fading. The circumstance is comparable to Rayleigh fading of radio channels with rich
multipath propagation, which also results from the non-coherent sum of many complex
path amplitudes.

The dependencies are less convoluted if the coupling between relays is zero, as seen
at(5.8) where the number of summands reduces to 1+NY (one from the direct path, one
per passive relay). When furthermore the considered frequency is the resonant design
frequency then the direct path determines Im(Z̃C:RT) and the passive relays determine
Re(Z̃C:RT), see (5.9) and (5.10).
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An interesting question are the conditions for a passive relay to have a significant
effect on the transmitter-to-receiver link. From expression (5.10) for the case of a single
passive relay, i.e. for NY = 1, we find the criterion

|κRY κYT|QY 6� |κRT| =⇒ passive relay has an appreciable effect (5.14)

where 6� denotes "not much smaller than". This criterion can be fulfilled by different
circumstances. Firstly, if transmitter and receiver are misaligned so that the direct link
is in a deep fade κRT ≈ 0, then the propagation path via the passive relays becomes
significant (assuming of course that neither κYT nor κRY are faded). This is analogous
to multipath propagation allowing for a radio link in a non-line-of-sight situation.
Another way for a passive relay to have an appreciable effect is strong coupling to
either the transmitter or the receiver. To see this, assume a setup where the passive
relay is close to the transmitter and |κRT| ≈ |κRY| (as they relate to similar distances),
which yields the criterion |κYT|QY 6� 1. The corresponding criterion for proximity to
the receiver is |κRY|QY 6� 1. Note that a small coupling coefficient can be compensated
by a large coil quality factor, e.g., strong coupling could occur for a distant relay made
of superconducting material. Lastly we note that (5.14) is a sufficient but not necessary
criterion: e.g., if κRY ≈ 0 due to misalignment then the link can still be heavily affected
by the relay if κYT is large. In this case the presence of the passive relay affects Z̃C:T

by detuning the transmit coil.
In summary, we state the following conditions on passive relays to improve |h|2 of

the transmitter-receiver link: (i) |Z̃C:RT| is appreciably larger than |ZC:RT| , i.e. at
least one passive relay has an appreciable effect and no destructive phasor addition
occurs, and ii) power dissipation by the relay circuits does not outweigh the increase in
|Z̃C:RT|. While these insights explain important aspects of magneto-inductive passive
relaying, the behavior of arbitrarily arranged networks is still obscured by the analytical
intractability of (ZC:Y + ZL)−1 in the general case and the geometric dependencies of
the mutual coil couplings. Therefore we will now shift the focus to simulation results;
the parameters assumed throughout the chapter are listed in Table 5.1.

As first simulation example we consider a magneto-inductive waveguide between
transmitter and receiver, constituted by equidistantly spaced passive relays, whereby
all coils are in coaxial arrangement. Here the idea is to achieve a large link gain by es-
tablishing a contiguous paths of strongly coupled relays from the transmitter to the re-
ceiver. This approah is followed by many studies on magneto-inductive passive relaying
in the literature [64–68]. At high relay density the channel power gain |h|2 approaches
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number of turns N̊ 10
coil diameter Dc 10 mm
coil length (height) lc 10 mm
coil wire diameter Dw 0.5 mm
design frequency fres 50 MHz
temperature T 300 K
antenna temperature TA 300 K
LNA noise variance σ2

i /∆f 2 · 10−22 A2/Hz
LNA noise resistance RN 40 Ω
LNA noise corr. coeff. ρ 0.5 + 0.7j
iid noise variance σ2

iid/∆f 10−19 V2/Hz
(a) specified parameters

wavelength λ 6 m
wavenumber k 1.047 1

m
coil Q-factor at fres ≈ 474
coil 3 dB bandwidth ≈ 106 kHz
coil self-resonance f ≈ 258 MHz
coil wire length lw 0.326 m
electrical size lw/λ 0.054 (� 1)

(b) resulting parameters

Table 5.1: The simulation parameters used throughout this chapter. The electrical size
of the coil is sufficiently small for AC circuit theory to apply but also sufficiently large
for radiation to occur appreciably. The effect of the chosen noise parameters has order
of magnitude σ2

iRref = −170 dB-mW/Hz, R2
Nσ

2
i /Rref ≈ −172 dB-mW/Hz, and σ2

iid/Rref ≈
−177 dB-mW/Hz, which compares to kBT ≈ −174 dB-mW/Hz of thermal noise. For the
antenna temperature we choose a small value of just 300 K because we assume a shielded
environment, otherwise it could be much larger for low-frequency operation [178, Fig. 2].

0 dB because then the arrangement essentially forms a cable between transmitter and
receiver. In this case the channel bandwidth widens significantly due to the strong
interaction of the many resonant modes (such resonant mode splitting is described by
coupled mode theory [205] and specifically for magnetic induction in [69,206,207]).

5.2 One Passive Relay Near the Receiver

Placing many passive relays between transmitter and receiver in order to form a dense
and contiguous waveguide as in Fig. 5.3a is clearly an elusive idea for any sensor appli-
cation with mobile ad-hoc character. Yet, there is an interesting use case for magneto-
inductive passive relays in the sensor context: a passive relay in close proximity to
the transmitter or the receiver can yield a significant link gain (although certainly shy
from the large gains in Fig. 5.3b) by utilizing the effect of strongly coupled magnetic
resonances [69, 70, 206]. The concept is detailed in Fig. 5.4 which shows that, under
certain technical conditions, a 3 dB gain is achieved by just placing a resonant passive
relay near the receiver.

For ease of exposition we consider the relay near the receiver and never near the
transmitter. The receive coil impedance is affected if the relay is in close proximity,
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transmitter-to-receiver distance r = 50 cm

a total of NY resonant passive relays
(equidistant spacing, 10 mm coil length)transmit coil receive coil

(a) waveguide formed by equidistant coaxial passive relays
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(b) channel frequency response

Figure 5.3: Magneto-inductive passive relaying in the coaxial waveguide arrangement pre-
sented in the original publication [64]. The placement is adapted to the number of relays
NY; the coils are equidistantly spaced for any NY. The available space can hold NY ≤ 49
relays. All mutual impedances are calculated by evaluating the double line integral (2.16)
numerically.

hence the evaluation in Fig. 5.4 assumes adaptive power matching as in [190]. We as-
sume such adaptive matching throughout the chapter in order to focus on the potential
of passive relaying rather than matching. For the relay load capacitance CY we consider
two different cases: (i) CY is set such that the relay is resonant at fres = 50 MHz and
(ii) CY is set to the value which maximizes |h|2 (adaptively for any relay placement).
This is realized by solving a one-dimensional optimization problem.

The evaluation studies the passive relaying gain, which is the effect of the relay on
|h|2 from (5.3). This gain is decomposed into the two key influences: the gain from the
increased mutual impedance |Z̃C:RT| and the loss from the increased real part Re(Z̃C:R)
of the encountered receive coil impedance in (5.3). The case of a constant resonant relay
load hardly yields any gain because the two influences compensate each other. Note
that this poor relaying gain holds for adaptive receiver matching; with static matching
the passive relay would mostly have a detrimental effect (not shown for brevity). An
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transmitter-to-receiver distance r = 50 cm

relay-receiver distance

transmit coil resonant passive relay receive coil

(a) magneto-inductive passive relaying setup in coaxial arrangement
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Figure 5.4: Relaying gain achieved with a magneto-inductive passive relay in close proximity
to the receive coil, evaluated for a constant relay load capacitance (for resonance at the design
frequency) as well as an optimized load capacitance to maximize the link power gain. The
receiver uses adaptive power matching. All coils are single-layer solenoids with 1 cm diameter
and 1 cm length.

optimized relay load capacitance however gives rise to a significant link gain which
approaches 3 dB as well as the baseline of a two-coil receive array (associated with
3 dB array gain). This is because the relay and receiver coils together manage to draw
twice the power from the magnetic field, and the strong relay-receiver coupling allows
for near-lossless power transport from the relay to the receiver. Thereby the optimized
capacitance prevents resonant mode splitting from destroying the link at fres in the
case of strong relay-receiver coupling. The optimized system behaves like a receive coil
with doubled turn number, associated with +6 dB from doubled induced voltage and
−3 dB from the doubled resistance due to the longer wire.

The above experiment with coaxial coil arrangement is not representative of sensor
applications with mobile ad-hoc character, where the application dictates the node
positions and orientations. Following the tone of this thesis, we shall now study the
potential of a randomly placed relay with random orientation in a setting with arbitrary
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transmitter and receiver orientations. In particular, we evaluate the setup of Fig. 5.4a
but now the relay is randomly placed near the receiver, as shown in Fig. 5.5, with a
certain given relay-receiver distance. The transmitter-receiver distance is now 2 m.

transmitter-receiver distance r = 2 m
(not drawn to scale)

transmit coil

resonant
passive relay

receive coil

Figure 5.5: Considered scenario with one passive relay (NY = 1) randomly placed on a
sphere, which is centered around the receiver, with uniform distribution. The sphere radius
specifies the relay-receiver distance. The transmitter-receiver distance is 2 m. All coils have
random orientation whereby all directions in 3D are equiprobable.

The random arrangement renders |h|2 a random variable; its statistics are shown
as a function of the relay-receiver distance in Fig. 5.6. We observe that, remarkably,
the presence of the passive relay with a constant resonant load hardly affects the
statistics of |h|2 even though it does affect the two major influences significantly. Again,
optimization of the relay load capacitance is crucial and yields a relaying gain that is
often significant and never negative (in any case a severely detuned load can be chosen,
such that the relay does not affect the link). While the scheme is capable of improving
an already decent link by 3 dB, its most important feat is the prevention of deep fading
due to transmitter-receiver misalignment.2 This is apparent in the scatter plots of h
in Fig. 5.7: the presence of a load-optimized passive relay prevents that the channel
fades close to zero. With the chosen parameters the passive relay is effective up to a
relay-receiver distance of about 6 cm (six times its coil size).

We conclude that a single magneto-inductive passive relay has the potential for
significant performance gains even in a setting with random node positions and ori-

2Note that the considered link distance r = 2 m compares to a wavelength λ = 6 m (and kr = 2π
3 )

at the chosen 50 MHz, i.e. the receiver is located in the near-far-field transition and benefits from the
polarization diversity effect described in Sec. 4.2. In the pure near field the misalignment losses (and
the relay’s ability to compensate them) would be much more drastic. Yet, the observed misalignment
compensation abilities of passive relaying are significant even in the near-far-field transition.
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Figure 5.6: Link performance statistics for the case of a single magneto-inductive passive
relay that is placed randomly near the receive coil, whereby all three involved coils have
random orientation. In particular, the statistics of |h|2, the passive relaying gain and its
two key influences (same as in Fig. 5.4) are shown. The solid lines are the median value, the
colored areas span from the 5th to the 95th percentile (i.e. they comprise 90% of realizations).
A related evaluation was done in [26, Fig. 4.13].

entations and large transmitter-receiver separation, given that the relay is strongly
coupled to either the transmitter or the receiver. In the following section we increase
the number of randomly placed passive relays.

5.3 Random Relay Swarm Near the Receiver

For the same problem context as in the previous section, we want to study the potential
of a random swarm of many passive relays around the receiver. The considered setup
is depicted in Fig. 5.8.

In all following experiments we specify the (volumetric) relative relay density ρY.
For example, the value ρY = 0.03 means that a random point in the ball hits one of
the cylindrical volumes that encloses a passive relay with 3% chance. This density
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Figure 5.7: Scatter plot of the random channel coefficient h resulting from random orienta-
tions of transmitter, receiver and passive relay as well as random relay placement on a sphere
around the receiver. The transmitter-receiver distance is 2 m, the relay-receiver distance is
2.5 cm (comparing to a coil size of 1 cm). The no-relay case is almost equivalent to Fig. 4.5c
(there kr = 2, here kr = 4π

6 = 2.094).

transmitter-receiver distance r = 2 m
(not drawn to scale)

transmit coil

resonant passive
relays

receive coil

Figure 5.8: Henceforth considered scenario with NY = 20 passive relays randomly placed
inside a ball around the receiver (with uniform distribution but without collisions). The ball
radius follows from the specified the relative relay density. The transmitter-receiver distance
is 2 m. All relays have random orientation whereby all directions in 3D are equiprobable.

together with NY = 20 determines the radius of the ball (e.g., the radius is 16.3 cm for
ρY = 1‰ (0.001) or 7.6 cm for ρY = 10‰). The passive relay positions are sampled
from a uniform distribution (iid) in this ball, which is repeated until no collision between
(the cylindrical hulls of) the coils occurs. All relay coil orientations are random with
all possible directions being equiprobable.

To understand the effect of such a swarm of passive relays around the receiver we
look at some example realizations of the channel frequency spectrum in Fig. 5.10. To
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ensure the comparability to the no-relays case (direct path) we fixed the orientations of
the transmit and receive coils; we choose orientations such that the near-field alignment
factor equals its RMS value JNF = 1/

√
6 from Proposition 4.1. We observe that the

presence of passive relays introduces spectral channel fluctuations, sometimes with a
gain and sometimes with a loss. The affected bandwidth is significantly larger than
the coil 3 dB-bandwidth, which is consistent with the theory on resonant node splitting
that occurs for strongly coupled resonances [205]. Based on these observations it makes
sense to characterize the random passive relay channel as a frequency-selective fading
channel, consistent with the sum-of-noncoherent-phasors arguments in Sec. 5.1. The
intensity of the fluctuation and the affected bandwidth increases with the relay density
(somewhat comparable to the variance of Rician fading, which increases when the
K-factor decreases [36]).

For the described random arrangement, Fig. 5.10 shows the channel statistics over
frequency for different relay density. The implications are analogous to the preceding
discussion: the presence of resonant passive relays may yield a significant gain but may
also cause a deep fade at the 50 MHz design frequency. Clearly the probability for the
noncoherent phasors in (5.7) to add up destructively is significant, but the probability
of highly coherent phasors is very low for a random arrangement.

In the following we use available degrees of freedom to enforce constructive addi-
tion of coherent phasors: the relay load capacitances, which allow some control over
the gain and phase shift induced by a passive relay. In particular we choose the load
switching strategy illustrated in Fig. 5.11 because it allows for an effective optimiza-
tion method and furthermore suggests a low-complexity circuit implementation of the
adaptive loading concept. Such load adaptation at passive relays has been studied for
sum rate maximization in interference radio channels [100] and for resolving ambigui-
ties in near-field localization [26]. We assume that the passive relay is equipped with
some logic for opening and closing switches after receiving corresponding commands.
This requirement could be realized with effort in terms of hardware and protocol.

Out of the (Ns + 1)NY possible switching states of the passive relay swarm network
we want to find the switching state that maximizes |h|2 at the design frequency. This
binary optimization problem is intractable for NY = 20, but genetic algorithms are
an efficient means to find decent heuristic solutions [208]. We therefore employ a
genetic algorithm for relay load switching: starting from random switching states, we
simulate 100 generations whereby in each generation the 30 strongest individuals (i.e.
the load switching states of largest |h|2) survive. Per generation, every individual
produces a mutated child (i.e. a similar switching state with a few switches flipped at

110



5.3 Random Relay Swarm Near the Receiver

45 46 47 48 49 50 51 52 53 54 55

f [MHz]

-106

-104

-102

-100

|h
(f

)|
2
 [d

B
]

w/ relays, example 1
w/ relays, example 2
w/ relays, example 3
no relays

(a) relay density = 2‰

45 46 47 48 49 50 51 52 53 54 55

f [MHz]

-114

-112

-110

-108

-106

-104

-102

-100

-98

|h
(f

)|
2
 [d

B
]

w/ relays, example 1
w/ relays, example 2
w/ relays, example 3
no relays

(b) relay density = 30‰

Figure 5.9: Example channel frequency spectra resulting from a random swarm realization
around the receive coil, shown for different relay densities.
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Figure 5.10: Statistics of the channel frequency spectrum resulting from a random swarm
around the receive coil, shown for different relay densities.

random, which may or may not improve |h|2) while 10 parent individuals give birth to
45 recombined individuals (two switching states combined with a XOR operation) to
alleviate the problem of local maxima. We do not claim to attain global optimality with
this approach. Fig. 5.12 shows an example frequency response of the passive relaying
channel after load switching optimization with the described genetic algorithm, which
establishes a strong peak at the design frequency. The implementation uses Ns = 100
whereby the ratio between C1, . . . , CNs is the same as between the first hundred prime
numbers. Furthermore C0 is chosen for resonance at 1

2π
√
LYC0

= 45 MHz (i.e. when
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s0 s1 sNs

. . .

C0 C1 CNs

Figure 5.11: Circuit representation of a passive relay with an adaptive load capacitance,
realized in the form of Ns + 1 capacitances with open-circuit switches in parallel. The net
capacitance is CY = ∑Ns

i=0 siCi and the resonance frequency of the relay fres = 1
2π
√
LYCY

.
The binary switching states si ∈ {0, 1} allow for adaptation of the capacitive load. The
larger capacitance C0 establishes resonance near 50 MHz (if s0 = 0 then the passive relay is
essentially deactivated) while the smaller capacitances C1, . . . , CNs allow for fine tuning of
the resonance frequency near 50 MHz.
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Figure 5.12: Example of a channel frequency response after maximizing the channel gain
at the 50 MHz design frequency via load switching and a genetic algorithm. The considered
scenario has a random swarm of passive relays around the receive coil. The relative relay
density is high (30‰).

only switch 0 is closed) and furthermore 1
2π
√
LYCmax

= 55 MHz with Cmax = ∑Ns
i=0Ci (all

switches closed).
We consider two additional and particularly simple protocols for load switching.

Firstly, a 1-relay scheme where only the one relay that yields the largest |h|2 is activated
(after an exhaustive search over all NY relays) with the idea of mitigating transmitter-
receiver misalignment and possibly achieving a small relay gain beyond that. Secondly,
an NY−1 relay scheme where only the one relay whose deactivation leads to the largest
|h|2 is open-circuited, while all other relays remain resonant at 50 MHz. The idea is to
prevent destructive phasor addition by deactivating a detrimental relay and, this way,
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achieving a decent relay gain.
Another considered scheme is frequency tuning which simply operates at the fre-

quency with the best channel realization maxf |h(f)|2; the resonant relay design re-
mains unchanged. Besides the simplicity of this one-dimensional search, frequency
tuning is attractive because of its low hardware complexity: it requires only tunable
filters and voltage-controlled oscillators, but no adjustments to the relays.
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Figure 5.13: Channel power gain statistics for the scenario in Fig. 5.8 with a random swarm
of passive relays around the receive coil. We compare various schemes for operating on this
channel, foremost optimization of the passive relay loads to maximize the power gain. All
coils have random orientation. The relative relay density is 30‰.

In Fig. 5.13 we compare the discussed scheme for the scenario in Fig. 5.8. Now
all involved coils have random orientation (transmitter, receiver and all relays) and
we consider a high relative relay density of 30‰. The observed distribution for the
no-relays case (with deep fading due to misalignment) was described in detail in Cpt. 4.
The addition of a passive relay swarm with static resonant loads affects the channel
as described earlier: they sometimes yield a gain and sometimes a loss. The simple
1-relay and NY−1 relay schemes already bring a significant performance improvement,
particularly by preventing deep fading. They are however outperformed by the simple
frequency tuning scheme which reliably find reasonably constructive conditions in the
frequency domain. The variance of |h|2 is smaller with the 1-relay scheme, consistent
with the observation that the intensity of channel fluctuations increases with the relay
density. Adaptive load switching, controlled by the described genetic algorithm, yields
by far the best performance of the different schemes, with a 4.8 dB gain over frequency
tuning in the median and high reliability (i.e. little residual variance). The comparison
to frequency tuning shows that load switching achieves much more than just shifting
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resonance peaks back to the design frequency. The scheme is only 4.5 dB (median)
below the highly optimistic baseline which relates to a hypothetical coil array consisting
of the receive coil and all 20 relay coils, performing coherent receive beamforming.
This shows that the presence of a passive relay swarm with optimized loads allows the
receiver to draw significantly more power from the magnetic field (the effect of the
passive relays is comparable to a parabolic reflector near a radio antenna).

5.4 Utilizing Spectral Fluctuations

In this final section we conduct a communication-theoretic study of the spectral fluctu-
ations induced by magneto-inductive passive relays with static resonant loads. We are
particularly interested in the utilization for high data-rate communication. With the
plots in Fig. 5.9 and 5.10 we already demonstrated that randomly deployed magneto-
inductive passive relays give rise to a frequency-selective fading channel when strongly
coupled to one of the communicating nodes. In order to study this phenomenon sys-
tematically we consider the correlation coefficient between the channel at the resonant
design frequency h(fres) and the channel h(fres + ∆) for a frequency shift ∆, given by

ρ(∆) = E[AB∗ ]√
E[|A|2 ] · E[|B|2 ]

, A = h(fres)− E[h(fres)], (5.15)

B = h(fres + ∆)− E[h(fres + ∆)] .

Naturally, the correlation coefficient fulfills |ρ(∆)| ≤ 1. We define the channel coherence
bandwidth [90, Fig. 2.13] as one half of the main lobe width of ρ(∆), measured between
two points3 with a decorrelation of ρ(∆) = 1√

2 .
In the discussion of Fig. 5.9 and 5.10 we already noted that the channel bandwidth

which is significantly affected by passive relays increases with the relay density. We
want to capture this effect quantitatively. For that purpose we consider for the channel
coefficient the relative RMS deviation

σrel(f) =

√
E[|h(f)− h0(f)|2 ]

|h0(f)| (5.16)

compared to the channel response h0(f) when no relays are present. We fix the trans-
mitter and receiver orientation the same way as for Fig. 5.9 and 5.10 so that h0(f)

3At low relay density, side lobes which also reach ρ(∆) = 1√
2 may occur; these are disregarded by

our definition of coherence bandwidth.
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becomes deterministic. σrel(f) is the relative RMS deviation of h from h0 at a fre-
quency of interest f . We define the affected bandwidth as the main lobe width of ρ(∆),
measured between two points which fulfill σrel(f) = 1

10 .
Fig. 5.14a shows the evolution of ρ(∆) over frequency shift ∆ for high relay den-

sity. We observe that the channel decorrelates significantly even for small ∆, i.e. the
coherence bandwidth is small. It decays with increasing relay density and attains a
value similar to the coil 3 dB bandwidth. However ρ(∆) never decays to zero (no
full decorrelation occurs) which we explain as follows. Each relay swarm realization
establishes a general trend across most affected frequencies, i.e. by virtue of the re-
alization the channel is either rather weak or rather strong across most frequencies.
This explanation is supported by Fig. 5.9 to some extend. The evolution of σrel(f) in
Fig. 5.14b confirms the earlier discussion: the intensity of the channel fluctuations and
the affected bandwidth increases with the relay density.
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Figure 5.14: Characterization of the random frequency-selective magneto-inductive passive
relaying channel that arises from a random swarm of passive relays around the relay coil.
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We note that the affected bandwidth is much larger than the coherence bandwidth
at high relay density. We conclude the availability of multiple frequency bands whose
fading statistics are decorrelated to some extend (note that the channel spectrum is
determined by 20 statistically independent relay deployments). This can be utilized
by the transmission scheme to achieve frequency diversity over this SISO channel.

In other words, when the channel is faded at the design frequency there is still a
good chance to find a good channel at a different frequency: the peak(s) may have
shifted due to resonant mode splitting. This can be utilized by adapting the transmit
power allocation to the channel spectrum (ideally with the waterfilling principle) when
channel state information is available at the transmitter. We investigate the resulting
performance in Fig. 5.15 in terms of the achievable data rates with a transmit power
of PT = 10µW. When the transmit power allocation is adapted to the channel via the
waterfilling principle then the presence of passive relays, even without any optimization
measures, gives rise to significant and reliable data rate improvements. This notion of
improving the communication performance over a fading channel with transmit-side
channel state information is well-known in the radio communication context (concern-
ing fluctuations in time, frequency, and space) [90, Sec. 5.4.6]. It is particularly effective
at low SNR, where using just the most constructively faded band proves very benefi-
cial. The results in Fig. 5.15 also include the achievable rate with waterfilling after the
adaptive load switching scheme (controlled by the genetic algorithm described earlier)
has been used to maximize |h(fres)|2. This yields further significant improvements,
consistent with the comparison of frequency tuning and load switching in Fig. 5.13.

We showed that passive relaying gives rise to significant and reliable improvements
of the communications performance if (i) the transmit signaling is adapted to the
channel spectrum realization which results from the specific coil arrangement or (ii)
the relay loads are adapted in order to optimize the channel at the operating frequency.
In any case the matching of the affected end (e.g. the receiver matching) must be
adapted to the coupling conditions at hand. Future work should investigate possible
forms of coordinating load adaptation (e.g., load switching) with little to no intelligence
and communication capabilities at the passive relays. A possible approach could be a
greedy scheme where each passive relay adapts its load capacitance in an attempt to
maximize its own induced current.
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Figure 5.15: Communication performance statistics over the random frequency-selective
magneto-inductive passive relaying channel that arises from a random swarm of passive relays
around the relay coil. We consider different signaling schemes and different channel states (no
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assumed transmit power is PT = 10µW. The frequency tuning scheme allocates the transmit
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determined for each realization individually.
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Chapter 6

A Study of Magnetic Induction for
Small-Scale Medical Sensors

With the use of the introduced concepts, this chapter studies the highly relevant tech-
nological context of enabling wireless powering and communication for medical in-body
microsensors (microrobots). In Cpt. 1 we already discussed that this significant goal of
biomedical research is expected to provide untethered diagnostic sensing and treatment
in future medical applications. A big problem of the approach is that, on the one hand,
the sensors must be sufficiently small for minimally-invasive maneuvering in cavities
of the human body but, on the other hand, a very small sensor device can not be
equipped with a useful battery. Wireless powering as a potential alternative however
also does not allow for an arbitrarily small device size because efficient wireless power
reception requires a rather large antenna aperture. This holds especially true in the
biomedical context where tissue absorption causes significant signal attenuation.

In the face of these problems, a natural question is the minimum sensor size that
still allows for running the device with wireless powering. Related questions concern
the achievable data rate of wireless data transmission from the sensor to an external
device (uplink) and whether this transmission should be realized in an active or passive
fashion, i.e. whether a transmit amplifier or load modulation via circuit switching
should be employed at the sensor. In this chapter we consider magnetic induction in
this context, because of its capabilities in terms of power transfer and media penetration
(see Cpt. 1). Specifically, this chapter makes the following contributions:

• We develop the biomedical sensor problem context from a wireless engineering
perspective and discuss key design considerations and trade-offs.

• We evaluate the data uplink from a wireless-powered in-body sensor using active
transmission and compare the results to load modulation. We do so for differ-
ent important cases of the transmission scheme and assumptions on the channel
knowledge (full knowledge, sensor location knowledge, no knowledge).

• We show that placing several small-scale passive relay coils near the sensor node
yields significant performance gains if (and only if) the relay loads are optimized.
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6 A Study of Magnetic Induction for Small-Scale Medical Sensors

• We find that load modulation is a very promising data transmission scheme for
small in-body sensors, however the performance and scaling behavior depends
critically on the measurement accuracy of the RFID-reader-type receiver device
(foremost on its ability to suppress self-interference).

• We show that sensor cooperation allows for a significant improvement of the data
uplink, either with active transmission or load modulation.

6.1 Biomedical Setup and Link Design

In the following we study the performance and feasibility limits of magneto-inductive
wireless powering (downlink) and data transmission (uplink) for micro-scale devices in
the biomedical in-body problem setup illustrated in Fig. 6.1. This setup is relevant to
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Figure 6.1: Considered biomedical setup with an in-vivo swarm of micro-scale sensor nodes,
each equipped with a multi-turn coil, here shown 12 cm beneath the skin. The sensors receive
power from and send data to an external device that is equipped with an array of 21 coils.
The sensors are accompanied by resonant passive relay coils for potential performance gains.

contemporary applications such as gastrointestinal endoscopy and presumably to future

120



6.1 Biomedical Setup and Link Design

applications of medical microrobots. The setup comprises several micro-scale in-body
sensors beneath the skin. An external device, which sits above the skin, serves as the
transmitting field source for wireless powering (downlink) as well as the receiving data
sink of sensor data (uplink). We assume a downlink transmit power of PT,DL = 1 W for
wireless powering, which is deemed sufficiently small to prevent any thermal injuries
to the patient. The device features a massive array of 21 coils in order to obtain vast
spatial diversity, an array gain, and potentially even a spatial multiplexing gain (see
Sec. 3.7.5, Sec. 3.8.2, and Sec. 4.3).

We will later also consider the sensor coil(s) being accompanied by resonant passive
relay coils of equal size, as indicated in the illustration. These passive relay coils could
be inactive sensor nodes engaging in passive cooperation. We are interested in the
passive relaying gains (e.g., as seen in Cpt. 5) available in this biomedical context.

6.1.1 Choosing the Operating Frequency

The operating frequency (or rather: the design frequency of the matching circuits)
fc should be as large as possible for strong magnetic induction (cf. the role of ω in
(2.23)) but sufficiently low to penetrate tissue and, furthermore, to avoid a performance
limitation due to the radiation resistance. In other words, the wavelength should exceed
the coil wire length considerably. We note that a wavelength with similar order of
magnitude as the link distance would provide the polarization diversity effect of the
near-far-field transition described in Cpt. 4. Based on these arguments we consider
fc = 300 MHz as an interesting design frequency (associated with 1 m wavelength).

6.1.2 External Coil Design

After a careful study based on the theory in Sec. 2.2, we choose the following external-
side coil geometry in order to achieve a large Q-factor and thus a good link performance
at the chosen 300 MHz. We choose circular single-turn coils with 10 cm circumference,
which is about the maximum size where they are still electrically small ( 1

10 of the
design wavelength). We choose a large wire diameter of 3 mm to establish a small
ohmic resistance. This coil geometry exhibits Rohm ≈ 45 mΩ and Rrad ≈ 19 mΩ as well
as a realizable Q-factor of ≈ 1380 at the 300 MHz design frequency.
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6.1.3 Tissue Attenuation and Sensor Depth

We shall now investigate the choice of operating frequency in more detail and under
due consideration of the desired sensor depth and the electrical properties of tissue.
We employ the theory from Sec. 2.1.6 to account for tissue attenuation: the penetrated
material is modeled in terms of its complex propagation constant

γ = jω

√
µε
(

1− jσ

ωε

)
(6.1)

as stated earlier in (2.34). We assume that the penetrated material consist entirely
of muscle tissue and evaluate γ as a function of frequency with the use of numerical
values for the permittivity ε and conductivity σ given by the so-called Debye model
for muscle tissue in [209, Fig. 3]. In the process we assume a relative permeability
of 1 which is adequate for most organisms (humans, animals, plants) [54]. The effect
of tissue on channel coefficients is calculated as follows. Any link distance r of an
external-to-internal link is decomposed into a distance rfree traveled in free space and a
distance rtissue traveled in tissue, i.e. r = rfree + rtissue. We then replace the factor e−jkr

that would apply to the free-space channel coefficient with e−jkrfreee−γrtissue , whereby k
is the wavenumber. From Sec. 2.1.6 we recall the depth of penetration 1/Re(γ), the
distance into tissue where an amplitude attenuation of e−1 = −8.7 dB applies [52].
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Figure 6.2: Depth of penetration 1/Re(γ) and attenuation 20 log10 e
−Re(γ)·rtissue in muscle

tissue, based on the complex propagation constant γ from (6.1). The calculation uses per-
mittivity and conductivity values over frequency given by the Debye model in [209, Fig. 3].

The numerical evaluation in Fig. 6.2 of this tissue attenuation model shows the
decrease of penetration depth with increasing frequency. We observe that a sensor
depth of 12 cm is associated with severe attenuation if the operating frequency exceeds
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about 4 MHz. Smaller sensor depths such as 5 cm allow the use of a much larger
frequency (and hence stronger induction and more communication bandwidth) with
little attenuation. The implications are analogous to those in [209, Fig. 6], where they
suggest a frequency slightly above 1 GHz for sensor depths of a few centimeters. For
more detailed studies on magnetic fields in tissue we refer to [209–211].

6.1.4 Sensor Coil Design

As a next step towards a detailed study we need to define the geometry of the sen-
sor coils. First we note that micro-scale coils are certainly electrically small at any
meaningful operating frequency. We consider the following size constraint on the coil
geometry: the coil must fit into a cube of a given size. The sensor coil design objective
is to achieve a large Q-factor within this limited volume. This is achieved by choosing
a large turn number, coil diameter, and wire diameter without violating the constraint.
Using the formulas in Sec. 2.2 we find a suitable design in the form of a single-layer
solenoid coil whose height equals its diameter (henceforth called size, which is equal to
the edge length of the aforementioned cube) as seen in Fig. 6.1c. After careful compar-
isons we decide to use 5 turns and a turn spacing of 1.5 wire diameters. For the wire
material we assume the conductivity of copper.

We note that, in order to obtain a decent Q-factor, the coil geometry must be spread
out such that the size constraints are exhausted in all three dimensions. For example,
a flat printed coil is a bad design because its small wire cross section would result in
large ohmic resistance and thus a small Q-factor. Because of this volume-limitation
problem we also decide to use a single coil per sensor device instead of an array of
even smaller coils (thereby we sacrifice potential gains from further spatial diversity
and spatial multiplexing but keep the complexity small).

Finally we have to specify the sensor-side matching network. Each sensor coil
is matched individually with a two-port matching network of two capacitors in L-
structure (as in Fig. 3.6b). Thereby we use power matching via the 2 × 2 version
of rule (3.39). This matching network applies to both the down- and uplink. The
matching bandwidth is large because the coil is small and the Q-factor decreases with
the coil size (e.g., Q ≈ 63.7 for 0.5 mm size, Q ≈ 23.5 for 0.2 mm size, and Q ≈ 10 for
0.1 mm size).

123



6 A Study of Magnetic Induction for Small-Scale Medical Sensors

6.1.5 Tissue Attenuation and Sensor Depth Revisited

Now that we have decided on specific coil designs, we shall proceed with a more detailed
study of tissue attenuation at the example of the wireless powering downlink. We
consider a setup similar to Fig. 6.1 but much simpler, with just a SISO link between
a single external coil (one of the central tri-axial cluster) as transmitter and just a
single sensor as receiver. We assume that the two coils are in coplanar arrangement.
Furthermore, we do not consider any passive relays. Fig. 6.3 shows an evaluation of
the power transfer efficiency over frequency for two different cases in terms of sensor
size and depth. The results show that the operating frequency must be chosen under
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Figure 6.3: A simple evaluation of SISO power transfer efficiency versus frequency. The
transmitter is a single external coil (of the central cluster), the receiver a single sensor coil.
The two coils are in coplanar arrangement.

due consideration of the desired sensor depth. This is made apparent by the significant
differences between the black graphs of the two cases. For the low-frequency regime,
where the depth of penetration exceeds the sensor depth, we note that increasing the
frequency is always beneficial. At larger frequencies, where tissue causes severe signal
attenuation, we observe that a frequency increase can yield limited gains or significant
losses, depending on the sensor depth. In all subsequent experiments we will consider
the smaller sensor depth of 5 cm and stick with the 300 MHz operating frequency.

The red line in each plot indicates the assumed minimum downlink received power
P0 = 50 nW that is required to activate the sensor chip (for comparison, the 2009
paper [212] describes a biomedical sensor implementation that required 450 nW).
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6.2 Wireless Powering Downlink

This section studies the performance of the MISO downlink from the 21-coil array to
a single sensor, with transmit beamforming used at the array. Before that we have to
clarify a few last design aspects though.

6.2.1 Array Transmit Matching and Spacing

First, we specify the placement of the coils that constitute the external array which
consists of seven tri-axial coil clusters. Their orientations are chosen in a heuristic fash-
ion with the idea of limiting the inter-array coupling. For all subsequent experiments
we choose a hull-to-hull (not center-to-center) spacing of 3 cm between neighboring
tri-axial coil clusters. This choice will be dictated by the uplink reception properties
of the array and argued in detail later in Sec. 6.3.1.

We assume that the transmit amplifiers of the high-complexity external device are
capable of driving any desired currents through the coil array. Our primary interest are
thereby the coil currents, which determine the power of the generated electromagnetic
field and the resulting exposure for the patient. Potential intrinsic power losses, e.g.
due to mismatch or the use of class A amplifiers with high linearity but poor power
efficiency, are of secondary nature. To this effect, we employ the assumption of ideal
transmit-side power matching from (3.47) for the powering downlink because it is the
simplest formal way of capturing just the effects of interest.

6.2.2 Downlink Performance

The performance of transmit beamforming depends critically on the employed scheme
and the availability of channel information, i.e. whether the channel vector is known
to the external device. We study three different cases:

• Maximum-Ratio Combining: The transmit signal vector is set x = h∗
√
PT,DL

based on full knowledge of the channel vector h. This way we attain the maximum
received-power value PR,DL = |hTx|2 = ‖h‖2PT,DL (cf. Sec. 3.4).

• Using Sensor Location Knowledge: Since the receiving sensor coil is a single-
layer solenoid with small pitch angle, we can use the channel vector description
h = VHoR in terms of projections of field vectors generated by the external coils
onto the receive-coil orientation oR (cf. Sec. 3.7.3 and Proposition 4.3). We
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6 A Study of Magnetic Induction for Small-Scale Medical Sensors

assume that the sensor location is known and that, consequently, the field vec-
tors in V can be calculated.1 The sensor coil orientation oR is however assumed
unknown and random with a uniform distribution in 3D. For this case, Proposi-
tion 4.8 states that the channel vector covariance matrix is E[hhH ] = 1

3VHV. We
utilize this property for beamforming: the transmit vector is set to x = q

√
PT,DL

where q is a unit-length eigenvector of VHV associated with its largest eigen-
value. This way we maximize EoR [PR,DL ] = EoR [|hTx|2 ] and attain the value
EoR [PR,DL ] = 1

3 · λmax(VHV) · PT,DL, although without robustness guarantees
regarding the actual realizations of PR,DL (i.e. fading may occur).

• Random Beamforming: When no channel information is available, we resort
to the use of a random transmit vector x = u

‖u‖

√
PT,DL where u is sampled from

a complex-valued Gaussian distribution u ∼ CN (0, INT) with NT = 21. Fading
will occur whenever the chosen x is near-orthogonal to the channel vector.
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Figure 6.4: Statistics of the received power at a sensor device with random orientation
via the MISO downlink, evaluated for different transmit beamforming schemes. The sensor
depth is 5 cm, the sensor coil size is 0.5 mm, and the transmitting external 21-coil array uses
a sum power of PT,DL = 1 W. This is a single-frequency evaluation at 300 MHz.

The received power statistics for a randomly oriented sensor are shown in Fig. 6.4.
As expected, the availability of channel knowledge and resulting choice of beamforming
scheme has a huge effect on the mean performance and robustness. To interpret the

1We note that this location-knowledge-based transmit beamforming scheme, which employs Propo-
sition 4.8, is based on the simplified propagation model described in Sec. 6.1.3. The field vector direc-
tion may be different (and hard to predict for a given position) in an actual biomedical application,
where propagation is affected by various types and shapes of tissue and medium transitions.

126



6.3 Data Uplink

results we shall first note that the sensor depth (or, put differently, the operating
frequency) is too small to really benefit from the polarization diversity effect in the near-
far-field transition.2 The misalignment losses are thus essentially characterized by the
pure near-field regime. This is consistent with the observed performance of maximum-
ratio combining, which varies in a 6 dB window, as predicted by J̄NF = βNF ∈ [1

2 , 1]
in Sec. 4.3.1 (this is just the field magnitude loss, cf. (4.9)). Thereby, devastating
orthogonality between field vector and coil axis is prevented.

This mechanism is unavailable to the location-knowledge scheme, which, as a result,
frequently results in severe losses. In particular, the location-knowledge scheme just
maximizes the field magnitude at the sensor location without regarding the sensor
orientation. This provision establishes a large median received power, which makes it
an appealing for biomedical applications where the approximate sensor location will
often be known. However, the CDF tail for very small values shows that the outage
behavior of the location-knowledge scheme is even worse than that of the random
beamforming scheme. This is an effect of the dominance of near-field propagation in
this setting, in particular because the eigenvector q associated with λmax(VHV), which
determines the transmit vector x = q

√
PT,DL , exhibits near-collinearity of Re(q) and

Im(q) (and because the channel vector h has the same behavior).3 In contrast, the
random beamforming scheme x = u

‖u‖

√
PT,DL with u ∼ CN (0, I21) typically exhibits

near-orthogonal Re(x) and Im(x), resulting in slightly better outage behavior.

6.3 Data Uplink

While supplying power to a sensor is an interesting challenge in its own right, we shall
now shift our focus to the data transmission capabilities of micro-scale in-body sensors.
We first consider the data uplink via active transmission, i.e. the sensor device drives
its coil with its own transmit amplifier. The uplink transmit power is assumed to be

PT,UL = max
{

0, 1
2(PR,DL − P0)

}
(6.2)

2At 300 MHz, kr ≈ 0.414 applies between the external coils of the central triaxial cluster and
a 5 cm deep sensor coil. Through Fig. 4.2 we find that, in this regime, polarization diversity only
affects misalignment losses that are already worse than −30 dB. The polarization diversity effect
would be most pronounced at a distance of 0.3747 m, which corresponds to the near-far threshold
value kr = 2.3540 from (2.33).

3This suggests a possible adaptation to the location-knowledge beamforming scheme: set the trans-
mit signal according to x = 1√

2 (q1+jq2)
√
PT,DL where q1 and q2 are eigenvectors of VHV correspond-

ing to the largest and second-largest eigenvalue, respectively. This adaptation improves the outage
behavior but sacrifices the discussed optimality property regarding the maximization of EoR [PR,DL ].
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6 A Study of Magnetic Induction for Small-Scale Medical Sensors

or in words, PT,UL is half of the received downlink power in excess of the assumed chip
activation power P0 = 50 nW. For simplicity we make the idealistic assumption that
the power downlink and data uplink operate simultaneously in a full-duplex fashion.
An investigation of appropriate practical duplexing schemes is out of scope.

6.3.1 Array Receive Matching and Spacing Revisited

The assumptions on the receive matching network of the external coil array require
careful consideration in order to obtain practically relevant results for the uplink per-
formance. A reactive noise matching network fulfilling (3.43) would be SNR-optimal at
the design frequency and could theoretically be realized with the approach in Fig. 3.7.
However, such a network between the 2 · 21 = 42 ports at hand would exhibit a very
small matching bandwidth and can not realistically be implemented (see the discussion
in Sec. 3.6). Hence we discard this approach. Instead we choose to match the array
with an individual two-port network per coil-load pair, each consisting of three reactive
lumped elements in T-pad structure (i.e. we use a total of 21 two-port networks; the
concept is described by Fig. 3.5 together with Fig. 3.6a).

Tuning the component value of these two-port networks is crucial and challenging
if the spacing between the seven tri-axial coil clusters is small, because then strong
inter-array coupling occurs between these high-Q coils (we demonstrated the associated
problems in Fig. 3.7). Choosing a small spacing is however incentivized by the desire of
maintaining short distances between outer clusters and sensors. We shall demonstrate
and study this trade-off for the data uplink for different array matching paradigms:

1. Full 21-coil array with 21 individual T-pad two-port networks for noise matching
each coil individually for its uncoupled impedance.

2. Same as above but the two-port networks are iteratively adapted to the inter-
array coupling conditions in a round robin fashion and according to the two-port
noise matching rule, using the encountered coil impedance.

3. Same as above but numerically optimized for maximum average SNR at the
design frequency, averaged over the random sensor orientation and optimized
with a single run of an iterative gradient-search algorithm.

4. Baseline: ideal multiport noise-matching network (implementation unrealistic).

5. Baseline: using just the 3-coil array constituted by the central tri-axial sub-array.
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Figure 6.5: Data uplink performance versus external array spacing. The plotted per-
formance measure is the squared norm ‖h̄UL‖2 = hH

ULK−1hUL of the noise-whitened uplink
channel vector h̄UL. In particular we evaluate its mean value; the randomness stems from the
assumed random orientation of the sensor coil. The considered noise bandwidth is 100 kHz.
The evaluation considers muscle tissue, 300 MHz carrier frequency, 5 cm sensor depth, and
0.5 mm sensor size.

We observe that using more than one tri-axial cluster is beneficial (owing to a receive
array gain) if and only if an appropriate matching strategy is employed. Approaching
the performance of the theoretically ideal multiport strategy with a practical strat-
egy requires significant optimization effort; simplistic practical matching strategies are
clearly associated with significant losses.

Based on the observed behavior we decide on a 3 cm array spacing between tri-
axial coil clusters. We use matching strategy number 3, i.e. individual T-pad two-port
networks whose component values are tuned with an iterative gradient search that
maximizes the mean ‖h̄UL‖2, without claiming global optimality. In particular, we aim
for a larger matching bandwidth by maximizing the sum of mean ‖h̄UL‖2 values in dB
at the frequency points 296, 298, 300, 302, 304 MHz (the 300 MHz summand has double
weight). This shall allow for large uplink data rates despite the small 3-dB bandwidth
of the external coils (≈ 215 kHz). The outcome is seen in Fig. 6.6c.

6.3.2 Achievable Rates with Active Transmission

We will now study the system from a broadband perspective, i.e. we carefully con-
sider and utilize spectral channel fluctuations. The frequency spectra of various key
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Figure 6.6: Frequency spectra of the key quantities that determine uplink communication
performance. The evaluation considers a sensor of 0.5 mm size which is located 5 cm deep in
muscle tissue. The transmitting sensor uses an L-pad two-port matching network designed
at 300 MHz, the receiving external array is matched as described in Sec. 6.3.1. The passive
relays near the sensors (which are of equal size) only have a minor effect because their Q-
factor is small due to the small coil size. The shown noise PSD is of the horizontal coil of the
central cluster.

quantities are depicted in Fig. 6.6. We note that Fig. 6.6a yields very useful insights
for wireless powering downlink: the PTE spectrum exhibits a significant resonance
peak at 304 MHz, a consequence of the strong inter-array coupling.4 We choose to use
these 304 MHz instead of 300 MHz for the downlink and this way obtain a spectacular
19.5 dB gain for wireless powering.

4Future work should study the precise conditions for such resonance peaks to arise and the feasi-
bility of realizing them in practice. At this point we can only state that they are caused by strong
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Figure 6.7: Achievable rate of the data uplink whereby the transmit power is determined
by the downlink received power. The wireless-powered sensor is 5 cm deep into muscle tissue,
the required sensor activation power is 50 nW. The external array is the receiving end.

Given the available uplink transmit power PT,UL we are interested in the achievable
uplink data rate (in the information-theoretic sense as in Sec. 3.5) for reception in
additive Gaussian noise5 according to the model in Sec. 3.2. We consider the same
three cases of channel knowledge as earlier in Fig. 6.4. We conduct receive beamforming
at the external array, which formally transforms the broadband SIMO channel into a
broadband SISO channel. For the case of full channel knowledge we assume receive-side
maximum-ratio combining, for the other cases we assume selection combining.

Fig. 6.7 shows the evolution of achievable uplink data rate over sensor coil size. The
data rate is random due to the random sensor orientation; the plot shows the mean
value as well as the 5th-percentile value. With full transmit-side channel knowledge, we
achieve channel capacity by using waterfilling as in (3.33) for spectral power allocation,
based on the norm of the noise-whitened channel vector. In the other cases the power
is allocated uniformly over the 3-dB bandwidth of the external array.

inter-array coupling. One potential issue of the evaluation at hand is that the array as a whole, whose
outer circumference of ≈ 48.9 cm is about one half of the 1 m wavelength, may not qualify as an
electrically small circuit (although its constituent coils are indeed electrically small) and thus may not
be eligible for AC circuit analysis. Also, capacitive coupling and feed wires might have a significant
effect. These aspects should be clarified by comparing to full-wave simulation and/or experiments.

5This experiment (and all subsequent active-uplink considerations) use the noise parameters in
Table 5.1 of Cpt. 5. To describe the spatial correlation matrix Φ of extrinsic noise, which occurs
at the external array and impairs reception in the uplink, we account for spatial correlation with
the model Φmn = J0(krmn) oT

mon, which uses the center-to-center coil distance rmn, the orientation
vectors om and on of the involved coils, and the Bessel function J0 (cf. [103,213]).
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6 A Study of Magnetic Induction for Small-Scale Medical Sensors

We observe that a sensor can be activated and transmit data to outside the body if
its coil size is larger than about 0.35 mm. Such size would be sufficiently small for many
medical target applications [23]. With increasing size, the data rate grows rapidly as
the sensor coil Q-factor and the mutual impedances to the external coils increase. We
observe that the required minimum sensor size depends heavily on the availability of
channel information and the desired outage rate.

6.3.3 Small-Scale Swarms of Passive Relays

We are interested in potential performance gains from passive relays, whose capabilities
have been demonstrated in Cpt. 5, in the biomedical context. We consider a randomly
arranged swarm of 19 passive resonant relay coils around the sensor node (and with the
same coil geometry, now with an assumed 0.35 mm size). They could be placed in hopes
of a performance gain or just represent nearby idle sensor nodes. Strong coupling to
a relay causes resonance splitting and induced frequency shifts of the resonance peaks
on the order of the sensor-coil 3 dB bandwidth, which is ≈ 7 MHz for the considered
0.35 mm coil size. Likewise, dense and arbitrarily arranged swarms of passive relays
cause f -selective fading as described in Cpt. 5. We are interested in the implications for
our application. All coil orientations are random with uniform distribution in 3D, see
Fig. 6.1c, and the passive relay locations are sampled per coordinate from a Gaussian
distribution about the sensor location (the standard deviation is two times the coil size
and we re-sample until no coils collide in terms of their cylindrical hulls). All relay coil
orientations are random whereby all possible directions being equiprobable. The sensor
matching is adapted to the relay coupling conditions. We use the dominant peak at
304 MHz in the downlink and waterfilling in the uplink.

Fig. 6.8 shows the resulting uplink rates for many realizations of the random swarm
geometry. We observe that, without further ado, the presence of passive relays hardly
affects the performance statistics. This is in contrary to the results of the previous
chapter, in particular to Sec. 5.4, where the utilization of passive-relay-induced spectral
channel fluctuations together with transmit-side channel information (waterfilling) led
to significant data rate improvements. This discrepancy can be accredited to the vast
asymmetry of the link: the coil 3-dB bandwidth is 32 times larger on the sensor side
compared to the external side. Because of this, a large portion of the relay-induced
channel fluctuation falls outside the essentially usable frequency band(s).

Still, a large performance gain can be realized when relay load capacitances are
optimized in a controlled fashion. Specifically, we employ the load switching scheme
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Figure 6.8: Data uplink performance of a single actively transmitting sensor in close vicinity
of a dense cluster of passive relays. The coils are 0.35 mm in size and located 5 cm deep in
tissue. The scheme employs adaptive sensor matching, frequency-tuning in the powering
downlink and waterfilling in the uplink. Optimization of relay load capacitances is done via
the genetic-algorithm-based switching scheme from Sec. 5.3.

from Sec. 5.3, which uses a genetic algorithm, to maximize ‖hDL‖2 at 304 MHz. Out-of-
band effects are not an issue with this controlled approach. We observe vast resulting
performance improvements, especially to the lower percentile of data rates (i.e. to
cases with a severely misaligned sensor orientation). In this context note that passive
relaying here improves both the downlink and the uplink.

In conclusion, we can state that this form of passive cooperation poses an interesting
and powerful technique also in this biomedical context. How such an optimization
scheme could be coordinated between passive nodes, equipped with minimal technical
capabilities, is left as an open problem.

6.3.4 Achievable Rates with Load Modulation

Finally we want to investigate the data uplink via load modulation at a passive sensor
and decoding of the transmitted bit at the external array, which now acts like an RFID
reader. Here we do not assume a minimum required power to activate the device
(e.g., it might gather sufficient power from energy harvesting to run the load switching
process). The evaluation follows the theory in Sec. 3.9, i.e. the data rate is evaluated
with the capacity formula (3.59) for the binary symmetric channel, expressed in bit per
channel use. The data rate is random because the sensor orientation is random; again
we evaluate the mean rate and 5th-percentile value. We do so for two cases: (i) based
on full knowledge of the channel, the current vector at the external array is set to its
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SNR-optimal value under a 1 W sum-power constraint based on Proposition 3.5 and
(ii) without channel knowledge we use a random current vector with the appropriate
sum power. We assume that the noise bandwidth equals the channel access rate fb (the
number of channel uses per second). The maximum channel access rate is determined
by transients signal at the high-quality external coils; we choose fb = 2 · 105 which is
very close to the ratio fc/Qext. We compare two different noise models: thermal noise
only and the more pessimistic model described below (3.57), which comprises error
from limited fidelity and residual self-interference.
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Figure 6.9: Uplink data rate with load modulation at a passive sensor, 5 mm deep into
muscle tissue. The results are expressed in terms of channel capacity (3.59) in bit per chan-
nel use. The access rate is 2 · 105 channel uses per second, associated with 200 kHz noise
bandwidth. The external array, which acts like an RFID reader in this case, uses 1 W for
field generation. The data rate is random by virtue of the random sensor coil orientation.

The results in Fig. 6.9 show that load modulation can be a powerful low-complexity
alternative to active transmission: if thermal noise constitutes the only limitation, then
decent data rates can be achieved reliably with a sensor smaller than 1 mm. However,
the performance depends critically on the measurement accuracy and fidelity of the
receiving array. In particular, when the external array suffers from significant self-
induced errors, i.e. it drives an inaccurate current and/or fails to cancel the self-induced
voltage (a problem described in detail by [63]), then a sensor size larger than 5 mm
(which is incompatible with most in-body applications) is required for somewhat useful
performance. Future work should study these practical limits, especially feasible noise
levels in between the discussed optimistic and pessimistic model, in greater detail.
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6.4 Cooperative Data Uplink

We consider a swarm of small-scale in-body sensors as illustrated in 6.1c. All sensor
devices are equipped with transmit amplifiers and are supplied with power wirelessly
as described in 6.2. Assume that one of the sensors has the acute need to transmit
data to the external device while all other sensors are idle. Instead of remaining idle,
they assist in the uplink data transmission via physical layer cooperation (distributed
beamforming). This requires that the initiating sensor broadcasts its data to the other
sensors, but because of the short distances between the sensors we assume that this
first hop does not constitute a limitation. Instead we focus on the final hop: the MIMO
link from the distributed sensor coils to the external coil array. We assume that the
sensors can establish phase synchronization which is feasible because of the sub-GHz
operating frequency. Furthermore, full channel knowledge is assumed for both ends.

We also consider a scenario where the sensor swarm is intertwined with a swarm of
15 passive relays. Those shall propel spectral and spatial channel variations, which can
be exploited by the transmit signaling. The positions and orientations of the sensor
and relay coils are randomly sampled like in Sec. 6.3.3. In any scenario, the sensor
matching networks are adapted to the swarm coupling conditions.
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Figure 6.10: Uplink data rates from five cooperating in-body sensors, with and without
nearby passive resonant relay coils in random arrangement, to an external 21-coil array.
Either case considers 20 in-body coils of 0.35 mm size, 5 cm deep into muscle tissue. The
external device uses 1 W to supply power wirelessly. The results are shown as cumulative
distribution function (CDF). The data rate is random because of the random orientation of
the sensor coils and passive relays.

The wireless powering downlink uses maximum-ratio transmit combining at the ex-
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ternal array to maximize the received sum power over this frequency-selective MIMO
channel (which results in a concentration of transmit power into the 304 MHz frequency
described in Sec. 6.3.2). This way we feed vast power to sensors with a good channel,
with the idea that those sensors should also see a good channel in the uplink (which de-
pends on array matching and noise statistics though). The beamforming is constrained
to activate the initiating sensor (i.e. assert received power ≥ P0) whenever possible.

The resulting uplink transmit power PT,n of the n-th sensor (n = 1 . . . 5) is accord-
ing to (6.2). Therewith, we operate on the frequency-selective MIMO uplink channel
as follows. We allocate the transmit power PT,n = ∑

k Pk,n available at the n-th sensor
to frequency bands k with a heuristic approach: via waterfilling over the hypothetical
parallel SISO channels that would arise when all other sensors are silent (but present)
and maximum-ratio combining is done at the receiving external array in each band k.
The achievable uplink rate is DUL = ∑

k ∆fD̄k whereby D̄k is the achievable MIMO
rate in the narrow band k. For each k, we evaluate D̄k in various different way. First,
the suboptimal but easy-to-determine achievable rate (3.37), resulting from a diagonal
transmit covariance matrix. Second, the channel capacity under per-transmitter power
constraints given by Pk,n for the coupled transmitters n = 1 . . . 5, given by (3.36),
which is calculated by numerically solving the optimization problem. For comparison
we include the channel capacity under a sum-power constraint (3.32), which could be
achieved if the sensors were able to share their available power. We also compare to
the case without cooperation (i.e. to Sec. 6.3.2).

Fig. 6.10 shows that physical layer cooperation yields a significant increase of uplink
data rate (while the same power is fed into the system). This is the result of utilizing
spatial signal fluctuations with distributed cooperation. We furthermore observe that
the introduction of passive relays, in combination with the spectral and spatial aware-
ness of the chosen transmit signaling, gives rise to appreciable performance gains. The
effect is limited though, because of the rather small Q-factor of the small-scale relay
coils (as discussed in Sec. 6.3.3).

To complete the picture we also want to evaluate node cooperation for load modu-
lation. We employ the ideas and assumptions of Sec. 3.9: all sensors simultaneously
transmit the same bit by switching to the appropriate load for the bit duration. This
shall achieve a stronger effect at the receiver (comparable to an array gain) and spatial
diversity. Perfect synchronization and data exchange are assumed. On the one hand we
study the use of canonical switching loads: a capacitance for resonance at 300 MHz for
bit 0, an open circuit for bit 1. On the other hand we also study optimized switching
loads, whereby the optimization was conducted with an iterative gradient search for
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maximization of the SNR in (3.58).
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Figure 6.11: Uplink data rate with load modulation of five cooperating passive sensor tags,
with and without optimized switching loads, with and without passive relays present nearby.
The results are expressed in terms of channel capacity (3.59) in bit per channel use (bpcu).
The access rate is 2 ·105 channel uses per second. The coils are 0.25 mm large and 5 mm deep
into muscle tissue. Full channel knowledge is assumed. All other assumpations are analogous
to Sec. 6.3.4.

The results in Fig. 6.11 show that passive relays are not helpful here; they are
rather slightly harmful. We accredit this to their power consumption outweighing
their benefits for this scheme. More importantly, we observe that cooperation yields a
large performance gain over load modulation of a single sensor. This promises a large
performance potential of cooperative load modulation between a massive number of
sensors, even when their load terminations are left unoptimized. The coordination of
the distributed scheme remains as an open problem.
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Chapter 7

Position and Orientation Estimation
of an Active Coil in 3D

In Cpt. 1 we emphasized the technological need for localizing wireless devices, i.e. de-
termining their position and (if desired) their orientation. Besides acoustic or camera-
based localization techniques, radio localization is a natural approach for devices that
are already equipped with wireless technology. Thereby one evaluates the geometrical
information contained in signals received via the wireless channel, in particular the sig-
nal phase or time of arrival, the angle of arrival, or the received signal strength [214].
Radio localization however faces severe challenges from radio channel distortions in
dense propagation environments [51,120,121]. In particular, the effects of line-of-sight
blockage and multipath propagation drastically limit its use inside of buildings, in the
underground or underwater, or in medical applications. In contrast, low-frequency
magnetic near-fields are hardly affected by the environment as long as no major con-
ducting objects are nearby [56–61] (see item 2 of Sec. 1.2). Thus, the magnetic near-field
at some position relative to the source (a driven coil or a permanent magnet) can be
predicted accurately with a free-space model. This allows to localize an agent1 rela-
tive to a stationary setup of coils with known locations (anchor coils) [58–61, 98]. In
particular, position and orientation estimates can be obtained by fitting a free-space
channel model (e.g., a dipole model) to measurements of induced voltage or of a related
quantity [59–61,98].2

While these circumstances present the prospect of highly accurate localization via
magneto-inductive signal measurements, no such system appears to be in widespread
use. We shall review published accuracy information for magneto-inductive localiza-
tion system implementations. An average error of 11 cm is reported by [57] for a (7 m)2

setup with a tri-axial magnetometer and a two-coil anchor (4 W power, 270 turns,
2071 Hz) in a magnetic laboratory. They mention calibration and interference as possi-

1We exclusively consider localization of an active agent. This is in contrary to localizing a passive
resonant coil such as a near-field RFID tag, which has been studied, e.g., by [26]. This latter case has
a severely limited range due to SNR ∝ r−12 for larger r in the pure near field (cf. Sec. 3.9).

2An alternative approach would be location fingerprinting which had some success in the context
of magnetic fields [215]. We refrain from this technique because of the effort in acquiring a database
of tuples (hmeas,pag,oag) that adequately cover the five-dimensional sample space of pag and oag.
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ble imperfections. Pasku et al. [58] achieve 30 cm average error (2D) over a 15 m×12 m
office space using coplanar coils (20 turns with 7 cm radius, 0.14 W, 24.4 kHz). A 50-
turn coil wound around a football, driven with 0.56 W at 360 kHz, is localized in a
(27 m)2 area with 77 cm mean error in [60]. They use large receivers and techniques to
mitigate self-interference from induced signals in the long cables. Abrudan et al. [59]
report 30 cm mean accuracy in undistorted environments and 80 cm otherwise over
about 10 m distance. They use tri-axial 80-turn coils at 2.5 kHz.

From the listed performance data we observe that the relative error (the ratio of
typical position error to setup size) of the referenced system implementations does not
beat ≈ 2%, although no work identifies the error source responsible for this appar-
ent performance bottleneck. The identification of this bottleneck is, in our opinion,
currently the most important research question in magneto-inductive localization. We
suspect the following error sources as potential bottlenecks:

• The employed localization algorithm.

• Noise, interference, and quantization.

• Channel model inadequacies such as weak coupling, the dipole assumption, poorly
calibrated model parameters, or unconsidered propagation effects such as radia-
tion3 (direct path or multipath) or field distortion due to eddy currents induced
in nearby conductors.4

Regarding these shortcomings, this chapter makes the following contributions.

• In Sec. 7.1, for the purpose of localization, we employ the free-space dipole model
(3.49), a complex-valued model that comprises mid- and far-field propagation
modes and phase shifts. A slight adaptation yields a great measurement fit.

• Sec. 7.2 formalizes joint estimation of the position pag and orientation oag of an
agent coil from measurements of magneto-inductive channel coefficients hmeas,n to
anchor coils n = 1 . . . N . We state the likelihood function and Fisher information
matrix and consequently derive and discuss the Cramér-Rao lower bound on the
position error (called the position error bound [126]) and orientation error.

3The authors of [60] note that radiative propagation should be considered by future solutions.
4When such distortions are due to a large conducting ground (e.g. a building floor with reinforcing

bars) then they can be captured by an image source model. This led to appreciable but limited
improvements of the localization accuracy in [60,61].
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• In Sec. 7.3 the position error bound is used as a tool for studying the potential
accuracy on the indoor scale. This way we determine a suitable operating point.

• After demonstrating the poor convergence behavior of attempted likelihood func-
tion maximization by iterative gradient search, we design and investigate various
alternative algorithms in Sec. 7.4. We propose two algorithms with robust real-
time capabilities. Firstly, a weighted least squares algorithm termed WLS3D
where the orientation parameter is effectively eliminated and the cost function
relaxed by a position-dependent weighting. Secondly, an algorithm termed Mag-
netic Gauss based on the random misalignment theory developed in Cpt. 4.

• In Sec. 7.5 we present a system implementation which uses flat spiderweb coils
tuned to 500 kHz for N = 8 anchors. We evaluate the achievable accuracy in
an office setting after thorough calibration. To allow for a rigorous evaluation,
all measurements are made with a multiport network analyzer, i.e. the agent is
tethered and furthermore mounted on a controlled positioner device.

• In Sec. 7.6 we investigate the different error sources and conjecture that field dis-
tortions due to reinforcement bars cause the accuracy bottleneck for our system.
We conclude with accuracy projections for more ideal circumstances, based on
the position error bound.

7.1 Problem Formulation and Channel Modeling

We consider a single-coil agent5 with center position pag ∈ R3 and coil axis orientation
oag ∈ R3 (unit vector). We furthermore consider the presence of N single-coil anchors
with center positions pn ∈ R3 and coil axis orientations on ∈ R3 (unit vectors) for
n = 1 . . . N . An exemplary setup is illustrated in Fig. 7.1. If we assume for the moment
a transmitting agent (the transmission direction is irrelevant to our formalism) then we
encounter a SIMO channel from the agent coil to the anchor coils. All coils are assumed
to be power matched at the same design frequency; we consider the narrowband channel
at the design frequency. We assume that the agent is never very close to an anchor,
such that all anchor-agent couplings are weak at all times in the sense of Sec. 3.7.2.
This allows to use the simple model h = 1

2 Re(ZC:R)− 1
2 zC:RT Re(ZC:T)− 1

2 from (3.47).
5Various related work considers orthogonal tri-axial coil arrays, e.g. [59, 61, 216, 217], however we

deem the form factor and hardware complexity of such arrays undesired for many applications. We, in
contrary, assume an unobtrusive setup consisting of planar coils, allowing for an integrated agent coil
and anchor coils which could be flush-mounted on walls without obstructing any activities in between.
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agent coil

N = 8
anchor coils

Figure 7.1: Three-dimensional localization setup withN = 8 single-coil anchors surrounding
a cubic space with 3 m side length. The single-coil agent has position pag ∈ R3 somewhere
in this volume and arbitrary orientation oag ∈ R3 (unit vector). The coils are considered flat
such that the anchors could be flush-mounted on room walls or furniture and the agent could
be an integrated printed coil. The coils are not drawn to scale.

The distributed array constituted by the anchor coils is just weakly coupled, i.e. the
impedance matrix between the anchor coils ZC:R is approximately diagonal and thus
Re(ZC:R) ≈ diag(R1, . . . , RN), because the inter-anchor distances are much larger than
the coil diameters. Likewise we denote Re(ZC:T) = Rag. We obtain a componentwise
description hn = (zC:RT)n√

4RnRag
and furthermore note that an individual two-port matching

network per anchor coil (as in Fig. 3.5) suffices for power matching of the array.

We consider that a measurement of the channel vector hmeas ∈ CN is available, i.e.
channel estimation has been performed. The channel vector is furthermore described
by a deterministic model hmodel ∈ CN which is considered as a function hmodel(p,o) of
a position hypothesis p and an orientation hypothesis o, given full knowledge of the
anchor topology and all other technical parameters. Any channel model will exhibit a
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7.1 Problem Formulation and Channel Modeling

model error

ε = hmeas − hmodel(pag,oag) , ε ∈ CN (7.1)

whereby hmodel is evaluated at the true pag and oag. If the model is an adequate
description of the physical reality then ε will be small and seemingly random as it
results from minor model inaccuracies as well as noise, interference and quantization.
In this case pag and oag can be estimated by fitting hmodel to the observed hmeas.
One possible way to do so is least-squares estimation: calculate the values p and o
which minimize ‖hmeas − hmodel(p,o)‖2 (this and other computational options will be
discussed in detail in Sec. 7.4). Such an approach will however yield poor results if
hmodel is inaccurate, e.g., if it does not account for a relevant propagation mechanism
or if the model parameters are poorly calibrated.

Throughout this chapter we use the deterministic channel model

hmodel,n = α̃n (vDir,n + vMP,n)T oag , n = 1 . . . N (7.2)

whereby all occurring quantities are unitless. The model is equivalent to the free-space
model (3.49) apart from the constant field vector vMP,n ∈ C3, which will be explained
later. The unitless direct-path field vector vDir,n ∈ C3 is given by6

vDir,n = je−jkrn
((

1
(krn)3 + j

(krn)2

)
βNF,n + 1

2krn
βFF,n

)
(7.3)

which uses the wavenumber k and link distance rn = ‖pag − pn‖. Furthermore the
scaled near-field vector βNF,n = 1

2(3 unuT
n − I3)on by (2.19) and the scaled far-field

vector βFF,n = (I3−unuT
n )on by (2.20), which use the direction vector un = 1

rn
(pag−pn)

from the center of the n-th anchor coil to the center of the agent coil. These quantities
and the link geometry are illustrated in Fig. 7.2.

6At this point it might be useful to recall the relation to the actual physical quantities. We consider
the case where the anchors are transmitting. According to this model, the complex phasor of the
associated magnetic field (unit tesla) at the reference point and generated by the n-th anchor is given
by bn = µ0

2π iTAnN̊nk
3(vDir,n + vMP,n), cf. Proposition 2.2. Thereby iT =

√
PT/Rn is the phasor of

the transmit coil current which follows from the active transmit power PT and the coil resistance Rn.
The actual magnetic field vector (unit tesla) follows as ~B =

√
2 Re{bejωt} by (2.6). The magnetic

dipole moment phasor of the n-th anchor coil is iTAnN̊non when transmitting. The induced voltage
phasor at the agent coil is vn = bT

noagAagNag and the active received power is |vn|2/(4Rag).
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rn un

hn ∈ C
=̂ S21-parameter

50 Ω port 50 Ω port

pn

on

pag

oag
βFF,n

βNF,n

network
analyzer

matching
network

matching
network

anchor
coil

agent
coil

Figure 7.2: Link between the agent and an anchor with spiderweb coil geometries and
description of the geometrical quantities. The employed tethered methodology for acquiring
a measurement hmeas,n ∈ C of the channel coefficient is illustrated.

The technical parameters are subsumed in the complex coefficients

α̃n = µ0AagN̊agAnN̊n√
4RagRan,n

k3fc · ξn , n = 1 . . . N . (7.4)

The expression comprises the vacuum permeability µ0, coil surface areas Aag and An
(the mean over all turns), coil turn numbers N̊ag and N̊n, and coil resistances Rag and
Rn. The term is an adaptation of (3.51) which now comprises a mismatch coefficient
ξn ∈ C with |ξn| ≤ 1. It models imperfect matching of the link involving the n-th
anchor. In particular ξn models the compound mismatch of anchor and agent in terms
of amplitude attenuation and phase shift. Due to ξ the values α̃n must be calibrated; in
the uncalibrated case we assume ξ = 1 (perfect lossless matching). Note that α̃n does
not depend on the link distance, in contrary to the prefactor α used in earlier chapters
(here, the phase shift e−jkrn is part of vDir,n in (7.3), which simplifies the notation).

To understand the significance of various terms and calibration it is worthwhile
to look at the encountered physical reality in Fig. 7.3. It shows network analyzer
measurements hmeas,n over rn for a pair of coaxial coils (on = un = oag), one meter
above the floor in an office corridor. Note that hmeas,n is equal to the measured S21-
parameter as both coils are matched to the 50 Ω reference impedance. We first look
at small distances rn < 2 m and observe that the uncalibrated model has an offset in
magnitude and phase (the 90◦ phase shift stems from the law of induction). This is
easily compensated by calibration of the coefficient α̃n, yielding a model that accurately
fits the measurements for small rn.
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Figure 7.3: Channel coefficient h ∈ C of a coaxial link between two spider coils versus
the link distance r. We compare network analyzer measurements at 500 kHz in an office
corridor to the channel model (7.2) with various calibrations (which are based on fitting the
measurements). For cases other than coaxial arrangement, analogous evaluations are given
in [144].

For larger distances, about rn ≥ 3 m, the measured h levels off and does not follow
a simple path-loss law anymore; it seems to approach a limit value instead. This effect
is certainly not caused by the direct-path mid- or far-field (the terms 1

(kr)2 and 1
2kr

in (7.3)) because the considered distance are near-field dominated (kr ≈ 0.03 � 1).
We attribute the effect to electromagnetic interaction with the environment giving rise
to a superimposed magnetic field. To some extend this interaction comprises induced
currents in nearby conductors as well as multipath wave propagation (radiated long-
waves which are reflected and scattered at buildings, mountains, and the ground).7

We assume that multipath wave propagation is the dominant cause which allows us
to consider all vMP,n ∈ C3 as constant across our entire setup. This assumption is
supported by the observed limit value hmodel,n ≈ α̃nvT

MP,noag for larger rn and by

7The following observations support that multipath wave propagation plays a significant role in
this effect (although we can not make a firm statement based on the available measurements). From
designs at different frequencies fc we found that the limit value magnitude increases rapidly with fc,
which is expected for a radiation effect in this regime. Near-field distortions as cause would show
strong path loss according to the image model and thus contradict the observed limit value. Still a
near-field effect could play a role, e.g., the building’s reinforcement bar mesh acting as passive relays.
For localization, however, this aspect is secondary: the model is beneficial as it empirically improves
the fit between measurement and model.
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7 Position and Orientation Estimation of an Active Coil in 3D

the well-known fact that spatial variations of a scatter field are on the order of a
wavelength [36] (here λ ≈ 600 m far exceeds our setup size). We do not attempt a
geometry-based calculation of vMP,n; instead it shall be determined by calibration (in
the uncalibrated case we assume vMP,n = 0). As seen in Fig. 7.3, a calibration of both
α̃n and vMP,n leads to a great fit between measurement and model at all distances of
interest.

7.2 Position-Related Information in Measured
Channel Coefficients

We shall briefly discuss the geometry-related information content in wireless received
signals and its significance for low-frequency magneto-inductive localization based on
an observed channel vector hmeas.

If the channel spectrum hmeas,n(f) is observed over f ∈ [fc − B
2 , fc + B

2 ] with a
sufficiently large bandwidth B, then the time of arrival can be estimated after an
inverse Fourier transform. The time of arrival yields a distance estimate with the
potential for particularly high accuracy with appropriate signaling: the error is on
the order of λ = c/fc with coherent processing8 (employing the carrier phase) or on
the order of c/B otherwise [218]. This allows for cm-accuracy localization of aircraft
by radar systems, for example operating at fc = 50 GHz. In a dense environment
(e.g. indoors) such an approach faces severe problems from multipath propagation
[50,214,219] but nevertheless can be fruitful if B is sufficiently large (so that multipath
components can be resolved) [135]. In this chapter we use a different approach: we
choose a very low frequency fc = 500 kHz (and B = 5 kHz) to minimize interaction
with the environment. This signaling is very slow in relation to propagation delays,
hence we can not use the time of arrival (cf. the disastrous time-of-arrival accuracy
projections of c/fc = 600 m or even c/B = 60 km).

The observed signal phase can be particularly valuable when the typical distance
rn is on the order of λ, i.e. when the receiver is located in the transition region between
near and far field. Then the interplay of the phase-shifted summands of (7.3) allows
for an estimate of rn from the phase of hmeas,n. The use of such an approach for indoor
localization is described in [220]. We aim for typical rn of a few meters, however

8Establishing phase synchronization between distributed infrastructure can be a major challenge,
for example for radar with extremely high frequency [218]. The henceforth considered magneto-
inductive setup merely requires synchronization of a 500 kHz carrier among anchors which are a few
meters apart, which is easily feasible.
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choosing a similar λ would result in vast distortion and multipath propagation effects
(cf. the discussion of vMP,n) that would interfere heavily with the direct path. Hence
we choose a larger λ and abandon this specific approach.

Angle of arrival estimation from propagation delays would require a distributed
array whose size is comparable to the wavelength. For the reasons stated above, our
target λ is too large for such an approach to be meaningful.

An observed amplitude attenuation |hmeas,n| contains information about the distance
rn because of the distance-dependent signal path loss. Such an approach to localization,
usually termed received signal strength, is notoriously inaccurate at radio frequencies
where the attenuation is subject to severe spatial and temporal fluctuation due to
multipath fading and shadowing [51, 131, 214]. These effects are however specifically
avoided by the low-frequency magnetic induction approach, which presents the prospect
of drawing precise location information from amplitude attenuation. Yet, also in our
case there is no direct relationship between |hmeas,n| and rn due to the effect of the
unknown coil orientations relative to the link direction. In the following we provide an
analytic description of this uncertainty, based on the theory of Cpt. 4.

Proposition 7.1 (ranging likelihood functions). Assume that an observed channel
coefficient hmeas,n is accurately described by the employed direct-path channel model,
i.e. hmeas,n = hmodel,n with vMP,n = 0. Furthermore assume that the direction vectors
un and oag are random with i.i.d. uniform distributions on the unit sphere.

• In the magnetoquasistatic regime9 the likelihood function of distance rn given
|hmeas,n| is

Ln(rn) = r3
n

|α̃n| / k3 ·


1 r3

n ≤
|α̃n| / k3

2·|hmeas,n|

1−
arcosh

(
r3
n

2·|hmeas,n|
|α̃n| / k3

)
arcosh(2)

|α̃n| / k3

2·|hmeas,n| < r3
n <

|α̃n| / k3

|hmeas,n|

0 |α̃n| / k3

|hmeas,n| ≤ r3
n

(7.5)

which is shown in Fig. 7.4a. The maximum-likelihood distance estimate is

r̂ML
n = arg maxLn =

(
1
2 ·
|α̃n| / k3

|hmeas,n|

)1/3

. (7.6)

9The r−2
n mid-field term could be included but would vastly complicate the formula.
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• In the pure far field the likelihood function of distance rn given |hmeas,n| is

Ln(rn) = 2krn
|α̃n|

(
π

2 − arcsin
(

2krn
|α̃n|
|hmeas,n|

))
(7.7)

for rn ≤ |α̃n|
2k|hmeas,n| and Ln(rn) = 0 otherwise. The function is shown in Fig. 7.4b.
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Figure 7.4: Likelihood function of the link distance rn given an error-less link coefficient
measurement hmeas,n, under the assumption that the coils on both ends have random ori-
entation with uniform distribution on the 3D unit sphere. Comparable distance likelihood
functions for multipath radio channels can be found in [221, Fig. 3].

The two cases of the likelihood function are illustrated in Fig. 7.4. The near-
field-case ML estimate is equivalent to a distance calculation for two coils fixed in
coplanar arrangement (JNF = 1

2 ). This estimate is
(

1
2

)1/3
times the maximum possible

distance given hmeas,n (coaxial arrangement). We observe that the likelihood is more
concentrated around the ML estimate in the magnetoquasistatic case, which is mainly
caused by the much stronger path loss of this regime.

Proof. An error-less magnetoquasistatic channel coefficient is given by hmeas,n =
hmodel,n = α̃n

(krn)3JNF. We take the absolute value and write the equation as |hmeas,n| =
|α̃n| / k3

r3
n
|JNF|. The PDF f|JNF| is according to (4.15). The random variable |hmeas,n|,

which is just a deterministic scaling of |JNF|, has PDF r3
n

|α̃n| / k3f|JNF|(
r3
n

|α̃n| / k3 |hmeas,n|)
which proves (7.5). In the pure far-field case without model error, hmeas,n = α̃n

2krnJFF.
The likelihood function is derived analogously to above via the PDF (4.17).

The remainder of the section states the Cramér-Rao lower bound (CRLB) on the
root-mean-square (RMS) position error of the considered magneto-inductive localiza-
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tion problem. This quantity, also called the position error bound (PEB), is an estab-
lished tool in radio localization [126]. It highlights the impact of the setup parameters,
poses a benchmark for the position error achieved by practical localization algorithms
and allows for projections of estimation accuracy in a simple fashion. In this context
we assume that the model error ε is random with known statistics. Then any estimate
p̂ag returned by some localization algorithm is also random. If the estimation rule is
unbiased then the CRLB applies to the error variances of the estimated components
of pag. The PEB is the resulting lower bound on

√
E[‖p̂ag − pag‖2 ]. It is well-known

that maximum-likelihood estimation attains the CRLB asymptotically for N → ∞.
So we can expect the PEB to be a tight lower bound for any well-designed localization
algorithm when the number of anchors N is sufficiently large and especially when the
SNR-like ratio E[‖hmodel‖2 ] /E[‖ε‖2 ] is large (cf. [222]). Therefore, the PEB allows for
meaningful accuracy projections. [126,223]

As preparation for the CRLB results we note that for estimating pag from hmeas we
must consider the unknown oag as nuisance parameter because it affects the statistics
of hmeas. Hence we engage in joint estimation of pag and oag (the same approach applies
if an estimate of oag is of interest to the application). Thereby the constraint ‖oag‖ = 1
causes some mathematical trouble but this can easily be bypassed with the use of the
standard spherical parametrization10

oag =


cosφag sin θag

sinφag sin θag

cos θag

 (7.8)

in terms of azimuth angle φag and polar angle θag. Thus, the considered estimation
parameter is the vector

ψ :=


pag

φag

θag

 ∈ R5 (7.9)

which constitutes a full description of the agent deployment. The discussion of esti-
mation algorithms later in the chapter will show that the phase of hmeas,n (especially
the sign of Im(hmeas,n)) is essential for estimating oag. Hence we consider schemes that
process the complex numbers hmeas,n in their very form instead of drawing a simpler

10An alternative mathematical approach to incorporating a constraint such as ‖oag‖ = 1 into CRLB
statements is provided by the theory in [224].
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metric like |hmeas,n| that might discard location information.

Proposition 7.2 (Position Error Bound). If ψ̂ is an unbiased estimate of ψ and
the regularity condition of the Cramér-Rao lower bound is fulfilled (for the detailed
condition we refer to [223]), then the Cramér-Rao lower bound on the estimation error
variance is

var[ψ̂i ] = E[(ψ̂i − ψi)2 ] ≥
(
III−1
ψ

)
i,i
, i ∈ {1, 2, 3, 4, 5} (7.10)

where IIIψ ∈ R5×5 is the Fisher information matrix of ψ.
The related position error bound (PEB) states that

√
E[‖p̂ag − pag‖2 ] ≥ PEB( pag,oag) , (7.11)

PEB( pag,oag) =
√

tr
{(
III−1
ψ

)
1:3,1:3

}
=
√

tr
{
III−1

pag

}
. (7.12)

The last expression uses the equivalent Fisher information matrix

IIIpag =
(
IIIψ
)

1:3,1:3
−
(
IIIψ
)

1:3,4:5

(
IIIψ
)−1

4:5,4:5

(
IIIψ
)

4:5,1:3
(7.13)

which shows the effect of orientation uncertainty on position estimation. If the agent
orientation is precisely known a-priori then IIIpag = (IIIψ)1:3,1:3 applies.

Proof. The CRLB (7.10) for a vector parameter is a basic statement of estimation
theory [223, Eq. 3.20]. The position error bound has been derived by [126]; it follows
by forming the sum of (7.10) for i ∈ {1, 2, 3} to obtain E[∑3

i=1(ψ̂i−ψi)2 ] ≥ ∑3
i=1(III−1

ψ )i,i
or rather E[‖p̂ag − pag‖2 ] ≥ ∑3

i=1(III−1
ψ )i,i. The equivalent Fisher information matrix

follows from block-wise matrix inversion via the Schur complement; it was introduced
by [126] in the context of position estimation with nuisance parameters.

The Fisher information matrix IIIψ is determined by the function hmodel(ψ) in (7.2)
and the distribution of ε. For a general definition please refer to [223]; the following
proposition states the result for the case that the model error ε ∈ CN has a zero-mean
Gaussian distribution. The adequacy of a Gaussianity assumption is supported by
Sec. 3.2 and the measurement results presented later in the chapter.
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Proposition 7.3 (Fisher Information Matrix). Let the model error ε ∈ CN have
circularly-symmetric complex Gaussian distribution with zero mean ε ∼ N (0,Kε).
Then the log-likelihood function of ψ given an observed hmeas is

L(ψ) = log f(hmeas |ψ) =
−N log(π)− log det(Kε)− (hmeas − hmodel)HK−1

ε (hmeas − hmodel) (7.14)

where hmodel (and possibly also Kε) is a deterministic function of ψ. The Fisher
information matrix IIIψ ∈ R5×5 associated with ψ is given by [223, Eq. 15.52]

(IIIψ)m,n = 2 Re
(
∂hH

model
∂ψm

K−1
ε

∂hmodel

∂ψn

)
+ tr

(
K−1
ε

∂Kε

∂ψm
K−1
ε

∂Kε

∂ψn

)
(7.15)

for elements m,n ∈ {1, . . . , 5}. The right-hand summand vanishes if Kε does not
depend on ψ, yielding the compact formula11

IIIψ = 2 Re
(
∂hH

model
∂ψ

K−1
ε

∂hmodel

∂ψT

)
. (7.16)

These statements require the 5×N Jacobian matrix of hmodel from (7.2) with respect
to ψ, which holds derivatives of hmodel,n with respect to the components of pag as well
as φag and θag. These derivatives are given by the following involved proposition.

Proposition 7.4 (Geometric Gradient). The spatial gradient of the channel coefficient
is given by

∂hmodel,n

∂pag
= α̃n

∂vT
Dir,n

∂pag
oag, (7.17)

∂vT
Dir,n

∂pag
= −jk unvT

Dir,n + je−jkrnΓ (7.18)

11We note that N ≥ 5 is a necessary condition for IIIψ in (7.16) being invertible. This is consistent
with the fact that we would require at least five observations hmeas,n to determine the five-dimensional
ψ even in the error-less case.
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where Γ ∈ C3×3 is another Jacobian matrix with respect to position, given by

Γ = ∂

∂pag

((
1

(krn)3 + j

(krn)2

)
βT

NF,n + 1
2krn

βT
FF,n

)
(7.19)

=
(

1
(krn)3 + j

(krn)2

)
∂βT

NF,n

∂pag
+ 1

2krn
∂βT

FF,n

∂pag

−
(

3k
(krn)4 + 2jk

(krn)3

)
unβT

NF,n −
k

2(krn)2 unβT
FF,n .

The above uses the spatial Jacobians of the scaled near- and far-field vectors

∂βT
NF,n

∂pag
= 3

2
1
rn

(
onuT

n + (oT
nun)(I3 − 2unuT

n )
)
, (7.20)

∂βT
FF,n

∂pag
= − 1

rn

(
onuT

n + (oT
nun)(I3 − 2unuT

n )
)
. (7.21)

The gradients with respect to orientation are ∂hmodel,n
∂φag

= α̃n(vDir,n+vMP,n)T ∂oag
∂φag

with
∂oag
∂φag

= [− sin(φag) sin(θag), cos(φag) sin(θag), 0]T and ∂hmodel,n
∂θag

= α̃n(vDir,n+vMP,n)T ∂oag
∂θag

with ∂oag
∂θag

= [cos(φag) cos(θag), sin(φag) cos(θag), − sin(θag)]T.

Proof Sketch. We note that the vectors vMP,n are considered constant while vDir,n de-
pend on pag but not on φag or θag, leading to (7.17). Then (7.18) follows from the
product rule, ∂

∂pag
e−jkrn = −jk ∂rn

∂pag
· e−jkrn , and ∂rn

∂pag
= un which is easily shown

by writing rn = (x2 + y2 + z2) 1
2 and computing ∂rn

∂x
, ∂rn
∂y
, ∂rn
∂z

(cf. [146]). Then (7.19)
is expanded with basic rules. The near- and far-field Jacobians (7.20) and (7.21)
are obtained by writing βT

NF,n = 3
2(uT

non)uT
n − 1

2oT
n and βT

FF,n = −(uT
non)uT

n + oT
n ,

then noting ∂βT
NF,n

∂pag
= 3

2
∂(uT

non)uT
n

∂pag
and ∂βT

FF,n
∂pag

= −∂(uT
non)uT

n

∂pag
. The common term

∂(uT
non)uT

n

∂pag
= ∂uT

n

∂pag
onuT

n + uT
non ∂uT

n

∂pag
is expanded with the use of ∂uT

n

∂pag
= 1

rn
(I3 − unuT

n ).
This last equality can be proven by writing rn = [x y z]T and un = 1

rn
rn to expand

∂un
∂x

= 1
rn

∂rn
∂x
− 1

r2
n

∂rn
∂x

rn = 1
rn

([1 0 0]T − (un)x un) where (un)x is the x-component
of un. Repeating the above for ∂un

∂y
and ∂un

∂z
and a few rearrangements conclude the

derivation. The derivatives with respect to φag and θag follow from basic calculus.

Later in the chapter, in the evaluation of the practical system implementation in
Sec. 7.5, we will encounter a distribution of ε that does not exhibit circular symmetry,
even for a thoroughly calibrated model. We will nevertheless require an appropriate
formula for the Fisher information matrix, which is given in the following.
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7.3 CRLB-Based Study of Accuracy Regimes

Proposition 7.5. If the model error vector ε ∈ CN has a general complex Gaussian
distribution with zero mean, modeled in terms of the real-valued stack vector

εstack =
 Re ε

Im ε

 ∼ N (0,Kstack) , (7.22)

then the Fisher information matrix IIIψ ∈ R5×5 is given by [223, Eq. 3.31]

(IIIψ)m,n = sT
m K−1

stack sn + 1
2 tr

(
K−1

stack
∂Kstack

∂ψm
K−1

stack
∂Kstack

∂ψn

)
(7.23)

for elements m,n ∈ {1, . . . , 5}. Thereby sm ∈ R2N is the m-th column of the stacked
Jacobian S ∈ R2N×5 stated below. If Kstack does not depend on ψ then

IIIψ = STK−1
stackS , S =

 Re(∂hmodel/∂ψ
T)

Im(∂hmodel/∂ψ
T)

 (7.24)

applies. The statements encompass circularly-symmetric distributions ε ∼ CN (0,Kε)
as a special case; the conversion is via

Kstack = 1
2

 Re(Kε) −Im(Kε)
Im(Kε) Re(Kε)

 . (7.25)

7.3 CRLB-Based Study of Accuracy Regimes

In this section we evaluate the potential performance of low-frequency magneto-
inductive localization for realistic technical parameters and a setup size of a few meters
(e.g. indoor localization). The anchors are installed in the pattern indicated in Fig. 7.1
which is motivated by the compromise of establishing a large anchor spread in all three
dimensions while maintaining small rn to most positions in the volume (an extensive
study of optimal anchor deployment is left for future work).

The following evaluation assumes a random agent deployment whereby oag has
uniform distribution on the 3D unit sphere and pag has a uniform distribution on a
cube with the same center position as the anchor setup and 80% of its side length (i.e.
2.4 m). This way we prevent that pag occurs very close to any pn. We are interested
in the resulting statistics of the position error bound (7.12) in different setting.

All α̃n are set such that the agent-to-anchor channel gain would be−40 dB over rn =
1 m in coaxial arrangement (this choice is made for all considered wavelengths). For

153



7 Position and Orientation Estimation of an Active Coil in 3D

the model error we choose a circularly-symmetric Gaussian distribution ε ∼ N (0,Kε)
for simplicity. This is supported by Sec. 3.2 and partially by observed measurements.

Choosing a sensible value for the error covariance matrix Kε is a major aspect of this
evaluation and crucial for its meaningfulness.12 Motivated by the error levels observed
on the basis of our system implementation we set Kε = 10−10 IN , corresponding to an
error floor of −100 dB on measurements of the channel coefficient.
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Figure 7.5: Median position error bound versus the side length of the cubic volume that
constitutes the localization setup (see Fig. 7.1) for different numbers of anchors N and dif-
ferent wavelengths λ. The evaluation assumes the free-space model in (7.2) (with vMP,n = 0)
and the distribution ε ∼ CN (0,Kε) with Kε = IN · 10−10 (a choice motivated by practically
observed error levels). The agent has uniformly distributed position within this volume and
unknown random orientation with uniform distribution. For all λ the coil parameters are set
such that a 1 m coaxial link has −40 dB channel gain.

Fig. 7.5 shows the median PEB versus room side length for different numbers of
anchors and different wavelengths. As expected, position errors are lowest in small

12One possible approach for setting Kε is the consideration of the SIMO signal model y = hx+ w
in the sense of (3.23), with w ∼ CN (0,K) and a constant pilot signal x =

√
PT. Now observing

1√
PT

y = h + 1√
PT

w suggests that ε = 1
PT

K. This would yield model error levels on the order of
magnitude of E[|εn|2 ] ≈ 1

PT
B ·10−20, e.g., ≈ 10−16 with PT = 10 mW transmit power and B = 100 Hz

signaling bandwidth (corresponding to a measurement update rate of about 100 samples per second).
This calculation is however highly optimistic (and contributed to the optimistic accuracy projections
in our paper [128]) for the following reason. Whenever hmeas has a appreciably large value, hmeas and
hmodel will differ by much more than measurement noise and interference due to imperfect calibration
and unconsidered propagation effect in hmodel. A channel model hmodel of surreal accuracy and an
extremely high-resolution ADC would be required for measurement noise to become dominant.
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7.3 CRLB-Based Study of Accuracy Regimes

rooms with many anchors. Remarkably, the projected accuracies for λ = 600 m and
λ = 10 m are not vastly different for small setup sizes. This is because in either case
the typical link distances hardly exceed the near field. For larger setups the smaller
wavelength promises a better accuracy because of the reduced path loss in the mid-
and far-field regimes. From a practical perspective however, the choice λ = 10 m
is disastrous because one must expect vast interaction with the environment, which
interferes with the direct path and thus gives rise to huge model errors ε (we observed
this clearly in an experiment conducted at 13.56 MHz ⇔ λ = 22.1 m).

The problem would be even more pronounced at λ = 1 m where hmeas would be
governed by small-scale fading through rich scattering. The accuracy projections in
combination with our practical experiments in the course of [143] show that λ = 600 m
is suitable for our magneto-inductive localization approach. We identify the N = 8
case with 3 m setup side length, which shows a median PEB of 13 mm, as an attractive
use case with reasonable infrastructure cost. We will use this operating point for the
remainder of the chapter.
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Figure 7.6: The plots show the statistics of the CRLB on the RMS errors of the position
estimate and the orientation angle estimates for random agent deployment in a 3 m×3 m×3 m
room using 8 anchors and λ = 600 m (fc = 500 kHz). Also shown are bounds which ignore
the uncertainty in the respective other domain.

Fig. 7.6 shows the statistics of the PEB at the chosen operating point. We note
that accuracies of 42 mm and 2.8◦ are feasible for 95% of all random agent deploy-
ments. If the agent orientation was known a-priori then the position accuracy would
approximately double (the median PEB improves from 13 mm to 6.4 mm). The plots
of the RMS orientation angle errors show that azimuth and polar angle have similar
error statistics. Here the accuracy would improve by about a factor of three if the
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7 Position and Orientation Estimation of an Active Coil in 3D

position parameter was known a-priori. This indicates that orientation estimation is
slightly more sensitive to position uncertainty than vice versa.

7.4 Localization Algorithm Design

We are interested in a localization algorithm that is fast, accurate, and robust (i.e.
outliers in the sense of occasional very inaccurate estimates should not occur). In order
words, we seek computational procedure which reliably returns an accurate estimate
p̂ag (and possibly also ôag) given the observation hmeas ∈ CN and full knowledge of
the anchor topology and technical parameters, based on a channel model hmodel. The
latter is throughout considered as a function of an agent position hypothesis p and an
orientation hypothesis o (as opposed to the true pag and oag).

We shall review the related work on magneto-inductive localization algorithms. The
joint estimation of position and orientation of a dipole-like magnet through distributed
sensors, each measuring one field component, was studied by [122] and by [123, 124]
for medical gastrointestinal applications. In [125], a medical microrobot estimates
its position and orientation from voltages induced in its near-field antenna due to
eight active anchors. For the 5D non-linear least squares problem associated with
these works, the Levenberg-Marquardt (LM) algorithm was identified as a suitable
solver [122,123]. The authors of [123] emphasized the importance of an accurate initial
guess for LM because of local cost function minima. The magnetic field Jacobian was
provided to the LM algorithm in [124] for performance enhancement. Most papers on
near-field localization employ the dipole approximation, e.g., [58,59,61,122–124,217]. In
distinction from planar coil setups, the use of tri-axial coil arrays at the anchors and/or
the agent allows for simpler localization schemes [59, 96, 217, 225]. In particular, [225]
uses a simplified localization algorithm to initialize the LM solver applied to the original
non-linear least squares problem.

In the following we review the standard approach(es) and the associated problems
to then proceed with the design of more suitable localization algorithms. It shall
be noted that we study location estimation from an instantaneous observation hmeas

without temporal filtering (which could easily be applied to instantaneous estimates).

7.4.1 Least-Squares and Maximum-Likelihood Estimation

We consider hmodel = [ hmodel,1 . . . hmodel,N ]T as a function of pag and oag while the
model parameters α̃n, vMP,n, pn, on are fixed ∀n. The least-squares estimate of pag
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and oag is obtained by solving the optimization problem

(p̂ag, ôag) ∈ arg min
p,o

‖hmeas − hmodel‖2 subject to ‖o‖2 = 1. (7.26)

The spherical parametrization (7.8) of o yields an unconstrained non-linear least
squares problem in five dimensions,

(
p̂ag, φ̂ag, θ̂ag

)
= arg min

p, φ, θ
‖hmeas− hmodel‖2

2 = arg min
p, φ, θ

N∑
n=1
|hmeas,n− hmodel,n|2 . (7.27)

If the model error ε has a circularly-symmetric Gaussian distribution ε ∼ CN (0,Kε)
then the maximum-likelihood estimate (MLE) is given by those values p, φ, θ which
maximize the log-likelihood function (7.14). If furthermore Kε does not depend on the
agent location then the maximum-likelihood estimate becomes

(
p̂ag, φ̂ag, θ̂ag

)
= arg min

p, φ, θ
(hmeas − hmodel)HK−1

ε (hmeas − hmodel) . (7.28)

The extension to the case without circular symmetry is straightforward. If Kε is a
scaled identity matrix Kε = σ2IN then the least-squares estimate (7.27) and the MLE
(7.28) are equivalent.

Closed-form solutions are unavailable for these optimization problems because of the
involved non-linear function hmodel(p, φ, θ). Still, we can tackle them with numerical
optimization methods. In particular we focus on iterative gradient-based methods
which are suitable because the objective is a continuous and continuously differentiable
function. To this effect, related optimization methods such as simulated annealing or
particle swarm optimization (as used by [226] for magneto-inductive localization) are
not considered. We apply a nonlinear least-squares solver (namely the Matlab function
lsqnonlin with the levenberg-marquardt algorithm option [227])13 to (7.28), using
a certain ψ as initialization. We refer to this procedure as the ML5D algorithm.
The objective function is non-convex (this can be seen at the example in Fig. 7.8)
and thus the gradient search may converge to a local minimum [228]. In this case the

13The trust-region-reflective algorithm option results in very similar estimation accu-
racy as the levenberg-marquardt option but is a bit slower computationally, hence we prefer
levenberg-marquardt. The solver is provided the 5 × N Jacobian holding all the geometric er-
ror gradients, which follow directly from Proposition 7.4. In this context it shall be noted that during
the gradient search there is no need to constrain the value range of φ and θ because any periodical
ambiguity leads to the same oag. Such constraints could even cause a solver to get stuck at an interval
boundary and thus impair its ability to find the global optimum. Likewise, we do not constrain the
position search space in any way.
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7 Position and Orientation Estimation of an Active Coil in 3D

estimate will usually deviate severely from the actual MLE.14 We will find that this
happens frequently. Moreover, the ML5D approach has a large mean execution time
which prevents real-time localization with a fast update rate. It is thus unsuitable for
accurate real-time localization with a fast update rate. In order to improve on these
shortcomings we propose and study alternative algorithms in the following.

7.4.2 Multilateration from Hard Distance Estimates

Given the measurements hmeas,n we compute the maximum-likelihood distance esti-
mates r̂ML

n with the simple formula (7.6) for all anchors n = 1 . . . N . These distance
estimates are then used for multilateration, i.e. we estimate the agent position by
applying a gradient-based solver (quasi-Newton method) to the least-squares problem

p̂ag = arg min
p

N∑
n=1

(
rn(p)− r̂ML

n

)2
. (7.29)

Its appealing mathematical properties are discussed in [229, Sec. 4.4.1.2]. We will find
that this method converges exceptionally fast but has very poor accuracy. We interpret
this as a consequence of the rough distance estimates and of general shortcomings of
the multilateration method for involved distance error statistics (e.g., see [51]).

7.4.3 Magnetic Eggs Algorithm

The above multilateration approach might be improvable by considering the soft dis-
tance information in the likelihood functions LNF,n(rn) from (7.5), e.g. by heuristically
calculating p which minimizes ∏N

n=1 LNF,n(rn(p)), instead of using the hard estimates
r̂ML
n . In the following we describe a similar yet mathematically simpler approach which
pays more attention to the geometrical information per anchor.

First, we consider channel model (7.2), discard the far-field term, and assume that
this model is without error (εn ≡ 0). Then hmeas,n = hmodel,n = α̃n( 1

(kr)3 + j
(kr)2 )JNF,n and

14By ’actual MLE’ we refer to the formally true solution of the maximum-likelihood optimization
problem (7.28), irregardless of any problems that may occur in computing it. In the following eval-
uations we emulate the actual MLE by running ML5D initialized at true agent location ψ. The
meaningfulness of this emulation was confirmed by omitted experiments which showed that the bias
and deviation between RMS error and position error bound are both negligibly small with this ap-
proach. Those properties are characteristic for the MLE when N is large [223] (our choice N = 8 is
reasonably large). In this context note that if hmodel was an affine map of ψ then ψ̂ ∼ N (ψ,III−1

ψ )
would hold for the MLE; thus the position error bound would hold with equality. This is not the case,
however the property holds in good approximation because hmodel can be described by a first-order
Taylor approximation (which is affine) in a vicinity of the true ψ (a small vicinity at high SNR).
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we obtain |hmeas,n| = |α̃n|
√

1
(kr)6 + 1

(kr)4 |JNF,n|. For fixed pag but random oag (uniform
distribution in 3D) we know from (4.13) that |JNF,n|

∣∣∣ βNF,n ∼ U(0, βNF,n), associated
with the PDF 1

βNF,n
1[0,βNF,n](|JNF,n|). A change of variables yields the PDF of |hmeas,n|,

f
(
|hmeas,n|; pag

)
=
1[0, βNF,ngn](|hmeas,n|)

βNF,n gn
, gn = |α̃n|

√
1

(krn)6 + 1
(krn)4 . (7.30)

Note that the dependence on pag is via both rn and βNF,n. We generalize the re-
sult to the case of an erroneous measurement according to the pragmatic model
|hmeas,n|

∣∣∣ |hmodel,n| ∼ N (|hmodel,n|, σ2). By performing the convolution of the Gaus-
sian PDF and the uniform PDF of |hmodel,n| one can show that the resulting PDF is

1
βNF,n gn

(
Q
( |hmeas,n|−βNF,ngn

σ

)
−Q

(
|hmeas,n|

σ

))
, reminiscent of a soft indicator function on

the interval [0, βNF,ngn] and with smoothness parameter σ. We note that the non-
sensical circumstance |hmeas,n| < 0 can occur under this error model; the right-hand
Q-function is an artifact thereof and is thus discarded. We obtain

f
(
|hmeas,n| ; pag

)
=
Q
( |hmeas,n|−βNF,ngn

σ

)
βNF,n gn

. (7.31)

Given measurements hmeas,1, . . . , hmeas,N we consider the product of likelihood functions
L(p) = ∏N

n=1 f(|hmeas,n|; p) which is itself considered as a likelihood function. If the
distributions |JNF,n|

∣∣∣ βNF,n (as well as the errors with variance σ2) were statistically
independent across n = 1 . . . N then L(p) would be a legitimate likelihood function,
although we know from Cpt. 4 that this is not the case. Yet we use this heuristic
construct for localization and refer to the minimization of − logL(pag) with a gradient-
based solver (quasi-Newton method) as the Magnetic Eggs algorithm.

To best understand the concept and the naming we consider the magnetoquasistatic
regime where gn = |α̃n|

(krn)3 and we furthermore set σ = 0, i.e. we use (7.30). We obtain

f
(
|hmeas,n| ; p

)
=


r3
n

βNF,n|α̃n/k3| 0 ≤ rn ≤
∣∣∣βNF,nα̃n/k

3

hmeas,n

∣∣∣1/3
0 otherwise

. (7.32)

In the considered simple case it is supported inside an egg-shaped manifold in R3

(formally not an ellipsoid, but with very similar shape) which is illustrated in Fig. 7.7a.
It is centered at the anchor position pn and its major axis, which is 3

√
2 times longer

than the minor axes15, is along on. With σ > 0 we would see a smooth transition to
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Figure 7.7: Illustration of the likelihood function underlying the introduced Magnetic Eggs
algorithm, evaluated for the magnetoquasistatic and error-free case described by (7.32). The
same egg shape was indicated in [104] and a related distance bounding idea given in [26].

zero at the egg boundary instead of the immediate drop. The illustration in Fig. 7.7b
shows an example of ∏N

n=1 f(|hmeas,n| ; p) for N = 3, i.e. the intersection of three
eggs. We observe that the true agent position deviates significantly from the position
with maximum likelihood. This deviation is due to the wrong assumption of statistical
independence between JNF,1 . . . JNF,N that underlies the approach.

7.4.4 Dimensionality Reduction (ML3D Algorithm)

We attribute the convergence problems of ML5D to its high-dimensional parameter
space, which is reduced to 3D in a rigorous fashion in the following. We write the
employed channel model (7.2) as

hmodel = VT
po , Vp =

[
α̃1(vDir,1 + vMP,1) , . . . , α̃N(vDir,N + vMP,N)

]
(7.33)

whereby Vp ∈ R3×N is indicated as a function of position hypothesis p. For the
following approach we consider p fixed and for pragmatic reasons require hmeas ≈ VT

po

15It is noteworthy that the maximum-likelihood distance estimate r̂ML
n in (7.6) is equal to the minor

axis length of the egg shape. One can see how the likelihood function of rn in Fig. 7.4a would emerges
from the egg shape in Fig. 7.7a by marginalization of the anchor-to-agent direction u if it had uniform
distribution in 3D.
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in order to obtain an estimate ôp given p. In particular we compute

ôp = arg min
o

(hmeas −VT
po)HK−1

ε (hmeas −VT
po) subject to ‖o‖2 = 1 . (7.34)

analogous to the maximum-likelihood rule (7.28). We demonstrate that this problem
can be solved analytically. We use the error-whitened and real-valued reformulation

ôp = arg min
o

‖γ −AT
po‖2 subject to ‖o‖2 = 1 (7.35)

with γ = [Re(K−1/2
ε hmeas)T, Im(K−1/2

ε hmeas)T]T ∈ R2N and, likewise, AT
p ∈ R2N×3 is

formed by stacking the real- and imaginary parts of K−1/2
ε VT

p . The optimization prob-
lem (7.35) is a linear least-squares problem with a quadratic equality constraint which
is solved in the following according to the theory presented in [230]. By considering
the stationary points of the Lagrange function associated with (7.35) we find

ôp(λ) =
(
ApAT

p + λ I3
)−1

Ap γ (7.36)

as a function of the Lagrange multiplier λ (not to be confused with the wavelength).
The solution to (7.34) is given by ôp(λ∗) where λ∗ is the largest λ which satisfies
the constraint ‖ôp(λ)‖2 = 1 (we do not elaborate on special cases that occur with
probability zero for our estimation problem from a random observation; for details
please refer to [230]). In order to find λ∗, we use a reformulation [230]

‖ôp(λ)‖2 =
3∑
i=1

µic
2
i

(µi + λ)2 = 1 (7.37)

based on the eigenvalue decomposition of 3 × 3 matrix ApAT
p = ∑3

i=1 µiaiaT
i and

ci = aT
i γ. We can now compute λ∗ efficiently by finding the largest real root of a sixth-

order polynomial in λ which arises by multiplying (7.37) with its three denominators.

Using this rule for ôp, we can compute a maximum-likelihood position estimate by
solving an unconstrained optimization problem with 3D parameter space,

p̂ag = arg min
p

‖γ −AT
p ôp‖2 (7.38)

= arg min
p

(hmeas −VT
p ôp)HK−1

ε (hmeas −VT
p ôp) .

The interplay of (7.34) and (7.38) can be regarded as alternating minimization [231,
Eq. 1.1] of the negative log-likelihood in (7.28), whereby the very fast and reliable rule
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for computing ôp however effectively reduces the problem from 5D to 3D (ôp can be
regarded as a simple function of p).

We define the ML3D algorithm as the application of the Levenberg-Marquardt
solver to (7.38), using a certain initial p. Later in the chapter we will see that ML3D
has much faster convergence speed than ML5D, owing to the dimensionality reduction.
The robustness improvement is minor though: just like ML5D, ML3D does not converge
to the global optimum reliably. This flaw is tackled in the following.

7.4.5 Smoothing the Cost Function (WLS3D Algorithm)

The introduced ML5D and ML3D algorithms suffer from convergence to local cost
function extrema. We attribute part of the problem to the high dynamic measurement
range due to path loss: the values hmeas,n with largest absolute value will usually
dominate the squared-error term (7.38) at most position hypotheses. As a result,
the majority of anchors is effectively ignored in early solver iterations, which hinders
convergence to the global optimum. Apparently this problem could be avoided with a
more balanced cost function.

We consider the distances between a hypothesis p and the anchor positions pn,
collected in

Rp = diag
(
r1(p), . . . , rN(p)

)
, rn(p) = ‖p− pn‖ . (7.39)

We use them in the computation of a weighted least-squares position estimate

p̂ag = arg min
p

N∑
n=1

∣∣∣r3
n(p)

(
hmeas,n− hmodel,n(p, ôp)

)∣∣∣2 (7.40)

= arg min
p
‖R3

p(hmeas −VT
p ôp)‖2

where Vp is from (7.33). As corresponding orientation estimate we compute

ôp = arg min
o
‖R3

p(hmeas −VT
po)‖2 subject to ‖o‖2 = 1 (7.41)

which is solved analytically just like (7.35). We refer to the application of the
Levenberg-Marquardt non-linear least squares solver to (7.40) as WLS3D algorithm.16

The idea of this distance-dependent weighting r3
n(p) is to map all observations

16In our implementation we multiply the cost function by the constant N/ tr(Kε) to avoid that the
output values are many orders of magnitude smaller than those of ML5D and ML3D.
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onto a common value range. To see this, consider the magnetoquasistatic model
hmodel,n = α̃n

(kr)3JNF,n and the weighted term r3
nhmodel,n = α̃n

k3 JNF,n. This term should
have similar order of magnitude across all n (at least at p = pag); the same applies for
the weighted observation r3

nhmeas,n. This prevents a degenerated value range of the cost
function summands and achieves an effect comparable to a cost function relaxation in
comparison to ML3D, as can be observed in Fig. 7.8.
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Figure 7.8: An example showing the spatial cost function evolution of the introduced
gradient-based location estimation algorithms. The example considers agent position hy-
potheses p on a line inside the anchor setup of Fig. 7.1. The particular line is p =
[x, 0.5 m, 1.5 m]T for x ∈ [0 m, 3 m]; it comprises the true pag at x = 2 m. The evalua-
tion shows three different choices for the orientation hypothesis required by the ML5D cost
function: the true orientation orientations, one offset by by 45◦, and one orthogonal. The
cost values were scaled and shifted to the same value range for visualization purposes.

Even in the case of global optimality, the WLS3D algorithm may exhibit slightly
lower accuracy than ML3D and ML5D. This is because of the absence of noise whitening
and because the weighting affects the model error components individually and, in
consequence, the estimates (7.40) and (7.41) deviate from the maximum-likelihood
estimate. This is however easily mitigated by cascading WLS3D and ML3D (initialized
at the WLS3D estimate).

7.4.6 Misaligned Gauss Algorithm

We present a last algorithm design based on the same ideas as WLS3D, but now the
dimensionality reduction is achieved via the random misalignment theory developed in
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7 Position and Orientation Estimation of an Active Coil in 3D

Cpt. 4. In this sense, we assume that oag is random with uniform distribution on the
3D unit sphere. We use hmodel = VT

po as defined by (7.33). Inspired by Sec. 7.4.4 we
use the distant-dependent scaling δ = R3

phmodel with Rp = diag(r1 . . . rN), leading to
the model δ = Bpoag with Bp = R3

pVT
p ∈ CN×3. From Proposition 4.8 we know that

the random vector δ = Bpoag has zero mean and covariance matrix 1
3BpBH

p .

We consider the scaled measurement ζ = R3
phmeas and assume that ζ and δ deviate

by a random error e = ζ − δ (statistically independent of oag) with zero mean and
covariance matrix Σ. As a result the observation ζ = Bpoag + e has zero mean
and covariance matrix 1

3BpBH
p + Σ. To keep the mathematics tractable we assume a

Gaussian distribution ζ ∼ CN (0, 1
3BpBH

p + Σ). This certainly contradicts the specific
PDF given by Proposition 4.2 with its ellipse-shaped support, although the color plots
in Fig. 4.4 indicate that a Gaussian model with the same covariance matrix is at least
a sensible approximation. For this Gaussian model we can easily state the PDF of ζ,

f(ζ; p) =
exp

(
−ζH(1

3BpBH
p + Σ)−1ζ

)
πN det

(
1
3BpBH

p + Σ
) (7.42)

which is parameterized by the position hypothesis p. For a fixed measurement hmeas the
expression becomes a likelihood function of p. By writing the negative log-likelihood
function and discarding irrelevant summands we obtain the cost function

C(p) = log det
(

1
3BpBH

p + Σ
)

+ ζH
(

1
3BpBH

p + Σ
)−1

ζ . (7.43)

We define the Misaligned Gauss algorithm as the application of a gradient-based solver
(quasi-Newton method) for the three-dimensional minimization of this cost function.

We have yet to discuss the covariance matrix Σ. Formally it should have the value
R3

pKεR3
p based on the covariance matrix Kε of the model error ε = hmeas − hmodel.

However, we found that the algorithm becomes vastly more robust with a fixed choice,
e.g. Σ = σ2IN with σ = 10−6 as error level.17 The considered key purpose of Σ is
smoothing the cost function and ensuring that 1

3BpBH
p + Σ has full rank rather than

accurately reflecting the error statistics.

17With a scaled identity covariance matrix Σ = σ2IN the matrix inversion ( 1
3BpBH

p + Σ)−1 =
( 1

3BpBH
p + σ2IN )−1 in (7.43) can equivalently be written as 1

σ2

(
IN − 1

3Bp( 1
3BH

p Bp + σ2I3)−1BH
p
)

via the Woodbury matrix identity. This reduces the computational effort to a 3× 3 inversion.
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7.4.7 Algorithm Performance Evaluation

We compare the introduced algorithms in terms of numerical accuracy, execution speed,
and robustness (i.e. the odds of computing an estimate with useful accuracy). We
consider the same parameters as the evaluation in Sec. 7.3, i.e. N = 8 anchors which
surround a cubic volume of 3 m side length. We sample pag and any initial solver p
uniformly from a slightly smaller cubic volume (2.4 m side length) with equal center
position and oag and any initial solver o uniformly from the 3D unit sphere.18 The
gradient solvers terminate when an iterative parameter update ‖ψ̂i+1−ψ̂i‖ of less than
10−15 occurs or after i > 1000 iterations (which usually only takes effect for ML5D).

For a single run of the different algorithms from a random initialization, we observe
the statistics of the position error in Fig. 7.9a and of the execution time in Fig. 7.11a.
The robustness of ML5D is only 36%; it suffers from local convergence otherwise (as
can be seen from the comparison to the actual MLE19). Furthermore its execution time
frequently exceeds 1 s. This slow converge prevents the use of a multi-start approach
to solve the robustness issue for real-time applications.

The multilateration approach and the Magnetic Eggs algorithm do not provide
a remedy since their accuracy is just terrible.20 We attribute this to their strong
reliance on formally wrong assumptions such as statistical independence of hmeas,n

across n = 1 . . . N , a strong hint that simplified approaches are inadequate for the
considered estimation problem.

The ML3D algorithm shows improved (yet still unsatisfactory) robustness of 50%
and significantly faster and predictable execution time (32 ms median) in comparison to
ML5D. The WLS3D algorithm brings a vast improvement by raising the robustness to
about 76%, with a fast and stable execution time of 27 ms in the median. The cascade
of WLS3D and ML3D improves these numbers to about 77% and 42 ms (but sacrifices

18We tested several solver initialization heuristics such as choosing the SNR-weighted center of
anchor positions as initial position. The resulting improvements over random initialization were
appreciable but we considered them too insignificant for inclusion, for the sake of clarity.

19We use the MLE as benchmark instead of the position error bound because the latter applies
to the RMS error which is not a suitable measure for estimation algorithms which are either very
accurate or very inaccurate, depending on whether they found the global cost function minimum. In
this context please recall the discussion in Sec. 7.4.1, especially Footnote 14, about the RMS error of
the MLE being very close to the position error bound unless the error levels in Kε are very large.

20The Magnetic Eggs algorithm is furthermore rife with numerical problems, which can be observed
in Fig. 7.8 and by comparing Fig. 7.9a and 7.11a with Fig. 7.9d and 7.11b. These problems are caused
by the trade-off of choosing a large smoothness parameter σ to prevent∞ cost occurring at the initial
position (cf. the large region of zero likelihood in Fig. 7.7b) and choosing a small σ to not distort the
original geometry-information-carrying egg shape too much. In the light of the poor performance of
the approach even with perfect initialization we shall not discuss these issues any further.
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Figure 7.9: Statistics of the position error ‖pag−pn‖ of the different algorithms with N = 8
anchors and random initialization.
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Figure 7.10: Statistics of the orientation error arccos(ôT
agoag) of the different algorithms

with N = 8 anchors and random initialization.

some execution time stability). Even better performance numbers are demonstrated by
the cascade of Misaligned Gauss and ML3D, which features 85% robustness at 40 ms
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Figure 7.11: Statistics of the algorithm execution times with N = 8 anchors and random
initialization. The experiments were conducted on a personal computer with an Intel Core
i7-4790 processor (3.6 GHz) and 16 GB RAM.

median execution time (about 79% and 24 ms for the standalone Misaligned Gauss).
A further advantage of the cascading approaches WLS3D → ML3D and Misaligned
Gauss→ML3D is that they mitigate the slight accuracy deviations of the WLS3D and
Misaligned Gauss standalone approaches from the theoretical limit (constituted by the
MLE). The success of cascading indicates the cost function minimum associated with
WLS3D or Misaligned Gauss is usually close to the position of maximum likelihood.

To some extend the remaining non-convexity issues21 can be addressed by running
an algorithm several times from different initializations and then picking the estimate
with the smallest residual cost. Fig. 7.9c shows the error statistics for 3 random
initializations. We observe a robustness of 94% for the WLS3D → ML3D cascade
and even 96% for the Misaligned Gauss → ML3D cascade. These are very promising
numbers for instantaneous estimates with no temporal filtering (yet). We conclude that
these two algorithms are suitable for robust and real-time operation of a low-frequency
magneto-inductive localization system for a single-coil agent.

21It is noteworthy that recent work has employed magneto-inductive passive relays (the topic of
Cpt. 5) to improve magneto-inductive localization. In particular, they have been considered for
resolving ambiguities in position estimation [26,172] and to improve the localization accuracy [232].
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7.5 Indoor Localization System Implementation

We present a system implementation for the purpose of accompanying the theoretical
accuracy results with practical ones and investigating the practical performance limits.

7.5.1 System & Coil Design

We present a system implementation with N = 8 anchor coils, operating at fc =
500 kHz (λ = 600 m). The employed anchor topology is shown in Fig. 7.12; it is very
similar to the topology considered throughout the theoretical results (minor differences
are due to obstacles such as the depicted bookshelf and tripod adjustability). The
system repeatedly acquires measurements hmeas ∈ CN of the agent-to-anchor channel
coefficients. For the presented study this is implemented by connecting all nine matched
coils (the agent and eight anchors) to a multiport network analyzer (Rohde & Schwarz
ZNBT8) via coaxial cables and measuring the respective S-parameters. This way we
establish phase synchronization, which would be a challenge (and potential source of
error) if done wirelessly. The network analyzer is configured to use a 6 dBm probing
signal and 5 kHz measurement bandwidth.

At each node, we use a spiderweb coil wounded on a plexiglas body with 10 turns
each, i.e. N̊ag = N̊an = 10. The inner and outer coil diameters are 100 mm and 130 mm,
respectively. We use fairly thick wire with 1 mm diameter (including insulation) to
keep ohmic resistance low. The operating frequency of 500 kHz is well below the coil
self-resonance frequency of about 8.7 MHz. Single-link measurements between such
coils have been presented earlier in Fig. 7.3. The design frequency fc = 500 kHz was
chosen based on the trade-off between achieving large channel gains at smaller distances
(fc should be large) and suppressing interaction with the environment (fc should be
small).22 Since the wire is orders of magnitude shorter than the 600 m wavelength, it
is safe to assume a spatially constant current distribution which is necessary for our
channel model (7.2) to hold. The coils have a measured resistance of 0.68 Ω and a
self-inductance of 17.3µH; the measured coil impedance is plotted versus frequency in
Fig. 7.13.

22This was concluded by comparison to a 1 MHz design. When doubling fc in this regime, the
decaying graph at smaller r in Fig. 7.3 gains 3 dB (+6 dB from doubled induced voltages and −3 dB
from the skin effect increasing the coil resistance) but for the leveled graph at larger r we suspect a
15 dB gain (it seems to scale like the far-field term in (7.3)). This effectively reduces the reach of the
decaying graph which however holds particularly valuable location information. For an experiment at
the 13.56 MHz ISM frequency, radiation was dominant and localization was impossible.
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7.5 Indoor Localization System Implementation

(a) setup with 8 anchors, agent on positioner, NWA (b) an anchor coil

(c) setup sketch, side view (d) setup sketch, top view

Figure 7.12: Setup with N = 8 stationary anchor coils (yellow) and a mobile agent coil
(blue). The anchor-to-agent measurements are acquired with the multiport network analyzer
shown in (a). The anchors are distributed on the border of a 3 m× 3 m area as shown in (a),
(c) and (d). Note the alternating elevation of the anchors: the anchors n ∈ {1, 3, 5, 7} are
2 m above the floor, those with n ∈ {2, 4, 6, 8} are at 68 cm. This is to establish ample anchor
spread in all three dimensions. In (c) and (d), the 45 predefined agent positions pag which
are visited via the positioner device are shown in blue. Not shown are the six different agent
orientations oag that will be assumed.

At each coil we use a two-port network to match the coil impedance to the con-
necting 50 Ω coaxial cable. In particular, each matching network is an L-structure of
two capacitors, cf. Fig. 3.6. We use capacitors with a high Q-factor to prevent that
their resistance impairs the Q-factor of the matched coil.

The agent coil is mounted on a positioner device (HIGH-Z S-1000 three-axis posi-
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Figure 7.13: Measured impedance of a spiderweb coil versus frequency. The data is com-
pared with a coil impedance simulation in the sense of Sec. 2.2, for a single-layer solenoid
coil of comparable coil diameter (Dc = 117 mm), coil length (lc = 25 mm) and wire diameter
(Dw = 0.5 mm) and the same turn number (N̊ = 10). The simulation predicts a larger
self-resonance frequency because the self-capacitance C is underestimated; the actual C is
possibly increased by the permittivity of the insulation and plexiglas body and the close turn
proximity of the spiderweb geometry. The simulation is unreliable for larger frequencies of
about f > 8 MHz where the coil is not electrically small (when λ/10 is shorter than the wire).

tioner) which is controlled via Matlab. This allows for accurate and automated adjust-
ment of pag. In particular, the agent coil is mounted to the positioner with a 2-DoF
joint. This allows to adjust orientation oag, whereby the resultant change of coil center
position pag is duly considered. The measurement acquisition time is about 14 ms,
which is a bit faster than the typical execution times of the proposed algorithms.

7.5.2 Accuracy of the Calibrated System

The following presents an evaluation of the localization accuracy of the system after
thorough calibration. The positioner device was placed in the middle of the anchors
(see Fig. 7.12) and was used to visit 45 different positions pag of the mounted agent
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coil, as illustrated in Fig. 7.12c and 7.12d. These positions were visited six times with
six different orientations oag. In particular, we chose for oag the canonical x, y and
z directions as well as directions at 45◦ to the axes in the xy, yz and xz planes. In
total, we establish 45 · 6 = 270 different agent deployments (pag,oag). At each of these
270 deployments the S-Parameters were measured with the network analyzer, resulting
in a set of channel vector measurements hmeas,i for i = 1, . . . , 270. In order to avoid
overfitting we partition the measurements into an evaluation subset i ∈ {1, 3, 5, . . .}
and a calibration subset i ∈ {2, 4, 6, . . .}.

We consider an essential calibration which adjusts all α̃n and vMP,n and a full cali-
bration which additionally tunes the anchor positions and orientations to compensate
minor inaccuracies of the installation. Hence, essential and full calibration adjust 8 and
13 real-valued parameters per anchor, respectively. All α̃n and vMP,n parameters are
calibrated with least-squares estimation per anchor. Afterwards, if a full calibration is
conducted, each individual anchor position and orientation is calibrated individually
by maximum a posteriori (MAP) estimation with informative priors. This procedures
are described in full detail in [144].

The system employs the cascade of WLS3D and ML3D as localization algorithm, in
a multi-start fashion from 3 random initializations. Thereby ML3D uses the empirical
covariance matrix Kε for whitening. This algorithm is applied individually to each
channel vector in the measurement evaluation subset. Fig. 7.14 shows the resulting
localization error statistics. We observe a median position error of about 53 mm with
essential calibration. Full calibration even achieves 29.9 mm median error and a 90%
confidence to be below 65 mm. The median error of orientation estimation is below 3◦

for both calibrations. Finally it shall be noted that the whitening operation does yield
a slight accuracy improvement but is certainly not crucial.

7.6 Investigation of Practical Performance Limits

While the achieved accuracy may be sufficient for various applications, one might ex-
pect better results from a thoroughly calibrated system (see also item 2 of Sec. 1.2).
The system seems to face a similar bottleneck as the related work and we want to
investigate the cause. As discussed below (7.1), the key to accurate localization via
parameter estimation is a small model error ε = hmeas − hmodel (with hmodel evaluated
at the true pag,oag,). Therefore, the observed residue model error is a key quantity
for the study of accuracy limits as it reflects the unconsidered effect(s). Finding its
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Figure 7.14: Performance of the 3D localization system in terms of position and orienta-
tion estimation error. The results are shown in terms of cumulative distribution function
(CDF) of the localization error over the different visited agent deployments (pag,oag) (the
135 deployments of the evaluation set) and for different calibrations.

dominant contribution corresponds to isolating the system’s performance bottleneck
and might allow to even further improve the accuracy. Fig. 7.15a shows and discusses
the realizations of the model error εi after full calibration for the different agent deploy-
ments i (for brevity we depict only the first component, i.e. n = 1). We analyze the
relative model error |εn,i|

/
|hmeas:n,i| = |hmeas:n,i − hmodel:n,i|

/
|hmeas:n,i| over the entire

evaluation set and find a median relative error of 0.055 and 90th percentile of 0.302.

As first possible cause we investigate measurement noise. Its statistics can be ob-
served in the fluctuations of channel gain measurements about their empirical mean for
a stationary agent as illustrated in Fig. 7.15b. By comparing the deviation magnitudes
in Fig. 7.15a and Fig. 7.15b, it can be seen that measurement noise is not the limiting
factor for our system and that the system is not SINR limited. This also means that
noise averaging of the measurement error would not improve the accuracy significantly
whereas it would harm the real-time capabilities of the system.

Another possible performance bottleneck are the errors due to the assumptions that
underlie the signal model of Sec. 7.1. Even in free space, the employed model is exact
only between two dipoles or between a thin-wire single-turn circular loop antenna and
an infinitesimally small coil. The actual coil apertures and spiderweb geometry are
however neglected by the model. We evaluate the associated performance impact with
the following procedure. Instead of acquiring hmeas,i by measurement, we synthesize it
with a simulation that would be exact between thin-wire spiderweb coils in free space.
In particular, we solve the double line integral of Proposition 2.1 numerically based on
a 3D model of the coil geometry and the feed wire seen in Fig. 7.12b. Subsequently,
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Figure 7.15: Scatter plot (a) shows the first component (anchor n = 1) of the model error
εi = hmeas,i − hmodel,i of the fully calibrated system. Thereby, i indexes the visited agent
deployments (evaluation subset i = 1, 3, 5, . . . , 269). The points are close to a line at about
80◦ to the real axis, an angle that can also be observed in Fig. 7.3 at small distances: in the
near-field the phase is always close to ±90◦ depending on polarity, with a small offset due to
mismatch ξ. Now ξ multiplies hmeas,i and hmodel,i and thus also εi, resulting in the observed
angle of the cloud. Scatter plot (b) shows the errors of channel coefficient measurements
acquired over time between stationary coils whereby the mean was subtracted. This shows the
error magnitude due to noise, interference, and quantization. We observe that the standard
deviation of this error carries over to the model error in (a) and how it spreads the associated
cloud (red circle). Please note the different axis scales and that (a) and (b) were obtained
with completely different methodology. Thus there is no one-to-one correspondence between
data points of the two plots.

we apply the same calibration and evaluation routines to the synthesized hmeas,i as
previously. This results in a relative model error with median 0.0114 and a 90th
percentile of 0.0615, which are significantly lower than the practically observed values.
Hence, this aspect does not pose the performance bottleneck.

As third possible cause investigate the model error due to unconsidered nearby
conductors which react with the generated magnetic field. To this effect, we tested
the impact that the ferro-concrete building structures of the setup room have on single
link measurements. Indeed, moving the coils closer to a wall or the floor can affect
hmeas considerably. In an experiment of two coplanar coils (parallel to the floor, i.e.
vertical orientation vectors) at r = 2 m link distance, we compared the impact of
different elevations by first choosing 0.5 m and then 1 m elevation above the floor for
both coils. Although the links should be equal according to the free space model, we
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observed a relative deviation of 0.11 between the two hmeas. This exceeds the 0.055
median relative model error of our fully-calibrated system, which is a strong hint that
nearby ferro-concrete building structures pose a significant performance bottleneck for
our localization system.

The remainder of the section presents accuracy projections under more ideal cir-
cumstances, based on the position error bound (PEB). We evaluate PEB( pag,oag)
for the same agent deployments as in Sec. 7.5.2, for different possible values of Kε of
technical relevance. In particular we determine the value of Kε for the following cases.

1. Empirically from model errors εi after full calibration.

2. Empirically from the measurement fluctuations observed while the agent is sta-
tionary.

3. Same as 2) but the transmitting agent coil was disconnected and replaced by a
50 Ω termination.

4. Same as 1) but the observations hmeas,i were obtained by free-space EM simulation
for thin-wire spiderweb coils (using the coupling model from Proposition 2.1)
instead of actual measurements.

5. Thermal noise and typical background noise picked up by the anchors at fc =
500 kHz, as described by Sec. 3.2. We use the same spatial correlation model as
Cpt. 6, using a Bessel function of kd times the inner product of the two associated
anchor orientations.

6. Independent thermal noise of power N0B at each anchor. We assume the mini-
mum noise spectral density at room temperature, i.e. N0 = −174 dBm per Hz.
The bandwidth is B = 5 kHz as specified in Sec. 7.5.1.

The results are shown in Fig. 7.16. First of all, the PEB for case 1 matches the
practically achieved accuracy in Fig. 7.14 well (again it shall be noted that the PEB
applies to the RMSE and not to single error realizations). The results for the cases 2 and
3 indicate the performance limit assuming that noise, interference and/or quantization
determine the achievable accuracy. This case would allow for sub-cm accuracy. The
PEB-results for case 4 also exhibit sub-cm accuracy in most cases but are slightly worse
than cases 2 and 3. This case 4 is particularly important as it represents the accuracy
limit of parametric location estimation based on an analytical signal model such as
(7.2). This indicates that sub-cm accuracy is infeasible for this approach and a system
of our scale, even in a distortion- and interference-free environment. The cases 5 and 6
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use noise power estimates from communication theory and yield projections between 20
and 200 µm. As discussed earlier, these are vastly optimistic because they would require
an extremely high-resolution ADC and a precise and well-calibrated signal model that
accounts for any appreciable physical detail.
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Figure 7.16: Distribution of the position error bound (PEB) over various agent deployments
within the 3 m×3 m room, evaluated for six different hypotheses on the statistics of the model
error ε = hmeas − hmodel. The results serve as accuracy projections for various (idealistic)
circumstances. We suspect that the significant differences between cases 2 and 3 are caused
by the way the network analyzer adapts the probing signal to the link, e.g. adding dither
noise to mitigate ADC non-linearity and quantization error.
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Chapter 8

Distance Estimation from UWB Channels
to Observer Nodes

In the previous chapter we studied an approach which operated at a very low frequency
fc in order to avoid significant interaction with the environment to begin with. Thereby
associated large wavelength λ and small signal bandwidth B limited our options in
location estimation. Now we shift our focus to a different (and more established)
paradigm for localization: the use of a signal bandwidth B in the GHz range. Such
ultra-wideband (UWB) signaling allows for extraction of the time of arrival from a re-
ceived signal, as discussed in Sec. 7.2. Now the inevitably large fc will cause significant
interaction with the environment, namely multipath propagation (reflection, scattering
and diffraction) of radiated wave. In the UWB regime, however, there is a saving grace:
if the duration of a transmitted pulse (which is about 1/B) is much shorter than the
delay spread of the propagation channel, then individual multipath components can
be resolved in the received signal [36, 233]. This comprises the line-of-sight path (i.e.
direct path) if it is unobstructed.

In this domain, this chapter proposes and studies a novel approach in the local-
ization context. We study the estimation of distance r between two wireless nodes by
means of their wideband channels to a third node, called observer. The motivating
principle is that the channel impulse responses are similar for small r and drift apart
when r increases. In particular we make the following contributions.

• In Sec. 8.1 we propose specific distance estimators based on the differences of
path delays of the extractable multipath components. In particular, we derive
such estimators for rich multipath environments and various important cases:
with and without clock synchronization as well as errors on the extracted path
delays (e.g. due to limited bandwidth). The estimators readily support (and
benefit from) the presence of multiple observers.

• Sec. 8.2 presents an error analysis and, using ray tracing in an exemplary indoor
environment, shows that the estimators perform well in realistic conditions.

• Sec. 8.3 describes possible localization applications of the proposed scheme and
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8 Distance Estimation from UWB Channels to Observer Nodes

highlights its major advantages: it requires neither precise synchronization nor
line-of-sight connection. This could make wireless user tracking feasible in dy-
namic indoor settings with reasonable infrastructure requirements.

We shall position our approach in relation to the state of the art in indoor localiza-
tion. Most proposals for wireless localization systems rely on distance estimates to fixed
infrastructure nodes (anchors) to determine the position of a mobile node [120], e.g.
via trilateration. Cooperative network localization furthermore employs the distances
between different mobile nodes [120,121,129,130]. A simple way to obtain such inter-
node distance estimates is from the received signal strength (RSS) but the resultant
accuracy is usually very poor due to shadowing, small-scale fading, and antenna pat-
terns [51,131]. A much more sophisticated method measures the time-of-arrival (TOA)
with wideband signaling and a round-trip protocol for synchronization [50,120].

TOA-based localization schemes require involved hardware at both ends and suffer
from synchronization errors and processing delays [50,132–134]. Yet the main problem
is ensuring a sufficient number of anchors in line of sight (LOS) to all relevant mobile
positions [135]. TOA thus exhibits a large relative error at short distances and is
not well-suited for dense and crowded settings such as lobbies, metro stations, access
gates, and large events. These however entail important use cases (e.g., see [234]). The
related time difference of arrival (TDOA) scheme does not offer a solution because it
suffers the same non-LOS problem as TOA, requires precise synchronization between
the anchors (which hinders their distribution and coverage), and cannot be used for
inter-mobile distance estimation.

We propose and study an alternative paradigm for inter-node distance estimation
(which, to the best of our knowledge, has not received attention so far) with the aim
of alleviating the outlined problems of wireless localization systems. To begin with,
we abandon the notion that an estimate of the distance r between two nodes A and
B should be based on a direct measurement such as the TOA or RSS between them.
Instead, we consider the presence of another node, henceforth called observer node.
We furthermore assume the availability of the channel impulse response (CIR) hA(τ)
of the channel between node A and the observer as well as CIR hB(τ) between node
B and the observer. The CIRs can be obtained via channel estimation at the observer
after transmitting wideband training sequences at A and B [233]. The basic setup is
shown in Fig. 8.1a. The starting point of this paper is the observation that the CIRs
hA(τ) and hB(τ) are similar for small r and that this similarity vanishes steadily with
increasing r. A good metric for the similarity between the CIRs could give rise to an
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accurate estimate d̂ as a function of this metric, with the prospect of particularly good
performance at short distances (due to the focus on local channel variations) and no
requirements for LOS connections.

(a) single observer

r observer
node

node A walls of indoor environment

node B

hA(τ)

hB(τ)

r

node A

node B

multiple
observer
nodes

(b) multiple observers

r

node A

node B

also mobiles
can serve as
observers

(c) mobile observers, e.g. for network localization

Figure 8.1: Proposed scheme for estimation of the distance r between two wireless nodes
A and B in different possible setups. The estimation shall be based on the similarity of the
CIRs hA(τ) and hB(τ) to an observer node (or the similarity of all their respective CIRs to
multiple observer nodes). The gray walls indicate indoor environments with rich multipath
propagation.

From an application perspective (details follow in Sec. 8.3), the setup in Fig. 8.1a
evaluates proximity to a stationary node, e.g. some point of interest. If distance
estimates to multiple stationary nodes at known positions are obtained, trilateration
of the mobile position can be performed. Fig. 8.1b and 8.1c are concerned with inter-
mobile distances, e.g. for network localization. They also show the possibility of using
multiple observers, which can be fixed infrastructure (8.1b) or other mobiles (8.1c).

To tap the great potential of the proposed paradigm, this chapter focuses on a
specific realization that is based on the multipath delay structure of the CIRs.
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8 Distance Estimation from UWB Channels to Observer Nodes

8.1 Distance Estimates from Delay Differences

We consider the setup in Fig. 8.2 with the nodes A and B with distance r and an
observer node located in a multipath propagation environment. We express r = ‖r‖ in
terms of the displacement vector r = pB − pA ∈ R3 from node A at position pA ∈ R3

to node B at pB ∈ R3. The unit vectors ek ∈ R3 denote the multipath directions of
departure at pA.

Given hA(τ) and hB(τ) from nodes A and B to the observer, we want to determine r
by a comparison of the CIRs. If those CIRs are estimated with large bandwidth, several
multipath components (MPCs) are usually resolvable and can be extracted [233]. We
consider only the subset of MPCs that occur in both CIRs (propagation paths that
emerge from both pA and pB to the observer, cf. [135]) and that were successfully
extracted from both. We denote τA,k and τB,k for the MPC path delays, whereby
indexation k = 1 . . . K is such that delays of equal k arise from the same propagation
path1 (e.g. via the same reflector or scatterer). K is the number of MPCs that were
extracted from both CIRs.

The node displacement causes delay differences2

∆k = τB,k − τA,k , k = 1, . . . , K (8.1)

over equal propagation paths, as illustrated in Fig. 8.2b. The enabling fact for our
approach is that all ∆k are subject to the bounds3 −r ≤ c∆k ≤ r due to propagation
at the speed of light c. Because of this geometric significance we consider ∆k as key
observable quantity for distance estimation: each value yields a lower bound r ≥ c|∆k|
on the distance. With all observations considered we get r ≥ c · maxk |∆k|, a tight
bound whenever the direction of r is similar to ek or −ek for any k. This is highly
probable when K is large and the MPCs have diverse directions, which is characteristic
for dense indoor or urban environments. In this case, we can compute an accurate

1We note from Fig. 8.2b that the association between the MPCs across the two CIRs (comprising
the problem of finding the subset of common MPCs) is a non-trivial task; a nearest neighbor scheme
will usually fail unless r is very small. Such association problems however have been studied thor-
oughly, e.g., for a single temporal snapshot in [235] and for temporal tracking in [135, and references
therein]. In this paper we assume perfect association and leave an evaluation of the cited methods in
this context to future work.

2The same delay-difference quantities have been employed for microphone synchronization in audio
engineering [236].

3To obtain these bounds formally, denote pk ∈ R3 for the k-th MPC virtual sink position, e.g., the
observer position mirrored at the wall(s) of a reflection [135]. Write c∆k = ‖pB − pk‖ − ‖pA − pk‖
and, using r = ‖pB − pA‖, obtain c∆k ≥ −r and c∆k ≤ r from the triangle inequality.
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Figure 8.2: Concept of distance estimation between two nodes A and B by comparing
(the path delays of) their wideband CIRs to an observer node. The upper plot depicts this
approach in an indoor environment with two walls, also showing the significant propagation
paths. The plot below shows the two corresponding CIRs (responses to raised-cosine pulses
of 1 GHz bandwidth) with K = 4 MPCs and illustrates the delay differences concept.

distance estimate

r̂ (sync) = c ·max
k
|∆k|. (8.2)

Measuring the values ∆k however requires precise time synchronization between
the two nodes (sub-ns precision) which can hardly be achieved with mobile consumer
electronics. An alternative is to consider asynchronous delay differences

∆̃k = ∆k + ε (8.3)

as observations, subject to an unknown clock offset ε (the same for all k). In this case
estimation rule (8.2) cannot be applied. Yet we can find a meaningful distance estimate
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8 Distance Estimation from UWB Channels to Observer Nodes

by looking at the value range cε − r ≤ c∆̃k ≤ cε + r, again an interval of width 2r.
For large K and diverse MPC directions we expect c · mink ∆̃k and c · maxk ∆̃k close
to the lower and upper bounds, respectively. We are hence able to compute a distance
estimate from asynchronous observations

r̂ (asyn) = c

2

(
max
k

∆̃k −min
k

∆̃k

)
. (8.4)

So far our approach has been heuristic and we like to formalize it by means of
estimation theory. For this we need to establish statistics for the observations ∆k. We
do so with the following assumptions on the MPC directions ek:

I: The MPC directions ek are the same at pA and pB.

II: ek is random and all directions are equiprobable, i.e. ek has uniform distribution
on the 3D unit sphere.

III: The directions ek and el of different paths k 6= l are statistically independent.

By I we assume a locally constant MPC geometry.4 This is equivalent to a plane-wave
approximation if the observer was transmitting and is supported by the example in
Fig. 8.2a to a large extend. Therewith we can relate the delay differences to projections
c∆k = −eT

k r of the displacement vector.5 By c∆k = −eT
k r, the assumptions II and III,

as well as Lemma 4.1 from page 75, the resultant observation statistic is the uniform
distribution

c∆k
i.i.d.∼ U(−r,+r). (8.5)

We are now ready for an estimation-theoretic study of the proposed distance esti-
mation scheme. In the following we state our key findings for four relevant cases.

8.1.1 Delays Extracted Without Error; Synchronous Clocks

We assume the delay differences ∆k are available exactly as defined in (8.1). This
requires that (i) the delays τA,k and τB,k were extracted from the respective CIRs
without error, e.g. by using a very large bandwidth, and (ii) the clocks of node A

4In detail, assumption I is valid when r is much smaller than the distances from pA and pB to the
virtual sink of the MPC in question (cf. [135]).

5If the directions ek were known, r could be determined from the linear system of K equations
c∆k = −eT

k r, but this would require specific knowledge about the environment as in multipath-assisted
localization [127,135] and is not possible with our statistical description of the ek.
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8.1 Distance Estimates from Delay Differences

and B are perfectly synchronous. For this case and the assumed MPC statistics, we
find that r̂ (sync) in (8.2) is the maximum likelihood estimate (MLE) of r. It is an
underestimate with probability 1 (because any ek hits the exact direction of r or −r
with probability 0) and the bias is E[r̂ (sync) ]− r = − r

K+1 . A simple bias correction of
(8.2) leads to an unbiased estimate

r̂
(sync)
UMVUE = K + 1

K
c ·max

k
|∆k| (8.6)

which is in fact the uniform minimum-variance unbiased estimate (UMVUE) for this
problem.

Proof. To estimate r from observed c∆k
i.i.d.∼ U(−r, r) we can equivalently consider

c|∆k|
i.i.d.∼ U(0, r). The MLE (8.2) is easily found by maximizing the conditional PDF.

To analyze the statistics of the estimates, consider xk = c
r
|∆k|

i.i.d.∼ U(0, 1). We
employ the order statistics [237] of xk with notation x(k) such that x(1) ≤ x(2) ≤ . . . ≤
x(K). The key consequence is x(k) ∼ Beta(k,K − k + 1) and thus

E[x(k)] = k

K + 1 , var[x(k)] = k(K − k + 1)
(K + 1)2(K + 2) . (8.7)

Now E[r̂ (sync)] = rE[x(K)] and std[r̂ (sync)] = r var[x(K)]1/2 with (8.7) yield the remaining
results, including that (8.6) is unbiased. It is thus the UMVUE by the Lehmann–Scheffé
theorem as max

{
|∆k|

}
is a complete sufficient statistic.

8.1.2 Delays Extracted Without Error; Asynchronous Clocks

We consider the case where time synchronization is not established or required but
asynchronous delay differences ∆̃k are available as defined in (8.3). The estimate r̂ (asyn)

in (8.4) is the MLE for the assumed MPC statistics. The bias is E[r̂ (asyn) ]− r = − 2r
K+1

and, therefrom, an unbiased estimate

r̂
(asyn)
UMVUE = K + 1

K − 1 ·
c

2

(
max
k

∆̃k −min
k

∆̃k

)
(8.8)

is obtained, which is the UMVUE for this problem.
It is worth noting the associated clock offset estimate

ε̂
(asyn)
UMVUE = 1

2

(
max
k

∆̃k + min
k

∆̃k

)
(8.9)
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8 Distance Estimation from UWB Channels to Observer Nodes

which could be useful by itself for distributed synchronization in dense multipath. It
is both the MLE and the UMVUE.6

Proof. From the observations c∆̃k
i.i.d.∼ U(cε − r, cε + r), the joint MLE (8.4), (8.9)

of r and ε is found by careful maximization of the conditional PDF. To prove the
bias and RMSE results, consider the i.i.d. x̃k = 1

2

(
c
r
∆k + 1

)
∼ U(0, 1) and their

order statistics x̃(k) with mean and variance in (8.7). With ∆̃k = ∆k + ε, we find
max ∆̃k − min ∆̃k = max ∆k − min ∆k = 2r

c
(x̃(K) − x̃(1)) and further E[r̂ (asyn)] =

r
(
E[x̃(K)]− E[x̃(1)]

)
= r K−1

K+1 . Thus r̂
(asyn)
UMVUE is unbiased. It is the UMVUE because it

uses the minimum and maximum sample which form a complete sufficient statistic of
the uniform distribution. The RMSE follows from var

[
r̂ (asyn)

]
= var

[
r
(
x̃(K)− x̃(1)

)]
=

r2
(
var[x̃(K)] + var[x̃(1)]− 2 cov[x̃(K), x̃(1)]

)
. We argue cov[x̃(K), x̃(1)] ≈ 0 for sufficiently

large K and through (8.7) obtain var[r̂ (asyn)] ≈ r2 2K
(K+1)2(K+2) and finally (8.20) by

expanding std[r̂ (asyn)UMVUE] = K+1
K−1var[r̂ (asyn)]1/2. For ε̂ (asyn)UMVUE the RMSE and zero bias

follow analogously.

8.1.3 General Case With Synchronous Clocks

When the path delays are measured with error (e.g., due to limited bandwidth), the
distance estimates introduced so far might get distorted heavily: they are very suscep-
tible to outliers since they regard only the maximum and minimum delay difference.
It is thus sensible to include such errors in the statistical model and derive according
distance estimates.

We first consider the case of perfectly synchronous nodes but with observed delay
differences Tk = ∆k + nk subject to random errors nk (as a result of delay extraction
errors). We assume that the distribution of nk is known and furthermore that nk and
nl are statistically independent for k 6= l. The resulting distance MLE is given by the
optimization problem

r̂ (sync,gen) ∈ arg max
r

1
rK

K∏
k=1

Ik(Tk, r), (8.10)

Ik(Tk, r) = Fnk(Tk + r/c)− Fnk(Tk − r/c) (8.11)

where Fnk is the cumulative distribution function (CDF) of the observation error nk.
6It can be shown that (8.2), (8.4), (8.9) are the MLE also for the respective 2D cases with analogous

assumptions on ek. Instead of (8.5), this case features f(∆k|r) = c
π (r2 − c2∆2

k)−1/2 as observation
PDF. The details are omitted.
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8.1 Distance Estimates from Delay Differences

Hence Ik can be regarded as a soft indicator function of cTk ∈ [−r, r ]. If the errors
have Gaussian distribution7 nk ∼ N (0, σ2

k) we can use the Q-function to write

Ik(Tk, r) = Q

(
Tk − r/c

σk

)
−Q

(
Tk + r/c

σk

)
. (8.12)

Estimate (8.10) is biased in general. This is seen by the example of errorless ex-
traction: nk ≡ 0 results in Ik(Tk, r) = 1[−r,r ](cTk) (the actual indicator function) and
consequently (8.10) yields (8.2) as a special case (the proof is straightforward) which
we know is a biased estimate.

Proof. The likelihood function (LHF) of r from one observation Tk = ∆k + nk is the
conditional PDF given by the convolution

f(Tk | r) =
�
R
fnk(n) f∆k|r(Tk − n | r) dn. (8.13)

With ∆k|r ∼ U(−r/c, r/c) from (8.5) we furthermore obtain

f(Tk|r) = c

2r

� Tk+r/c

Tk−r/c
fnk(n) dn = c

2r Ik(Tk, r) (8.14)

where we use definition (8.11). The LHF of r given T1, . . . , TK is the product of the
individual f(Tk|r), i.e.

L(r) = f(T1, . . . , TK | r) =
(
c

2r

)K K∏
k=1

Ik(Tk, r) (8.15)

because the observations are assumed statistically independent. A distance r that
maximizes L(r) is an MLE, giving (8.16).

8.1.4 General Case With Asynchronous Clocks

Finally, we consider the case where erroneous asynchronous delay differences T̃k =
Tk + ε = ∆k + nk + ε are observed, i.e. subject to a clock offset ε and an extraction

7A Gaussian error on the delay differences could be the result of the delays τA,k and τB,k being
extracted subject to uncorrelated Gaussian errors. This model is suggested by [238] for high SNR.
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error nk. The joint MLE of distance and clock offset is given by

(
r̂ (asyn,gen), ε̂ (asyn,gen)

)
∈ arg max

r,ε

1
rK

K∏
k=1

Ik(T̃k − ε, r). (8.16)

This distance estimate is biased in general (an unbiased estimate remains as an
open problem). This is seen at the special case of error-less extraction, analogous to
Sec. 8.1.3: for nk ≡ 0 it can be shown that (8.16) yields the biased (8.4).
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(a) Likelihood function (8.18) and associated estimates for delay differences with-
out extraction errors, i.e. for nk ≡ 0 and Ik(Tk, r) = 1[−r,r ](cTk)
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(b) Likelihood function (8.18) and various estimates for delay differences with
Gaussian errors nk, i.e. using (8.12)

Figure 8.3: Color plots of examples for the asynchronous-case likelihood function L̃(r, ε).
Plot (a) is based on observations ∆̃k without extraction errors and (b) is based on T̃k ∼
N (∆̃k, σ

2). We assumed a true distance r = 1 m, an error level of cσ/r = 0.2, and a total of
K = 15 MPCs.

Proof. The only difference to the above case are the asynchronous T̃k = Tk + ε. As ε is
modeled non-random and Tk = T̃k − ε,

fT̃k|r,ε(T̃k|r, ε) = fTk|r(T̃k − ε|r) = c

2r Ik(T̃k − ε, r). (8.17)
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The joint MLE (8.16) given T1, . . . , TK follows from the likelihood function

L̃(r, ε) =
(
c

2r

)K K∏
k=1

Ik(T̃k − ε, r) (8.18)

of which two examples are illustrated in Fig. 8.3.

8.1.5 Technical Aspects and Comments

A subtle but important aspect is that the presented estimators can incorporate multiple
observer nodes without further ado by simply considering the MPCs from nodes A and
B to all observer nodes (use index k on this set). The increased number of observations
can improve performance considerably.

We never assumed or required knowledge of the observer positions, synchronization
between observer(s) and the other two nodes, or synchronization among multiple ob-
servers as such circumstances would not even improve the scheme. These are the key
complexity advantages of our proposal.

Another fortunate aspect is that assumption I is almost superfluous because any
MPC relevant to estimation (an MPC where |∆k| is large) fulfills it quite naturally:
large |∆k| corresponds to ek being similar to the direction of r or −r and, thus, ek
hardly changes when moving by r.

The properties of optimization problems (8.10) and (8.16) depend on the error
CDFs Fnk . With Gaussian error statistics (8.12) the problems are non-convex (because
the Q-function is non-convex) yet very amenable: in all conducted experiments, the
likelihood function was unimodal and the problems could be solved with very few
iterations of a gradient-based solver.

8.2 Performance Evaluation

This section discusses various sources of error and their effect on the accuracy of the
proposed distance estimates.

8.2.1 Impact of Unknown MPC Directions

An important source of error are the unknown ek which determine the observed delay
differences. Because of the mathematical simplicity of the observation statistics (8.5),
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8 Distance Estimation from UWB Channels to Observer Nodes

the resulting estimation error statistics can be described in closed form (for derivations
see the appendix).

The root-mean-squared error (RMSE) of the synchronous-case UMVUE (8.6) is
given by its standard deviation

std
[
r̂
(sync)
UMVUE

]
= r√

K(K + 2)
(8.19)

while the RMSE of asynchronous estimates (8.8) and (8.9) is characterized by the
large-K approximations

std
[
r̂
(asyn)
UMVUE

]
≈ r

K − 1

√
2K
K + 2 , (8.20)

std
[
ε̂
(asyn)
UMVUE

]
≈ r/c

K + 1

√
2K
K + 2 (8.21)

which are accurate for about K ≥ 5. All errors are proportional to r/K asymptotically.
In other words, the error of distance estimation based on unknown MPC directions
increases linearly with distance.

For reliable estimation of the distance between synchronous nodes, a single ek sim-
ilar to the direction of either r or −r suffices. The asynchronous case, in contrary,
requires ek similar to the directions of both r and −r to occur and is thus more reliant
on diverse ek. This fundamental difference is due to the unknown clock offset ε and is
apparent when comparing (8.2) to (8.4). The performance difference can be quantified
as std[r̂ (asyn)UMVUE] ≈

√
2 std[r̂ (sync)UMVUE] under our assumptions.

8.2.2 Impact of Delay Extraction Errors

The errors nk on the delay differences, which stem from delay extraction errors, cause
additional performance degradation. We will now evaluate how the relative error
(r̂ − r)/r of various distance estimates is affected by independent Gaussian errors
nk ∼ N (0, σ2) while the statistics of ∆k are according to the assumptions in Sec. 8.1.
We do not assume a specific setup geometry but instead specify the ratio of cσ (the
distance-translated error standard deviation) to r as it determines the statistics of the
relative error. To implement the general-case MLEs we use (8.12) in (8.10) and (8.16)
and solve the respective optimization problems with a gradient-based solver (quasi-
Newton method). Fig. 8.4 shows the impact of σ and K on the relative error.

When cσ/r is considerably large, we observe that the estimators designed for error-
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Figure 8.4: The plots show the dependence of the relative bias E[r̂ ]/r − 1 and the relative
RMSE std[r̂ ]/r on the number of common detected delays K and the standard deviation
σ of the Gaussian error on each ∆k. The black and red graphs represent synchronous and
asynchronous estimates, respectively.

less delay extraction are heavily distorted. This effect is even amplified with increasing
K (giving rise to more outliers). In this case, the asynchronous estimate outperforms
the synchronous estimate as it uses not one but two delay-differences (the extrema)
which amounts to some error averaging.

In the high cσ/r regime, the general-case estimators perform much better because
they are tailored to the observation statistics at hand. We observe that bias and RMSE
converge to zero with increasing K and that the bias is very small even at high error
levels. If cσ is very small, e.g. with a capable ultra-wideband system, then cσ/r is
significant only for small r. This short-range regime is of particular practical interest
though, as argued in the introduction of the chapter.

We conclude that the simple proposed estimates (8.6) and (8.8) perform well if
cσ/r is less than about 0.1. For larger error levels the general-case estimates (8.10)
and (8.16) should instead be used, e.g. at close proximity or with small bandwidth.
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8 Distance Estimation from UWB Channels to Observer Nodes

8.2.3 Impact of Realistic MPC Directions

We will now evaluate how the proposed estimates, which were designed for the propa-
gation assumptions of Sec. 8.1, perform in realistic indoor propagation conditions and
with a signaling bandwidth of 1 GHz for estimation of the CIRs. In particular, we
consider a room with the floor plan shown in Fig. 8.5a and a static observer node, a
static node A, and a mobile node B that can be located anywhere in the room. We
employ ray tracing to simulate reflection paths of up to three bounces whereby each
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Figure 8.5: Distance estimation error between a static node A (•) and a mobile node B
(anywhere in the room) in an indoor environment of the shown floor plan. This experiment
assumes error-less delay extraction (and uses the according UMVUEs), yet estimation er-
rors occur because of the reliance on unknown MPC directions. We use an MPC detection
threshold SINR ≥ 0 dB assuming diffuse multipath and additive noise at 1 GHz bandwidth.
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Figure 8.6: Number of common detected MPCs between the channel(s) from static node A
(•) to the observer(s) and the channel(s) from mobile node B (anywhere in the room) to the
observer(s). The figure is associated with the SINR-based MPC detection criterion described
in Sec. 8.2.3 with the same floor plan and node setup as in Fig. 8.5.

bounce is assumed to cause 3 dB attenuation [127,135]. We consider reflections via the
side walls as well as the floor and ceiling. The assumed room height is 3 m and all
devices are 1.2 m above the floor.

To obtain practically meaningful results we need to define a criterion for the de-
tection of a MPC. We use the detection threshold SINRk ≥ 0 dB based on the signal-
to-interference-plus-noise ratio whereby the interference is due to diffuse multipath
propagation. In particular, we employ the definition SINRk = |ak|2/(N0 + TpSν(τk))
from [127, Eq. 14] where ak is the k-th path amplitude (which is subject to free-space
path loss), N0 the single-sided noise spectral density, Tp the effective pulse duration
(inversely proportional to bandwidth), and Sν(τ) the power delay profile of the diffuse
multipath portion in the CIRs. Following the proposal of [127, Tab. 1], we choose a
double-exponential Sν(τ) with 5 ns rise time, 20 ns decay time constant, and 1.16 ·10−6

normalized power.
Fig. 8.5 shows the distance estimation error (the color at any point x, y in the
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8 Distance Estimation from UWB Channels to Observer Nodes

room marks the error when the mobile node B is at that position) for the UMVUEs
in the absence of extraction errors. We observe a significant performance advantage
with synchronization in Fig. 8.5a over the asynchronous case in Fig. 8.5b. The reason
is that with a single observer, K is small and the MPC directions tend to be similar
to the LOS direction rather than uniformly distributed. This heavily impairs the
asynchronous estimate. With the three observer deployment of Fig. 8.5c however, K
increases vastly (from 6 or 7 to about 20 for most positions) and the ek are spread
more evenly, which results in great performance even in asynchronous mode.

For the three-observer setup, Fig. 8.7 shows the RMSE as a function of r around the
static node (computed from error realizations on a circle of radius r). We observe almost
constant slopes, consistent with the scaling behavior described in Sec. 8.2.2. At r = 3 m,
we measure a relative RMSE of 4.39% (synchronous) and 8.51% (asynchronous) which
compare to analytical projections of 4.77% and 7.10%, respectively, from (8.19) and
(8.20). We infer that this setup faces no performance degradation due to non-uniform
ek with established synchronization and just a slight degradation in the asynchronous
case.
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Figure 8.7: For the three-observer setup of Fig. 8.5c, the plot shows the RMSE of distance
estimation as a function of distance r around the static node. The plot compares distance
estimation performance under error-less and erroneous delay extraction. We assume 1 GHz
bandwidth and use the MPC detection criterion SINRk ≥ 0 dB. The values of the near-
constant slopes conform with the predictions of Sec. 8.2.1 (the RMSE ∝ r for error-less
extraction).

Fig. 8.7 also shows the performance for erroneous MPC extraction and using the
general-case MLEs. The chosen error model is nk ∼ N (0, σ2

k) where σ2
k = σ2

A,k + σ2
B,k

is the sum of the variances of assumed independent Gaussian errors on τA,k and τB,k,
respectively, which are set to the minimum variance according to the Cramér-Rao lower
bound (CRLB) for delay extraction (neglecting path overlap) in diffuse multipath and
noise as presented in [127]. For the details we refer to [127, Sec. III.-B]. The resulting
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cσk are between 5 cm and 10 cm and thus the extraction errors should have a significant
impact for about r ≤ 1 m (i.e. cσk/r ≤ 0.1), which agrees with the numerical results
in large part. Extraction errors obviously impair the performance but do not change
the order of magnitude of the estimation errors, which stay below 20 cm in a circle
of at least r ≤ 2 m around the static node. We conclude that the proposed distance
estimators are viable in realistic conditions.

8.3 Technological Comparison and Opportunities

A performance comparison to related distance estimation schemes is in order. With
the parameters of our evaluation in Fig. 8.7, a TOA distance estimate to fixed in-
frastructure (e.g. from node A to an observer position) would have an RMSE lower
bound [127] of cσA,1 ≈ 2.7 cm, which implies high accuracy but requires LOS and
perfect time synchronization. When a synchronization error ε occurs, a TOA estimate
suffers a distance error cε (e.g. cε = 30 cm error from just ε = 1 ns) which is particularly
severe for short distances. Yet, to the best of our knowledge, distributed synchroniza-
tion with sub-ns precision is currently not feasible with reasonable complexity. Our
scheme compares well to reported TOA ranging errors of up to 2 m in [239] (500 MHz
bandwidth) and [133] (1 GHz) or up to 10 m in [129] (125 MHz) and [133] (200 MHz),
although a thorough comparison is out of scope.

As indicated in the chapter introduction, our proposal has various promising appli-
cations in indoor localization. Due to the conceptual individuality, a direct performance
comparison to existing schemes is not possible at this point. Instead we highlight the
major technological opportunities and benefits in the following.

The absence of synchronization and LOS requirements qualifies the proposal for
localization in dense and crowded settings. It allows for accurate ranging between
low-complexity nodes, which only need to transmit pilot sequences and do not require
high-resolution wideband receivers (only the observers do). The scheme is thus a
prime candidate for estimating distances between mobiles for the purpose of network
localization and, at that, does not require interaction of the mobiles. Thereby, the
fact that mobiles can be observers (as knowledge of observer positions is not required)
promises particularly great performance scaling with network density: N − 2 out of N
mobiles can be observers for each distance estimation.

As described earlier, the proposal can be used for localization via trilateration when
distances to multiple stationary nodes (henceforth called beacons) are obtained. The
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8 Distance Estimation from UWB Channels to Observer Nodes

low complexity requirements allow for battery-powered transmit-only beacons without
a wired connection. They can thus be deployed easily and in vast numbers. This is
a major advantage over state-of-the-art systems, e.g., TDOA systems which require
precisely synchronized anchor infrastructure with LOS coverage. A vast amount of
distance estimates between many beacons and mobiles together with all the inter-
mobile distances promises accurate and robust network localization. The mobiles can
also be of low complexity, as all processing and hardware complexity could be pushed
to fixed observer infrastructure.

The single-beacon ranging application of Fig. 8.1a is similar to wideband location
fingerprinting [240] but does not rely on offline training: The beacon-to-observer CIR
can be estimated online, enabling robust operation in dynamic environments.

Our proposal utilizes multipath propagation without using any specific knowledge
about the environment. This is in contrary to multipath-assisted localization [127,135]
which uses an a-priori known floor plan or online learning in order to utilize reflected
paths for localization (which softens requirements on LOS conditions and number of
anchors).
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Chapter 9

Summary

This thesis focused on low-frequency magnetic induction for wireless communication,
power transfer and localization in the context of wireless sensor networks. The use of
magnetic induction is motivated by attractive properties in terms of material penetra-
tion and field predictability, the ability to realize strong mid-range links between size-
limited devices, as well as powerful opportunities for passive communication and co-
operation (load modulation and passive relaying). Considering the high industrial rel-
evance of the topic (e.g., wireless charging, RFID, NFC), the existing communication-
theoretic corpus of knowledge is small and leaves important questions unanswered.
This thesis shall fill a considerable portion of these academic white spaces.

A major focus was put on general modeling of magneto-inductive systems and the
consequent application of theoretical tools for the study of the performance limits
and behavior of such systems. A first aspect of this general approach concerned the
previously open problem of an analytically tractable model for coil coupling that does
consider radiation and the near-far-field transition. We derived two such models in
Cpt. 2: a slight adaption of the mutual inductance double-line-integral formula of
Neumann and a particularly simple dipole-type formula. At the core of Cpt. 3 is
a general frequency-dependent model of the channel matrix H and noise covariance
matrix K of a magneto-inductive link. This description encompasses MIMO, MISO,
SIMO and SISO links from either a narrowband or a broadband perspective. This
model enabled a study of the fundamental performance limits of magneto-inductive
links in terms of power transfer efficiency and achievable data rate. The approach is
based on concepts that should be familiar to the radio communication theorist, namely
channel and noise modeling, achievable rates and channel capacity, array techniques,
degrees of freedom in frequency and space, and different paradigms for matching circuits
and transmit signaling. The exposition is supplemented by novel channel capacity
results for resonant channels (active transmission) and load modulation systems (with
a single passive tag or multiple cooperating passive tags).

In Cpt. 4 we presented the first study of the random channel between two coils
(or two dipoles) with random arrangement, in the form of fully random coil orien-
tations on both ends. We derived the channel statistics in terms of the closed-form
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PDF of the channel coefficient in the pure near-field case, the near-far-field transition,
and the pure far-field case. The performance implications were analyzed with familiar
communication-theoretic tools, namely outage probability, diversity order, and outage
capacity. We demonstrated the particularly intense fading and resulting terrible reli-
ability in the pure near- and far-field cases, whose outage behavior is resembled by a
channel coefficient that is just the real part of a Rayleigh-distributed random variable.
Accordingly, the derived diversity orders are 1/2 for active transmission (and even 1/4
for load modulation, where the channel applies twice like in backscatter communica-
tion). The near-far-field transition at least exhibits the outage behavior of a Rayleigh
channel (diversity order 1) because two linearly-independent field components with a
phase shift arise. A resulting wireless design guideline is that this powerful polarization
diversity effect can be utilized to the fullest if the typical link distance is close to 0.3747
times the employed wavelength. The chapter furthermore studied tri-axial coil arrays
together with diversity combining schemes and the resulting channel statistics and per-
formance. We concluded with auxiliary implications of the developed theory of random
orientations, namely a capacity result between coil arrays in the massive MIMO limit
and a spatial correlation result which gave rise to a novel localization-knowledge-based
beamforming scheme in Cpt. 6 and a novel localization algorithm in Cpt. 7.

The topic of magneto-inductive passive relaying was reconsidered in Cpt. 5 from
the perspective of arbitrary random arrangements. In an introductory discourse we
decomposed the effect of passive relays into two opposing effects: (i) the losses from
the relay coil resistances and (ii) the gain from increased mutual impedance between
transmitter and receiver. We demonstrate that this mutual impedance is a noncoher-
ent sum of phasors which causes frequency-selective fading. We decompose the relaying
gain into two major effects: the gain from the transmitter-receiver mutual impedance
change and the loss from increased encountered coil resistance (due to coupling with
lossy relays). We proceeded with a simulation of one passive relay randomly placed
near the transmitter or receiver of a randomly arranged link. We found that the relay
allows for significant improvement of the channel gain at the design frequency. These
gains stem mostly from misalignment mitigation, i.e. the relay recovers the link from
a random-orientation-induced deep fade, and require optimization of the relay load ca-
pacitance (or equivalently: the relay resonance frequency). An unoptimized passive
relay hardly affects the channel statistics with random placement. Finally, we stud-
ied random swarms of passive relays around a node and characterized the resultant
frequency-selective fading channel in terms of coherence bandwidth and affected band-
width. Exploiting these fluctuations via transmit-side channel knowledge (i.e. using
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frequency tuning or waterfilling) allows for reliable performance gains. To draw even
larger gains from a set of randomly arranged relays we propose a low-complexity op-
timization scheme based on load switching. The method yielded a 10.1 dB gain over
an unoptimized relay swarm , used at the design frequency, and a 4.8 dB gain over
frequency tuning in terms of median channel gain, in a setting with high local relay
density. Load switching at passive relays is thus a promising means to enable reliable
communication and power transfer in dense magneto-inductive sensor networks.

The exposition in Cpt. 6 presented a thorough evaluation of medical microsen-
sors which receive power and transmit data via low-frequency magnetic induction.
Due consideration was given to practice-oriented modeling, tissue attenuation, scaling
behavior, arbitrary arrangement, array design and spacing, matching circuits, choice
of operating frequency and the highly asymmetric frequency-dependent links. For a
wireless-powered sensor 5 cm deep into muscle tissue, the determined minimum coil
size for copper wire is about 0.35 mm. Such size allows for a mean uplink data rate in
excess of 1 Mbit/s. This result is however critically dependent on the sensor depth and
associated with full channel knowledge and low reliability requirements; a vastly larger
coil is required otherwise. In the same context, load modulation at passive sensors
was shown to be a very promising approach to realize mediocre uplink data rates from
very small sensors. Thereby, the minimum passive sensor size is crucially affected by
the fidelity of the external RFID-reader-type receiver, whose practical aspects should
receive attention by future work. A subsequent study of transmit cooperation between
distributed sensor nodes, either via active transmission or load modulation, showed
that the potential rate and reliability improvements should be well worth the technical
effort. We furthermore showed that the passive relaying effect in dense swarms of res-
onant nodes can lead to performance improvement, although realizing significant gains
requires relay load optimization and adaptive matching as well as adaptation of the sig-
naling to the spectral and spatial channel fluctuations. Future research should extend
the evaluation of medical microrobots to advanced materials with very high conduc-
tivity (e.g., iron cores, graphene, carbon nanotubes) and conduct a critical comparison
between magnetic induction, acoustic propagation, and optical propagation.

Cpt. 7 presented various contributions to magneto-inductive localization, in partic-
ularly on 3D localization on the indoor scale with flat anchor coils and an unknown
arbitrary agent orientation. The discussion of the associated 5D estimation problem is
the first to consider radiation and (to some extend) multipath propagation. We opened
with a qualitative comparison between magneto-inductive localization and other wire-
less localization approaches. After deriving the Cramér-Rao lower bound (CRLB) on
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the position and orientation error, we studied its dependence on room size and an-
chor count and found cm-accuracy being feasible in a square room of 3 m side length.
We investigated the opportunities in terms of localization algorithm design and, in
the process, we highlighted the problems of standard approaches: multilateration and
distance bounding approaches are vastly inadequate and a 5D least-squares approach
struggles with the complicated non-convex cost function. These problems were reme-
died by the derivation of a tailored weighted least-squares algorithm and an equally
capable algorithm called Magnetic Gauss, which is based on the random orientation
theory from Cpt. 4. The algorithms’ parameter spaces are only 3D as they get rid of
the complexity associated with estimating the agent orientation as nuisance parame-
ter. Both algorithms perform near the CRLB with high robustness and consistently
low computational cost. The developed theory was then applied to a system imple-
mentation with 8 flat anchor coils which localize an arbitrarily oriented agent coil.
After thorough calibration we achieve an accuracy better than 10 cm in 92% of cases in
an office environment. A quantitative investigation of the potential accuracy-limiting
factors identified distortions due to conductive building structures to be dominant. We
project that 1 cm accuracy is possible in a distortion-free environment or by accurately
modeling any appreciable impact of nearby conductors (which would however vastly
complicate the system deployment). Much better than 1 cm accuracy seems to be in-
feasible for magneto-inductive indoor localization via parameter estimation based on
an analytical signal model.

The exposition on ulta-wideband radio localization in Cpt. 8 is an outlier in this
otherwise magneto-inductive thesis but has mathematical synergies with Cpt. 4. It
proposes a novel paradigm to estimate the distance between two wireless nodes by
a comparison of the impulse responses of their channels to auxiliary observer nodes.
Based on the multipath delay structure of the CIRs, we derived distance estimators
and their properties for different relevant cases. A numerical evaluation showed that
an accuracy of 20 cm can be achieved over large parts of a typical-size office room
when using three observers (which could be other mobiles), 1 GHz signaling band-
width, and no synchronization requirements whatsoever. The scheme could improve
indoor localization in various important use cases: (i) spacious buildings because the
distributed infrastructure could be mostly simple transmit-only beacons, (ii) crowded
settings because it does not rely on line of sight, or (iii) network localization because
it promises to be well-suited for the estimation of small distances between mobiles.
Future work should evaluate the performance of the scheme with practical extraction
and association techniques for multipath components.
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Appendix A

Fields Generated by a Circular Loop:
Vector Formula

This appendix derives a linear-algebraic formula for the magnetic field b generated by
a driven single-turn circular loop that is electrically small (i.e. the circumference is
much shorter than the employed wavelength) in free space. In particular, we consider
a loop with axis orientation oT (unit vector) and a reference point at distance r and
direction u (unit vector) from the loop center position. We show that the magnetic
field in tesla at the reference point is

b = µ0mk
3

2π e−jkr
((

1
(kr)3 + j

(kr)2

)
βNF + 1

2kr βFF

)
, (A.1)

βNF = 1
2
(
3uuT − I3

)
oT , (A.2)

βFF =
(
I3 − uuT

)
oT (A.3)

and the electric field (unit V/m) at the reference point is

e = Zwmk
3

4π e−jkr
(

j

(kr)2 −
1
kr

)
u× oT . (A.4)

Thereby m = ATiT is the magnetic dipole moment of the driven loop due to current
iT (complex phasor, effective value) and enclosed area AT = D2

cπ
4 . Furthermore Zw =√

µ0/ε0 = µ0c0 ≈ 377 Ω is the wave impedance of free space. The vectors b and
e are complex phasor representations of the physical fields ~B =

√
2 Re{b ejωt} and

~E =
√

2 Re{e ejωt}. In the front matter the result is extended to related important
cases such a non-circular multi-turn loops, which is achieved with superposition and
large-r arguments.

The derivation is based on trigonometric field formulas from Balanis [62] and pro-
ceeds as follows. We first derive the statement in a coordinate system that is fixed
such that the axis orientation oT = [0 0 1]T is along the z-axis. We represent the field
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phasors in the orthonormal base

b = brcr + bφcφ + bθcθ , (A.5)
e = ercr + eφcφ + eθcθ (A.6)

consisting of the radial, azimuthal, and polar unit vectors [241]

cr =


sin θ cosφ
sin θ sinφ

cos θ

 , cφ =


− sinφ
cosφ

0

 , cθ =


cos θ cosφ
cos θ sinφ
− sin θ

 (A.7)

whereby φ is the azimuth angle of direction vector u and θ = arccos(uToT) its polar
angle.

We employ exact descriptions of these field components stated in [62, Eq.5-18 and
Eq.5-19]. In fact bφ, er and eθ are zero and the description simplifies to

b = brcr + bθcθ , (A.8)
e = eφcφ , (A.9)

br = µ0mk
3

2π

(
1

(kr)3 + j

(kr)2

)
cos(θ) e−jkr , (A.10)

bθ = µ0mk
3

4π

(
1

(kr)3 + j

(kr)2 −
1
kr

)
sin(θ) e−jkr , (A.11)

eφ = −Z0mk
3

4π

(
j

(kr)2 −
1
kr

)
sin(θ) e−jkr . (A.12)

These expressions can be written as

br = TNF cos(θ) , bθ =
( 1

2 TNF − TFF

)
sin(θ) , eφ = Te sin(θ) (A.13)

with the short-hand notations

TNF := A

(
1

(kr)3 + j

(kr)2

)
, TFF := A

1
2kr , (A.14)

A := µ0mk
3

2π e−jkr , Te := −Zwmk
3

4π

(
j

(kr)2 −
1
kr

)
e−jkr . (A.15)
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After these preparations, we can expand the electric field

e = eφcφ = Te sin(θ)


− sinφ
cosφ

0

 = −Te


sin θ cosφ
sin θ sinφ

cos θ

×


0
0
1

 = −Te u× oT .

(A.16)

For the magnetic field we write

b = TNF cos(θ)


sin θ cosφ
sin θ sinφ

cos θ

+
( 1

2 TNF − TFF

)
sin(θ)


cos θ cosφ
cos θ sinφ
− sin θ


= TNF βNF + TFF βFF (A.17)

whereby the vector quantities hold involved trigonometric expressions. These can be
rearranged to

βNF =


3
2 sin θ cos θ cosφ
3
2 sin θ cos θ sinφ
cos2 θ − 1

2 sin2 θ

 = 3
2


sin θ cosφ
sin θ sinφ

cos θ

 cos(θ)− 1
2


0
0
1


= 3

2u cos(θ)− 1
2oT = 3

2u(uToT)− 1
2oT = 1

2
(
3uuT − I3

)
oT , (A.18)

βFF =


− sin θ cos θ cosφ
− sin θ cos θ sinφ

sin2 θ

 =


0
0
1

−


sin θ cosφ
sin θ sinφ

cos θ

 cos θ

= oT − u(uToT) =
(
I3 − uuT

)
oT . (A.19)

Substituting the final expressions into b = TNF βNF +TFF βFF concludes the derivation
for oT = [0 0 1]T.

The formulas however hold in any Cartesian coordinate system, which can be seen
by the following argument. First, fix the coordinate system such that oT = [0 0 1]T

and consider u,b, e. A change of coordinate system by a rotation matrix Q gives rise
to the corresponding quantities õT = QoT, ũ = Qu, ẽ = Qe, b̃ = Qb, β̃NF = QβNF,
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β̃FF = QβFF. Now

ẽ = Qe = Q(−Teu× oT)
= −Te Q(u× oT) = −Te (Qu)× (QoT) = −Te ũ× õT (A.20)

by a property of a rotation matrix applied to a cross product. This is just the same
formula in the new coordinate system. For the magnetic field we analogously obtain

b̃ = Q(TNF βNF + TFF βFF) = TNF β̃NF + TFF β̃FF . (A.21)

This also leads to an equivalent formula because the expressions

β̃FF = QβFF = Q(I3 − uuT)oT = (Q−QuuT)oT

= (QQT −QuuTQT)QoT = (I3 − ũũT)õT , (A.22)

β̃NF = QβNF = 1
2Q(3uuT − I3)oT = 1

2(3QuuT −Q)oT

= 1
2(3QuuTQT −QQT)QoT = 1

2(3ũũT − I3)õT (A.23)

are equivalent to the definitions in the other coordinate system, cf. (2.19) and (2.20).
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Appendix B

Coupling Formulae Correspondences and
Propagation Modes

This appendix discusses mathematical correspondences between the different formulas
for the mutual impedance ZRT between two coils that were introduced in Cpt. 2. The
analysis also points out the mathematical cause of the different propagation modes
(reactive near field and radiated far field) in detail.

We start with the magnetoquasistatic regime, where ZRT = jωM holds. The mutual
inductance M is given by the Neumann formula (2.17),

M = µ0

4π

�
CR

�
CT

d`T · d`R

r
. (B.1)

We also introduced an approximation for flat-turn coils (2.26), given by

M̃ = µ0ATN̊TARN̊R

2π
JNF

r3 (B.2)

where r is the center-to-center distance. A comparison prompts the question why (B.2)
decays with r−3 even though the integrand of (B.1) scales as r−1. The reason is the
alternating sign of the integrand d`T·d`R

r
, which is due to the inner product d`T · d`R.

Over wires CT, CT that resemble closed loops, the integrand will have a fairly symmetric
distribution around zero when the wire separation is large (in which case 1

r
is almost

constant). Thus, the value of the full integral will be very small. This circumstance
is similar to forming the expected value of a random variable with significant variance
but a very small mean value.

To investigate this aspect formally, we write the distance r between wire points as

r = rmin + δ , rmin = min
{
‖pR − pT‖

∣∣∣ pT ∈ CT,pR ∈ CR
}
. (B.3)

Note that δ ≥ 0 holds ∀pR,pT. We expand the Taylor series 1
r
≈ 1

rmin
− δ

r2
min

+ δ2

r3
min

to
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approximate the integral (B.1), yielding

M ≈ µ0

4π

�
CR

�
CT

(
1
rmin
− δ

r2
min

+ δ2

r3
min

)
d`T · d`R . (B.4)

The first summand is zero under the integral if CT is a closed loop or CR is a closed
loop (or both). In this case,

M ≈ µ0

4π

(
1
r3
min

�
CR

�
CT

δ2 d`T · d`R −
1
r2
min

�
CR

�
CT

δ d`T · d`R

)
. (B.5)

The weighting kernels δ2 ≥ 0 and δ ≥ 0 of the integrals attenuate contributions from
the closest pairs of points (δ ≈ 0) while pairs that are far apart (large δ) are weighted
most. This mitigates the discussed cancellation effect under the integral. Thereby, δ2

is the more aggressive weighting kernel. The linear kernel δ apparently does not have
a strong mitigation effect:

�
CR

�
CT
δ d`T · d`R decays with at least r−1

min for closed loops
and large rmin. Otherwise M would decay slower than r−3

min, which would contradict
the approximation M̃ in (B.2). We conclude the investigation on the path loss of the
mutual inductance between closed loops with the statement

M ≈ µ0

4π
1
r3
min

INF , INF =
�
CR

�
CT

δ(δ − rmin) d`T · d`R . (B.6)

and the understanding that INF converges to a finite value for rmin → ∞. This finite
value is different from zero for most coil arrangements.

We proceed with an investigation of the correspondences between formulas for the
mutual impedance ZRT in the general case (i.e. without a magnetoquasistatic assump-
tion). We introduced the integral formulation (2.16) for arbitrary wires, given by

ZRT = jωµ0

4π

�
CR

�
CT

e−jkr
d`T · d`R

r
, (B.7)

as well as the approximation (2.23) for electrically small flat-turn coils (here r is again
the center-to-center distance), given by

Z̃RT = jωµ0ATN̊TARN̊R k
3

2π e−jkr
((

1
(kr)3 + j

(kr)2

)
JNF + 1

2kr JFF

)
. (B.8)

An inspection of the mathematical structure prompts another important question:
how does the subtle retardation term e−jkr in (B.7) give rise to propagation modes that
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decay with r−2 and r−1? After all, such modes do not arise from the magnetoquasistatic
formulation in (B.1). Again, we conduct an investigation with the decomposition
r = rmin + δ and a Taylor approximation

e−jkr = e−jkrmine−jkδ ≈ e−jkrmin

(
1− jkδ − (kδ)2

2

)
, δ ≥ 0. (B.9)

which is accurate for electrically small antennas because they fulfill kδ � 1 for any
occurring δ. By using (B.9) in (B.7) and doing a few rearrangements we find that

ZRT = jωµ0

4π e−jkrmin

 �

CR CT

d`T ·d`R

r︸ ︷︷ ︸
near field,
cubic decay

−jk
�

CR CT

δ
d`T ·d`R

r︸ ︷︷ ︸
transition,

quadratic decay

−k
2

2

�

CR CT

δ2 d`T ·d`R

r︸ ︷︷ ︸
far field,

linear decay



(B.10)

which now exhibits a striking mathematical correspondence to (B.8). A comparison
suggests that the integrals decay with r−3, r−2 and r−1, respectively, which highlights
the effect of the positive weighting kernels δ and δ2. The leftmost integral is directly
from the Neumann formula (B.1) whose rapid decay was discussed above.

To reveal the mathematical correspondence between the two formulas (B.7)
and (B.8) in more detail we use a more elaborate approach: for the integrand of (B.7)
we consider the second-order Taylor approximation

e−jkr

r
≈ e−jkrmin

rmin

(
1−

( 1
rmin

+ jk
)
δ +

(
1
r2
min

+ jk

rmin
− 1

2k
2
)
δ2
)

(B.11)

= e−jkrmin

rmin

(
1 + 1

rmin

(
δ2

rmin
− δ

)
+ jk

(
δ2

rmin
− δ

)
− k2

2 δ
2
)

= e−jkrmin

rmin
+ k3e−jkrmin

((
1

(krmin)3 + j

(krmin)2

)
δ(δ − rmin) + −δ2

2krmin

)
.

We use this expression in formula (B.7) for ZRT. The leftmost summand of (B.12) is
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again constant and thus zero under a closed line integral. We thus obtain

ZRT ≈
jωµ0k

3

4π e−jkrmin

((
1

(krmin)3 + j

(krmin)2

)�
CR

�
CT

δ(δ − rmin) d`T · d`R

+ 1
2krmin

�
CR

�
CT

−δ2 d`T · d`R

)
(B.12)

= jωµ0k
3

4π e−jkrmin

((
1

(krmin)3 + j

(krmin)2

)
INF + 1

2krmin
IFF

)
(B.13)

with INF from (B.6), i.e. the same factor that multiplies mutual inductance in the
magnetoquasistatic case, and with IFF =

�
CR

�
CT
−δ2 d`T · d`R. The expression is now

completely analogous to (B.8), which is what we wanted to achieve. A comparison
between (B.8) and (B.13) suggests that the alignment factors fulfill

JNF = 1
2ATN̊TARN̊R

lim
rmin→∞

INF , INF =
�
CR

�
CT

δ(δ − rmin) d`T · d`R , (B.14)

JFF = 1
2ATN̊TARN̊R

lim
rmin→∞

IFF , IFF =
�
CR

�
CT

−δ2 d`T · d`R (B.15)

which we were able to confirm in numerical experiments.
In the process, we revealed the mathematical background of how the retardation

term e−jkr gives rise to a radiative r−1 propagation mode and a transition mode de-
caying with r−2. The above also explains why the near-field mode and the transi-
tion mode are subject to the same alignment factor JNF (they are both multiplied by
INF ≈ 2ATN̊TARN̊RJNF) but the far-field mode to a different alignment factor JFF.
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Maximum PTE over a Two-Port Network:
Z-Parameter Formula

Consider the simultaneous power matching problem depicted in Fig. C.1: given a two-
port network with 2×2 impedance matrix Z, we want to find the source impedance ZG

and load impedance ZL which establish power matching (conjugate matching) ZG = Z∗in

and ZL = Z∗out simultaneously. This problem is non-trivial because ZG affects Zout and
ZL affects Zin, hence ZG and ZL must be optimized jointly. In this thesis the two-port
network of interest is a magneto-inductive link with impedance matrix ZC among the
coil ports. A related goal is the calculation of the power transfer efficiency η from
source to load in the case of successful simultaneous power matching (which maximizes
the power into the load). These problems can be solved with established tools such
as the transducer power gain formula for S-parameters [242, Eq. 28] [52, Eq. 12.13]
or with generalized S-parameters [242, Eq. 29] (then η = |S21|2). Those approaches
however obfuscate the dependence of η on intuitive technical quantities such as coil
mutual impedance and self-impedances: the transducer power gain formula is quite
complicated and the conversion to generalized S-parameters uses a matrix determinant.
For this reason we prefer a formula for η in terms of Z-parameters, which directly reflect
the intuitive quantities.

vG

ZG=Z
∗

in

Zin

[

Z1,1 Z2,1

Z2,1 Z2,2

]

Zout ZL=Z
∗

out

(a) circuit description

v
′

G

Zout

ZL=Z
∗

out

(b) load-side equivalent circuit

Figure C.1: Simultaneous power matching problem for a reciprocal two-port network.
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In particular, in this appendix we derive a novel Z-parameter formula for the power
transfer efficiency

η = ζ2 + χ2(√
1− ζ2 +

√
1 + χ2

)2
ζ2+χ2�1
≈ ζ2 + χ2

4 = |Z2,1|2

4 Re(Z1,1) Re(Z2,2) (C.1)

in the case of simultaneous power matching for a reciprocal two-port network (i.e. Z
is symmetric). Thereby ζ ∈ [−1,+1] and χ ∈ R are metrics of Z, defined as

ζ = Re(Z2,1)√
Re(Z1,1) Re(Z2,2)

, χ = Im(Z2,1)√
Re(Z1,1) Re(Z2,2)

. (C.2)

In the process we show that simultaneous power matching of a reciprocal two-port
network is established with the impedances

ZG = Z∗in =
(√

1− ζ2
√

1 + χ2 + jζχ
)

Re(Z1,1)− jIm(Z1,1) , (C.3)

ZL = Z∗out =
(√

1− ζ2
√

1 + χ2 + jζχ
)

Re(Z2,2)− jIm(Z2,2) . (C.4)

These results are derived in the following.

From Proposition 2.6 and the requirements ZG = Z∗in and ZL = Z∗out we obtain

Zin = Z1,1 −
Z2

2,1

Z2,2 + ZL
=⇒ Zin

!= Z1,1 −
Z2

2,1

Z2,2 + Z∗out
, (C.5)

Zout = Z2,2 −
Z2

2,1

Z1,1 + ZG
=⇒ Z∗out

!= Z∗2,2 −
(Z2

2,1)∗

Z∗1,1 + Zin
. (C.6)

The two right-hand side equations determine the two unknown complex variables Zin

and Z∗out. By rearrangements and substitution we obtain two individual quadratic
equations for Zin and Zout,

(Zin − Z1,1)
(
2 Re(Z2,2)(Z∗1,1 + Zin)− (Z2,1)∗

)
+ Z2

2,1(Z∗1,1 + Zin) = 0 , (C.7)

(Zout − Z2,2)
(
2 Re(Z1,1)(Z∗2,2 + Zout)− (Z2,1)∗

)
+ Z2

2,1(Z∗2,2 + Zout) = 0 . (C.8)

They are solved with the standard formula for quadratic equations. By also canceling
and merging terms (the process is omitted), we find the solutions (C.3) and (C.4) of
Zin and Zout. The other solutions are physically meaningless due to negative real parts.

The Helmholtz-Thévenin equivalent source voltage v′T of the load-side equivalent
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circuit as in Fig. C.1b is given by v′T = vT · Z2,1 / (Z1,1 + Z∗in). Therewith we can
formulate the ratio of the power wave emitted by the source to the power wave into
the load,

v′G
/√

4 ReZout

vG
/√

4 ReZin
= ζ + jχ

1 +
√

1− ζ2
√

1 + χ2 + jζχ
=: h (C.9)

which is interpreted as link coefficient h ∈ C, comprising magnitude attenuation and
a phase shift. Its squared absolute value is the power transfer efficiency

η = |h|2 = ζ2 + χ2(
1 +
√

1− ζ2
√

1 + χ2
)2

+ ζ2χ2
(C.10)

= ζ2 + χ2

1 + (1− ζ2)(1 + χ2) + 2
√

1− ζ2
√

1 + χ2 + ζ2χ2 (C.11)

= ζ2 + χ2

(1− ζ2) + (1 + χ2) + 2
√

1− ζ2
√

1 + χ2 (C.12)

which proves (C.1) after applying the binomial formula x2 + y2 + 2xy = (x+ y)2.
A noteworthy aspect is that the power wave ratio (C.9) suggests that h is the gen-

eralized S21-parameter of the two-port network. In fact, after lengthy rearrangements
of the S-parameter results in [242], we find that the associated scattering matrix is

S = (A− γ∗I2)(A + γI2)−1 (C.13)

whereby the occurring variables relate to our formalism according to

A =
 1 ζ + jχ

ζ + jχ 1

 , γ =
√

1− ζ2
√

1 + χ2 + jζχ . (C.14)

An interesting related statement is

Z =
√Re(Z1,1) 0

0
√

Re(Z2,2)

A
√Re(Z1,1) 0

0
√

Re(Z2,2)

 . (C.15)
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Appendix D

Resonant SISO Channels:
Power Allocation and Capacity

We study the fundamental limits of information transfer from a resonant transmitting
coil to a resonant receive coil with reception in additive white Gaussian noise (AWGN).
We work with the frequency-dependent channel coefficient h(f) and the single-sided
power spectral density (PSD) Sww(f) = N0 of the white Gaussian noise process w(t).
In particular, the contents of this appendix are as follows.

• We exploit the mathematical structure of |h(f)|2 for a resonant channel to formu-
late a detailed closed-form expression for the waterfilling solution of the transmit
PSD,

Sxx(f) =


N0
|hres|2

((
B/2
BR

)2
−
(
f−fres
BR

)2
)

if |f − fres| ≤ B/2

0 otherwise
(D.1)

where BR is the 3-dB bandwidth of the receive coil and B is the effectively used
bandwidth, given by

B = BR

(
6 |hres|2PT

N0BR

)1/3

. (D.2)

The fact B ∝ 3
√
PT shows that a considerable increase of transmit power is

required to warrant an increase of the used bandwidth.

• For the resulting channel capacity we derive the formula

C = 2
log(2)

(
B − 2BR arctan

(
B

2BR

))
. (D.3)

• For the above formula we derive the upper bound

C ≤ BR

6 · log(2)

(
B

BR

)3
= |hres|

2PT

log(2)N0
, (D.4)
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which agrees with the capacity upper bound that is obtained with log-
linearization in the power-limited regime over a small bandwidth (where the
channel is flat).

The results rely on an approximation that is accurate for coils with a large Q-factor.

Continuous-Frequency Waterfilling in General

First consider a general channel h(f) with single-sided noise PSD Sww(f). The transmit
signal x(t) has PSD Sxx(f) and power

�∞
0 Sxx(f) df = PT. This channel can be modeled

as a set of parallel AWGN channels, each with an infinitesimally bandwidth df and
channel capacity df · log2(1 + SNR(f)). The information rate [83,85]

D =
� ∞

0
log2

(
1 + |h(f)|2 Sxx(f)

Sww(f)

)
df (D.5)

in bit/s is achievable over this channel. Clearly D depends on the spectral power
allocation Sxx(f). The channel capacity C (the largest achievable rate D) is obtained
when Sxx(f) is allocated with waterfilling [90, Eq. 5.43] [243], i.e. by setting

Sxx(f) = max
{

0, µ− Sww(f)
|h(f)|2

}
. (D.6)

The so-called water level µ is found by solving the equation
� ∞

0
max

{
0, µ− Sww(f)

|h(f)|2

}
df = PT . (D.7)

for µ. Since the integral is monotonically increasing with µ, the problem is easily solved
numerically for general Sww(f) and h(f), e.g, for the complicated h(f) of a wideband
outdoor radio channel. In our case, we are able to evaluate C and the associated Sxx(f)
analytically because of the specific resonant shape of h(f) and constant Sww(f) = N0.

Considered Resonant Link Model

We study a communication system described by the equivalent circuit in Fig. D.1. The
series impedance of the transmit circuit ZT = 2RT + jωLT + 1

jωCT
and of the receive

circuit ZR = 2RR +jωLR + 1
jωCR

whereby both circuits are tuned to the same resonance
frequency 2πfres = ωres = 1/

√
LTCT = 1/

√
LRCR. The coil quality factors are QT =

ωresLT
RT

and QR = ωresLR
RR

. We consider the power wave x =
√
RTiT =

√
RTvT
ZT

as transmit
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−

+

−
+

M

LT LR

RT RR

CT CR

vT

vR

RT

RR

power-matched transmit
amplifier output

transmit coil receive coil power-matched receive
amplifier input

Figure D.1: Equivalent circuit description of the considered magneto-inductive SISO link.
For mathematical simplicity the model comprises series capacitances for resonant matching
instead of two-port networks in L- or T-structure.

signal. Thereby |x|2 is the active power into the transmit coil. Likewise y = vR√
RR

is
the considered received signal. For the weak-coupling case (unilateral assumption, i.e.
the presence of the transmitter does not affect the receive-side electrical properties and
vice versa) it is easy to show that signal propagation is according to y = hx with

h(f) = f

fres

2RR

ZR
hres , hres = jωresM√

4RTRR
= jk

√
QTQR

2 (D.8)

where k = M√
LTLR

is the coupling coefficient and ZR = 2RR + j2πfLR + 1
j2πfCR

is
the serial impedance of the receive-side circuit. The term 2RR

ZR
represents receive-side

resonance mismatch that occurs for f 6= fres. At f = fres the value 2RR
ZR

= 1 is attained.

As a preparation for the following derivation we consider the ratio

|hres|2

|h(f)|2 = f 2
res
f 2

(
|ZR|
2RR

)2

. (D.9)

With ZR = 2RR + j2πfLR + 1
j2πfCR

= 2RR
(
1 + jQR

2
f2−f2

res
ffres

)
we obtain

|hres|2

|h(f)|2 = f 2
res
f 2

∣∣∣∣∣1 + jQR

2
(f − fres)(f + fres)

ffres

∣∣∣∣∣
2

(D.10)

which shows a quite complicated dependence on f . To simplify the term drastically we
assume that the value of f is close to fres, which will typically be the case for operation
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with a high-Q coil. We obtain

|hres|2

|h(f)|2 ≈
f 2
res
f 2
res

∣∣∣∣∣1 + jQR

2
(f − fres)(2fres)

f 2
res

∣∣∣∣∣
2

=
∣∣∣∣∣1 + jQR

f−fres
fres

∣∣∣∣∣
2

= 1 +
(
f−fres
BR

)2

.

(D.11)

Derivation of the Core Results

The above yields Sww(f)
|h(f)|2 = N0

|hres|2

(
1 +

(
f−fres
BR

)2
)

and the water level equation (D.7)
becomes

� ∞
0

max
 0, µ− N0

|hres|2

1 +
(
f − fres
BR

)2
 df = PT . (D.12)

We observe that the integrand is symmetric about f = fres and monotonically decreas-
ing with |f − fres|. Therefore, the integrand must vanish right at values f = fres±B/2
where B is the effectively used bandwidth. Based thereon we determine the water level
µ = N0

|hres|2

(
1 +

(
B/2
BR

)2
)

which is used in the above integral (under due consideration
of the support of the integrand) to obtain

� fres+B/2

fres−B/2

µ− N0

|hres|2

1 +
(
f − fres
BR

)2
 df = µB − N0

|hres|2

(
B + 1

B2
R

� +B/2

−B/2
s2ds

)

= N0

|hres|2

(
B + B3

4B2
R
−B − 1

B2
R

� +B/2

−B/2
s2ds

)
= N0

|hres|2

(
B3

4B2
R
− B3

12B2
R

)

= N0

|hres|2
B3

B2
R

(1
4 −

1
12

)
= N0

|hres|2
B3

6B2
R
.

This last expression must be equal to the available power PT. As a result we obtain the
effectively used bandwidth B = BR

3

√
6 |hres|2PT
N0BR

which proves (D.2). Thus we allocate

the transmit PSD according to Sxx(f) = N0
|hres|2

((
B/2
BR

)2
−
(
f−fres
BR

)2
)
if |f − fres| ≤ B/2

and Sxx(f) = 0 outside that band. Thereby we have proven (D.1).
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We use this allocation in the capacity integral (D.5), resulting in

C =
� fres+B/2

fres−B/2
log2

(
1 + |h(f)|2 Sxx(f)

N0

)
df

=
� fres+B/2

fres−B/2
log2

(
1 + |h(f)|2

N0

(
µ− N0

|h(f)|2

))
df =

� fres+B/2

fres−B/2
log2

(
µ
|h(f)|2
N0

)
df

=
� fres+B/2

fres−B/2
log2

 N0

|hres|2

1 +
(
B/2
BR

)2
 |h(f)|2

N0

 df
= B log2

1 +
(
B/2
BR

)2
− � fres+B/2

fres−B/2
log2

1 +
(
f − fres
BR

)2
 df

= B log2

(
1 + (B/2)2

B2
R

)
− 2

� B/2

0
log2

(
1 + s2

B2
R

)
ds (D.13)

and by solving the integral
� B/2

0
log2

(
1 + s2

B2
R

)
ds = B

2 log2

(
1 + (B/2)2

B2
R

)
− B

log(2) + 2BR

log(2) arctan
(
B/2
BR

)

we obtain the channel capacity C = 2
log(2)

(
B − 2BR arctan

(
B/2
BR

))
which proves (D.3).

The Taylor series arctan(x) ≈ x − 1
3x

3 is a lower bound arctan(x) ≥ x − 1
3x

3 for
positive x and thus, after canceling terms, yields C ≤ BR

6·log(2)

(
B
BR

)3
as in (D.4).

A Comment on Transmit-Side Mismatch

In the above exposition the transmit-side mismatch does not have an impact because,
throughout this thesis and in related literature such as [53], the transmit power PT =
|x|2 is defined as the active power into the transmit coil. Thereby we do not consider
power that is possibly reflected back into or dissipated in the transmit amplifier. These
effects are certainly of practical relevance but, to the best of our knowledge, are not
captured by any simple existing model. We can however get an idea of the behavior
by instead defining h̃ as the voltage gain from transmitter to receiver, i.e. vR = h̃vT

plus noise, which is given by h̃ = f
fres

2RR
ZR

2RT
ZT

hres and does indeed show transmit-
side mismatch in the term 2RT

ZT
. Thereby ZT = 2RT + j2πfLT + 1

j2πfCT
is the serial

impedance of the transmit-side circuit. With the same high-Q approximation approach
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as earlier we obtain

|hres|2

|h̃(f)|2
≈

1 +
(
f − fres
BR

)2
1 +

(
f − fres
BT

)2
 (D.14)

which now exhibits signal attenuation due to resonance mismatch at the receiver and
also the transmitter. Repeating all the calculations for this case (the details are omit-
ted) yields the fifth-order equation

Bpass

6

(
B

Bpass

)3

+ Bstop

20

(
B

Bstop

)5

= |h(fres)|2 PT

N0
(D.15)

for the determination of the effectively used bandwidth B from all technical parame-
ters. The equation uses the system bandwidth Bpass = 1/

√
1/B2

T + 1/B2
R and Bstop =

√
BTBR. They compare according to Bpass ≤ min{BT, BR} ≤ Bstop ≤ max{BT, BR}

and their meaning is that h̃(f) is hardly attenuated for |f − fres| < 1
2Bpass but heavily

attenuated for |f − fres| > 1
2Bstop.

In the power-limited regime the used bandwidth will be B � Bpass and thus the
cubic term dominates in (D.15). On the other hand, the fifth-order term dominates
for B � Bstop. For these cases we can therefore approximate

B ≈ Bpass

(
6 |h(fres)|2PT

N0Bpass

)1/3

for B � Bpass , (D.16)

B ≈ Bstop

(
20 |h(fres)|2PT

N0Bstop

)1/5

for B � Bstop (D.17)

(both expressions are in fact upper bounds). We find that (D.16) is completely analo-
gous to (D.2), it just uses the system bandwidth Bpass instead of the 3-dB bandwidth
BR of just the receive coil. The formula (D.17) shows the drastic effect of the effectively
band-limited channel when a large |h(fres)|2 and/or excess transmit power is available:
one has to increase the transmit power by a factor of 25 = 32 in order to warrant
doubling the communication bandwidth.
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The Role of Transients in
Load Modulation Receive Processing

In this appendix we discuss the role of transients in near-field communication via load
modulation. This modulation has not received much attention by the academic world
despite being used by billions of devices for radio-frequency identification (RFID) and
contact-less payment [63]. In particular, we will propose a receive processing that
regards the signal transients after the load switching instants and, consequently, show
possible improvements to the bit error probability when the transients are considered.
Thereby we employ signal space concepts from basic communication theory.

−

+

iR(t)=I0 cos(ω0t)

vR(t)

CR

RR RT

LR LT

M

CT
RL0 RL1

reader device (receives information) passive tag (transmits information)

transmit
bit 0

transmit
bit 1

Figure E.1: Considered near-field communication system with load modulation. The reader
device (R) drives a stationary current iR(t) through its coil which, by magnetic induction,
powers the tag (T). The tag transmits bits to the reader by choosing either RL0 or RL1
as load resistance for t ∈ [(n − 1)Tb, nTb] according to the value of the n-th bit. The load
resistance affects the tag coil current and thus also vR(t) which is measured at the reader
and allows to detect the transmitted bits.

Fig. E.1 shows a circuit description of the considered load modulation system,
analogous to a description in [63]. An AC current source with frequency f0 drives
the reader coil which then also drives the tag coil due to their mutual inductance M .
The tag chooses a load resistance RL ∈ {RL0, RL1} according to the value of the n-th
bit which is transmitted during t ∈ [(n − 1)Tb, nTb]. The reader observes the signal
y(t) = vR(t)− vNo Tag

R (t) in order to detect the bits. Thereby, vR
No Tag(t) is the voltage
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over the resonant reader coil for the case that no tag is present (we assume that this
signal is known and can be canceled).1

The time-variant load resistance together with the reactive elements (inductances
and capacitances) lead to transient signals and memory. Thus, strictly speaking, the
signal y(t) at any time t depends on the entire history of the load resistance (i.e.
all previously transmitted bits) which results in inter-symbol interference. Due to
this complication, the prevalent state-of-the-art approach for receive processing is to
only regard the received signal at times where the transients died out for the most
part [244, Fig. 27], [245, Fig. 8]. This approach seems suboptimal and negligent from
the communication-theoretic point of view because vast portions of the received signal
are being ignored. We want to understand the degree of this negligence and, if possible,
propose a more suitable processing.

In order to study this system, we must describe the evolution of the electrical
signals. We exploit the fact that RL is constant for a bit duration. The corresponding
circuit is depicted in Fig. E.2. It shall be noted that iT(t) is continuous because of
the inductance LT and iL(t) is continuous because of the parallel capacitance CT. By

− +

RT

LT

CT
RL

iT(t) iL(t)

vT(t) = Mi′R(t) = −ω0MI0 sin(ω0t)

Figure E.2: Equivalent circuit description of the transmitting tag for the duration of a bit.
Over this time interval the resistance RL ∈ {RL0, RL1} is constant which leads to a differential
equation with constant coefficients. vT(t) is the voltage induced by the magnetic field from
the reader device.

applying the Kirchhoff laws to the tag circuit we find the differential equation system
 iT

′(t)
i′L(t)

 =
 −RT

LT
−RL
LT

1
RLCT

− 1
RLCT


︸ ︷︷ ︸

=: A

 iT(t)
iL(t)

+
 −ω0

M
LT
I0 sin(ω0t)
0

 . (E.1)

1In practical RFID systems (e.g. ISO/IEC 14443 standard) sideband modulation is used in order
to facilitate the isolation of the information-bearing signal from the dominant f0-oscillation at the
reader. [63]
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In particular, this is a linear inhomogeneous system of first-order ordinary differential
equations with constant coefficients. It has the solution [246, Sec. 16.13.2]

 iT(t)
iL(t)

 = D1e
λ1tv1 +D2e

λ2tv2︸ ︷︷ ︸
homogeneous solution

+
 g11 g12

g21 g22

 cos(ω0t)
sin(ω0t)


︸ ︷︷ ︸

particular solution

(E.2)

where λ1, λ2 ∈ C are the eigenvalues and v1,v2 ∈ C3 the respective eigenvectors of A.
By requiring that the particular solution fulfills (E.1) and exploiting the orthogonality
of sine and cosine, one can show that the related coefficients are given by


g11

g21

g12

g22

 =
 A −ω0I2

ω0I2 A

−1


0
0

ω0
M
LT
I0

0

 . (E.3)

The constants D1, D2 ∈ C follow from the initial value problem given the values of
iT(tn−1) and iL(tn−1) at the switching instant tn−1 = (n−1)Tb. The resulting solutions
iT(t) and iL(t) will of course be real valued. The received signal, which is the induced
voltage at the reader coil due to iT(t), then follows from y(t) = Mi′T(t). Fig. E.3 shows
exemplary signals for the transmitted bit sequence 0110010. Significant transients can
be observed after any switching instant (after a bit change).

Although the communication-theoretic implications of time-dispersive effects and
inter-symbol interference are well-understood for linear modulation over linear time-
invariant channels [37,158], there seems to be no meaningful way to apply this theory
to the load modulation system (which is governed by differential equations). This fact
complicates the analysis of the communication performance. However, we can identify
certain aspects that facilitate the analysis. A first simplification is the assumption of an
ideal current source at the reader. Therewith, and without any further assumptions, the
reactive elements at the reader do not get involved in the differential equations (a finite
source resistance, e.g. 50 Ω, would lead to a system of four differential equations). The
key simplification however is based on the observation that usually the time constant
of the transients is smaller than a bit duration (i.e. QT/f0 < Tb), which means that
the transients effectively wear off before the next load-switching instant. Thus, only
the previous bit interferes appreciably with the current bit because y(t) approaches its
stationary state near the end of each bit interval. As a result, the received signal can
be described as a concatenation of waveforms that are drawn from only four prototype
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waveforms y00(t), y01(t), y10(t), and y11(t). These arise from the four possible bit
transitions 0→0, 0→1, 1→0, and 1→1. For example, y01(t) is the waveform during
a bit duration when the previous bit was 0 and the current bit is 1. This aspect can
be observed clearly in Fig. E.3. For notational convenience we define that all four
waveforms are supported for t ∈ [0, Tb].

We are now going to expand orthonormal basis functions for these waveforms with
the goal of later using them to transform received waveforms to signal space vectors.
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Figure E.3: Electrical signals over time for load modulation of the bit sequence 0110010.
The currents at the tag and the received signal y(t) (the tag-induced voltage difference at the
reader) are shown. The quantities relate to the circuits in Fig. E.1 and E.2. The simulation
uses a current source with f0 = 10 MHz and peak amplitude I0 such that 100 mW are burnt
at the resonant reader coil (QR = 500). Both coils have 5 Ω resistance. We consider two
different tag coil qualities and bit rates (a) and (b). The coupling coefficient κ = 1

100 . The
capacitances CR and CT are chosen such that both coils are resonant in uncoupled condition,
i.e. CT is chosen such that 1

ZT
= 1

RT+jω0LT
+ jω0CT is real valued. The two load resistances

are set to RL0 = 1
2ZT and RL1 = 3

2ZT.
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Since y00(t) and y11(t) are very accurately described by stationary oscillations with
constant amplitude and phase (depending on the validity of the assumption of the
system having only a memory of one bit memory) we select the cosine (in-phase) and
sine (quadrature-phase) as our first orthonormal basis functions

φI(t) =
√

2
Tb

cos(ω0t) , (E.4)

φQ(t) =
√

2
Tb

sin(ω0t) . (E.5)

We compute two more basis functions by applying the Gram-Schmidt process to y01(t)
and y10(t), which are the waveforms with significant transients. We obtain

φrise(t) = zrise(t)√� Tb
0 z2

rise(τ)dτ
, (E.6)

zrise(t) = y01(t)− φI(t)
� Tb

0
φI(τ)y01(τ)dτ − φQ(t)

� Tb

0
φQ(τ)y01(τ)dτ ,

φfall(t) = zfall(t)√� Tb
0 z2

fall(τ)dt
, (E.7)

zfall(t) = y10(t)− φI(t)
� Tb

0
φI(τ)y10(τ)dτ − φQ(t)

� Tb

0
φQ(τ)y10(τ)dτ

− φrise(t)
� Tb

0
φrise(τ)y10(τ)dτ .

As a result, {φI(t), φQ(t), φrise(t), φfall(t)} is an orthonormal basis for the waveforms
y00(t), y01(t), y10(t), and y11(t).

Following the proposal of basic communication theory we consider a receiver that
correlates the received signal with each basis function and this way yields a vector in
the signal space. In particular, the waveform y(t) for t ∈ [(n−1)Tb, nTb] is transformed
into a four-dimensional signal point via

yn =


yI

yQ

yrise

yfall


n

=
� Tb

0


φI(t)
φQ(t)
φrise(t)
φfall(t)

 y (t+ (n− 1)Tb) dt . (E.8)

The associated signal flow diagram is shown in Fig. E.4. The correlator outputs in
response to the four prototype waveforms yield four constellation points which we
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denote as y00,y01,y10,y11 ∈ R4.

The basis functions that arise from the simulated waveforms in Fig. E.3 are shown

φI(t)

φQ(t)

φrise(t)

φfall(t)

� Tb
0 . . . dt

� Tb
0 . . . dt

� Tb
0 . . . dt

� Tb
0 . . . dt

yI

yQ

yrise

yfall

vR(t)

vNoTagR (t)

−
y(t)

Figure E.4: Correlator bank for receive processing of load-modulated signals based on
orthonormal basis functions. The output is a four-dimensional vector in the signal space.
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Figure E.5: Orthonormal basis functions that arise from the described approach, which
involves the Gram-Schmidt process, to the prototype waveforms of the simulations in Fig. E.3.
Their support is t ∈ [0, Tb], i.e. one bit duration.
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Figure E.6: The received signal vector, which is the output of the bank of correlators in
Fig. E.4, is plotted versus the bit time index. In this example the transmitted bit sequence
is 0110010 and the associated electrical signals are shown in Fig. E.3. The connecting lines
are for visualization purposes only.

in Fig. E.5. We observe that φrise(t) and φfall(t) naturally put their focus on the tran-
sients after the switching instant and (to some extend) frequency offsets from f0. The
evolution of the signal space vector over time, i.e. the result of subsequent application
of Fig. E.4 to bit intervals for bits n ∈ Z, is shown in Fig. E.6. Since the simula-
tion is noiseless, any signal point yn takes the value of one of the constellation points
yn ∈ {y00,y01,y10,y11} depending on which bit transition occurred (slight deviations
occur because the assumption of only the previous bit interfering is not perfectly valid).
We note that the occurring lie mostly in the I and Q dimensions, which is intuitive.
However, the signal has a significant ’rise’ component whenever the bit transition 0→1
occurs. The ’fall’ dimension is always close to zero because the transients of the wave-
form y10(t) seem to get captured already by the other three dimensions (this is also
caused by y10(t) being used last in the Gram-Schmidt process).

The signal space approach offers a rich set of analytic properties [37, 158] which
are convenient for the evaluation of the communication performance of our approach.
Foremost, when the received signal y(t) is subject to additive white Gaussian noise
with single-sided noise spectral density N0 (a very common assumption), then yn will
be subject to Gaussian noise with covariance matrix N0

2 I3 (statistically independent
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between different time indices). Let us for the moment assume that the previous
bit was 0 and correctly detected as such. Then, the error probability of maximum-
likelihood detection of the current bit is Q(

√
SNR) with SNR = (d0x/2)2

N0/2 when both
bits are equiprobable. Thereby, we use the Q-function and d0x = ‖y01 − y00‖ is the
Euclidean distance between the relevant constellation points. Likewise, if the previous
bit was 1, then the same formulas hold with SNR = (d1x/2)2

N0/2 and d1x = ‖y11 − y10‖
instead.

In order to evaluate the merit of the proposed receive processing with the extra
signal dimension, we want to compare the Euclidean distances d0x and d1x to those ob-
tained with simpler receive processing. As a first step, we compare the four-dimensional
approach to just I/Q processing (using only dimensions one and two). We can quantify
the gain due to increased euclidean distance as either G0x,Full over I/Q = d2

0x / d
2
0x,I/Q or

G1x,Full over I/Q = d2
1x / d

2
1x,I/Q, depending on the previously transmitted bit. Thereby,

d2
0x,I/Q = (yI,01− yI,00)2 + (yQ,01− yQ,00)2. The signal space approach with orthonormal

bases ensures that this gain directly translates to an SNR gain in the case of additive
white Gaussian noise. The values resulting from the conducted simulations are sum-
marized in Table E.1. The table also states the gains of d0x,I/Q and d1x,I/Q over the
Euclidean distances in the similar orthonormal basis

φI,wait(t) =

√

5 · φI(t) t ∈ [4
5Tb, Tb]

0 Otherwise
, (E.9)

φQ,wait(t) =

√

5 · φQ(t) t ∈ [4
5Tb, Tb]

0 Otherwise
(E.10)

which considers only the last 20% of a bit duration. This shall model the state-of-
the-art approach of waiting for the transients to wear off (see above). For stationary
oscillations with frequency f0, e.g., the transient-free waveforms y00(t) and y11(t), this
amounts to a 7 dB loss compared to I/Q processing over the entire bit interval since
80% of the signal power is discarded. The simulation results show that for bit intervals
after a switch the difference can even exceed 7 dB as the transients are captured by
I/Q processing which, surprisingly, increases the Euclidean distance.
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Gains case case
f0Tb = 10, QT = 10 f0Tb = 5, QT = 2

old bit Full over I/Q I/Q over Wait Full over I/Q I/Q over Wait
0 +0.357 dB +9.038 dB +0.530 dB +7.737 dB
1 +0.052 dB +7.444 dB +0.158 dB +7.067 dB

Table E.1: Symbol separation gains by projecting the received signal over a bit duration
onto the four-dimensional basis (E.4),(E.5),(E.6),(E.7) versus only onto the two-dimensional
I/Q basis (E.4),(E.5). Also shown is the gain of using I/Q basis (E.4),(E.5) over the full bit
duration versus the I/Q basis (E.9),(E.10) that considers only the last 20% end of the bit
duration to wait for the transients to die out.

Based on the observed results we draw the following conclusions:

• Most signal power is captured by I/Q processing at the operating frequency f0.

• Processing the received waveform over the entire bit duration leads to vastly
improved SNR compared to the state-of-the-art approach of waiting for the tran-
sients to wear off.

• Observing extra signal dimensions which relate to transients after a load switch
yields an SNR gain which is appreciable but limited in the conducted experiments.
The gains are more pronounced for low f0Tb and QT and can exceed 1.5 dB for
very small f0Tb and QT (not shown). This could be interesting for high data
rate transmission from micro-scale tags which necessarily have low Q-factor due
to physical constraints [26]. In particular, a low QT causes stronger momentary
signal disturbance, which could also be useful for synchronization.

Some interesting communication-theoretic questions about load modulation remain
unanswered. Foremost, a study of the communication limits, e.g. in terms of the Shan-
non capacity of this channel, without any limited-memory assumption is a worthwhile
research goal. An even higher-dimensional signal space expansion that pays regard
to more than two neighboring bits could be a first step. Loads with more than two
different states or even arbitrary evolutions RL(t) over time give rise to further inter-
esting opportunities. An interesting open research question is to identify all possible
received signal waveforms that can be realized with an arbitrary RL(t) within physical
constraints, e.g., RL(t) ≥ 0 ∀t, and the implications on communications performance.
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