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Abstract

This thesis aims at providing novel insights in the whole procedure of model generation
for biological systems. To this end, aspects as the selection of suitable material models,
the performance of appropriate experiments for parameter determination of constitutive
equations and the model validation are analyzed. It is not the objective to provide a
model for biomedical applications, but rather to explore continuum mechanical related
aspects of the modeling procedure.

The vertebrate spinal column is chosen as example structure for its relevance in
medicine and the amount of available literature data. An ovine functional spinal unit
is modeled with the finite element method: while the vertebrae are represented with
rigid bodies, the intervertebral disc is deformable. The latter is subdivided into the
nucleus pulposus, which is described by an inviscid, incompressible fluid, and the anulus
fibrosus (AF), which is modeled with anisotropic elasto-viscoplastic equations [Rubin
and Bodner, 2002].

For first simulations of the AF tissue anisotropic hyperelastic equations [Holzapfel
et al., 2000] were used as for these equations parameters are available. The results of
computations with this equations did not match the expectations. In fact, simulations
involving uniaxial stress configurations in transversely isotropic materials reveal volume
growth at rather small stretches. The same phenomenon is also found with other consti-
tutive equations, too. It is found that the additive split of the Helmholz free-energy into
a volumetric and an isochoric part, applied to the matrix and the fiber contribution,
is the origin of this shortcoming. A solution is presented how to avoid this problem
on the constitutive level rather than to use numerical methods such as the Augmented
Lagrangian method.

The calibration of the constitutive equations used to describe the AF tissue was done
with data from (quasi-) uniaxial tensile experiments. Also biaxial experiments were
considered but finally excluded for the reasons described hereafter. Our own studies
revealed that results from planar biaxial tests on regular cruciform specimen do not
predict the true equibiaxial material behavior and are specimen geometry dependent.
Only a small central area deforms equibiaxially, the measured global displacement and
force values do not well represent the biaxial materials response. It is shown that already
a low number of slots in the limbs of the cruciform samples helps to increase the area of
homogeneous equibiaxial loading significantly. Only, the outcomes highlight, with regard
to the small size of the possible AF specimens and their anisotropy, the difficulties to
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generate adequate biaxial stress fields for a faithful material parameters determination.
Consequently uniaxial tensile experiments only were used to characterize the mechanical
behavior of the AF tissue.

The results of simulations of a functional spinal unit under cyclic axial loading and
bending are compared with our own experimental data. The realization of appropriate
experiments led to several challenges, including the design of a reproducible solution
to the clamping problem by means of suitable mountings and the verification of the
testing machines accuracy. Preliminary experiments with steel springs had the objective
to demonstrate the performance of the constructed mountings in different load cases
and to verify the suitability of the used materials testing machine. These experiments
yielded improvements of the setup that would not have been realized without them. Not
enough experiments were made in order to make them statistically representative, but
the applied procedures for validation and measurement are thought to provide interesting
insights in how future experiments should be designed.

The comparison of the simulations with the experiments indicates that the finite
element model behaves too stiff, especially at larger deformations. It is shown that the
fibers in the AF contribute only to a minor extend to the high stiffness. Instead, two
other sources are discussed which could lead to an overestimation of the AF stiffness:
the low initial stiffness of the tissue which makes it difficult to define the unstressed
configuration and the exponential form of the used constitutive equations.
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Zusammenfassung

Diese Arbeit liefert neue Einsichten in den gesamten Prozess der Modellgenerierung für
biologische Systeme. Zu diesem Zweck werden Aspekte wie die Auswahl von geeigneten
Materialmodellen, die Durchführung geeigneter Experimente für die Parameterbestim-
mung von konstitutiven Gleichungen und die Modellvalidierung analysiert. Es ist nicht
das Ziel ein Modell für biomedizinische Anwendungen zu entwickeln, vielmehr werden
kontinuumsmechanische Aspekte der Modellierung untersucht.

Wegen ihrer Relevanz für die Medizin und der Menge an verfügbarer Literatur wurde
die Wirbelsäule als Beispiel gewählt. Eine funktionelle Einheit einer Schafwirbelsäule
wurde mit der Methode der Finiten Elemente modelliert. Die Wirbelkörper werden als
starr angenommen, die Bandscheibe hingegen als ein deformierbarer Körper. In der
Bandscheibe wird zudem zwischen dem Nucleus pulposus, welcher durch eine reibungs-
freie, inkompressible Flüssigkeit beschrieben wird, und dem Anulus fibrosus (AF), mo-
delliert mit anisotropen elasto-viskoplastischen Gleichungen [Rubin and Bodner, 2002],
unterschieden.

Für erste Simulationen des AF-Gewebes wurde ein anisotropes hyperelastisches Stoff-
gesetz [Holzapfel et al., 2000] verwendet, da für dieses Parameter vorhanden sind. Die
Ergebnisse von Berechnungen mit diesen Gleichungen entsprachen nicht den Erwartun-
gen. In der Tat zeigen Simulationen von einachsigen Spannungszuständen in transver-
salisotropen Materialien schon bei kleinen Dehnungen Volumenwachstum. Das gleiche
Phänomen wurde auch mit anderen Stoffgesetzen gefunden. Als Ursache wurde die ad-
ditive Trennung der freien Helmholz-Energie in einen volumetrischen und einen devia-
torischen Teil, angewandt auf die Matrix und den Faserbeitrag, identifiziert. Es wird ein
Vorgehen präsentiert, wie dieses Problem auf Ebene der Stoffgesetze gelöst werden kann,
anstatt numerische Methoden wie die Augmented-Lagrangian-Methode zu verwenden.

Für die Kalibrierung der Stoffgesetze zur Beschreibung des AF-Gewebes wurden
(quasi-) einachsige Experimente durchgeführt. Biaxiale Versuche wurden ebenfalls in
Betracht gezogen, aber schliesslich aus den nachfolgend beschriebenen Gründen aus-
geschlossen. Eigene Studien ergaben, dass Ergebnisse aus planaren biaxialen Versuchen
mit regelmässigen kreuzförmigen Proben nicht das wahre equibiaxial Werkstoffverhal-
ten beschreiben und zudem Geometrie abhängig sind. Nur ein kleiner zentraler Be-
reich verformt sich equibiaxial, die gemessenen globalen Verschiebungs- und Kraftwerte
repräsentieren nur ungenügend das biaxiale Materialverhalten. Bereits eine geringe An-
zahl von Langlöchern in den Armen der kreuzförmigen Proben vergrössert den Bereich
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unter homogener equibiaxialer Belastung deutlich. Die Resultate zeigen ebenfalls, in
Hinblick auf die geringe Grösse der möglichen AF-Proben und deren Anisotropie, die
Schwierigkeiten auf adäquate zweiachsige Spannungsfelder für die zuverlässige Kali-
bration von Stoffgesetzen zu generieren. Deshalb wurden nur einachsige Zugversuche
durchgeführt um das mechanische Verhalten des AF-Gewebes zu charakterisieren.

Die Ergebnisse der Simulationen einer funktionelle Einheit der Wirbelsäule unter
zyklischer axialer Belastung und Biegung werden mit eigenen experimentellen Daten ver-
glichen. Die Realisierung der entsprechenden Experimente führte zu mehreren Heraus-
forderungen, einschliesslich der Gestaltung geeigneter Halterungen und der Verifikation
der Genauigkeit der verwendeten Materialprüfmaschine. Vorgängige Experimente mit
Stahlfedern hatten das Ziel, die Einsetzbarkeit der konstruierten Halterungen in ver-
schiedenen Lastfällen zu demonstrieren und die Eignung der verwendeten Prüfmaschine
zu testen. Diese Experimente haben Verbesserungen des Setups hervorgebracht welche
ohne sie nicht realisiert worden wären. Es wurden nicht genügend Versuche gemacht
damit die Resultate statistisch repräsentativ wären, allerdings geben die beschriebenen
Prozeduren zur Validierung und Messung interessante Einblicke wie zukünftige Experi-
mente gestaltet werden können.

Der Vergleich der Simulationen mit den Experimenten zeigt, dass sich das Finite Ele-
mente Modell zu steif verhält, vor allem bei grösseren Verformungen. Es wird gezeigt,
dass die Fasern im AF nur geringfügig zu der hohen Steifigkeit beitragen. Stattdessen
werden zwei andere Quellen diskutiert welche zu einer Überschätzung des AF-Steifigkeit
führen können: die anfängliche Weichheit des Gewebes, die es schwierig macht die un-
deformierte (Ausgangs-) Konfiguration zu bestimmen und die exponentielle Form des
verwendeten Stoffgesetzes.
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Nomenclature

The notation in this thesis follows mainly the one used in Holzapfel [2000] which gives
in its first chapter a good introduction into the algebra of vectors and tensors. In the
following only a short recapitulation of the most important notions.

Scalars are typeset in standard letters (e.g. α, a), vectors are printed bold (e.g. ζ, x),
second order tensors are set bold and sanserif (e.g. σ, F). Higher order tensors are
set in blackboard bold letters (e.g. C, P). In chapters directly related with continuum
mechanics it is differentiated between quantities in the reference configuration (upper
case letters) and quantities in the actual configuration (lower case letters).

Indices designate components of tensor quantities (e.g. σij = ei·σej is the {i, j}-com-
ponent of the Cauchy stress σ). The Kronecker delta δij designates the components of
the second order identity tensor 1 (δij = 1 [-] if i = j and 0 elsewhere).

Square brackets define function arguments (e.g. f [x] is a function f with argu-
ment x).

On the next page all symbols of mathematical operators used are defined and the
most important abbreviations are listed. The nomenclature concludes on Page ix with
a presentation of the anatomical coordinate system.
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Operators

〈•〉 . . . . . . . . . . . . Macaulay brackets, 〈•〉 = 1
2 (•+ abs[•])

¯(•) . . . . . . . . . . . . isochoric part

˙(•) . . . . . . . . . . . . total time derivative

(•)′ . . . . . . . . . . . deviator

(•)T . . . . . . . . . . transpose

(•)vol . . . . . . . . . volumetric part

(•) : (N) . . . . . . double contraction

(•) · (N). . . . . . . contraction

(•)⊗ (N) . . . . . tensor product

(•)× (N) . . . . . vector cross product

∇[•] . . . . . . . . . . gradient

abs[•] . . . . . . . . . absolute value

adj[•] . . . . . . . . . adjugate

d[•] . . . . . . . . . . . total derivative

det[•] . . . . . . . . . determinant

eig[•] . . . . . . . . . eigenvalues

grad[•] . . . . . . . . gradient

ln[•] . . . . . . . . . . natural logarithm

max[•] . . . . . . . . maximum

tr[•] . . . . . . . . . . trace

Abbreviations

AF . . . . . . . . . . . Anulus Fibrosus

CT . . . . . . . . . . . Computer Tomography

FCE [∼s] . . . . . Fluid Cavity Element

FE . . . . . . . . . . . Finite Element

FSU [∼s] . . . . . Functional Spinal Unit

IVD [∼s] . . . . . . InterVertebral Disc

NP . . . . . . . . . . . Nucleus Pulposus

PMMA . . . . . . . PolyMethylMethAcrylate; a thermoplastic

SC. . . . . . . . . . . . Spinal Column

STATEV [∼s] . solution-dependent STATE Variable; variables used in a UMAT

UMAT. . . . . . . . User MATerial; ABAQUS user subroutine to define constitutive equations

V [∼e] . . . . . . . . Vertebra
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The anatomical coordinate system

x
anterior shear

posterior
shear left lateral bending

right lateral bending

y

extension

flexion

left lateral shear

right lateral
shear

z

compression tension

right axial torsion
left axial torsion

Figure I.1: Illustration of the anatomical coordinate system and the definitions of different
motions [after Panjabi et al., 1992].

frontal plane: y-z-plane
median plane: x-z-plane
sagittal planes: all planes coplanar to the median plane
transversal plane: x-y-plane
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Few tests have been made and the data are insufficient.
However, the findings to date are of interest and encourage
us to continue these investigations.

Brown et al. [1957]





Chapter 1
Introduction

In 2001 the Swiss National Science Foundation (SNSF) started a twelve years project
called CO-ME (COmputer aided and image guided MEdical interventions)1. The aim
of this project is the development and evaluation of basics and applied technologies
in the field of diagnosis, surgical planning and therapeutic intervention. The present
work is part of phase II (years 2005 to 2009) and is included in a project cluster with
the title “soft tissue modeling: from mechano-biology to real-time simulation”. The
target of this cluster is an improved understanding of soft-tissue mechanics including the
structural multiscale relationships, the modeling of tissue behavior and the enhancement
of simulation and visualization tools.

This thesis aims at providing novel insights in the whole procedure, from the selec-
tion of suitable model formulations to the performance of appropriate experiments, for
parameter determination of nonlinear, anisotropic, viscoelastic constitutive equations
and finally to the model creation of a biological system. It is not its objective to pro-
vide a model for biomedical applications, but rather to explore continuum mechanical
related aspects of the modeling procedure. For its relevance in medicine and the amount
of available literature data, the vertebrate spine was chosen as example structure.

In industrialized Western countries back pain is a major condition, from which almost
everybody suffers once or more in his lifetime.i The number of surgical interventions
and other medical treatments is constantly increasing. Back pain is not only a serious
health problem but has an important economic impact by its enormous costs for medical
treatments and work compensations [Frank et al., 1996] as well.

A better understanding of the complex, coupled behavior of the intervertebral disc
(IVD) mechanics is needed to identify the causes of back pain and to give best treat-
ment to patients. Realistic simulations of the spine might serve as numerical laboratories
[e.g. Magnier et al., 2009] and are an aid for the design of novel implants [e.g. Ferguson
et al., 2006]. The key hereto is the qualitative and quantitative understanding of the
mechanical properties and their role and importance in simulations.

1http://co-me.ch
iAndersson [1999]; Bao et al. [1996]; Parent-Thirion et al. [2007]; Raspe et al. [2008]
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CHAPTER 1. INTRODUCTION

In the last decades many constitutive models for soft biological tissues were proposed,
some of them are rather complex and use a large number of parameters.i The precise
determination of material parameters with respect to sound experimental data is nec-
essary to assess the predictive power of those models. Experiments should be designed
in a way to address individual features of the models, e.g. elastic properties, viscous
properties, etc. In such experiments it is essential to minimize any undesired influence
from the testing environment on the measurements [e.g. Helfenstein et al., 2009b].

In the remaining part of this chapter, the main subjects of investigation on theory,
experiment and simulation related aspects of the present work are introduced. At the
same time the structure of the document is presented.

Outline of the thesis

The first two chapters familiarize the reader with the basics of the spine anatomy and
the mechanics of continuous deformable bodies.

Chapter 2 gives an overview on the anatomy of the (human) spinal column and, in
particular, of the IVD. Also, the physiological loading of the IVD is discussed. As human
tissues for in-vitro studies are difficult to obtain the question arises if experiments cannot
be with using animal material. Except for the simpler supply, other positive aspects of
animal subjects are the smaller variability and the availability of young subjects. In
this study samples from sheep were used and consequently the chapter concludes with
a comparison of the human and the ovine spine anatomy.

Chapter 3 presents the basic aspects of nonlinear continuum mechanics. It starts with
the introduction of kinematic quantities and continues with the stress measures. There-
after constitutive equations used throughout the theses are explained and eventually the
elasticity tensors are defined.

Theoretical aspects

Several anisotropic elastic constitutive equations exist that try to capture the essential
behavior of anisotropic tissues, e.g. the anulus fibrosus (AF).ii As for the equations of
Holzapfel et al. [2000] parameters for the AF-tissue exist [Eberlein et al., 2001], these
were used for first in-silico studies on the disc mechanics.

With the high fluid content of the nucleus pulposus (NP) and AF-tissues comes a
pronounced viscous behavior [Ambard and Cherblanc, 2009], such that elastic equations
fail to represent more than the (quasi-) static response. Rubin and Bodner [2002, 2004]
presented anisotropic elasto-viscoplastic equations that were successfully applied to the
superficial musculo aponeurotic system (SMAS) and to facial skin. For their ability to

iArruda and Boyce [1993]; Ehret et al. [2010]; Elliott and Setton [2000]; Holzapfel et al. [2000];
Merodio and Ogden [2005]; Rubin and Bodner [2002]; Weiss et al. [1996]

iiElliott and Setton [2000]; Holzapfel et al. [2000]; Weiss et al. [1996]
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represent time dependent behavior these equations were finally chosen for the modeling
of the AF tissue.

Chapter 4 explores a non physical effect observed in simulations with an implemen-
tation of the equations proposed by Holzapfel et al. [2000].

In fact, simulations involving uniaxial stress configurations in transversely isotropic
materials reveal volume growth at rather small stretches. The same phenomenon is also
found with other constitutive equations, too. Investigations led to the conclusion that
the additive split of the Helmholz free-energy into a volumetric and an isochoric part,
applied to the matrix and the fiber contribution, is the origin of this shortcoming. It
is shown that this shortcoming exists independently of the polyconvexity of the models
in concern. A solution was found to avoid this problem on the constitutive level rather
than to use numerical methods such as the Augmented Lagrangian method [Zienkiewicz
et al., 2005]. These findings were presented at the Society of Engineering Science (SES)
conference (2008) and published in Helfenstein et al. [2010]

Experimental work

A characterization of the overall mechanical properties of the spinal column might be
done on the level of the functional spinal unit (FSU), the unit element of the spinal
column. A more detailed characterization will try to capture not only the collective
mechanical behavior but the properties of the single components that are present in the
FSU.

One well studied component is the AF and its lamellae.i Under axial load the two
vertebrae of an FSU approach, causing the NP to extend radially, what causes the AF
to bulge. As this happens, the AF circumference enlarges and the tissue gets stretched
in hoop direction. In experiments, also for other motions extensional strains in circum-
ferential direction and in the direction of the collagen fibers were found [Shah et al.,
1978; Stokes, 1987]. Though, tension is an important loading mode of the AF-tissue.
Nevertheless, its complete mechanical characterization requires data not only from ex-
periments in fiber direction but should include biaxial experiments as well [Bass et al.,
2004]. Consequently the practicability of biaxial experiments with AF tissue was studied,
especially the aspect of the samples geometry came under scrutiny.

Chapter 5 reports the results of a collaboration with M. Hollenstein where a nu-
merical method was developed which maximizes the area of homogeneous equibiaxial
loading in isotropic test specimens by following the idea of Mönch and Galster [1963].
For their ease of handling cruciform specimen geometries are often used but so far little
research was done in the soft tissue community to improve the specimen geometry with
respect to the materials parameter determination. The findings suggest that already a
low number of slots in the limbs of the cruciform samples helps to increase the area of

iAdams and Green [1993]; Ebara et al. [1996]; Elliott and Setton [2001]; Fujita et al. [1997]; Galante
[1967]; Green et al. [1993]; Hirsch and Galante [1967]; Holzapfel et al. [2005]; Panagiotacopulos
et al. [1979, 1987]; Skaggs et al. [1994]; Wagner and Lotz [2004]; Wu and Yao [1976]
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CHAPTER 1. INTRODUCTION

homogeneous equibiaxial loading significantly. The in-silico results are in good agree-
ment with experimental findings obtained with casted silicone samples. This subject was
presented at the European Conference on Constitutive Models for Rubber (ECCMR,
2009) [Helfenstein et al., 2009a].

The above mentioned outcomes highlight, with regard to the small size of the possible
AF specimens and their anisotropy, the difficulties to generate adequate biaxial stress
fields for a faithful material parameters determination. In consequence only (quasi-)
uniaxial experiments with AF samples were carried out.

Chapter 6 presents the uniaxial tensile experiments with AF-strips that were exe-
cuted with the aim to calibrate anisotropic, elasto-viscoplastic constitutive equations.

Several prestudies were made before the actual experiments started. The first an-
alyzes to which extent, in dependence of the samples aspect ratio, the quasi-uniaxial
experiments can be approximated by a purely uniaxial model. A second estimates the
error in the strain measurement due to a misalignment of the sample. The compliance
of the used force transducer was quantified and the effect of freeze storage on the me-
chanical properties was qualified.

Eventually, circumferential AF-strips were cut from fresh ovine lumbar spines. The
experiments include displacement driven load ramps with intermediate relaxation phases
at defined strain levels. Results show the presence of an initial toe-region, a distinct stiff-
ening and give insights into the time-dependent material behavior.

The data from these uniaxial tensile experiments are used to calibrate elasto-visco-
plastic equations [Rubin and Bodner, 2002] for the use in a finite element (FE) model
of a FSU. This model would need to be validated with experimental data of the overall
responses of (ovine) FSUs to axial loading and bending cycles. Only, in literature few
data is available on the response of FSUs subjected to cyclic loadingi, none of them
covering ovine samples. Therefore own cyclic axial loading and bending experiments
with ovine FSUs were designed and executed, which has the additional benefit to have
access on the exact geometries of the characterized samples for the FE model generation.

Chapter 7 depicts the challenges met during the realization of the FSU experiments
and the present results.

Preliminary experiments with steel springs had the objective to demonstrate the
performance of the constructed mountings in different load cases and to verify the suit-
ability of the used materials testing machine. These experiments yielded improvements
of the setup that would not have been realized without them. The results of this design
and verification process were presented in a young researcher minisymposium at the An-
nual Meeting of the International Association of Applied Mathematics and Mechanics
(GAMM) [Helfenstein et al., 2009b].

iBoxberger et al. [2009]; Chow et al. [2004]; Crisco et al. [2007]; Hansson et al. [1987]; Izambert
et al. [2003]; Koeller et al. [1984]; Liu et al. [1983]
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For the experiments whole lumbar spines were dissected into FSUs, freeze stored until
testing and finally characterized using a standard uniaxial materials testing machine.
The experimental protocols comprised axial loading and bending cycles with different
load rates to give insight into the viscoelastic properties of the FSUs. Cycles were rerun
several times in order to check for repeatability. The results of these experiments reveal
typical characteristics of viscoelastic materials as are nonlinearity, distinct dissipation
and ratcheting.

Simulations

Insights into the mechanics of biological systems are mainly obtained by appropriate
experiments. But sometimes experimentation is not possible due to prohibitive ethical,
technical or other reasons; if this is the case in-silico studies might present an alter-
native. Modeling techniques, and in particular the FE method, provide powerful tools
for the study of the IVD mechanics. Belytschko et al. [1974] were the first to present a
FE model of the disc. In their axisymmetric model six tissues with different linear or-
thotropic properties are distinguished. Ever since models gained complexity, more and
more geometric details were included and the tissues are represented with more elab-
orate constitutive equations. Anyhow, quality and accuracy of results obtained from
such models depend on the underlying assumptions. Model validations are therefore a
necessary condition before results can be trusted or even model based predictions are
made.

Purely phenomenological models [e.g. Groth and Granata, 2008; Li et al., 1995] may
well reproduce motions for which they were calibrated but fail for any others. Bottom-up
models capture not only the systems collective mechanical behavior but, in contrast, the
properties of the single components present in the FSU. Such models have far better
predictive capabilities and should, whenever possible, be favored. In the present work a
component based FE model was created where the constitutive equations that describe
the AF are calibrated with experimental data.

Chapter 8 specifies the calibration process of elasto-viscoplastic equations [Rubin and
Bodner, 2002] with the data obtained from uniaxial tensile experiments with AF-strips.
A stepwise calibration procedure was chosen in order to structure the process and to
analyze the importance of the different aspects of the equations. In a first calibration
step only the elastic part of the model is used, the second includes rate-independent
viscoplasticity and the third adds rate-dependence. As no suitable measurement data
for the first two steps was available, reference curves were extracted best possible from
the experimental data. Results partially negative the arguments for the stepwise proce-
dure: parameter sets from preceding steps needed to be recalibrated in next steps. The
parameter sets found for the elastic and rate-independent part are quite promising while
for the rate-dependent model the viscous behavior is not reproduced to full satisfaction.

Chapter 9 describes the construction of the FE model of the FSU and presents the
results of a validation with data from axial loading and bending experiments.
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Serial computer tomography scans of an ovine FSU were used to reconstruct the
original geometry. Vertebrae are represented in the model as rigid bodies and only the
IVD is deformable. The disc is further subdivided into the NP which is, according to
the literature, modeled as an incompressible, inviscid fluid [e.g. Eberlein et al., 2001]
and the AF. This latter is described by elasto-viscoplastic constitutive equations [Rubin
and Bodner, 2002] that are calibrated with data from uniaxial tensile experiments with
AF strips.

A validation indicates that the model behaves too stiff, especially at larger deforma-
tions. It is shown that the NP plays an important role in the activation of the fibers in
the AF.

The encountered discrepancies between the experimental and the in-silico results
could be numerical artifacts but it rather seems they originate from the exponential
form of the constitutive equations used for the AF.

Chapter 10 summarizes eventually the achievements of the present work and raises
open questions that need future investigation.
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Chapter 2
Spine Anatomy

This chapter presents the anatomy of the (human) spinal column and its constituents.
As the main skeletal structure, the spinal column is responsible for the stabilization of
the torso and the protection of the spinal cord. Its double-S-shape and the alternating
structure of vertebrae and intervening discs renders it well suited to damp impacts on
the body.

The intervertebral discs are viscoelastic structures with a high water content. Their
inner part, the nucleus pulposus, is made up by an incompressible isotropic fluid like
material. Under compression it transforms the axial load into circumferential loads in
the anulus fibrosus. This latter structure surrounds the nucleus and is, due to its fiber
reinforcement, adapted to carry such loads.

In-vivo , muscles and ligaments prestress the spinal column and assure therewith its
stability. Studies on the structure of quadruped vertebrae suggest even higher preloads
in the animal spine. Despite some differences in the exact geometry and composition,
compared to the human spine, ovine models seem to be valid alternatives for (qualitative)
mechanical studies.

As already their name vertebrate indicates, the main skeletal structure of their bod-
ies is the spinal column (SC) with its vertebrae (Ve) and intervertebral discs (IVDs).
Supported by muscles and ligaments the SC stabilizes the torso while not preventing
it from being flexible. Besides stabilization, the SC absorbs impacts that occur under
physiological conditions as running or walking. The following sections detail the anatom-
ical and functional descriptions of the human SC and its constituents. Although some
anatomical drawings are shown, the interested reader might take a look at the excellent
drawings in Schünke et al. [2005].

In the present work experiments with ovine spinal parts were done and consequently
the last section of this chapter will provide a comparison between the human and ovine
spine.
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CHAPTER 2. SPINE ANATOMY

2.1 The spinal column

The basic functions of the SC are to stabilize the vertebrates torso, to absorb mechanical
vibrations and shocks and to protect the spinal cord [Keller et al., 1987]. The human
SC is divided into five main levels, which are, from top to bottom, (cf. Fig. 2.1a):

- cervical spine (pars cervicalis) CI-CVII,
- thoracic spine (pars thoracalis) ThI-ThXII,
- lumbar spine (pars lumbalis) LI-LV,
- sacral spine (os sacrum) SI-SV and
- tail bone (os coccygis) with four to five Ve.

In the first three spinal levels Ve alternate with IVDs (except for the first and second
cranial Ve), while the Ve of the sacral spine and the tail bone are grown together and
no IVDs are present.

Even though the individual Ve of the different levels are single in their shape and
size, the general layout is the same [Schünke et al., 2005]. The size of the Ve increases
from top to bottom since the body weight that lasts on them increases.

Each V consists of a body (corpus vertebrae) to which a bony neural arch (arcus
vertebrae) is attached, see Figure 2.2. Diverse processes are attached on the outer side
of the neural arch that act as point of load incidence of muscles and ligaments.

The vertebral body is not a compact bone but a bony shell reinforced by thin bony
rods, the so called trabeculae. This inner part is vascularized and filled with blood, such
that it resembles a sponge; hence it is sometimes called vertebral spongiosa [Bogduk,
2005]. Designed to support axial forces the vertebral body has nearly flat top and bottom
surfaces (cf. Fig. 2.2).

The series of neural arches in the SC form the so called vertebral canal (canalis
vertebralis) that surrounds and protects the spinal cord. The segmental structure of the
SC allows for complex movements of the torso without interference or even damage to
the spinal cord. In contrast, a common impairment develops if a part of the IVD bulges
pathologically and compresses the spinal cord, a so called disc hernia. Since all nerves
from extremities end in the spinal cord, a compression may end in pain that can radiate
all-over the body.

Due to their flat surfaces two vertebral bodies cannot withstand any force other than
axial. To stabilize the relative positions of two neighboring Ve they are guided by the
zygapophysial joints (articulationes zygapophysiales) formed by the superior and inferior
articular processes (processus articularis sup. and inf., respectively) of two neighboring
Ve. In the lumbar spine these synovial joints resist forward sliding and twisting of the
Ve. While the zygapophysial joints mainly determine the possible directions of motion,
the IVDs and ligaments limit the motion in its range (more details about the range
of motion is given in Sec. 2.4). The four basic movements that the SC allows are flex-
ion (forward bending), extension (backward bending), lateral flexion and axial torsion
(cf. as well Fig. I.1 in the nomenclature).
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Figure 2.1: View on an entire human spinal col-
umn with cervical (CI-CVII), thoracic (ThI-ThXII)
and lumbar (LI-LV) vertebrae (a). Frontal view on
a lumbar functional spinal unit (b). Cut through a
functional spinal unit (c).
Illustrations from Schünke et al. [2005]
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Figure 2.2: Fourth lumbar vertebra (LIV) and its processes. Illustrations from
Schünke et al. [2005]

The capacity of the SC to absorb mechanical vibrations and shocks bases on two
of its characteristics. The first is the double-S-shape of the SC in the sagittal plane
(cf. Fig. 2.1a) that eases its bending under axial load [Schünke et al., 2005]. The second
is the constitution of the SC with its alternating structure of Ve and IVDs. The latter
have, due to their viscous nature (cf. Sec. 2.2) the ability to dissipate mechanical energy
[Hirsch, 1955]. Vibrations and shocks, as they arise e.g. during walking or running, are
effectively damped.

Two consecutive Ve, the intervening IVD, the zygapophysial joints and the muscles
and ligaments that run between the two Ve form a functional spinal unit. For what
follows the term functional spinal unit is defined slightly different, muscles and ligaments
will not be considered to be part of it (cf. Fig. 2.1b). In an functional spinal unit three
joints are present: the posterior zygapophysial joints (two) and the the interbody joint
formed by the IVD.

2.2 The intervertebral disc

The IVD forms an interbody joint that allows for relative motions of two neighboring
Ve (even though the effective mobility of the two Ve is limited by the zygapophysial
joints). One third to nearly a half of the SC height is made up by the IVDs [De Puky,
1935; Virgin, 1951].

The structure of the IVD is designed to respect three basic demands [Johannessen
et al., 2004]:

- load support,
- flexibility and
- energy dissipation.

On top and bottom each IVD is covered by 0.1 – 1.6 mm thick cartilagineous vertebral
endplates [Roberts et al., 1989] that separate the IVD from the adjacent vertebral bod-
ies (cf. Fig. 2.1c). Between the two endplates lays the nucleus pulposus (NP) that is
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2.2. THE INTERVERTEBRAL DISC

circumferentially surrounded by the anulus fibrosus (AF). Between NP and AF no clear
boundary exists [Markolf and Morris, 1974], they rather merge continuously from one
to the other.

All three structures, vertebral endplates, NP and AF have basically the same con-
stituents and differ mainly in their composition. The basic constituent of the three is
water with concentrations ranging from 60 – 90 % (AF and NP, respectively). The high
water content influences the elastic properties of the IVD [Andersson and Schultz, 1979]
and its viscoelastic properties are largely dependant on the ability to absorb and lose
fluid [Virgin, 1951]. In fact, the fluid content is not constant but depends on the me-
chanical load on the IVD (e.g. muscle forces, body weight, external loads). The fluid
content is always defined by an osmotic equilibrium between these loads and the swelling
pressure in the tissue [Johnstone et al., 1992].

The solid constituents are proteoglycans and collagen. These two components stabi-
lize the tissues by their interconnections via electrostatic and covalent bindings.

Proteoglycans are very large molecules made up by a lot of glycosaminoclycans in-
terconnected by proteins. As in articular cartilage, the essential proteoglycan of the IVD
is aggrekan. In vivo this proteoglycans convolute around each other to form extensive
three-dimensional complexes that own hydrophile and hydrophobic regions maintaining
the high fluid content of the IVD.

Seven types of collagen are known to be present in the IVD (I, II, III, V, VI, IX
and XI) of which types-I and -II account for about 80 % by weight [Eyre, 1988]. Type-I
collagen is very expansible and mostly found in tissues that are stretched or compressed.
Type-II collagen is elastic and often found in tissues that withstands compressive loads.

Old proteoglycan and collagen are systematically removed and replaced. Since the
IVD is an avascular structure (at least after the age of 25 years [Nachemson et al.,
1970]), nutrition of cells that produce new components is done by dint of diffusioni.
Nutrients are thought to be transported through the porous vertebral endplates (and
the AF) to the inner parts of the IVD. The endplates are in contact with the vascular
supply [Roberts et al., 1989], by their small thickness they should not act as a significant
diffusion barrier. Far more important are the dimensions of the IVD that has a height of
some millimeters such that nutrients must diffuse a long way to reach the center part.
Constant changes in posture are important to hydrate and dehydrate the IVD [Wilke
et al., 2001], what might be positive for nutrition [Albro et al., 2008].

The nucleus pulposus

The NP is an oval gelatinous part that occupies the center part of the IVD. Located
closer to the posterior than to the anterior border of the disc, it occupies 50 – 60 % of
its cross-sectional area [Markolf and Morris, 1974].

The NP is, for young and healthy adults, a viscous material made up by some car-
tilage cells and randomly arranged collagen fibers embedded in a base substance. Even
though the content varies with age, the NP embodies 70 – 90 % (weight) of waterii. With
65 % dry weight proteoglycans are the second common components

iBrodin [1954]; Huber et al. [2007]; Nachemson et al. [1970]
iiGower and Pedrini [1969]; Markolf and Morris [1974]; Roberts et al. [1989]
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[Gower and Pedrini, 1969] followed by collagen (especially type-II) which adds 6 – 25 %
to the dry weight of the NP [Eyre, 1988].

Its high fluid content renders the NP fluid like and incompressible (at short time
scales) while proteoglycans and collagen add viscosity and density (cf. as well Sec. 2.3).
This high fluid content is coupled with the content of proteoglycan and therefore a
reduction of proteoglycan, as with increasing age [Gower and Pedrini, 1969], lowers the
load bearing capability of the IVD.

It was shown experimentally that a disc with removed NP has the same short time
strength under axial load as an intact one [Markolf and Morris, 1974]. What is different
is the long term response: liquid is squeezed out of the AF and it buckles, therefore
the importance of the NP. As the NP is incompressible by its high water content it
will, under axial load, reduce its height by an increase of its lateral dimensions. This
radial extension bulges the AF radially and induces therein circumferential stresses that
withstand the axial load. Additionally, the radial pressure from the NP prevents the
AF from buckling such that it retains its axial strength. An IVD under an axial load of
40 kg will become 1 mm thinner and extends radially by 0.5 mm [Hirsch and Nachemson,
1954].

The anulus fibrosus

The AF is a stiff structure that runs “concentrically” around the NP (cf. Fig. 2.1c).
It is build up by about 20 – 90 layers [Marchand and Ahmed, 1990; Panagiotacopulos
et al., 1987], called lamellae, where each consists of a transversely isotropic material. The
ground substance contains mainly water (around 70 – 80 % of its weighti), proteogly-
cans (around 20 % of the dry weight) and non-collagenous proteins. The concentration
of proteoglycans increases from outer to inner regions [Best et al., 1994]. This matrix
is reinforced by collagen fibers of types I and II. In total the collagen makes 50 – 60 %
of the dry weight or about 16 % of the volume of the AF [Galante, 1967]. The type-I
collagen content increases in the AF from 0 % in the transition zone of NP and AF
up to 80 % in the outer AF. Collagen type-II is found all over the AF with increasing
content from 0 % in the outer rim to 80 % in the transition zone [Eyre, 1988; Roberts
et al., 1991]. The AF contains as well elastic fibers (elastin) that run circular, diagonal
or vertical inside the lamellae [Johnson et al., 1982].

In each layer collagenous fibers run in parallel from the lower V to the upper giving
the lamellae their transversal isotropic properties. According to Cassidy et al. [1990] the
fibers are not fully stretched but possess a planar crimped waveform. With the vertebral
endplates the fibers make an angle of ±30 – 35 ◦ [Hickey and Hukins, 1980a,b; Holzapfel
et al., 2005]. The sign of the angle alternates from one to the next lamellae (cf. Fig. 2.3).
The angle is not constant, but varies in radial and circumferential directions. Cassidy
et al. [1989] find that the lamellar fiber angle increases from 28◦ at the outer rim to 45◦

beside the NP. Marchand and Ahmed [1990] report varying fiber angles from 20◦ at the
ventral position to 70◦ at the dorsal position. According to Holzapfel et al. [2005] the
fiber angle θ is described approximately by the function |θ| = 23.2 + 0.13α [◦], where α

iEyre [1988]; Gower and Pedrini [1969]; Roberts et al. [1989]
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is the polar angle associated with the circumferential position (α = 0 [◦] for a medial
ventral position and α = 180 [◦] for a medial dorsal position). In contrast to Cassidy
et al. [1989], Holzapfel et al. [2005] don’t find a strong dependence of the fiber angle on
the radial position. By the same authors it is shown that the absolute values of positive
and negative oriented fibers do not differ. The collagen fibers of the inner lamella enter
the endplates and run to their center, a fact that might help the endplates to carry the
NP pressure [Inoue and Takeda, 1975; Roberts et al., 1989]. Though the NP is more or
less encapsulated by collagen fibers. The fibers of the outer lamella, that are not covered
by the endplates, are anchored in the bone of the vertebral body.

Although it is suggested by the above description (and shown in Fig. 2.3) that each
lamella runs completely around the IVD, this is not the case. Around 40 – 50 % of
all lamellae are incomplete and not closed [Marchand and Ahmed, 1990]. Neither all
lamellae have the same thickness nor a single lamella has a constant thickness. The
lamellae get thicker to the center [Marchand and Ahmed, 1990] and lamellae are around
two times thinner at posterior sites than at anterior or lateral [Markolf and Morris, 1974].
Holzapfel et al. [2005] report lamellae thicknesses of 0.69±0.07 mm and 0.76±0.10 mm
at outer and inner ventro-lateral sites, respectively. At dorsal sites the lamellae thickness
varies from 0.38±0.04 mm to 0.40±0.06 mm from outer to inner positions.

As already mentioned in Section 2.2, the AF bulges under an axial load causing
circumferential stretches in the lamellae. Shah et al. [1978] and Stokes [1987] showed
experimentally for various loads the presence of extensional strains in circumferential
direction and in direction of the fiber bundles, respectively. Osmotic effects result in
additional tensile stresses in the tissue [Laible et al., 1993]. Though it seems that tension
is an important loading mode of the AF. As a conclusion Holzapfel et al. [2005] suggest
the single lamella as the elementary structural unit of the AF.

It is worth to think more about the function of the collagen fibers in the lamellae and
why they are oriented as they are. If the fibers would be oriented perpendicular to the
vertebral endplates they would provide maximum strength in tension. But on the other
hand they would offer minimal strength against relative sliding of two Ve. Mathematical
calculations showed that a 35◦ orientation is optimal for the AF to withstand different
deformations [Hickey and Hukins, 1980b]. The alternating orientation of the collagen
fibers allows the IVD to resist axial rotations in both directions.

θ

Figure 2.3: The laminate structure of
the AF: fibers include alternatingly the
angle ±θ with the transversal plane. After
Bogduk [2005]
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2.3 Loading of the intervertebral disc

The SC has to withstand most of the forces acting on the vertebrate body but still needs
flexibility to allow for changes in posture. Flexibility of the SC is given by the deforma-
bility of the IVDs, the mobility of the facet joints and compressibility of the motion
segments [Brinckmann et al., 1983]. Build up by an alternating sequence of vertebral
bodies interconnected by ligaments and discs, the intrinsic stability of the SC is low.
Nachemson [1966b] reports a buckling load of about 20 N if applied to the first thoracic
V of an erect standing dissected spine. Though it is clear that the SC alone would not
have the capability to withstand the forces acting on it in daily live and therefore has
to be stabilized by external means as are the paraspinal and trunk muscles. In-vivo,
ligaments, muscles and external loading keep the discs under permanent load [Urban
and Maroudas, 1981] that counterbalances the swelling pressure of the discs [Pflaster
et al., 1997].

The most obvious load on the SC is the body weight. Ruff [1950] determined the
percentage of the body weight acting on the lumbar spine to be 55.4 % (average over the
five lumbar Ve). This (gravitational) load cannot entirely explain the intradiscal pressure
found by Nachemson [1966b]. Electromyographic studies revealed that the psoas muscle
helps maintaining an upright posture and adds a compressive force to the lumbar spine
[Nachemson, 1966b]. A minor role have the interlaminar ligaments (ligamenta flava)
(with around 0.15 MPa) which are the only posterior elements that prestress the discs
[Nachemson, 1966a; Nachemson and Evans, 1968].

In all postures the IVDs carry most of the load acting on the SC. In erect standing
only 16 % of the total load is carried by the apophysial joints; most of the force is taken
by the IVDsi. Nachemson was the first measuring the load applied to the disc in-vivo.
A needle connected to a pressure transducer was introduced to the inside of lumbar
discs [e.g. Nachemson, 1992]. With this procedure the fluid like behavior of the NP
could be shown and the load in different postures was measured. Wilke et al. [2001]
found NP pressures being 0.1 MPa in a lying and 0.5 MPa in a relaxed standing person;
especially they found the nuclear pressure being smaller in sitting than in standing
position. Nachemson [1966a] found that the pressure in the NP is about 50 % greater
than the externally applied vertical load and does increase linearly for external loads up
to 2 kN. Furthermore the load on the lumbar spine is (in sitting position) approximately
three times the body weight above the given lumbar level.

From this global load values Nachemson [1966a] estimates the load on the AF by
means of simple deformable body mechanics. Only half of the external vertical load
applied on the SC is supported by the AF while the other is carried by the NP. Tensile
stresses in the AF depend on its thickness but seem to be 4 – 5 times the applied external
load per unit area.

Only few in-vivo studies are available that determine the real-time loading of the
spine. Ledet et al. [2000] found in an in-vivo study with baboons peak forces higher

iAdams and Hutton [1980]; Lin et al. [1978]; Nachemson [1963]
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than 2.8 times the body weight (of about 40 kg).
This and results from other studies [Nachemson, 1966a; Wilke et al., 2001], indicate

that peak forces being 1.5 times the body weight are reasonable, not inducing irreversible
damage to the tissue [Huber et al., 2007].

While the NP is considered to behave mechanically as an incompressible fluid
[Nachemson, 1966a] or a perfectly plastic material [Keller et al., 1987] the AF might
be thought as a pressure vessel (cf. as well Sec. 6.1). As the collagen fibers that reinforce
the AF are grown into the cartilage endplates they must stretch when the disc bulges
radially [Cassidy et al., 1990]. Calculations show that if the fiber tilt is at most 35.3◦

with the transverse plane fibers get stretched when the AF bulges. Though the fibers
of the AF are loaded in tension and their mode of deformation is comparable to that of
fibers in tendons or ligaments. The fiber stretch balances pressure in the NP and there-
fore the axial load [Hickey and Hukins, 1980b; Klein et al., 1982]. By X-ray diffraction
it was found that a compression of the IVD lowers the tilt of the collagen fibers, indeed
[Klein and Hukins, 1982].

Axial stress relaxation experiments on IVDs revealed that the initial disc bulge al-
most completely recovers with time [Cassidy et al., 1990]. Though the volume of the
disc reduces; a phenomenon that is explained by a fluid loss of the disc. The higher the
axial strain the higher the overall decrease in fluid content. Adams et al. [1990] report
an average fluid loss of 12 % in the AF and 5 % in the NP, and a decrease in disc height
by 1.5 mm, after 4 h creep with 700 N load. Cassidy et al. [1990] did not register any
condensed fluid on the disc surface and conclude that the fluid escapes through the car-
tilage endplates into the vertebral bodies [also Ayotte et al., 2000]. The same authors
make the hypothesis that “the mechanism responsible for the viscoelastic character of
the disc response in compression, . . . , is the transport of water out of the disc through
the cartilage end-plates into the vertebral bone”.

During standing the human SC is under permanent compressive load that induces
a hydrostatic pressure in the IVD. This pressure is 3 – 5 times larger than the discs
osmotic swelling pressure, which is about 0.15 – 0.2 MPa [Adams et al., 1996]. Ayotte
et al. [2001] found that discs lose up to 20 % of their volume during the day. This volume
loss is compensated during bed time when the load is reduced and the IVDs absorb fluid
due to their osmotic swelling pressure [Adams et al., 1990].

A reduction in disc volume results in a reduction in body length and, in fact, the
human body length oscillates in a diurnal rhythm. De Puky [1935] measured an aver-
age change in body height of 1.022 % (that was not only assigned to the contribution
of the IVD volume change but as well to the curvature of the SC that becomes more
pronounced during day). The change in body height is especially pronounced the first
minutes after out of bed [De Puky, 1935]. It is to be expected that this diurnal changes
in fluid content and disc height have an influence on the mechanical properties of the
spine. Adams et al. [1990] found that with creep loading the IVDs become more elas-
tic, stiffer in compression and more compliant in bending and their affinity for water
increases.
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Under an axial load the discs bulge not only radially but axially as well, i.e. the
cartilagineous endplates bulge into the spongiosa of the neighboring Ve. Brinckmann
et al. [1983] report same orders of magnitude for change in disc height, radial and
axial bulge where Adams et al. [1990] found the radial bulging being one-third of the
axial displacement. Irreversible axial bulging is the result of an axial overload of the
SC, in fact, the vertebral end-plates are the first structures to break [Nachemson, 1992].
Ruff [1950] observed in clinical observations that the lumbar spine can withstand around
10 kN of axial load before failing. In pure compression Brinckmann et al. [1983] found
the end-plates rupturing at loads of 7.5 kN after a deflection of around 0.5 mm.

Cassidy et al. [1990] found two different failure modes of spine segments under axial
load: 1) the stress strain curve suddenly decreases and a “popping or cracking sound”
can be heard and 2) the stress strain curve decreases with increasing strain. While
the segments failed with mode 1) revealed ruptured end-plates, segments with mode 2)
failure showed fissures in the AF through which NP material leaked.

2.4 Comparison of human and ovine vertebrae and

intervertebral discs

As human tissue for in-vitro studies is difficult to obtain and in-vivo studies on human
subjects are hard to get approved, the question arises if such studies cannot be done
using animals and animal tissues. Except for the simpler supply, positive aspects of
animal subjects are the smaller variability if taken from the same breed and age and
the availability of young subjects. And, last but not least, bacterial or viral infections
(e.g. hepatitis or AIDS) are ever-present risks when working with human material, even
if the cadavers were screened.

It seems obvious that a quadruped spine is under a different load that an upright
human spine (cf. Fig. 2.4) and therefore one would expect major differences in the
anatomy. Especially lower axial loads would be to expect. But in contrary, Smit [2002]
found caprine Ve to have a two times denser trabecular bone than human Ve and
argues that, according to Wolff’s law [Wolff, 1986], the axial load in the Ve is higher in
quadrupeds. It is suggested that the high axial load is necessary to control the posture of
the spine as the spine itself cannot withstand the bending moments exerted by the body
weight. If the quadruped spine is mainly loaded by axial loads, its loading conditions
are similar to the ones in the upright human spine.

In the following special attention is laid on the comparison of the human and ovine
lumbar spine since the latter is used in the mechanical experiments effectuated during
this thesis. Smeathers [1984] finds “. . . sufficient similarities in the [ovine and human]
disc thickness, types and distribution of tissues to justify using them [the ovine spines]
to demonstrate the techniques prior to experimenting on the much less available human
cadaveric material”.
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2.4. COMPARISON OF HUMAN AND OVINE VERTEBRAE AND INTERVERTEBRAL
DISCS

Figure 2.4: Human and ovine skeleton. After Nickel et al. [1992]

The ovine spine has some more Ve than the human spine; it consists of 7 cervical,
12 – 14 thoracic and 6 – 7 lumbar Ve [Nickel et al., 1992] (vs. 7, 12 and 5 in the human
spine). Human and ovine lumbar Ve have an oval shape where the width is greater than
the depth. But while human Ve are approximately two times wider than tall the sheep
Ve are taller than wide [Wilke et al., 1997b]. Another difference concerns the facet joints
for which in quadrupeds the articular surfaces and the frontal plane include an angle
of about 28◦ while in humans this angle is about 58◦ [for cattle, Cotterill et al., 1986].
Easley et al. [2008] found that in the sheep spine the posterior elements carry more load
(relative to the total load) than this is the case for young healthy humans.

Ovine as well as human lumbar IVDs have a wedge like shape [Easley et al., 2008].
The ovine IVD height is with 5 – 6.3 mm [Easley et al., 2008; Wilke et al., 1997b] thinner
than in the human spine where disc heights of 8 – 16 mm were measuredi. This smaller
disc height in sheep is in accordance with the smaller anterior-posterior and medial-
lateral dimensions of the vertebral body [Easley et al., 2008].

Wilke et al. [1997a] compare the ranges of motion of ovine and human spine levels
and conclude that the sheep spine might be used for the evaluation of spinal implants.
Table 2.1 summarizes the range of motion values found in the cited study for the lumbar
level of the ovine spine. The range of motion for flexion-extension, lateral bending and
axial rotation at the LIV-LV level are comparable in sheep and human. Easley et al.
[2008] find good agreement in flexion-extension, lateral bending and axial rotation for
the ovine spine (levels LIII-LIV and LIV-LV) with in-vitro measurements on human
lumbar spines but not with in-vivo measurements. This differences are attributed to a
strong in-vivo muscle activity that generates larger ranges of motion.

iCampbell-Kyureghyan et al. [2005]; Costi et al. [2002]; Nachemson et al. [1979]; Pfirrmann et al.
[2006]
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CHAPTER 2. SPINE ANATOMY

Table 2.1: Range of motion [◦] of the ovine lumbar spine [after Wilke et al., 1997a]. In all
four tested cases a pure moment of 7.5 N m was applied.

flexion extension axial rotation lateral bending

L1 – L2 3.99 ±0.64 5.70 ±0.66 1.31 ±0.18 6.20 ±0.91
L2 – L3 3.97 ±0.73 5.60 ±0.55 0.95 ±0.19 5.02 ±0.77
L3 – L4 4.02 ±0.91 5.08 ±0.71 0.73 ±0.12 4.40 ±0.43
L4 – L5 4.07 ±1.40 4.57 ±0.94 0.73 ±0.20 4.29 ±0.80
L5 – L6 3.24 ±0.49 3.89 ±0.47 0.59 ±0.18 4.31 ±0.69
L6 – L7 5.29 ±0.82 5.72 ±0.47 0.62 ±0.15 4.14 ±1.07

Along with this comparisons of the overall anatomy and mechanics only few data is
available on the biochemistry and structure of the ovine IVD in special and the IVD of
other quadrupeds in general. Meakin and Hukins [2000] report a water content of about
81±2 % in the ovine NP which is comparable with the range of 70 – 90 % reported for
the human NP (cf. Sec. 2.2).

Cassidy et al. [1990] find a similar hierarchical structure in human and canine lumbar
discs but no details are given. Huber et al. [2007] believe that their qualitative findings
might apply to human tissues as well, due to the “structural similarities between human
and sheep discs”.
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Chapter 3
Nonlinear Continuum Mechanics:
a Short Introduction

The theory of continuum mechanics presents a framework to treat the interplay of loads
and deformations acting on a body. In most processes in nature and, especially, in biolog-
ical systems, this interplay is highly nonlinear. Nonlinearities might arise from different
sources which are 1) large strains, i.e. large relative displacements, 2) a nonlinear rela-
tionship of strains and forces and 3) boundary conditions. Nonlinear continuum mechan-
ics provides and establishes a theory which allows a matching mathematical treatment
of such systems.

This chapter gives a brief overview into the theory of nonlinear continuum mechanics.
It is designed to present the necessary quantities and objects that will be used in the
subsequent chapters. Far from being a full-fledged introduction into the depth of this
field, the reader is referred to the classic text-books of (nonlinear) continuum mechanics
[e.g. Ogden, 1997]. The notation used in the present work is inspired by the one used in
Holzapfel [2000], a textbook which gives a good introduction into tensor analysis and
solid mechanics.

3.1 Kinematics

Consider a body Ω0 in the (undeformed) reference configuration with material points
P ∈ Ω0. In a Cartesian coordinate system with basisvectors ei, i = 1, . . . , 3, each point P
is described by its coordinates X (cf. Fig. 3.1). Under an imposed load Ω0 experiences a
deformation and maps into the deformed (current) configuration Ω where the material
points p are described by vectors x[X; t].
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CHAPTER 3. NONLINEAR CONTINUUM MECHANICS

ϕ[X; t]

U [X; t]

X

e1

e2

e3

x[X; t]

Ω0
Ω

P p

Figure 3.1: Reference configuration of a body Ω0 and its mapping into a deformed configura-
tion Ω.

Displacement

The transition from the reference to the current configuration is described by the map-
ping ϕ[X; t], called motion, such that x = ϕ[X; t]; x is a function of X and the time t.
The displacement U [X; t] of a point X is therefore defined as U [X; t] = x[X; t]−X.

In the following the function arguments will be omitted if not necessairy for clarity.

Deformation gradient

We now define the mapping of an infinitesimal line-element dX in the reference config-
uration into an infinitesimal line-element dx in the deformed configuration

dx =
∂ϕ

∂X
dX =

(
1 +

∂U

∂X

)
dX = FdX (3.1)

where 1 is the second order identity and F is called the deformation gradient. F can be
decomposed in

F = RU = vR (3.2)

where R is a proper orthogonal tensor describing a rotation and U and v are the right
and left stretch tensors, respectively. Thus, F describes the stretch and rotation of an
infinitesimal line element dX.

Volume ratio

The determinant of the deformation gradient F is the volume ratio J , i.e. the ratio
between the volume of a deformed infinitesimal volume element and its volume in the
reference configuration:

J = det[F] = dV/dV0. (3.3)

An (near) incompressible material requires that J stays (close to) one for all deforma-
tions.
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3.2. STRESS MEASURES

Stretch measures

Since only stretches (but not pure rotations) contribute to the deformation energy a body
takes under a superimposed load, it is customary to define a right and left Cauchy-Green
deformation tensor C and b, respectively, that depend only on the stretches (cf. Eq. 3.2)

C := FTF = UTU, b := FFT = vvT. (3.4a,b)

Principal stretches and directions

The deformation gradient F can be written in terms of its eigenvalues λi, the principal
stretches, and -vectors ni and N i, i = 1, . . . , 3

F =
3∑
i=1

λini ⊗N i. (3.5)

TheN i are vectors defined in the reference configuration while the ni are vectors defined
in the deformed configuration.

It follows directly for the right and left Cauchy-Green deformation tensors

C =
3∑
i=1

λ2
iN i ⊗N i, b =

3∑
i=1

λ2
ini ⊗ ni (3.6a,b)

from where can be seen that the eigenvalues of C and b are the squares of the eigenval-
ues λi of the deformation gradient F.

Often materials tests, e.g. uniaxial tensile tests, result in strain/stress states where
the directions of the principal axes are knows. It is customary to describe such tests in
terms of the principal strain/stress values.

The deformation gradient F, the right and left Cauchy-Green deformation tensor C
and b, respectively, might be split into an isochoric (distortional) and a volumetric part,
¯(•) and (•)vol, respectively [Flory, 1961]:

F = FvolF̄ = J1/31F̄, C = CvolC̄ = J2/31C̄, b = bvolb̄ = J2/31b̄. (3.7a–c)

It can easily be demonstrated that the determinants of the deviators equal unity for all
deformations

det[F̄] = det[C̄] = det[b̄] ≡ 1. (3.8)

3.2 Stress measures

Imagine a body Ω in a (deformed) configuration where external loads F
(i)
ext are applied

(cf. Fig. 3.2a). If one virtually cuts that body into two parts, Ω(1) and Ω(2), two cut-

ting surfaces ∂Ω(1) and ∂Ω(2) can be defined. Internal forces F
(1)
int and F

(2)
int such that

F
(1)
int = −F (2)

int are necessary to hold the two parts together (Fig. 3.2a).

21



CHAPTER 3. NONLINEAR CONTINUUM MECHANICS

F
(1)
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F
(2)
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F
(3)
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(1)
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∂Ω(2)

Ω(1)

Ω(2)

(a)

F
(1)
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F
(2)
ext

F
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n(2)

t(1)

t(2)
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ds(1)

ds(2)

(b)

Figure 3.2: Virtual cut of a body Ω into two parts Ω(1) and Ω(2). (a) Introduction of internal

forces F
(1)
int and F

(2)
int . (b) Introduction of traction vectors t(1) and t(2).

On the cutting surfaces ∂Ω(i) infinitesimal surface areas ds(i) with unit outward
normals n(i) can be defined (Fig. 3.2b). On each surface area a traction t(i) acts that has
the physical dimension of force per area. Here again holds n(1) = −n(2) and t(1) = −t(2).
The integration of all traction vectors over the cutting surface gives the internal forces:

F
(i)
int =

∫
∂Ω(i)

t(i)ds(i). (3.9)

The tractions t defined in the current configuration are called Cauchy traction vectors.
Pseudo traction vectors T , called first Piola-Kirchhoff traction vectors, measure the
current force per unit area dS in the reference configuration. The tractions depend on
the position, outward normal and time

t = t[x,n, t], T = T [X,N , t]. (3.10a,b)

Cauchy’s stress theorem says that unique second-order tenors σ and P exist such
that

t = σn, T = PN . (3.11a,b)

σ is called the Cauchy (or true) stress and P the first Piola-Kirchhoff (or nominal) stress.
By using the balance law of the angular momentum one can show that σ is symmetric
(while P is in general asymmetric but satisfies the condition PFT = FPT).

Nanson’s formula, ds = JF−TdS, which connects surface elements in different config-
urations (and especially surface elements in the current and the reference configuration)
yields a relation between the two stress measures:

P = JσF−T. (3.12)
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The so called second Piola-Kirchhoff stress S has no direct interpretation but proves
to be very useful for many applications. Its relation to the previously introduced stress
measures is given by

S = JF−1σF−T, S = F−1P. (3.13a,b)

3.3 Constitutive relations

Constitutive equations describe the relation between the strains undergone by a certain
material and the resulting stress.

Linear elasticity

The most simple and best known constitutive relation is the one for isotropic, linear
elastic materials. Hook’s law describes a linear relationship between the deformations
(strains) ε and the true stress σ:

σ = 2µε+ λtr[ε]1. (3.14)

The strain ε is defined as

ε = 1
2

(
∇u+ (∇u)T

)
. (3.15)

The Lamé constants µ [MPa] and λ [MPa] are given in terms of the (more classic)
Young’s modulus E [MPa] and Poisson’s ratio ν [-]:

µ =
1

2

E

1 + ν
, λ =

Eν

(1− 2ν) (1 + ν)
. (3.16a,b)

3.3.1 Green-elasticity for isotropic materials

Elastic materials that deform with negligible energy dissipation are called Green- or
hyperelastic. For such materials the stress can be deduced from a strain energy density Ψ
(the Helmholz free-energy per unit reference volume) by taking its derivative with respect
to the deformation (for notational ease, here and in the following, different strain energy
functions will be written with the same symbol Ψ):

P =
∂Ψ[F]

∂F
, S = 2

∂Ψ[C]

∂C
. (3.17a,b)

By the fact that Ψ should not depend on superimposed rigid body motions (material
frame indifference) it is possible to show that it must depend on the right stretch tensor U
(cf. Eq. (3.2)), only. Typically, Ψ is written as a function of the right Cauchy-Green
deformation tensor C which depends on U only (cf. Eq. (3.4a)):

Ψ = Ψ[U[F]] = Ψ[C[F]]. (3.18)
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The invariance of Ψ under transformations that respect the material symmetries (in
case of isotropic materials this are arbitrary rotations) leads to a representation that
depends only on the so called invariants of C or b:

Ψ = Ψ[I1[C], I2[C], I3[C]] = Ψ[I1[b], I2[b], I3[b]] (3.19)

with

I1 = tr[C] = λ2
1 + λ2

2 + λ2
3 (3.20a)

I2 = 1
2

(
(tr[C])2 − tr[C2]

)
= λ2

1λ
2
2 + λ2

1λ
2
3 + λ2

2λ
2
3 (3.20b)

I3 = J2 = det[C] = λ2
1λ

2
2λ

2
3 (3.20c)

From Ψ[I1, I2, I3] the first Piola-Kirchhoff stress P can be obtained by taking the deriva-
tive with respect to the deformation gradient

P = 2Ψ,1F + 2Ψ,2 (I1F− 2FC) + JΨ,3F
−T (3.21)

where Ψ,i depicts the partial derivative of Ψ with respect to the i’th invariant Ii.
By the multiplicative split of the right Cauchy-Green tensor C (cf. Eq. (3.7b)) it is

possible to write the strain energy Ψ in an uncoupled form

Ψ = U [J ] + Ψ̄[Ī1, Ī2]. (3.22)

Here U is the response of the material to volume changes and Ψ̄ depends only on
the isochoric part of the deformation. Ī1 and Ī2 are the invariants of the unimodular
(isochoric) part C̄ of the right Cauchy-Green deformation tensor C:

Ī1 = tr[C̄], Ī2 = 1
2

((
tr[C̄]

)2 − tr[C̄2]
)
. (3.23a,b)

The first Piola-Kirchhoff stress reads in this uncoupled form1

P = JU,JF
−T + 2J−2/3Ψ̄,1

(
F− 1

3
I1F
−T)

+ 2J−4/3Ψ̄,2

(
I1F− 2

3
I2F
−T − FC

)
(3.24)

Sansour [2008] shows the additive split to be a consequence of the assumption that
the pressure is solely a function of J , i.e. of the volume changes. The split (3.22) enables
distinct modeling of high resistance to volumetric deformation and low resistance to
isochoric deformation as in the case of nearly incompressible materials. For fully incom-
pressible materials the constitutive pressure cannot be deduced from the constitutive
equations but has to be determined using the boundary conditions. In Equation (3.24)
the term including U,J has to be replaced by the unknown pressure p.

1If the second Piola-Kirchhoff stress S is considered the extra terms reveal their nature:

S = JU,JC
−1 +

(
Ψ̄,1

∂Ī1
∂C̄

+ Ψ̄,2
∂Ī2
∂C̄

)
:
∂C̄

∂C

= JU,JC
−1 + J−2/3P :

(
Ψ̄,1

∂Ī1
∂C̄

+ Ψ̄,2
∂Ī2
∂C̄

)
.

P is the projection tensor in the reference configuration which makes the respective stress components
deviatoric. This means that the stress components originating from a dependency on Ī1 or Ī2 are
independent on a volume change.
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Polynomial models

The polynomial models are truncated Taylor-series of the isochoric strain energy den-
sity Ψ̄ around the initial state where Ī1 = 3 [-] and Ī2 = 3 [-] [Mooney, 1940; Rivlin,
1949]:

Ψ̄[Ī1, Ī2] =

=0︷ ︸︸ ︷
Ψ̄[Ī1 = 3, Ī2 = 3]

+
∞∑

i+j=1

(
1

i!j!

∂i+jΨ̄

∂Ī i1∂Ī
j
2

)
Ī1=3,Ī2=3︸ ︷︷ ︸

=cij

(
Ī1 − 3

)i (
Ī2 − 3

)j
. (3.25)

The partial derivatives of Ψ̄ at the reference state together with the preceding constants
are treated as parameters cij [MPa]:

Ψ̄P =
N∑

i+j=1

cij
(
Ī1 − 3

)i (
Ī2 − 3

)j
+ U [J ]. (3.26)

Here again the volumetric energy U [J ] was used. The small strain shear modulus µ
equals 2 (c10 + c01) in this model.

The expression for the first Piola-Kirchhoff stress of the polynomial model PP is
given in Table 3.1.

As shown by Yeoh [1993] the dependency on the second invariant is generally much
smaller than on the first, such that often only the latter is taken into account, the reduced
polynomial model:

Ψ̄RP =
N∑

i=1

ci
(
Ī1 − 3

)i
+ U [J ]. (3.27)

Some of the most often used models for isotropic materials are obtained by a limitation
of Equation (3.26) to only the first terms. The Mooney-Rivlin model restricts N to one,
such that

Ψ̄MR = c10

(
Ī1 − 3

)
+ c01

(
Ī2 − 3

)
+ U [J ]. (3.28)

An even simpler model is the Neo-Hookean where only the first term of the Reduced
polynomial model is considered:

Ψ̄NH = c1

(
Ī1 − 3

)
+ U [J ]. (3.29)

Remark Equations (3.28) and (3.29) are generalizations of the Mooney-Rivlin and
Neo-Hookean materials, respectively, for the compressible response. The original forms
of these materials were for the incompressible response.
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The Ogden model

Ogden [1972] proposed a different model that does not use the invariants I1 and I2 but
the principal stretches λi as arguments:

ΨO =
N∑
i=1

2µi
αi2

(
λ̄αi

1 + λ̄αi
2 + λ̄αi

3 − 3
)

+ U [J ]. (3.30)

The parameters µi [MPa] have the dimension of a pressure, the αi [-],
i = 1, . . . , N , are dimensionless. The small strain shear modulus of this model is given
by µ =

∑N
i=1 µi.

Note that for the special case N = 1 [-] and α1 = 2 [-] the Neo-Hookean model
(cf. Eq. (3.29)) is regained.

Table 3.1 shows the expression for the first Piola-Kirchhoff stress of the Ogden model
PO.

3.3.2 Green-elasticity for fiber-reinforced materials

Anisotropic materials have, in contrast to isotropic ones, direction dependent mechani-
cal properties. In biological tissues an often encountered reason for anisotropy are thin
and stiff (collagen) fibers as there are in ligaments and tendons, arterial walls or the
anulus fibrosus. Ligaments and tendons behave transversally isotropic due to the pres-
ence of one parallel oriented fiber family (cf. Fig. 3.3a) while tissue from arterial walls
is characterized by two crossed families of fibers (Fig. 3.3b).

Anisotropy due to fibers can be included into the constitutive formulations by use
of structural tensors

A(i) = ζ(i)⊗ ζ(i) (3.31)

where ζ(i) is a normalized vector describing the orientation of the i’th fiber family in
the reference configuration. To the invariants defined in Eqs. (3.20) a new one can be
added that depends on C and A(i):

I
(i)
4 = ζ(i) · Cζ(i) = C : A(i) = (ζ(i))2. (3.32)

ζ is exactly the fiber stretch. Note that the set of invariants Ii, i = 1, . . . , 4 is not the
full set of invariants of the tensors C and A(i) [Antman, 2005, Chap. 12].

Splitting the right Cauchy-Green tensor C into an isochoric part C̄ and a volumetric
part Cvol (cf. Eq. (3.7b)) the modified invariant Ī

(i)
4 is obtained:

Ī
(i)
4 = A(i) : C̄ = J−2/3(ζ(i))2 = (ζ̄(i))2. (3.33)

It should be noted that, in general, ζ̄ does not represents the fiber stretch.
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Figure 3.3: Schematic of two often observed types of anisotropy in biological tissues: transverse
isotropy due to parallel fibers (a) and anisotropy due to two crossed fiber families in the 1-2-
plane (b). One member of each fiber family is highlighted in black.

In case of fiber-reinforced materials an ansatz for Ψ̄ is to divided it into Ψ̄gs and Ψ̄f for
the energy contributions of the matrix (ground substance) and the fibers, respectively:

Ψ[C,Ai] = U [J ] + Ψ̄gs[Ī1, Ī2] + Ψ̄f[Ī
(i)
4 ]. (3.34)

A fourth term adds to the first Piola-Kirchhoff stress from the isotropic case
(cf. Eq. (3.24)):

P = JpF−T + 2J−2/3Ψ̄gs,1

(
F− 1

3
I1F
−T)

+ 2J−4/3Ψ̄gs,2

(
I1F− 2

3
I2F
−T − FC

)
+ 2J−2/3Ψ̄f,4

(
FA− 1

3
I4F
−T) . (3.35)

The upcoming sections present two Green-elastic models that are used in this work
by means of their strain energy functions. Their respective first Piola-Kirchhoff stresses
are given in Table 3.1.

A model proposed by Weiss et al. [1996]

Weiss et al. suggest a constitutive model that uses the additive split of the strain energy
function as presented in Equation (3.34). The individual contributions are given by

U [J ] =
κ

2
(ln[J ])2 (3.36a)

Ψ̄gs[Ī1, Ī2] = c1

(
Ī1 − 3

)
+ c2

(
Ī2 − 3

)
(3.36b)

Ψ̄f[Ī
(i)
4 ] =

c3

c4

N∑
i=1

(
exp

c4
(
Ī
(i)
4 −1

)
− Ī(i)

4

c4
)

(3.36c)

where κ [MPa] is the small strain bulk modulus, c1 [MPa] and c2 [MPa] are parameters
of the isotropic matrix and c3 [MPa] and c4 [-] are parameters of the fiber contribution.
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c4 was introduced in the present work as an additional parameter that allows to shift
the onset of the fiber response (c4 = 1 [-] retrieves the original model). N [-] is the
number of fiber families that are modeled. Note that the contribution of the ground
substance is described by a Mooney-Rivlin model with the small strain shear modulus
µ = 2 (c1 + c2).

A model proposed by Holzapfel et al. [2000]

Holzapfel et al. propose a model according to Equation (3.34) for modeling the arterial
wall. The explicit forms of the energy contributions are given by

U [J ] =
κ

2
(J − 1)2 (3.37a)

Ψ̄gs[Ī1] =
µ

2

(
Ī1 − 3

)
(3.37b)

Ψ̄f[Ī
(i)
4 ] =

k1

2k2

N∑
i=1

(
expk2(Ī

(i)
4 −1)2 −1

)
(3.37c)

where κ [MPa], µ [MPa], k1 [MPa] and k2 [-] are the small strain bulk and shear moduli
and two more material parameters, respectively. The ground substance is modeled as a
Neo-Hookean material.

Remark 1 In both previous models the fibers are thought to be active in tension only
and therefore all contributions (energy, stress and stiffness) of fiber family i are set to

zero if Ī
(i)
4 < 1 [-].

Remark 2 The model proposed by Weiss et al. can be shown to be polyconvex if
c2 = 0 [MPa] and the volume ratio J does not exeed the natural number e [-]. The
model proposed by Holzapfel et al. is polyconvex for all parameters and deformations.
More details of the polyconvexity of these models are given in Appendix A.

3.3.3 An elasto-viscoplastic model

Biological tissues often exhibit a time dependent behavior that cannot be described by
Green elastic constitutive equations. A model presented by Rubin and Bodner [2002] uses
a strain energy function that includes an energy dissipating part such that viscoplastic
effects can be modeled:

ΨRB =
µ0

2q

(
expqΨ̂−1

)
(3.38)

where µ0 [MPa] and q [-] are material constants. Ψ̂ is the sum of four contributions

Ψ̂ = Ψ̂1[J ] + Ψ̂2[Ī1] + Ψ̂3[ζi] + Ψ̂4[l]. (3.39)

The functions Ψ̂i, i = 1, . . . , 4, characterize the response to total dilatation, total distor-
tion, fiber stretching and distortional deformation of a dissipative component, respec-
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tively. The first three Ψ̂ determine the elastic response of the model:

Ψ̂1[J ] = 2m1 ((J − 1)− ln[J ]) (3.40a)

Ψ̂2[Ī1] = m2

(
Ī1 − 3

)
(3.40b)

Ψ̂3[ζi] =
N∑
i=1

m3

m4

〈
ζ(i) − 1

〉2m4
. (3.40c)

The mi [-], i = 1, . . . , 4, are material parameters and N [-] is the number of fiber fam-
ilies. The small strain bulk and shear moduli are given by µ = µ0m1 and κ = µ0m2,
respectively. 〈•〉 are the Macaulay brackets defined by 〈x〉 = 1

2
(x+ |x|) and eliminate

the energy contribution of the fiber family i if ζ(i) < 1 [-].

The following description of the inelastic part follows the description given in Papes
and Mazza [2008]. Therein, and in the original paper by Rubin and Bodner [2002], more
concise descriptions of the model can be found.

Ψ̂4 is a function of the distortional deformation of a dissipative component:

Ψ̂4[l] = tr[b̄de]− 3 (3.41)

where b̄de is the state of isotropic distortion. To describe its time dependent behavior
an evolution equation is set up

˙̄bde = lb̄de + b̄del
T − 2

3
tr[d]b̄de︸ ︷︷ ︸

˙̄bde

−Γad,
˙̄b0
de = 1. (3.42a,b)

Here l = ḞF−1 is the spatial velocity gradient, its symmetric part is the rate of defor-
mation d = 1

2

(
l + lT

)
. Γ is a soft switch that enables or disables the relaxation of b̄de

in direction of ad such that b̄de evolves toward 1. The initial value of b̄de is (for a virgin
material) given by Equation (3.42b). Γ and ad are defined by

Γ = (Γ1 + Γ2ε̇) exp−1/2(β/βde)2n , ad = b̄de −
3

tr[b̄−1
de ]

1. (3.43a,b)

The material parameter n [-] defines the sharpness of the elastoplastic transition func-
tion Γ. Γ1 [Hz] and Γ2 [-] are additional material parameters that define the time de-
pendent and time independent plastification, respectively.

ε is the effective total distortional deformation and defined as

ε̇ =
√

2
3
d′ : d′, d′ = d− 1

3
tr[d]1. (3.44a,b)

In the last equation the deviator d′ of the rate of deformation tensor d is introduced.
For the strain measure βde a formulation equivalent to the von-Mises stress is chosen:

βde =
√

2
3
b̄′de : b̄′de, b̄′de = b̄de − 1

3
tr[b̄de]1. (3.45a,b)
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The variable yield strain β introduces hardening and recovery effects:

β̇ =
r1r3 + r2ε̇

r3 + ε̇
Γβde − r4β

r5 , β0 = 0 (3.46a,b)

where the ri, i = 1, . . . , 5, are parameters (r3 and r4 have the dimension of Hertz, all
others are dimensionless). While the first term raises the point of elasto-plastic transi-
tion the second lowers it such that the material returns to its initial state. For a virgin
material β initially equals zero (3.46b).

Table 3.1 gives the formula for the first Piola-Kirchhoff stress PRB of the elastic part.

Remark 1 Note that if only the elastic part is considered (cf. Eqs. (3.38) – (3.40))
the model is overparameterized and can be reformulated with only five parameters:

µ0/q → p, µ0m1 → κ, µ0m2 → µ, µ0m3 → m̃3, m4 → m4. (3.47a–e)

Here κ [MPa] and µ [MPa] are the small strain bulk and shear moduli, respectively, and
p [-] is an alternative parameter. With this new parameters the (elastic) strain energy
functions reads

ΨRB =
p

2

(
exp

1
p
µ0Ψ̂−1

)
(3.48)

where Ψ̂ is defined by Equation (3.39) (with Ψ̂4 = 0).
In the limit case p → ∞ the elastic part simplifies to a model where the ground

substance is modeled as a Neo-Hookean material:

lim
p→∞

ΨRB =
1

2
µ0Ψ̂. (3.49)

Remark 2 The elastic part of the above model is polyconvex (cf. App. A).
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Ī 2 ∂
F

+
c 3

N ∑ i=
1

( ex
p
c 4
( Ī
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Ī 1 ∂
F

=
2J
−

2
/
3
( F−

1 3
I 1
F
−
T
)

∂
I 2 ∂
F

=
2

(I
1
F
−
F
C

)
∂
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3.4. ELASTICITY TENSORS

3.4 Elasticity tensors

The solution of finite (in-) elasticity problems requires often the use of numerical meth-
ods, e.g. the finite element (FE) method. It achieves solutions that satisfy the weak form
of static or dynamic equilibrium by solving iteratively the nonlinear problem. Trial solu-
tions are checked if they fulfill the equilibrium condition and if not a Newton-Raphson
algorithm is used to find a correction. This strategy relies on the treatment of the lin-
earized constitutive equations, which involves the derivative of the stress with respect
to the deformation measures, the so called elasticity (or stiffness) tensors.

The material elasticity tensor C, which is a fourth-order tensor, is defined by

C = 2
∂S[C]

∂C
= 4

∂2Ψ[C]

∂C⊗ ∂C . (3.55)

The last equality in (3.55) holds only true for the case of a hyperelastic material.

Numerical methods often use the spatial elasticity tensor C which is obtained by
applying a Piola transformation on each slot of C:

Cijkl = J−1FiIFjJFkKFlLCIJKL. (3.56)

A user implementation of constitutive equations for use with a FE program needs
good knowledge on the required quantities. For the derivation of stiffness quantities
for a certain material the reader is pointed to textbooks (e.g. Holzapfel [2000] and
others). Also for experienced users it is advantageous to test an implementation with
a benchmark program. MATHEMATICA (cf. App. D) allows in a rather simple way
to implement a material law by just programming the strain energy density while all
derivations are done numerically; a manual and hints are given in Appendix B.
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Chapter 4
Investigation of a Non-Physical Response in
Transversely Isotropic Constitutive Models

Anulus fibrosus tissue, as many other soft biological tissues, is composed of thin and stiff
collagen fibers in a soft matrix leading to a strong anisotropy. Commonly, constitutive
models for quasi-incompressible materials, as for soft biological tissues, make use of an
additive split of the Helmholz free-energy into a volumetric and an isochoric part that is
applied to the matrix and fiber contribution. This split offers conceptual and numerical
advantages.

Working with a user implementation of a model proposed in Holzapfel et al. [2000]
a non physical effect was observed. In fact, simulations involving uniaxial stress config-
urations reveal volume growth at rather small stretches. Numerical methods such as the
Augmented Lagrangian method might be used to suppress this behavior. Investigations
on this effect led to an alternative approach which solves this problem on the constitutive
level.

Soft matter often exhibits complex mechanical behavior related to inhomogeneity,
anisotropy and (near) incompressibility. This is the case for soft biological tissues that
are sometimes characterized by strong anisotropy due to the presence of thin and stiff
collagen fibers in a soft extracellular matrix. Examples for this are ligaments and ten-
dons, arterial walls or the anulus fibrosus. Under physiological conditions these tissues
might undergo large deformations, necessitating a mechanical description in the frame-
work of nonlinear continuum mechanics. Numerical methods are often used to simulate
and understand their mechanical behavior. This has motivated a number of recent stud-
ies on constitutive modeling approaches for fiber reinforced hyperelastic materials.

Classical hyperelastic models, such as the Polynomial forms [Rivlin and Saunders,
1951] or the Ogden model [Ogden, 1972] were designed for the modeling of isotropic
materials. Later these models were modified to allow for an additive split of the Helmholz
free-energy into a volumetric and an isochoric part, to some extent motivated by the
multiplicative decomposition of the deformation gradient introduced by Flory [1961].
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CHAPTER 4. A NON-PHYSICAL RESPONSE IN CONSTITUTIVE MODELS

It was shown by Ehlers and Eipper [1998] that, if this split is applied to materials not
restricted to (nearly) incompressible behavior, it might lead to unphysical responses in
uniaxial tension.

Anisotropy itself can be modeled by explicitly including a fiber contribution in the
strain energy formulation (cf. Sec. 3.3.2). Thereby the idea of the additive split might
also be applied to the fiber contribution. A first fiber-reinforced model using this additive
split for (nearly) incompressible materials was proposed by Weiss et al. [1996]. In 2000,
Holzapfel et al. published a model that has since then become very popular in simulations
involving anisotropic biological tissues.

The fact that this latter model was already successfully applied to simulations
of intervertebral discs [Eberlein et al., 2001] motivated an implementation in a user-
subroutine for the finite element program ABAQUS (cf. App. D). Simple computations
with this model produced results that did not match the expectations. A closer look
revealed a non physical effect in the application of the additive split to fiber-reinforced
(nearly) incompressible materials. In fact, numerical simulations involving uniaxial stress
configurations lead to volume growth when using the models by Weiss et al. or Holzapfel
et al.

To prevent this behavior, numerical costly methods such as the Augmented La-
grangian method [Simo and Taylor, 1991] might be used. An alternative approach was
found, it is to avoid the multiplicative decomposition of the deformation gradient in the
fiber contribution. Although several authors [Holzapfel et al., 2004; Schröder et al., 2005]
have already proposed model formulations without this decomposition, no statements
were found in the papers that this was motivated by the here reported problems. In
general no criterion is proposed for or against this decomposition being applied to the
fiber contributions to the free energy. Rather it seems the invariants and their modified
equivalents are considered “to be equivalent” in case of incompressibility. Though it will
be shown that the choice of either one has an influence on the stress and stiffness terms
of the fiber contribution.

The results are also compared with the predictions from a model proposed by Rubin
and Bodner [2002], which avoids the volumetric split for the fiber contribution and uses
an additive split in the log-energies.

The findings reported in this chapter were presented at the Society of Engineering
Science (SES) conference (2008) and published in Helfenstein et al. [2010].

4.1 Methods

4.1.1 Constitutive models

The phenomenon under investigation was first observed in a model proposed by Holzapfel
et al. [2000] but was found as well in another model proposed by Weiss et al. [1996].
Both models have in common that they use an additive split of the strain energy in an
isochoric and a volumetric part. To complete the study another model was chosen that
uses an additive split in the log-energies [Rubin and Bodner, 2002]. In Sections 3.3.2
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and 3.3.3 these three models are presented in some details. Only the elastic part of the
model by Rubin and Bodner [2002] was used and the reparametrization described in
Remark 1 (Sec. 3.3.3) was applied.

For the purpose of the present analysis, the three models were considered as well in
a modified variant where the measure of fiber stretch Ī4 is exchanged with the unmod-
ified invariant I4, for the first two models, and ζ with ζ̄ for the last model. Table 4.1
summarizes the different model formulations analyzed in this work.

All models can be shown to be polyconvex, details of the proofs are given in
Appendix A. The model by Weiss et al. is polyconvex only if c2 = 0 [MPa] and the
volume ratio J does not exceed the natural number e [-].

4.1.2 Numerical experiment

To investigate the behavior of the highlighted models, a simple example is selected that
can easily be implemented numerically. It consists of a cube of homogeneous material
that is aligned with a Cartesian coordinate system in 3-dimensional space (cf. Fig. 4.1).
One fiber family aligned with the 1-direction reinforces the material. The load consists
of an uniaxial stress state in the fiber direction (the lateral surfaces of the cube are
traction free).

The numerical experiment and all constitutive models were implemented in MAT-
LAB (cf. App. D). Axial stretches are prescribed as boundary conditions, the lateral
stretches are found by a numerical minimization of the strain energy using the MAT-
LAB function fminsearch().

Calibration of the models

Even though the predictive capabilities of the six models are not to be judged, they
were calibrated for their responses to uniaxial tension in the fiber direction and in the
transverse direction (where only the matrix is load bearing). This is done in order to
activate the models similarly in the numerical experiment described above.

Table 4.1: Models analyzed in this work and their references.

reference name measure of
fiber stretch

Weiss et al. [1996]
W̄ Ī4

W I4

Holzapfel et al. [2000]
H̄ Ī4

H I4

Rubin and Bodner [2002] R̄ ζ̄4

(elastic part only) R ζ4
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1
2

3

Figure 4.1: Example configuration consist-
ing of a cube that is reinforced with fibers
in the 1-direction and aligned with a Carte-
sian coordinate system. A stretch is ap-
plied in the fiber direction, whereas the lat-
eral sides are traction free (uniaxial stress
state).

Numerical values for the parameters of model H̄ are selected according to the results
of an experimental program, Eberlein et al. [2001]. All other models were calibrated to
provide the same uniaxial response in the axial and transverse directions with respect
to the fibers for stretches up to λ1 = 1.2 [-].

The parameter set from Eberlein et al. [2001] is based on experimental data obtained
for measurements with a stretch range from λ1 = 1 to 1.08 [-]. Note that we extrapolated
here the validity of these parameters for stretches up to 1.2 [-] but no experimental
evidence exists of the practical relevance of such a model for 1.08 < λ1 < 1.2 [-].

For the calibration the small strain shear modulus is fixed for all models such that
it equals the small strain shear modulus µ∗ of the reference material. Furthermore,
full incompressibility is assumed as it was done in the original parameter calibration
[Eberlein et al., 2001] and therefore the parameters describing the volumetric response
can not be obtained by such a procedure. A reference small strain bulk modulus κ∗

equal 2200 [MPa] is chosen, which corresponds to the bulk modulus of water [Rubin
and Bodner, 2002] and is thus reasonably accurate for the materials of interest. The
parameters describing the volumetric response of all models are chosen to give the same
ratio of small strain bulk to shear modulus.

In order to guarantee the polyconvexity of the models W and W̄ (if J does not
exceed the natural number e [-]) the parameter c2 is set equal 0.0 [MPa] a priori. Doing
so, the models W , W̄ , H and H̄ have the same ground substance contribution to the
Helmholz free energy and their response to uniaxial tension in the direction transverse
to the fibers is the same.

As remarked at the end of Section 3.3.3 the elastic part of the model proposed by
Rubin and Bodner reduces in the limit case p→∞ [MPa] (cf. Eq. (3.47a)) to a Neo-
Hookean material similar to the models proposed by Weiss et al. (with c2 = 0 [MPa])
and Holzapfel et al. In order to preserve the special structure of this model, p is set
equal 1 [MPa]. Unfortunately this goes in hand with a non perfect calibration of the
models R and R̄ in the direction transverse to the fibers.

Table 4.2 reports the parameters for all models that are used.
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Table 4.2: Material parameters of the models that were analyzed. The parameter set of model
H̄ was used as reference for the calibration of the other models.

κ [MPa] c1 [MPa] c2 [MPa] c3 [MPa] c4 [-]

W̄ κ∗ 1
2µ
∗ − c2 0.000 3.362× 10−4 3.864× 101

W κ∗ 1
2µ
∗ − c2 0.000 6.689× 10−4 3.865× 101

κ [MPa] µ [MPa] k1 [MPa] k2 [-]

H̄ κ∗ µ∗ 3.000 4.500× 101

H κ∗ µ∗ 6.000 4.500× 101

p [MPa] κ [MPa] µ [MPa] m̃3 [MPa] m4 [-]

R̄ 1.000 κ∗ µ∗ 1.539× 103 1.583
R 1.000 κ∗ µ∗ 1.539× 103 1.583

The reference bulk and shear moduli are given by κ∗ = 2200 [MPa] and µ∗ = 0.5 [MPa].

4.1.3 Tangent Poisson’s ratio

The kinematic response of a cube under uniaxial tension is (normally) characterized by
contractions in the lateral directions.1 This should be true as well for a fiber reinforced
cube under uniaxial tension in the fiber direction.

In order to get information about the lateral behavior of the example configuration
(Sec. 4.1.2) the tangent Poisson’s ratio νtan is calculated. To begin with, the time rate
of the Cauchy stress σ of a hyperelastic material can be written as

σ̇ =
˙

J−1FSFT = −tr[l]σ + lσ + σlT + J−1FṠFT, (4.1)

where Ṡ is the time rate of the second Piola-Kirchhoff stress:

Ṡ = 1
2
C : Ċ = 1

2
C :
(
2FTlF

)
. (4.2)

Here C is the material stiffness (cf. Eq. 3.55). The spatial velocity gradient l is defined
by l = ḞF−T.

Insertion of Equation (4.2) into (4.1) yields the expression:

σ̇ = −tr[l]σ + lσ + σlT + C : l, (4.3)

where C is the spatial material stiffness (cf. Eq. 3.56).
Now the example configuration described in Section 4.1.2 is considered. Whether the

material is fiber-reinforced or not is not important for the following considerations.
Let the cube be under an uniaxial load in 1-direction, i.e. it is elongated in 1-direction

with a given stretch λ1 ≥ 1 [-]. Since only the axial stress is nonzero and the transverse

1Except for some rare materials [e.g. Evans, 1991; Lubarda and Meyers, 1999; Milton, 1992] the
Poisson’s ratio is positive (0 ≤ ν ≤ 0.5). No evidence was found in literature that there exist natural
biological tissues that exhibit a negative Poisson’s ratio.
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stresses equal zero for all times, it holds

σ̇11 = −tr[l]σ11 + 2l11σ11 + [C : l]11 ≥ 0 (4.4a)

σ̇22 = [C : l]22 ≡ 0 (4.4b)

σ̇33 = [C : l]33 ≡ 0 (4.4c)

For the given uniaxial stress state the deformation and spatial velocity gradients, F and
l, respectively, are given by

F =

 λ1 0 0
0 λ2 0
0 0 λ3

 (4.5)

l = ḞF−1 =


˙

ln[λ1] 0 0

0
˙

ln[λ2] 0

0 0
˙

ln[λ3]

 . (4.6)

With the above relation for the spatial velocity gradient l it is possible to write the system
of Equations (4.4) in matrix form. If an isotropic system or a transversely isotropic
system is considered with its principal direction aligned with the 1-direction, the 2- and
3-directions are equivalent.σ̇11

0

 =

σ11 + C1111 −2σ11 + 2C1122

C1122 C2222 + C2233

 ˙
ln[λ1]

˙
ln[λ2]

 = k

 ˙
ln[λ1]

˙
ln[λ2]

 (4.7)

At this step it is important to remind that the two stiffness components C2222 and C2233

are not the same even though the directions 2 and 3 are equivalent.
Inversion of the above Equation (4.7) leads to the expressions for the rates of the

logarithmic stretches:

˙
ln[λ1] =

C2222 + C2233

det[k]
σ̇11 (4.8a)

˙
ln[λ2] = − C1122

det[k]
σ̇11. (4.8b)

According to Bahuaud and Boivin [1968] a tangent Poisson’s ratio is defined by

νtan := −λ1

λ2

λ̇2

λ̇1

= −
˙

ln[λ2]
˙

ln[λ1]
. (4.9)

In contrast to the definition of a secant Poisson’s ratio νsec
2 the above Equation (4.9) is

sensitive to the rate of change of the volume.

2νsec = − (λ2 − 1) / (λ1 − 1)
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Using Equations (4.8) together with (4.9) the tangent Poisson’s ratio can be written
in terms of the spatial stiffness only:

νtan =
C1122

C2222 + C2233

. (4.10)

By replacing the stiffness terms by their corresponding linear elastic components it
is straightforward to see that for linear elasticity νtan corresponds with the classical
Poisson’s ratio ν.

Remark An increasing stress (σ̇ > 0 [MPa/s]) will result in an increasing axial stretch
(λ̇1 > 0 [MPa]). According to Equation (4.8a) and the monotonicity of the logarithm,
this is only the case if C2222 +C2233 > 0 [MPa] (given that k is positive definite, what still
needs to be proven). Therefore the only way for νtan to become negative is a negative
stiffness component C1122 (cf. Eq. 4.10). Therefore if C1122 < 0 [MPa] the rate of the
transverse stretch becomes positive, and therefore the lateral stretch begins to increase.

4.1.4 Condition number

A condition number c can be defined [cf. e.g. Stoffer and Nipp, 1998] as the ratio of the
maximum and the minimum eigenvalue of the spatial stiffness C:

c :=
max[eig[C]]

min[eig[C]]
. (4.11)

A low condition number is favorable in computations.

4.2 Results

Simulations of the numerical example (cf. Sec. 4.1.2), using the quasi-incompressible for-
mulations of the constitutive equations, reveal that only the models W , H and R repro-
duce the high stresses they showed while using the assumption of full incompressibility
(cf. Fig. 4.2). The model R̄ shows a slightly softer behavior while the two remaining
models W̄ and H̄ are significantly too soft.

This goes in hand with the observation that the three models using the modified
measures of the fiber stretch Ī4 and ζ̄, respectively, already violate the incompressibility
constraint at rather small stretches (cf. Fig. 4.3).

An alternative and instructive representation of this effect is given in Figure 4.4.
For the models W̄ and H̄ the tangent Poisson’s ratio νtan (cf. Eq. 4.10) decreases, after
being constant in the beginning, and even becomes negative at a critical stretch λcrit,
such that with increasing axial stretch the lateral stretch grows as well. Model R̄ does
not keep the Poisson’s ratio constant equal 0.5 [-] either, but shows a smaller deviation
than models W̄ and H̄. The models W , H and R keep a tangent Poisson’s ratio (close
to) equal 0.5 [-], which agrees well with an (quasi) incompressible material.

Figure 4.5 shows the condition number (cf. Eq. 4.11) of all models. The models W̄
and H̄ have an only slightly increasing condition number until a critical stretch where
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Figure 4.2: Cauchy-stress σ11 in axial direction plotted against the axial stretch λ1. The
models W̄ and H̄ do not reproduce the high stresses observed while using the assumption of
incompressibility during the parameter calibration; the model R̄ behaves slightly softer.
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Figure 4.3: Volume ratio J plotted against the axial stretch λ1. Models W , H and R preserve
the volume. The largest deviations from J = 1 [-] are obtained by the models W̄ and H̄.
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Figure 4.4: Tangent Poisson’s ratio νtan (cf. Eq. (4.10)) plotted against the axial stretch λ1.
For models W̄ and H̄ the ratio becomes negative (at λcrit, shown for W̄ ) indicating growing
lateral stretches.
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Figure 4.5: Condition number c (cf. Eq. (4.11)) plotted against the axial stretch λ1. Up to the
critical stretch λcrit (shown for W̄ ) the condition numbers of models W̄ and H̄ increase only
slightly, while the condition numbers for models W and H increase rapidly.
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the condition number begins to increase rapidly (in Fig. 4.5 the critical stretch λcrit

is shown for W̄ ). This critical stretch is exactly at the value for which the tangent
Poisson’s ratio νtan passes through zero (c1122 = 0 [MPa], cf. Fig. 4.4). An analysis of the
eigenvectors of the spatial stiffness tensor C reveals that for λ1 > λcrit, the deformation
with the largest increase in the deformation energy is no longer volume change but
rather axial stretch in the fiber direction.

The condition numbers for the models W and H (using I4) increase much more than
for all other formulations and are, at λ1 = 1.2 [-], two orders of magnitude higher than
initially.

Both models R̄ and R show only slightly increasing condition numbers.

4.3 Discussion

The calculations show that for the quasi-incompressible formulation of the models W̄ ,
H̄ and R̄ the volume ratio J does not stay constant a priori (cf. Fig. 4.3). The first
two models have in common that the isochoric contribution of the ground substance
and the volumetric contribution have polynomial forms while the fiber contributions
are of exponential type. The latter model has a polynomial log-energy contribution of
the fibers. This means that the fiber contributions Ψ̄f and Ψ̂3 (cf. Eqs. (3.36c), (3.37c)
and (3.40c)), respectively, grow much faster than the ground substance and volumetric
contributions as their respective arguments increase.

The arguments of Ψ̄f and Ψ̂3, i.e. Ī4 and ζ̄, respectively, decrease with an increasing
volumetric deformation (cf. Eq. (3.33)). Since the axial stretch is given by boundary
conditions, the strain energy might be lowered through lateral expansion leading to an
increasing volume ratio J and to a reduction in stress when compared to the incom-
pressible case (cf. Fig. 4.2). Thus the material tends, under uniaxial load, to a purely
volumetric deformation state in order to lower the fiber energy at the expense of an
increase in the ground substance and volumetric energy. The level of deformation at
which this effect will take place depends on the specific formulation and the material
parameters, in particular on the selected value of bulk modulus.

In Section 4.1.3 is shown that, in analogy to linear elasticity, a tangent Poisson’s
ratio (Eq. (4.10)) can be defined. This Poisson’s ratio needs to be (close to) 0.5 [-] in
order to describe an (nearly) incompressible material. For both models W̄ and H̄ the
tangent Poisson’s ratio deviates from the incompressible limit and becomes negative
(cf. Fig. 4.4) even at seemingly innocuous strain levels. While the tangent Poisson’s
ratio of R̄ departs as well from 0.5 [-] it does not do so as much as the other two models
using the modified invariant Ī4.

The model proposed by Rubin and Bodner seems to be less sensitive to a use of
the modified invariant ζ̄. The reason for this might be the fact that all contributions
to the strain energy are in the exponent and are therefore more equilibrated in their
contribution to the overall strain energy.

Changing the argument of the fiber contribution to I4 disables the ability of the
material to reduce its total energy by a more spherical deformation, due to the changed
energetic couplings. Simulations indicate that with this change the volume ratio stays
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constant, equal to unity, and the tangent Poisson’s ratio is kept close to 0.5 [-].
The unphysical response of growing lateral stretches in uniaxial tension has previ-

ously been reported in a different context by Ehlers and Eipper [1998]. Their setting
differs in two major points from the here used one: 1) they study isotropic materials
and 2) in contrast to the here made assumption of (near) incompressible materials, they
consider compressible materials with κ/µ = 5/3 [-]. Ehlers and Eipper report growing
lateral stretches when using strain-energy forms that use an additive split into devia-
toric and volumetric part equivalent to Equation (3.34) without a fiber contribution. For
axial stretches of up to λ1 = 10 [-] none of the three models W , H and R of this study
shows a growing lateral stretch when used without fibers (c3 = 0 [MPa], k1 = 0 [MPa]
and m1 = 0 [MPa], respectively). This was to be expected since here a ratio κ/µ as high
as 4400 [MPa] is used. The here reported unphysical response originates from the fiber-
reinforcement and is distinct from that studied by Ehlers and Eipper. The underlying
mechanism leading to this behavior, however, is the same: the total energy of the system
can be lowered with a more spherical deformation in case of a large tangent stiffness
related to the isochoric energy contribution.

The models using Ī4 and ζ̄ can reduce the fiber contribution to the stiffness by
volume growth and thus keep the condition number “moderate” (cf. Fig. 4.5). Using I4

instead, the fibers contribute according to their true stretch and generate large entries in
the stiffness matrix, thus leading to a dramatic enhancement of the condition number.
This is not the case for the model proposed by Rubin and Bodner, where an additive
split is applied to the log-energies (cf. Eq. 3.38); this formulation keeps the individual
contributions closer together. The price for this is a more involved physical interpretation
of each single term in the energy function as compared with the formulations using the
additive split of the single contributions of volumetric and isochoric deformation of the
isotropic ground substance and fiber stretch.

It has to be mentioned that if the true nature of a material is such that it combines
fibers of exponentially increasing stiffness with a soft matrix the increase of the con-
dition number corresponds to the physical reality and is therefore not bad or wrong a
priori. Its negative implications for numerics have to be solved on the computational side.

The choice of the argument of Ψ̄f also has consequences for the contributions of the
fibers to the stress and stiffness. The Cauchy stresses due to the fibers can be written
as

σ̄f ∼ F
∂Ī4

∂C
FT = J−2/3a− 1

3
Ī41, σf ∼ F

∂I4

∂C
FT = a. (4.12a,b)

Here a is the structural tensor in the actual, deformed, configuration. It can clearly
be seen that the use of I4 leads only to stresses along the fibers while using Ī4 induces
stresses with components perpendicular to the fiber direction. The latter does not cor-
respond to the idea of fibers behaving like uniaxial springs where 1) the resistance only
depends on the stretch and 2) the corresponding force is in the direction of the spring.
Also in the stiffness terms the use of Ī4 induces fiber contributions that are orthogonal
to the fiber direction.

A more detailed discussion about the implications of either using Ī4 or I4 on the
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coupling between isochoric and volumetric parts of deformation and stress can be found
in Sansour [2008].

The reported effect of undesired volume growth can be avoided by introducing spe-
cific constraints in the numerical scheme such as Augmented Lagrangians, which ef-
fectively entails a change in the actual model to a strictly incompressible one. The
alternative approach, here suggested, which preserves the near incompressible character
of the material, is to use I4 in place of Ī4 for the fiber contribution to the strain en-
ergy function. Weakening the principle of the additive split and allowing the fibers to
contribute according to the total deformation solves the problem on a constitutive level.

Remark From version 6.8 on, the material proposed by Holzapfel et al. is implemented
in ABAQUS (in a version that also accounts for fiber dispersion [Gasser et al., 2006]).
Considering the results obtained in this study it is interesting to see how the implemen-
tation in ABAQUS behaves when simulating the numerical example (cf. Sec. 4.1.2).

Results are sobering. Using a fully incompressible material (1/κ = 0 [1/MPa]) no
transverse growth is found, simulations crash when the Cauchy stress in axial direction
is in the order of 1019 MPa. If a nearly incompressible material is used (κ = κ∗) things
become worse. Lateral growth appears at rather the same critical stretch λcrit as found
in this study. Differences in the critical stretch might arise due to a different formulation
of the isochoric strain energy function. But still the non-physical effect is reproducible.
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Chapter 5
Optimal Specimen Design for Planar-Biaxial
Materials Testing of Soft Materials

Planar biaxial tests have become popular to complement classic uniaxial tests on soft
materials. For their ease of handling cruciform shaped specimen geometries are often
used. So far little research was done in the soft tissue community to improve the specimen
geometry with respect to materials parameter determination. Following the idea of Mönch
and Galster [1963] a numerical method to maximize the area of homogeneous equibiaxial
loading is presented. The findings of the study suggest that already a low number of slots
in the sample limbs help to increase this area significantly.

In order to characterize soft materials like rubbers or biological tissues, planar-biaxial
tests have become popular to complement classic uniaxial materials tests. It is known
that the latter only are not sufficient to fully characterize the materials response [Bass
et al., 2004].

A first planar-biaxial test setup for soft biological tissues was presented by Lanir and
Fung [1974]. Ever since the interest in biaxial materials testing was growing in the soft
tissue community [Sacks, 2000]. An especially appealing feature of planar-biaxial testing
is that a typical setup (i.e. independent control of the two principal test axes) allows for
an elastic, isotropic and (nearly) incompressible material to assess its complete specific
strain energy potential, i.e. to test over the complete strain-space.

Starting in the field of metals testing, planar biaxial materials tests often use cruci-
form shaped specimen geometries for their ease of handling (e.g. clamping). Unlike in
other scientific communitiesi, so far little research was done in the soft tissue community
to improve the specimen geometry with respect to the model parameter determination
[Waldman and Lee, 2005]. Results from the field of metals testing cannot be applied
directly to soft tissue testing as here much larger deformations are considered.

Additionally to the challenge of large displacements that come with soft biological

iAbdul-Aziz and Krause [2006]; Demmerle and Boehler [1993]; Hardacker [1981]; Smits et al. [2006];
and others
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tissues, these often present an anisotropic behavior due to the presence of fibers. Wald-
man et al. [2002] studied the effect of different holding methods at square samples of
biological tissues. They found that suturing sample edges weakens the load response
compared to clamping the sample edges and relate this to the localized force application
in the first case [as well Waldman and Lee, 2002]. Waldman and Lee [2005] studied the
influence of the sample arm length for cruciform shape specimens and conclude that this
geometry is non appropriate for connective tissue testing.

What was not done so far is to optimize the cruciform sample geometry with respect
to the size of the biaxial area. This study focusses on isotropic soft elastic materials that
undergo large deformations. To maximize the biaxially loaded area it helps to slot the
limbs of the cruciform specimen [Mönch and Galster, 1963]. In this light, the specimen
geometry along with the force transmission into the specimen was optimized towards
uniformity of the induced strain- and stress-field in the test region by use of a numerical
optimization scheme.

The specimen shapes obtained by the in-silico study were realized as silicone sam-
ples. With these samples the predictions were verified by means of the displacement
fields obtained under equibiaxial stretch.

Most of the results presented in this chapter were presented at the 6th European
Conference on Constitutive Models for Rubber (ECCMR) Helfenstein et al. [2009a].

5.1 Motivation

In classic materials testing the forces and displacements at the clamp interfaces to the
specimen are measured. Based on these global measurements the local stress and strain
state in the specimens test region must be assessed in order to calibrate constitutive
models by means of regression analyses. This in turn implies that the states of strain
and stress in the test region must be compatible with the nominal stress and strain values
obtained from the global measurements, i.e. the clamp force divided by the corresponding
cross-sectional area and the displacement divided through the clamp to clamp initial free
gauge length, respectively. Therefore, appropriate design of the test setup and specimen
geometry is a fundamental prerequisite to materials testing in order to establish the
required well-defined state of strain and stress in the test region.

In contrast, one could argue that once the interface forces, displacements and the
probe geometry are known, the setup can be modeled within a finite element (FE)
framework and the material parameters determined from solving the inverse problem.
What follows demonstrates that this generally is not a suitable approach. To this end
an in-silico planar biaxial test is performed on two non-slotted cruciform specimen
geometries with different limb lengths, where the material behavior is prescribed as an
Ogden-type (cf. Sec. 3.3.1). A nominal stretch λnom = 1.3 [-] is applied equally to both
cruciform axes (equibiaxial tension) and the resulting reaction forces are computed at the
virtual clamp interfaces. The prescribed clamp displacements and the computed reaction
forces are then used to calibrate a third order Reduced polynomial (cf. Sec. 3.3.1) to the
test data by solving the inverse problem. The used material parameters and the results
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are given in Table 5.1 and figure 5.1, respectively.
When plotting the equibiaxial characteristic of the in-silico material

against the reduced polynomial fit for the short and long limbs, two observations become
apparent: 1) the results obtained from the planar biaxial tests on an regular cruciform
specimen do not predict the true equibiaxial material behavior, i.e. the obtained mate-
rial parameters are not associated with an equibiaxial state of deformation, and 2) the
results are specimen geometry dependent.

The observations can be explained, as the specimen test region is in a mixed defor-
mation mode; there exits no clear relation between the nominal stress and strain values
and the prevailing stress and strain fields. Thus a similar error is to be expected if the
constitutive parameters were estimated from the nominal measurements. Concluding,
this demonstrates the importance of the specimen geometry and the requirement for
explicit assignment of the model parameters to the mode of deformation in nonlinear
materials testing. These observations motivate appropriate design of specimens and the
general test setup such that the state of strain and the associated state of stress in the
test region become accessible by means of the available measuring data.

Typically, in planar biaxial test setups in-plane deformations are measured by means
of optical methods; the full kinematics is well-defined if incompressible material behav-
ior can be assumed. In order to obtain a significant relation between the global force
measurements and the local stress state, the homogeneous biaxial test region in the
mid-section of the cruciform needs to be maximized.

5.2 Methods

The problem of biaxial stretch in a homogeneous isotropic probe can be simplified by
several means: 1) the symmetries of the problem can be used such that only one quarter
of the specimen has to be considered1, 2) far away from the clamping the loading case can

1In fact, even only one eighth of the specimen would be sufficient. The problem herewith is that
boundary conditions defined in two different coordinate systems are necessary. These BCs meet in one
point, what causes problems to ABAQUS. In later studies a solution to this problem was found, it

Table 5.1: Material parameters found by calibration of a Reduced polynomial model on data
generated with an Ogden type material.

Ogdena µ1= 4.62 [MPa], α1= 3.95 [-]

µ2=−2.65 [MPa], α2=−0.8 [-]

RP, short limbs c1= 1.02 [MPa], c2=−0.51 [MPa], c3=0.55 [MPa]

RP, long limbs c1= 1.12 [MPa], c2=−0.35 [MPa], c3=0.46 [MPa]

aThe parameter set was obtained by calibration of the Ogden model with experimental data on
vulcanized rubber [Treloar, 1944] (the experimental data was rescaled in order to resemble data obtained
from biological tissues). Later use of the parameter set revealed its invalidity, it was found that under
quasi -uniaxial load the material starts to grow laterally; it does not grow laterally under pure-uniaxial
load.
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Figure 5.1: Comparison between the equibiaxial characteristics of the in-silico reference material
and the calibrated reduced polynomials (RP).

be considered as a plane stress situation. In addition to these two general assumptions
the study is restricted to the case of equi -biaxial loading.

Definition of the biaxial area

A point is assumed to be under equibiaxial and homogeneous load if

- its principal stresses do not differ for more than τ1 from each other and
- the mean principal stress does not differ for more than τ2 from the mean principal

stress at the center point.

The side length L of the maximum square that is inscribed to this set of points, without
including any other points, is called the size of the biaxial area (Fig. 5.2b).

Simulations

For the maximization of the biaxial areas size MATLAB (cf. App. D) optimization al-
gorithms were used in a framework developed by Hollenstein [2011]. As the cooperation
of MATLAB and the FE program ABAQUS (cf. App. D) is sometimes tricky some of
the adjustments made are explained in Appendix C.1.

Two algorithms from the optimization toolbox of MATLAB are used: an uncon-
strained nonlinear optimization (fminsearch) that uses a Nelder-Mead simplex method
[Lagarias et al., 1998] and a constrained genetic algorithm (ga) [Goldberg, 1989]. The

consists of disabling the consistency checking when the job is started (consistencyChecking=OFF).
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Figure 5.2: Quarter of a cruciform specimen: undeformed with parametrization of the ge-
ometry and boundary conditions (a) and deformed with area of points under equibiaxial and
homogeneous load (hatched vertically) and the biaxial area (hatched horizontally) (b).

genetic algorithm allows to define an initial population consisting of parameter sets and
the corresponding fitness values (errors). For parameter sets that cover a wide range of
the design space the size of the biaxial area L (and the respective error 1/L) were com-
puted at the deformed state with a global stretch of 1.5 [-]. The two tolerances τ1 and
τ2 were set to 5 % and 1 %, respectively. The twenty best parameter sets (corresponding
to the size of the initial population) were taken as initial population.

Both algorithms call a function that starts the FE software ABAQUS and that,
after termination of the simulation, computes the error defined as 1/L. After being
called ABAQUS starts a PYTHON script (cf. App. C.2) that generates the geometry,
assigns the material properties, meshes the geometry and initiates the FE computation.
In order to transfer the trial parameter set to ABAQUS, the MATLAB code writes them
in a text file that is read by the PYTHON script. Vice versa, the results from ABAQUS
(coordinates and principal stresses of all nodes) are written to a text file that is read by
the MATLAB routine.

Figure 5.2a shows the parametrization of the geometry with slots in the specimen
limbs. The symmetries with respect to the principal axes of the specimen are exploited
and only one quarter is simulated. The end of the limbs are clamped, displacements (∆)
are applied such that global stretches of 1.5 [-] are obtained. The fixed dimensions
a = 40 [mm] and b = 20 [mm] are half of the total size of the cruciform specimen and
half of the limb width, respectively. The set {wi, li, ui, di}, i = 1, . . . , n, parameterizes
one single slot. n is the total number of slots in a half limb. wi designates the width, li
the length, ui the distance from the slot to the limbs end and di the distance from the
centerline of the i − 1 slot to the centerline of the ith slot. d1 is the distance from the
limbs centerline to the centerline of the first slot.

Table 5.2 summarizes the constraints that are used for the parameters in the case of
the genetic algorithm. Condition C7 ensures that there is a ligament of at least 1.0 mm
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between two slots.
Simulations are done with quadrilateral two dimensional eight node biquadratic plane

stress elements (CPS8). The typical element size is set to 0.5 mm. Incompressibility is
assumed for the material, a typical assumption often made for soft biological tissues
and rubbers. The elastic properties are modeled as Neo-Hookean with an initial shear
modulus µ∗ = 2 [MPa].

Experimental validation

To validate the numerical results two silicone samples that correspond to the situation
without any slot and to the best solution with four slots per limb were fabricated. The
outlines follow the numerically obtained geometries, the thickness is 2 mm. In order to
clamp the samples correctly the limbs are made 15 mm longer. Aluminum casting boxes
were milled using a computerized numerical control machine. With this molds silicone
samples were cast (cf. App. D). The samples are fixed with custom made clampings
in our biaxial materials testing machine (cf. App. D) and tested with global stretches
up to 1.5 [-]. The displacements are captured by a digital camera installed over the
test area. Red chalk is used to produce a stochastic pattern on the surface such that
the displacement field can be determined using a digital image correlation software
(cf. App. D).

5.3 Results

First optimizations were done using the Nelder-Mead simplex method but it turns out
that the solutions of this optimization procedure stay in the very same region as defined
by the initial parameter set. Therefore we changed to a genetic algorithm.

Table 5.3 summarizes the best solutions with no, two, four and six slots per limb.
When no slots are present the size of the biaxial area is equal to 9.966 mm. Already two
slots give a significant increase of 242 %, L = 34.058 [mm]. Including more and more
slots the size of the biaxial area increases as well. In the solution with four cuts the
innermost slots do coincide (d1 = 0 [mm]) such that in fact only three cuts are present.
The best solution obtained with six slots raises L up to 38 mm. The second slot in this
solution is very short compared to the others (l2 = 1.815 [mm]) but neglecting this slots
degrades the length L to 23.292 mm (−39 %).

The left of Figure 5.3 shows the simulated displacement fields at the central part
of two configurations (only one quarter is shown). On top the displacement field where

Table 5.2: Constraints that are used with the genetic algorithm.

wi > 0.2 (C1)
∑n

i wi < 20 (C2)

li > 0.2 (C3) li > wi (C4)

ui > 0.2 (C5) d1 ≥ 0 (C6)

di > 0.5× (wi−1 + wi) + 1.0 for i > 2 (C7)
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Table 5.3: Results of the optimizations. The first column (]) indicates the number of slots per
limb.

] L [mm] wi [mm] li [mm] ui [mm] di [mm]

0 9.966

2 34.058 2.938 15.569 5.306 5.722

4 36.066 1.133, 3.000 15.750, 18.000 4.000, 2.000 0.000, 7.000

6 38.000 1.214, 1.402, 18.427, 1.815, 1.977, 18.250, 2.488, 3.326,

1.862 18.013 2.328 4.088

no slots are used (a): it can be seen, that only a rather small area with a side length
of approximately the above mentioned 5 mm can be considered as equibiaxially loaded.
In contrast to the case where four (three) slots per limb are simulated (b), here the
homogeneity of the deformation increases significantly.

These in-silico results are in good agreement with the experimental results shown
on the right of Figure 5.3.

Since the stiffness of the limbs is smaller than the stiffness of the central part, the
global stretch of 1.5 [-] is not fully regained at the center part where local stretches in
the order of 1.3 [-] are obtained.

Figure 5.4 shows the results of a study of the force flux in the specimen without
and with four slots per limb (the forces are normalized with the maximum value of the
respective applied total force). The imposed force at the clamping is partially transferred
to the biaxial area. Without any slots 14 % of the total force are transferred, using four
slots increases the ratio up to 62 %. This ratios are not constant and change, in the case
with four slots, for approximately 4 % over the whole deformation process (1 % in the
case without any slots). The standard deviation of the force acting on different sections
in the biaxial area is in the range of 0.7 % of the mean force amplitude.

5.4 Discussion

A point is considered under equibiaxial and homogeneous load if its principal stresses
do not differ for more than τ1 = 5 % and the mean stress at that point do not differ
for more than τ2 = 1 % from the mean stress at the center point of the probe. The size
of the biaxial area is measured by the side length L of the largest square inscribed to
that area that contains no other points. The homogeneous equibiaxial deformation of a
square can be described analytically such that an analytical regression analysis can be
envisaged.

A cruciform specimen geometry with a total width of 80 mm and a limb length of
20 mm each is used, such that the central region of 40× 40 mm2 results. The arms ends
are clamped and displacements of 20 mm are applied to each (such that global stretches
up to 1.5 result).

For a non-slotted specimen the biaxial area L has a size of 9.966 mm at that stretch.
A consequence of this small biaxial area is that only little of the specimen is under
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Figure 5.3: Displacement fields observed in the simulations (left) and experiments (right):
sample without any slots (a), sample with 4 slots per limb (b).
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Figure 5.4: Evolution of the imposed force, the mean force that goes through the biaxial area
and the ratio thereof with the global stretch. (◦: specimen without slots, ×: specimen with 4 slots
per limb)

biaxial load and the global response is dominated by other load cases. Only 14 % of the
global force goes through the sections of the biaxial area.

In order to increase the size of the biaxially loaded area Mönch and Galster [1963]
proposed to cut slots in the specimen limbs. Adapting their idea to numerical optimiza-
tion methods allows to search for non intuitive optimal solutions for the positioning and
size of the slots. The best solution found with two slots per limb increases the size of the
biaxial area by 242 %. This means that a larger portion of the specimen is effectively
under biaxial load. Including up to four more slots increases the size of the biaxial area
by another 11 %. The solution with six slots shows that rather small changes influence
the solution significantly. Omission of the two smallest slots with a length of only 10 %
of the next longer slots degrades the solution by 39 %.

The left of Figure 5.3 shows the computed displacement fields for the two configu-
rations with no and with four slots per limb. As expected from the computed sizes L
the deformation field for the latter configuration is much more homogeneous for a larger
area.

A comparison with the experimentally determined deformation fields (on the right
of Fig. 5.3) shows a good (qualitative) agreement and verifies the in-silico study.

In case of the geometry with four slots the ratio between the global force and the
force acting on the sections of the biaxial area is significantly increased compared with
the situation without any slots (62 % vs. 14 %). This finding suggests that most of the
global force is held by the biaxial area and that the influence of modes other than
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equibiaxial is reduced. With ongoing deformations the force flux varies only negligibly
considering other imprecisions that occur during soft tissue testing. Unfortunately this
small variation is due to the material chosen for the simulations and not an overall
property.

5.5 Conclusion

Material parameters determination from planar biaxial materials testing needs knowl-
edge of the local strains and stresses at the biaxially loaded part in the specimen. As
shown in Section 5.1 fitting global displacements and forces acting on cruciform spec-
imens only can lead to significant errors. Local strains can be measured by optical
methods and are therefore directly accessible. This is different for the local stresses,
their value has to be estimated from the global forces measured at the clampings.

The ratio between global forces and local stresses depends on the geometry of the
specimens and, for the case of nonlinear material behavior as well, on the material
parameters. Linear elastic materials are a special case, where the latter dependency
does not hold. For such materials Demmerle and Boehler [1993] presented a specimen
shape for which the local stress equals the nominal stress.

For soft biological materials that have generally a nonlinear mechanical behavior this
dependency of the ratio between global and local forces can be minimized by enlarging
the biaxial area. A large area under biaxial load ensures that most of the force flux
passes it and therefore the dependency of the ratio becomes smaller. If, in addition, the
stress field in the biaxial area is homogeneous the stresses can be determined from the
globally acting forces.

Following the idea of Mönch and Galster [1963] a numerical method to maximize the
area of homogeneous (equi-) biaxial loading in cruciform shaped specimens undergoing
biaxial materials testing is presented. The findings suggest that already a low number
of slots helps to increase the biaxial area significantly.
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Chapter 6
Uniaxial Experiments with Anulus Fibrosus
Samples

Mostly shear and mixed deformation modes are present in the anulus fibrosus, but uni-
axial and biaxial deformed zones are present as well. Therefore the need to characterize
this tissue under several different loads. Eventually, feasibility reasons led to an uniaxial
characterization only.

Prestudies explored the influence of the aspect ratio and the sample alinement on
the outcome of uniaxial experiments. The compliance of the used force transducers were
quantified and the influence of freeze storage on the mechanical properties was qualified.

Circumferential anulus fibrosus samples were prepared from fresh ovine lumbar spines.
Experiments included displacement driven load ramps with intermediate relaxation phases
at defined strain levels. Interspecimen results are qualitatively but not quantitatively very
similar and show the presence of an initial toe-region, a distinct hysteresis and stiffen-
ing.

Although it is know that uniaxial materials tests only are not sufficient to fully
characterize the materials response [Bass et al., 2004] they are widely used for mate-
rials characterization. Starting with Wertheim [1847] the experience in characterizing
biological tissues in tension grew steadily leading to a well-understanding of this type
of test. Therefore it is not surprising that tensile experiments are also nowadays used
in biomechanics where a variety of tissues, including anulus fibrosus (AF) tissue, are
characterized uniaxially.

Section 6.1 gives an overview on the modes of deformation present in the AF and
motivates the experiments chosen to achieve. Also the reasons not to perform biaxial
or pure shear experiments are discussed. The following sections describe prestudies that
were conducted, the sample preparation, the experiments and eventually the results.
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6.1 Deformation modes in the intervertebral disc

As described in Section 2.3, the intervertebral disc (IVD) can be considered, in a first
approximation, as a vessel (the AF) filled with an incompressible medium (the nucleus
pulposus (NP)). Under an axial load the height of the IVD decreases, the incompress-
ibility of the NP forces the AF to bulge radially outward in order to maintain its volume
(cf. Fig. 6.1). In practice things are more complicated, just to mention a little of the
complexity: the IVD is not cylindric nor has it a constant height, the AF has a vary-
ing radial thickness and its tissue is strongly anisotropic. Though the question is what
the stresses and strains look like in a real geometry with (approximately) the correct
mechanical properties.

In anticipation of Chapter 9, where the finite element model is presented in more de-
tails, the results of some simulations shall be presented. For different anatomical motions
of a (ovine) functional spinal unit (FSU) the strain and stress fields were computed. The
geometry of the model originates from a computer tomography scan of a real FSUs. The
vertebrae (Ve) are modeled as rigid bodies. The AF is divided into ten circumferential
layers for which the elastic modulus of the collagen fibers increases linearly from zero at
the innermost layer to their largest values at the outermost layer. The fibers include with
the horizontal, circumferential direction angles of ±30◦. The constitutive model and the
according properties of the AF fibers and the ground substance are taken from literature
[Eberlein et al., 2001]. In short, the AF is modeled as an incompressible, anisotropic,
hyperelastic material and the NP as an incompressible fluid. For more details please
refer to Chapter 9.

Figure 6.2 displays the modes of deformation in terms of the invariant K3 (see
App. C.3 for more details about K3) for each of the motions axial compression (b), axial
torsion (c), flexion (d), extension (e), and lateral bending (f). The geometry was taken
from an ovine FSU, therefore the amplitudes of deformation are adjusted to the range
of motion of the sheep spine (cf. Tab. 2.1). As it can be seen, the situation is totally
different from the ideal case of a circular AF. For a such under an axial load one would
expect a circumferential zone of uniaxial extension at the outer AF where the material
is stretched in peripheral direction while being compressed in axial and radial direction.
Figure 6.2b clearly shows that this is not true in an actual AF where a multitude of dif-
ferent deformation modes, ranging from uniaxial to biaxial extension, applies. Though
it is clear that a characterization of the mechanical properties of the AF tissue should
include all those deformation modes.

For experiments with AF samples three setups that activate different deformation
modes were evaluated. This are i) biaxial experiments with extension in circumferential
and axial direction, ii) pure shear experiments with a biaxial extension in circumferential
and radial direction and iii) uniaxial experiments in circumferential direction. Only
uniaxial experiments were eventually realized, the first two methods all showed severe
practical limitations that restrained their use, as explained hereafter:
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Figure 6.1: Schematic drawing of a quarter section of an IVD: unloaded (left) and under
axial load (right). The external axial stress σa is counterbalanced by an internal pressure p
(top right). Under the pressure p the AF bulges radially inducing circumferential stresses σθ
(bottom right). (The proportions of the stress values are taken from Nachemson [1966a].)

Biaxial experiments are a popular complement to classic uniaxial materials tests
from which is known that they only are not sufficient to fully characterize the materials
response [Bass et al., 2004]. Bass et al. used biaxial materials experiments to characterize
the constitutive response of human AF tissue with some success. They used cruciform
shaped specimen where in (anatomical) axial direction the vertebral bone was retained
such that the bone could be clamped. The acquisition of a biaxial materials testing ma-
chine for our laboratory led to a study about the optimal specimen shape (cf. Chap. 5).
From this study it got clear that simple cruciform shaped specimens are not sufficient
to get meaningful results. More engineered shapes should be used in order to get appro-
priate responses that can clearly be attributed to the biaxial materials response. This
results and the smallness of the possible AF samples led to the conclusion that biaxial
experiments were not feasible within this work.

Pure shear experiments require a much simpler equipment than the classic biaxial
tests to produce a multiaxial stress response as well [cf. Hollenstein et al., online first].
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(a) undeformed
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−1 biaxial extension
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(d) flexion (e) extension
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Figure 6.2: Modes of deformation for different postures, predicted by finite element simulations.
Since the AF is (almost) symmetric with respect to the median plane only half of it is shown.
Undeformed geometry (a), 10 % axial compression (b), 1◦ axial torsion (c), 4◦ flexion (d),
4◦ extension (e) and 4◦ lateral bending (f).
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A materials testing machine with only one axis of actuation, as for uniaxial materials
testing, suffices. In contrast to uniaxial experiments where, in order to allow free con-
traction in the sample center, long and thin samples are clamped at their long ends, in
pure shear tests short and thin but broad samples are clamped along their long side.
This is done in order to prohibit lateral contraction as much as possible such that a
biaxial stress state develops. Long samples of the AF can only be obtained with the
long side along the circumferential direction. Though, for the short and thin dimension
only the axial and radial directions are left. It is not appropriate to pull along the radial
direction since laminae from the AF would separate. Therefore the (anatomical) axial
direction had to be the direction of load application. But as the height of the AF is in the
order of some millimeters only this dimension would be very small. Clamping problems,
especially slippage, would influence the experimental results. This major problem would
be accompanied by problems with sample preparation and, as the samples would need
to be extremely thin, the difficulty to prevent dehydration.

Uniaxial tensile tests on AF strips are motivated by findings of Shah et al. [1978]
who demonstrated experimentally the existence of tensile circumferential strains on the
AF surface. An argument that justifies the number of mechanical characterizations of
the AF-tissue in this direction.i

The AF is, as described in Chapter 2, build up by several concentric layers (lamellae)
of a transversely isotropic material. Holzapfel et al. [2005] find “that the single lamella
is the elementary structural unit of the anulus fibrosus” and study consequently the
unilamellar mechanical properties in fiber direction, as did Skaggs et al. [1994]. The low
number of studies that used unilamellar samples (with Panagiotacopulos et al. [1979]
only three were found) might be explained by the difficulty to separate the individual
layers; most studies are done with multilamellar samples.

Due to the problems related with the realization of biaxial or pure shear experiments
it was decided to relinquish these and to concentrate on uniaxial experiments with
multilamellar AF strips cut in circumferential direction.

6.2 Pre-studies

Before the actual experiments were realized four pre-studies were carried out with the
aims to: i) quali- and quantify the errors admitted if the true (quasi-uniaxial) experi-
ments are approximated by purely uniaxial stress states, ii) estimate the error in the
strain calculation if the samples are not perfectly aligned with the tensile axis, iii)
measure and verify the compliance of the force transducer and iv) qualify the changes
induced by the freezing process used for storage and sample preparation.

iEbara et al. [1996]; Elliott and Setton [2001]; Galante [1967]; Hirsch and Galante [1967]; Panagio-
tacopulos et al. [1987]; Wagner and Lotz [2004]; Wu and Yao [1976]
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6.2.1 The influence of the samples aspect ratio

The question is what the error will be if a real experiment, where the sample is clamped
and lateral contractions at the grips are prohibited, is interpreted as a perfect uniaxial
experiment where only axial stresses occur. This was analyzed by taking into considera-
tion a homogeneous, isotropic sample with a given initial length L0 and cross-section A0

(cf. Fig. 6.3).

From the experiment only the initial free clamp length L0, the clamp displace-
ment ∆L and the clamp force F ∗ are known. If a uniaxial stress state is assumed,
the strain ε = ∆L/L0 is constant over the length of the sample. In the case of a quasi-
uniaxial stress state the strain is no longer constant but depends on the position. Near
the clamps the axial strain, due to the constraint lateral contraction, will be smaller
than ε. In order to get a total change in length of ∆L the strain at the center ε∗ has
to be larger than ε. This means that, if the real quasi-uniaxial test is assumed to be a
uniaxial one, the true strain ε∗ at the center will be underestimated.

If, as in the present work, calibrations of constitutive models are done by means of
displacements and forces, it is of interest to know what the forces are in comparison
with the uniaxial case. The total energy of the quasi-uniaxial system is higher than of
the uniaxial system. This can easily be seen by the fact that the uniaxial system can
be transformed into the quasi-uniaxial system by additional lateral forces. As the total
energy of the systems is given by the outer forces F and F ∗, respectively, times the
displacement ∆L the force F ∗ has to be higher than F .

Therefore, if the experiments are calibrated with an uniaxial model, the material
stiffness will be overestimated.

Given a constant cross-section, the influence of the clamping will become smaller
and smaller if the sample becomes longer. Though, as the aspect ratio (length:width)
grows the closer the two systems get and the smaller the error made by the assumption
of an uniaxial stress state becomes.

It is clear that the precise errors will depend on the material itself. To get an idea of
the order of magnitude, finite element simulations were run assuming an incompressible
Neo-Hookean material. The aspect ratio of the samples was varied between 1:1 and 10:1.
As can be seen in Figure 6.4a the true stretch at the center λc can reach much higher
values than would be assumed by the stretch derived from the grip to grip separation λg.
For higher aspect ratios the error becomes smaller, reaching 1 % in maximum for the
aspect ratio 10:1. The same holds true for the forces (cf. Fig. 6.4b), where at an aspect
ratio of 10:1 the total force in a quasi-uniaxial experiments is only 1 % higher than the
force would be for an uniaxial experiment at the same stretch level.

6.2.2 The alignment of the sample

The samples alignment with the tensile axis has an influence on the true stretch “felt”
by the sample. Lets assume that one end of the sample is clamped with an offset d from
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Figure 6.3: Comparison between two deformations where in one acts a uniaxial stress state
while in the other a quasi-uniaxial stress state is present.

the tensile axis that is defined as going through the clamped area at the other side of
the sample (Fig. 6.5). If the clamps have an initial grip to grip separation of L0 and after
displacement a separation of L then the computed (nominal) sample stretch would be
λn = L/L0. The (true) stretch experienced by the sample λt = l/l0 is smaller, depending
on d or α0, respectively. The relation between the nominal and the true stretch is given
by the formula

λt =

(
L2 + d2

L2
0 + d2

)1/2

=

(
λ2

n + tan2[α0]

1 + tan2[α0]

)1/2

. (6.1)

As can be seen from Figure 6.5b the error is small, even for unrealistic large misalign-
ments of α0 = 20◦. In real experiments offsets of 1 mm might be possible, with a free
sample length of about 15 mm, as in the later experiments, the error is smaller than 1 %.

6.2.3 The compliance of the force transducer

The compliances of the force transducers were shown to be non negligible for two of the
three used force transducers. The 10 N force transducer (AST KAW-S 10N, cf. App. D)
that was used for the qualification of the effects of freeze storage has a specified nominal
measurement displacement of 0.3 mm. A check with a laser interferometer (opto NCDT
2000-10, cf. App. D) emphasized that this value is about 2.5 times too low, the true
nominal measurement displacement was found to be around 0.865 mm, i.e. a compliance
of 0.0865 mm/N.

The values of the 50 N force transducer (AST KAP-S 50N, cf. App. D) instead, for
which the data sheet declares a nominal measurement displacement of 0.25 mm, i.e. a
compliance of 0.05 mm/N, was verified.
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Figure 6.4: Visualization of the errors made if a quasi-uniaxial tensile experiment is approxi-
mated by a purely uniaxial one: ratio of the true stretch at the center λc and the stretch derived
from the grip to grip separation λg (a) and ratio of the total force in a quasi-uniaxial tensile
test Fq and the total force in a purely uniaxial one Fu (b).
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Figure 6.5: Error in the calculation of the (true) stretch if the sample is not properly aligned
with the tensile axis: sketch of the situation (a) and graph with the ratio of the true stretch λt
and the nominal stretch λn (b).

Furthermore, these measurements showed that the compliance is a constant in good
approximation and can be corrected. The grip to grip separation from which the sample
stretches were computed are corrected by the force times the corresponding compliance.
This can clearly be seen in Figure 6.6a where at the relaxation phases, not only the force
decreases but the stretch increases. This increase in stretch comes from the fact that
the samples relax, and therefore smaller forces act on the force transducer such that
it retracts a little bit. This means, on the other hand, that the relaxation experiments
were done with a (slightly) changing stretch.

6.2.4 Effects of freeze storage

Freeze storage that lasts for some days or months is common practice and helps to
maintain the in-situ water content during storage [Elliott and Setton, 2001]. A second
reason to congeal samples is their preparation. The softness of many biological tissues
is a problem when well-defined sample geometries have to be cut; solid tissues are much
easier to shape. Only one study was found where fresh specimens were used [Holzapfel
et al., 2005].

Freezing might damage tissues due to ice formation as shown by Rubinsky et al.
[1990] at the example of liver tissue. Effects of freeze storage for IVD tissues and FSUs are
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controversially discussed, some studies report no influence of freezing on the measured
mechanical properties while others found differences. Hirsch and Galante [1967] tested
AF samples in uniaxial tension with the conclusion that freezing under dry ice snow
(for short periods) and thawing at 100 % humidity preserves the mechanical properties.
Studies that analyzed FSUs that were freeze stored for up to seven months did not
find any changes in the mechanical responses [Gleizes et al., 1998; Panjabi et al., 1985].
Hickey and Hukins [1979] investigated with X-ray diffraction the effect of different types
of freezing (immersing specimens in liquid nitrogen and putting them in a freezer) on
the arrangement of collagen fibrils in the AF. They could not detect any disruptions in
the fiber arrangement.

In contrast, Evans and Lissner [1959] found that freezing might stiffen tissues. Bass
et al. [1997] tested the effect of freezing on the long term creep response of FSUs and
found permanent and not recoverable changes for the frozen samples. Nonetheless it was
found that the elastic behavior was not significantly affected. The measured differences
to previous studies are attributed to the fact that in their study the long term response
was measured and not responses for short terms.

Due to this controversial discussion about the effects of freezing it was decided to
qualify the changes by own means. This was done by measuring AF tissue samples in
uniaxial tensile experiments before and after freezing such that any existent differences
should be visible in the force-displacement diagrams.

The same samples were characterized before and after freezing. As cutting in the
fresh state is unhandy, samples were tested as they were dissected from the spine
(cf. Fig. 6.7b). Though, their geometry was not well defined and results between dif-
ferent samples cannot be compared, but still, a comparison of the results of one sample
before and after freezing is possible. In order to minimize the influence of clamping and
unclamping samples were gripped only once and frozen with the clamps.

The preparation and experimental protocol was the following: Dissection of the sam-
ples from the spine and subsequent cutting in a roughly oblong shape. This samples
were gripped with custom made clamps. To ensure a good positive locking the inner
sides of the clamps were faced with rough sandpaper. Clamping forces such that the
samples were slightly squeezed were applied. Samples with clamps were mounted in the
materials testing machine and measured twice. Displacement ramps with 0.1 mm/s were
applied until a maximum force of 5 N, once this force was reached a relaxation phase of
about 60 s followed. For a 15 mm long sample the speed of 0.1 mm/s results in a stretch
rate of approximately 0.7 %/s what is within the range of strain rates reported in litera-
ture where rates from 0.009 %/s up to 2 %/s are reported [Holzapfel et al., 2005; Skaggs
et al., 1994]. After the first run samples were allowed to relax for about 4 minutes at an
undeformed state before the second run was started. Samples were wetted with saline,
using a pipet, before and after each run.

After two consecutive runs the samples and the clamps were deep frozen at −30 ◦C
for about 30 minutes (one sample was frozen for even 5 days). In order to prevent de-
hydration, specimens were sealed in plastic bags. 30 minutes were more than enough to
freeze the samples to the core. Following, the samples were thawed in a saline bath at
room temperature and tested again twice.
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As all samples had different lengths, and therefore the force-displacement charac-
teristics could not be compared directly, the sample stretch was computed. In order to
do so, the initial lengths of the samples were determined in the postprocessing. A limit
force of 0.01 N, that is thought to be negligible, was defined, the sample length at this
load was taken as initial length.

The results of the five specimens that were characterized with this protocol are shown
in Figure 6.6. Since the geometry of the specimens are neither constant in shape nor
in geometry results needed to be somehow normalized to be comparable between the
specimens. The result of the first run of each sample was scaled such that the maximum
force and the related stretch or time points coincide with the mean maximum force and
related mean stretch and mean time points. The three subsequent results were scaled
with the same factors. In this way it is possible to compare qualitatively relative changes
due to the freezing and unfreezing process.

As can be seen in both sub-diagrams (a) and (b) of Figure 6.6 no clear difference
in the responses of fresh and unfrozen specimens can be detected. This is true even for
the sample that was frozen for 5 days. If differences exist, the are hidden in the general
scatter. Therefore it was concluded that freezing for storage and preparation purposes
does not influence the mechanical behavior in an unacceptable way.

6.3 Sample preparation

Fresh lumbar sheep spines were obtained from the Veterinary Clinic of Zurich, Switzer-
land, few hours after euthanasia. Tissue harvesting, preparation and experimentation
was done as soon as possible after exitus in order to minimize the post mortem changes
as it is known that biological tissues and especially soft biological tissues lose their
in-vivo characteristics and degenerate after exitus [Fitzgerald, 1975]. For IVDs, that
contain mainly water and proteoglycans, sources of degeneration are dehydration and
the breakdown of the proteins. Both processes can be decelerated or even stopped by
keeping the samples moist and cool.

The spines were often in their surrounding muscular tissues, rarely the butcher al-
ready dissected the spinal column. The lumbar spines were brought to our laboratory
and, if necessary, dissected by use of a scalpel. Soft tissue adhering to the IVD was
removed until the diagonal orientation of the AF collagen fibers got visible. Afterwards,
anterior portions of the IVD were excised with a scalpel (cf. Fig. 6.7a). To do so, cuts
were made in parallel to the caudal and cranial endplates of the neighboring Ve, this
procedure mostly resulted in wedge like pieces with AF tissue at the thicker (outer)
side and some NP tissue at the thinner (inner) side. The dispensable NP tissue was cut
away. Due to the kidney shape of the IVD cross-section these wedges were rounded at
their outer side (cf. Fig. 6.7b). In the following the samples should be die-cut to rectan-
gular samples with the long side in parallel with the lamellae. In order to facilitate the
stamping samples were stretched and pined with needles onto a piece of styrofoam. The
styrofoam was packed in a sealed plastic bag and frozen at −30 ◦C until experimenting.

A custom built stamping instrument was used to die-cut the samples (cf. Fig. 6.7c).
It was designed such that two razor blades can be arranged in parallel with a given

67



CHAPTER 6. UNIAXIAL EXPERIMENTS WITH ANULUS FIBROSUS SAMPLES

0.9 0.95 1 1.05 1.1 1.15

0

1

2

3

4

5

stretch [-]

fo
rc
e
[N

]

fresh
unfrozen

(a) force vs. stretch

−20 −10 0 10 20 30 40 50 60 70 80 90 100 110

0

1

2

3

4

5

time [s]

fo
rc
e
[N

]

fresh
unfrozen

(b) force vs. time

Figure 6.6: Comparison of the mechanical response of samples that were tested fresh and
unfrozen: force vs. stretch (a) and force vs. time (b). A • marks the results of a sample that
was frozen for 5 days.
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distance in between that can be adjusted by means of intermediate flat blanks. Die-
cutting was done minutes before measuring when the samples were still in a (semi-)
frozen state. The samples were first stamped in the radial-circumferential plane, turned
by 90◦, and then die-cut in the axial-circumferential direction. In this manner specimens
with square cross-sections were produced. If the samples were still deep-frozen during the
stamping process, sometimes it happened that the razor blades bent outward, resulting
in unprecise cross-sections.

Due to the small size of the samples (the samples had cross-sections of 1.5× 1.5 mm2)
unfreezing was very fast and minutes after removal from the deep-freezer they could be
characterized.

6.4 Experiments

Tensile experiments were done at the Balgrist University Hospital (Zurich, Switzerland)
on a standard uniaxial materials testing machine (Zwick 1456, cf. App. D) equipped with
a 50 N load transducer (AST KAP-E 50N, cf. App. D). Displacements were measured by
means of an external extensometer (Zwick Multisens, cf. App. D) for reasons of accuracy
(cf. Fig. 6.7d). The lower arm of the extensometer was attached to the lower clamp and
the upper to the upper part of the force transducer. It could not be attached to the
upper clamp directly since the extensometer would disturb the force reading. Though
it was necessary to correct the recorded grip-to-grip distance by the compliance of the
force transducer.

The raw samples were taken out of the freezer and cut into strips with 1.5× 1.5 mm2

cross-section,1 as discussed in the previous section. These strips were mounted in cus-
tom made clamps, the compressive force was chosen such that the samples were slightly
squeezed; sandpaper glued to the clamp surfaces increased the force locking. Subse-
quently the sample and clamps were mounted in the materials testing machine. Right
after, and at all the following times, when no measurements were made, the sample was
dipped with saline such that it was always covered by a fluid film.

The experimental protocol was designed to include three displacement driven load
ramps with a specific strain rate up to given strains and 90s relaxation just afterwards.
After the last relaxation the jaws were closed such that the sample could relax for
2 minutes. Due to its viscous nature the tissue will regain its initial properties with
time [Galante, 1967]. This protocol was driven five times for each sample. After the
experiments the samples were freeze stored once more until the determination of their
cross-sections.

The five cycles were taken as preconditioning phase. After the first four cycles the

1For homogeneous and isotropic materials exist standards that prescribe the exact shape of the
specimens [e.g. EN ISO 527, Europäisches Komitee für Normung, 1995 – 1997]. For several advantages,
these material classes are often tested with dumbbell shaped specimens: 1) clamping forces are well
distributed due to the wider ends, 2) stresses are concentrated at the central part where a uniform stress
state dominates and 3) samples fail at the center part. Volumes four and five of standard EN ISO 527
cover isotropic, anisotropic and unidirectional fiber-reinforced synthetic composite materials. For those
classes of materials rectangular shaped specimens are prescribed.
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(a) Spine where the samples
were excised from

Figure 6.7: Detail of a spine
section where the samples
were excised from (a). A
typical sample before it was
pinned on styrofoam (b).
Custom made stamping de-
vice (c). Sample clamped in
the materials testing ma-
chine: custom made clamps,
load cell and extensome-
ter (d).

(b) Excised sample from the AF

(c) Custom made stamping device

(d) AF sample mounted in the materials testing machine
(photo taken by J. Hunger)
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material was said to be preconditioned such that the last cycle would represent the
“trained” material response.

In order to determine the initial length of the samples, they were, after being mounted
in the materials testing machine, stretched up to a force of 0.01 N. The clamp to clamp
distance at this force level was taken as the initial sample length L0. As the control
software of the testing machine does not support strain rates as driving variables but only
velocities, the initial sample length was used to calculate the needed grip displacement
velocity such as to obtain the desired strain rate of 1 %/s: v = ε̇ × L0. The initial
sample length determined as well the three holding points (given as absolute positions)
at 12.5, 15 and 17.5 % strain, respectively. First tests runs with this protocol showed
that the samples did, after one cycle, not return to their initial length but stayed longer.
Though for the final experiments it was decided to account for this changes in length by
measuring the sample length for each cycle a new, including a change of the velocities
and the holding points.

The strain rate of 1 %/s was chosen according to the literature in order to render
the the experiments quasi-static. Fujita et al. [1997] performed pilot studies with strain
rates ranging from 0.005 %/s to 50 %/s and did not find any dependency of the stress-
strain behavior on the strain rate. This findings are second by Holzapfel et al. [2005]
who reports only a small dependency of the tensile behavior on the strain rate.

Cross-section areas were determined under a microscope which can take digital
images (cf. App. D). From the frozen samples five cross-sections were cut at different
locations that were stored in saline. Just before taking a picture under the microscope
the sections were taken out of the saline and their surface dried. This had to be done
quickly since the small portions dehydrated very fast. The software AxioVision allows
the measurement areas in the pictures taken. The five measurements were averaged such
that a mean cross-section area was determined.

6.5 Results

The mean free sample length (±standard deviation) averaged over all measured samples
and all cycles was 15.6±2.3 mm. The cross-sectional areas measured by use of an optical
microscope were much larger than envisaged (cf. Fig. 6.8). More importantly the areas
were neither constant nor were they square shaped. Nevertheless, the variabilities in
sample length and cross-section are comparable with the ones reported in literature
[Elliott and Setton, 2001; Fujita et al., 1997; Holzapfel et al., 2005].

Aspect ratios greater than 10:1 were realized and thus the approximation of the tests
with an uniaxial stress state are legitimate.

In total six samples were characterized with the protocol described in Section 6.4.
One of the experiments had to be discarded due to loose clamping which resulted in
slippage of the sample. Figure 6.9 shows the load-elongation and load-time curves for
one selected sample.
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Figure 6.8: Cross-sectional areas of the characterized samples; for each sample five cross-
sections were sized. The values on top indicate the average (±standard deviation) areas.

6.6 Discussion

The experiments were effectuated on AF samples with approximately 15 mm length
and nominal cross-sections of 1.5× 1.5 mm2. In a step after the experiments the actual
cross-sections were determined under an optical microscope.

The areas found were all much larger than expected, ranging from 6.66 mm2 up to
12.65 mm2, and not square shaped. Several sources were identified that could be part of
the problem: 1) the two coplanar razor-blades of the stamping tool bent outward while
cutting, especially if the samples were still deep frozen (observed at the sample prepara-
tion), 2) the film of saline covering the samples during experimentation might have led
to swelling [Hirsch and Galante, 1967] and 3) swelling might have taken place under the
microscope. Although the cross-sectional areas were larger than planned, aspect ratios
of more than 10:1 were obtained. Consequently, errors in the interpretation of the data
by assuming an underlying uniaxial stress state are small.

In other studies five [Holzapfel et al., 2005] to ten [Wagner and Lotz, 2004] precon-
ditioning cycles were used to assure that the specimens are well gripped and different
samples have the same load history (at least for a short time in the past). In the present
study five cyclic loadings were applied to all samples. Despite some convergence can be
observed, no steady state reactions were found at all. It seems that more load cycles
would have been needed to fully precondition the samples.
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and force vs. time (b).
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While the recorded load curves are qualitatively very similar they differ a lot in
absolute values. Not only the forces are different but the nominal stresses obtained
by dividing the forces by the respective cross-sectional areas as well. Finally the small
number of characterized samples makes it impossible to determine representative values,
e.g. for the stiffness. Therefore a measurement that is thought to represent a typical
behavior was chosen. The parameter determination explained in Chapter 9 was made
based on the data from this one sample.

Some observations that can be made concern the presence of

- a pronounced initial toe-region,
- a distinct hysteresis and
- an increase in stiffness from one cycle to the next.

At small deformations the load-elongation curves are characterized by an initial
nonlinear toe-region that is followed by a quasi-linear region. Such traits were already
described by many others for AFi and other collagenous tissues. This behavior can be
attributed to two different load mechanisms: in an initial phase the fibers are crimped
and mainly the matrix withstands the load while at higher strains the fibers are stretched
and in tension [Elliott and Setton, 2001]. As Wagner and Lotz [2004] point out, the toe
region might be important for smooth passage from the compliant compression regime
to the stiffer behavior in tension.

Integration of the area under the load curves showed that the energy dissipation
increases with the cycle number (only for one sample the dissipation was lower during
the fifth cycle than for the two previous ones).

The increase in stiffness from one cycle to the next can also be seen in the force-
time curves shown in Figure 6.9b. As well recognizable in this graph is the relaxation
behavior: while for the first cycles and for smaller loads 90 s are sufficient for the material
to relax, longer relaxation phases would be needed to reach equilibrium for higher load
at later cycles.

iEbara et al. [1996]; Elliott and Setton [2001]; Fujita et al. [1997]; Skaggs et al. [1994]; Wagner and
Lotz [2004]
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Chapter 7
Experiments with Functional Spinal Units

Ovine functional spinal units were characterized in longitudinal loading and bending. The
complex geometry of the vertebrae necessitated the design of special mountings in which
the vertebrae are ingrained. Validation of the mounting method and the used materials
testing machine provided valuable information for improvements of the experimental
equipment and procedures.

The final experimental protocols comprised cyclic tests with different load rates to
give insight into the viscoelastic properties of the tissue. Cyclic tests were repeated several
times in order to check for repeatability.

Results reveal typical characteristics for viscoelastic materials as are nonlinearity,
distinct dissipation and ratcheting.

Realistic simulations of organs and other biological tissues and structures are of in-
creasing importance for medical therapies and training. The key hereto is the qualitative
and quantitative understanding of the mechanical properties. In the last decades many
constitutive models for soft biological tissues were proposedi, some of them are rather
complex and use a large number of parameters. A way to assess the predictive power of
the various models is the comparison with sound experimental data. In this work the
viscoelastic properties of ovine lumbar intervertebral discs (IVDs) in axial loading and
in bending was determined.

The complex geometry as well as the small imposed displacements combined with
rather high forces and moments are to be treated. The two vertebrae (Ve) adjacent
to the IVD are mounted using custom made clampings where attention is paid not
to prestress the tissue. Extensive preliminary experiments were run with steel springs
in order to check the suitability of the used materials testing machine. No significant
compliance of the machine could be detected but a negative hysteresis in the response
to cyclic axial exitation. First experiments with IVDs gave an in-depth insight into the
underlying mechanics such that appropriate experimental protocols could be defined.

iArruda and Boyce [1993]; Ehret et al. [2010]; Elliott and Setton [2000]; Holzapfel et al. [2000];
Merodio and Ogden [2005]; Rubin and Bodner [2002]; Weiss et al. [1996]
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Eventually six functional spinal units (FSUs) were characterized in longitudinal load-
ing (compression and tension) and one in bending (flexion and extension). The obtained
results give insights into the viscoelastic properties; cyclic experiments with different
load rates reveal a distinct dependency on the strain rate. In Chapter 9 the data sets
gained by these experiments are used as test cases for a finite element (FE) model cali-
brated with data from uniaxial experiments on anulus fibrosus tissue.

Parts of what is presented in this chapter originate from a collaboration with M.
Hollenstein and O. Papes from the same laboratory and were presented at the 80th
Annual Meeting of the International Association of Applied Mathematics and Mechanics
(GAMM) (Gdansk, Poland, 2009). Thereof resulted a publication in the Proceedings in
Applied Mathematics and Mechanics (PAMM) [Helfenstein et al., 2009b].

7.1 Preliminaries

Several steps had to be taken before starting with the experiments with FSUs. The first
was to think of an appropriate mounting system that

- assures a good alignment of the samples,
- has a higher stiffness than the samples to be characterized and
- is free of any backlash.

To validate the designed mountings experiments with steel springs and on FSUs were
carried out. The resulting experiences led in several iterations to the final setup and
protocols including improvements of the mountings, the technique for the displacement
measurement and the protocol for sample preparation and experimentation.

7.1.1 The mounting

The experiments were performed on a standard uniaxial materials testing machine
(Zwick 1456, cf. App. D) which offers plug and socked connections that can be used
for fixation of (custom made) mountings (cf. Fig. 7.1a). This connections consist of a
plug on which the mounting can be put, a lateral fixation pin and a knurled nut to
exclude any backlash from the system. Depending on the force range to be measured
different interface sizes exist.

In several studies in which FSUs were tested in compression only, the upper and
lower Ve were cut to form two flat surfaces that were be used for the load application
[e.g. Virgin, 1951]. As in the present experiments tension is considered as well another
solution had to be found. Inspired by the literaturei, the mounting of the FSU is based on
the idea of ingraining the Ve in polymethylmethacrylate (PMMA) (cf. App. D). Hollow
cylinders that can be mounted on the testing machine (Figs. 7.1 and 7.2) are used as
pick-up. In order to increase the form closure between V and PMMA three wood screws
are screwed into the free vertebral endplates prior ingraining.

ie.g. Bass et al. [1997]; Costi et al. [2002]; Heuer et al. [2007]; Pitzen et al. [2002]
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(a) Version 1 (b) Version 4

Figure 7.1: Drawings of the first (a) and the fourth (b) version of the mountings. Figure (a)
shows as well the (small) plug and socket connection of the materials testing machine (including
plug, fixation pin and knurled nut).
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Figure 7.2: Custom made clampings are used for the experiments with FSUs. Sketch of the
mounting principle (a): three wood screws are screwed into the endplates of the Ve, screws and
bone are ingrained using PMMA. A steel ring is bolt from the top to pretension the polymer.
On the right a detail view of a mounted FSU (b).
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A drawing of the first version of these mountings is shown in Figure 7.1a. Basically
it consists of an aluminum cylinder that has on its one end a cavity in which the V is
ingrained (cf. Fig. 7.2, which shows the final mountings version). Four lateral threads
allow the fixation of set screws that hold the PMMA in place, which was thought to be
important for tension experiments. The bottom of this cavity has three threads that are
used to eject the sample after ingraining or experimentation.

7.1.2 Validation experiments

With steel springs

The compliance of the testing system was checked using steel springs (cf. App. D) in axial
loading experiments. Their stiffness (709 mm/N) was chosen such that it is similar to the
stiffness of an ovine FSU (determined in a first experiment to be around 955 mm/N).1

Two types of testpieces were used for those validation experiments. To measure the
compliance of the materials testing machine only, a spring was welded on steel adapters
(Fig. 7.3a). To test the whole system with the PMMA a spring was ingrained using
intermediate steel parts welded to it (Fig. 7.3b). With this arrangement the compliance
of the PMMA in series with the materials testing machine was measured. With both
testpieces cyclic uniaxial experiments were run with cycles centered at −450 N (com-
pression) and peak to peak amplitudes of 900 N in a displacement controlled mode at a
rate of 2 mm/s.

The validation experiment with a spring mounted on steel adapters allows to at-
tribute any measured compliance to the testing machine. Linear interpolation of cyclic
experiments reveals a very good accordance of the measured spring constant with its
declared value (708 mm/N measured vs. 709 mm/N declared). The materials testing ma-
chine is therefore supposed to have no significant compliance in the tested force range
from 0 to −900 N. A comparison of the measured minimum/maximum reversal points
with the targeted values (−903 N/3 N measured vs. −900 N/0 N defined) shows the abil-
ity of the controller to accurately drive the system with displacement rates up to 2 mm/s
at the given stiffness.

The experiments with the steel spring mounted on steel adapters and the ingrained
steel spring gave almost identical results. The conclusion thereof is the the PMMA
does not add a significant compliance to the testing system nor does it have any other
influence on the measured results.

Figure 7.4 shows the result of the cyclic experiment with the molded spring. The ten
cycles reveal a hysteresis with a width of 6 – 10 µm (corresponding to 4.25 – 7.08 N).
A closer look at the force-displacement data reveals that the force signal lags behind
the displacement signal by 0.15 s, indicating a negative hysteresis. A negative hysteresis
suggests that the sample generates energy every loading-unloading cycle, something
that is known to be non-physical (in contrast to a positive hysteresis that indicates a

1In fact, the true stiffness of the ovine FSU might even be higher. Smeathers and Joanes [1988]
report a reduced compressive stiffness of FSUs due to freezing that might relate with a change of the
osmotic pressure of the tissue.
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(a) steel spring welded to steel adapters

(b) steel spring ingrained in PMMA

Figure 7.3: Samples for the validation of the materials testing machine: steel spring welded to
steel adapters (a) and steel spring ingrained in PMMA (b).

dissipative process). The consequence of this finding is discussed in the second paragraph
of Subsection 7.1.3.

With a functional spinal unit

For the experiments ovine lumbar spines were obtained within 2 hours post mortem from
the veterinarian hospital (University of Zurich, Vetsuisse Faculty). In our laboratory
the Ve LV and LVI with intervenient IVD were dissected, surrounding muscular and
ligamentous tissues and posterior elements were removed. One V was ingrained in our
laboratory. To do so the cranial vertebra was held by a burette clamp such that the
transversal plane of the IVD was as horizontal as possible. The PMMA was filled into
the cylinder and let harden. Once the polymer hardened, the sample was ejected from
the mounting, sealed in a plastic bag and stored at −30 ◦C until testing.

Four days before the experiments the sample was taken out from the freezer and
allowed to unfreeze in a refrigerator.

The evening prior measuring the sample was mounted at the upper interface of the
materials testing machine and the lower V was ingrained. The moulding is done directly
in the materials testing machine such that any misalignment is excluded and the induced
pre-loads are minimized. After the time to harden the polymer, the position of the
machine traverse was adjusted such that the displayed force equaled zero. This position
was kept overnight until the experiments started the following morning. In order to keep
the samples wet, they were loosely wrapped in saline soaked gauze covered by cling film
(a measure that is also used by others, e.g. Huber et al. [2003]). All manipulations and
experiments were done at room temperature.

Studies on humans and baboons showed that peak forces up to 1.5 times the body-
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weight are supported by the FSU without any damages;i for sheep this suggests peak
forces down to −900 N. Therefore test protocols were designed such that this limit is
not undershot. With FSUs from different sheep the following types of experiments were
performed:

- cyclic experiments centered at −450 N with peak to peak amplitudes of 900 N and
a constant displacement rate of 2 mm/s,

- creep experiments at a force of −450 N, with a duration of 2 h,
- relaxation experiments with a peak force of −900 N and a duration of 1 h (begin-

ning after the creep experiments at −450 N).

Experiments are done at room temperature. In order to keep them moist they are
wrapped in a saline soaked gauze.

Figure 7.5 shows the results of a cyclic experiment with a FSU. It reveals the nonlin-
ear material behavior including nonlinear elasticity, viscosity and plasticity.
Above −200 N approximately, the stiffness decreases and approaches zero at 0 N almost.
A maximum (positive) hysteresis with a width of 14 – 16 µm occurs in the ten cycles.
This width includes the measurement induced (negative) hysteresis experienced in the
experiments with the steel springs. Therefore the material induced hysteresis might be
20 – 26 µm in reality. From cycle to cycle the FSU accumulates permanent deformation
which leads to a racheting towards a thinner IVD. This might be due to the high fluid
content of the IVD. The fluid is squeezed out during testing either through the outer
surface of the anulus fibrosus or through the vertebral end platens into the Ve [Huber
et al., 2007]. The fluid loss is possibly the reason for the observed highly viscous response
in the creep experiment (cf. Fig. 7.6), too. Even after 2 hours no significant deceleration
of the strain rate is observed.

The extreme deflections in the signal occurring after 2 hours of creep (cf. Fig. 7.6)
are due to a spontaneous destabilization of the controller, upon which the traverse of
the materials testing machine began to oscillate. This problem occurred unpredictably
several times after different test durations. Consultations with the manufacturer of the
materials testing machine revealed that the most possible cause for this behavior are
electro-magnetic waves due to a freezer operating nearby. The force-transducer cables
are not well shielded and act like antennas.2 As the creep experiments are done in a
force controlled mode, this unexpected changes in signal disturb the control loop of
the testing machine and the system begins to oscillate. In a displacement controlled
mode fluctuations in the force signal do not disturb the controller and have therefore no
influence on the control stability.

Figure 7.7 presents the outcome of 1 hour of relaxation: it is almost sufficient for
the sample to attain equilibrium. A comparison with a calibrated exponential function
shows that the force reached almost 10 % of the asymptotic force value that can be ex-
pected. Within 1 hour of relaxation the force drops by 53 % of the peak force (−900 N).
Relaxation experiments reach equilibrium much faster than creep experiments. There-
fore they could be used to determine the long term elastic properties of the FSU by

iLedet et al. [2000]; Nachemson [1966a]; Wilke et al. [2001]
2Newer machine versions are better shielded and this type of phenomenon should no longer occur.
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Figure 7.4: Result from a cyclic experiment with the spring molded in PMMA. By linear inter-
polation a stiffness of 708 mm/N is measured. The detail plot shows the sign of the hysteresis
(arrows) and its magnitude.
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Figure 7.5: Result from a cyclic experiment with a FSU. The last cycle is highlighted with
a dark line. Clearly visible: the softening at lower compressive loads, the hysteresis and the
racheting.
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Figure 7.6: Creep experiment with a duration of more than 2h; no equilibrium was attained.
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Figure 7.7: Relaxation experiment lasting for 1h. The force dropped by 53 % of the peak force,
equilibrium is almost attained. indicates the asymptotic force value.
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fitting series of equilibrium states at different deformations.

After this first test runs it got obvious that the displacement measurement had to
be improved. Besides this result from the obtained test data, the experiences with the
sample preparation and handling led to some changes.

7.1.3 Improvements

Mountings

A critical revision of the mountings design after first test runs led to improvements that
culminated in the last and final version of the mountings (version four, cf. Fig. 7.1b).
The main idea of a hollow cylinder remained but much else changed. The aluminum
from the first design was replaced by stainless steel. The interface size was found to be
insufficient for the high forces that were to be expected (in the order of 1 kN). Therefore
it was redesigned such that an 18 mm pin can be used to lock the interface. With this
interface the mountings can be attached directly to the 20 kN force transducer (GTM-K
20kN, cf. App. D). The cavity in which the Ve are ingrained was made less deep such
that less PMMA is used. A steel ring was introduced that is bolt from top onto the
hollow cylinder. The aim is to pretension the PMMA in order to avoid any backlash in
the mountings.

Displacement measurement

The negative hysteresis observed when measuring steel springs cyclically highlighted the
need for an improvement. A first step was the full understanding of the sources for this
phenomenon.

A negative hysteresis means that more energy is freed during unloading than was
put into the system during loading. Therefore it is certainly not an attribute of the
material response. An alternative description of hysteresis, besides its characterization
by its width, brings some insight. Hysteresis is nothing else than a temporal shift of the
displacement and force signal (cf. Fig. 7.8). If the displacement lags behind the force
a positive hysteresis results, if the contrary is true the result is a negative hysteresis.
In the above mentioned experiments the time by which the force signal lags behind is
approximately 0.15s.

Two possible sources for this behavior were identified and one was shown to be the
true one. The first mechanism could be that the force signal at a given time point is
correlated with the displacement signal of an other time point. This might happen if
data acquisition is not made correctly, something that can be excluded (in the observed
order of magnitude) for a commercial materials testing machine.

The second mechanism is some backlash in the drive mechanism for which is not
accounted in the displacement acquisition. And this is the case with the used materials
testing machine which uses a spindle to drive the traverse. The displacement of the
traverse on the other hand is not measured locally but is computed from the turns
of the motor driving the gear. So, what happens is the following: the motor begins

83



CHAPTER 7. EXPERIMENTS WITH FUNCTIONAL SPINAL UNITS
d
|f

[a
rb

.]

d [arb.]

f
[a

rb
.]

(a)

t [arb.]

d [arb.]

(b)

d [arb.]

(c)

Figure 7.8: Visualization of hysteresis (t: time; d: displacement [ ]; f : force [ ]). (a): no
hysteresis, force and displacement are in phase; (b): positive hysteresis, the force advances the
displacement; (c): negative hysteresis, the force lags behind the displacement.

to turn (and therefore some displacement is calculated for the traverse) but, due to
backlash, the traverse does not move until the backlash is not overcome. Since no real
displacement happens the first instant the force does not change either, therefore the
force lags behind the (computed) displacement. This mechanism holds especially for
load reversal points. The conclusion is to use alternative displacement transducers that
measure the displacements as close to the sample as possible.

The use of an external extensometer (Multisens, cf. App. D) brought the desired
improvements. The extensometer was placed such that it measures the change in the
free length between the two steel mountings.

Protocol for the sample preparation

One major change in the sample preparation raised from the first experiments with
FSUs. It was found that 24 hours of defrosting in a refrigerator is enough to unfreeze
the samples. The overnight stay mounted in the materials testing machine at room
temperature would remove any residual coldness inside.

In contrast to what is done in other studies [e.g. Goel et al., 1985], here the samples
are made ready as much as possible (dissection, casting of one side) before freeze storage.
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Though the final protocol for the sample preparation was the following:

- acquisition of fresh ovine lumbar spines,
- dissection of the FSUs (including LV-LVI, removal of surrounding muscular and

ligamentous tissues),
- detach the posterior elements,
- ingrain LVI in the lower mounting, taking care that the transversal plane of the

IVD is as horizontal as possible,
- ejection of the sample after the polymer hardened,
- wrap the sample with saline soaked gauze,
- seal the sample in a plastic bag and freeze storage until the experiments start,
- defrost the sample in a refrigerator 24 hours prior measuring,
- the evening before the experiments:

- insert the sample in the upper mounting,
- fix the mounting at the top interface of the materials testing machine,
- ingrain of the second V,
- wrapping the sample loosely with saline soaked gauze, covering all with cling

film,
- wait until the polymer hardened,
- position the traverse such that zero force results,

- start of the experimental protocol.

During all this steps care was taken that the sample does not dehydrate. The duration
for which the sample were in direct contact with ambient air was held as short as possible
and samples were repeatedly sprayed with saline.

Shortly after the mounting of the sample in the materials testing machine it was
loosely wrapped with saline soaked gauze and covered with cling film. Checks after the
experiments found the gauze still wet, therefore any dehydration of the sample seems
excludable.

7.1.4 Extension for bending experiments

Principle

The experiments should be realized with the same uniaxial materials testing machine
and the same mountings as the axial loading experiments. It was therefore necessary
to extend the setup such that moments can be induced. To this aim two lever arms
were used, see Figure 7.9. The lower mounting is directly attached to the traverse of the
testing machine. A lever arm is attached to the upper mounting such that a moment
can be applied to the disc by applying a force on it. The vertical force is applied via
a 50 N load transducer (cf. App. D) attached to a second lever arm fixed to the upper
machine interface.

The front (defined by the ventral direction of the FSU) of the lower lever arm is
designed such that only a point contact exists between the lever arm (which has a
convex surface) and the force transmitting cylindrical pin (cf. detail view in Fig. 7.9);
besides some friction only vertical forces are transmitted.
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With this setup two quantities are measured: the force applied to the lower lever
arm and by means of an additional extensometer the displacement of a point on the
rear end of the lever arm. For well definiteness of the contact points of the extensometer
with the lever arms flats are machined on the rear ends of the latter.

It is clear that with such a setup no pure moment can be applied to the disc.
The FSU is preloaded by the weight of the upper mounting and the lower lever arm
(approx. 2.5 kg), and additionally, it must support not only the induced moment but the
vertical load as well (up to 20 N). Taking the FSU stiffness in the order of 900 mm/N
into account, the vertical load of maximal 45 N is neglected.

Data evaluation is done as follows (Fig. 7.10 shows schematically all necessary geo-
metric quantities):

It is assumed that all parts behave as rigid bodies except for the IVD which can
bend and change length and the force transducer which has a known compliance cs

(cf. App. D). As the materials testing machine moves the traverse by δt the lower lever
arm will be translated, too. As this movement is restrained by the force transducer,
which complies with δs = Fcs, where F is the exerted force, the lower lever arm will
rotate around the contact point of the force transducer, though an angle α forms with
the horizontal. This rotation induces a vertical movement of the contact point of the
extensometer on the rear end of the lever arm such that the extensometer measures a
change in length δe.

Therefore the relative vertical positions of three points are known: 1) a point on the
rear end of the lever arm (measured by the extensometer), 2) the point of load incidence
of the force transducer (known via its known compliance and the measured force) and
3) a point on the traverse (measured by the built-in displacement transducer). With
the above mentioned assumptions about the possible displacements the rotation angle
α can be calculated:

α = arctan[
δe − δs

le0 + ls0
] = arctan[

δe − Fcs

le0 + ls0
]. (7.1)

Experiments with a steel spring

First experiments were done with the steel spring ingrained in PMMA described in
Section 7.1.2. Figure 7.11 shows one example result that was obtained for cycles between
±50 N, resulting in ±10 N m bending moment. A first observation is the small region
around zero angle with constant moment. In terms of displacements this are roughly
0.2 mm, which can be attributed to the backlash present between the lower and upper
sliding surfaces and the cylinder pin with which the force to the lever arm is applied
(see detail view in Fig. 7.9). As this “gap” is small and it takes not much time to traverse
it might be appropriate to neglect it or to correct the experimental data for it.

The second remark is the loop present on top of the loading curve in flexion. In some
experiments with the spring it was there, in others not. It is assumed that the existence
of this loop is a control issue and depends on the speed with which the traverse is driven
and on the stiffness of the sample. Eventually, it was not present in the experiments
with the FSUs.
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Figure 7.9: Drawing of the setup used for the bending experiments. The lower machine interface
is mobile: an upward translation results in flexion, a downward translation in extension of the
disc.
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Figure 7.10: Scheme defining all variables that are used for the interpretation of the bending
experiments. The traverse is displaced by δt. The sample is, by action of the lever arm, com-
pressed by h0−h and bent by α. Due to this bending the extensometer changes its length by δe.
The compliance of the force transducer cs is taken into account by δs = Fcs.
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Figure 7.11: Results of a bending experiments with a steel spring. Remarkable are i) the
horizontal segment around zero angle, ii) the loop at the top end of flexion, iii) the presence
of three different stiffness in extension and iv) the saw tooth pattern at higher moments.

Third, in extension (and in other experiments as well in flexion) three distinct stiff-
ness exist and therefore a hysteresis is present. As the steel spring is elastic the hysteresis
must have its origin somewhere in the test setup. The sharpness of the transitions from
one stiffness to the next indicates some kind of backlash problem. Up to date no solution
for this problem was found. For this reason it was decided not to use the full cyclic data
but just the loading curves.

Especially at the loading curves a saw tooth pattern can be observed. This was found
to be the effect of friction that acts between the sliding surfaces and the cylinder pin
with which the force is transmitted.

7.2 Protocols and results

The ambition of the experiments with the FSUs was to obtain a reliable data basis
for a comparison with predictions obtained by FE simulations. For this reason FSUs
were characterized in two different types of motions: 1) axial compression/tension and
2) flexion/extension. Both experiments include cycles with different deformation rates,
repetitions of the cyclic experiments give insights into the repeatability of the measure-
ments (plasticity).

For the final experiments, samples were prepared as described in Section 7.1.2.
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7.2.1 Axial loading

Experimental protocol

The detailed experimental protocol is given in Table 7.1, durations of each run were
estimated from a first experiment, the exact durations depend on the sample stiffness.
The setup including the sample mounting were prepared the evening prior measuring,
as explained in Section 7.1.2. This was done to allow the FSU to relax overnight at
its initial length (#0) and at room temperature. The initial length of the FSU was
determined by zeroing the load manually.

In order to prevent dehydration the samples were covered with loosely wrapped saline
soaked gauze whenever possible and especially during the experiments.

The first experiments were done in a compressive regime (which is the state in which
the IVD is mostly loaded [Koeller et al., 1984]). Cycles with three different displacement
rates (0.05, 0.5 and 5 mm/min) at forces between −900 N and −100 N were run (#1, #3
and #5). The limit forces were chosen according to findings on humans and baboons
who showed that peak forces up to 1.5 times the bodyweight are supported by the FSU
without any damages.i For sheep this suggests peak forces down to −900 N. Due to the
small speeds at the lowest rate only six cycles (otherwise ten) were run. Between two
cyclic runs the FSU was allowed to relax for 1 hour at its initial length (#2, #4 and #6).
After completion this protocol was rerun a second time (#7 to #12).

After completion of the experiment in the compressive regime, six cycles were run
that cover changes from the compressive to the tensile regime (and vice versa, #13).
Experiments were run with a displacement rate of 0.5 mm/min between −450 and 450 N.
The experimental protocol ends with six cycles in the tensile regime from 100 – 900 N
(#15) and a final relaxation phase.

The total duration (including the relaxation over night) was estimated to be about
27 hours; the effective durations were even shorter (about 23 hours). This duration is
comparable to other experiments that lasted for 28 hours [Smeathers, 1984].

In total six specimens were characterized with the above protocol. After experiments
specimens were removed from the materials testing machine and freeze stored for later
examinations.

Results

The absolute values of the measured quantities vary considerably from one sample to
the next (not shown). This might be explained by the variability of the FSU sizes.
In fact, the variability of relative measures is much smaller. If, for example, the max-
imum displacements measured in the first run of the cycles with 0.05 mm/min (#1)
are considered, the standard deviation is rather high: 0.71±0.3 mm (average ±standard
deviation). But if the changes of the maximum displacements from the first to the sec-
ond run of the cycles (#1 and #7, respectively) are considered, the variability is quite
small: 1.08±0.02 –.

iLedet et al. [2000]; Nachemson [1966a]; Wilke et al. [2001]
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Table 7.1: Protocol that was used for the uniaxial experiments with the FSUs. Durations for
each run were estimated from a first measurement.

# description duration [min]

relaxation over night

0 relaxation at the initial length 900’∗

experiments in compression

1
st

ru
n

1 6 cycles with 0.05 mm/min between −900 N and −100 N 100’∗

2 relaxation at the initial length 60’

3 10 cycles with 0.5 mm/min between −900 N and −100 N 20’∗

4 relaxation at the initial length 60’

5 10 cycles with 5 mm/min between −900 N and −100 N 2’∗

6 relaxation at the initial length 60’

2n
d

ru
n

7 6 cycles with 0.05 mm/min between −900 N and −100 N 100’∗

8 relaxation at the initial length 60’

9 10 cycles with 0.5 mm/min between −900 N and −100 N 20’∗

10 relaxation at the initial length 60’

11 10 cycles with 5 mm/min between −900 N and −100 N 2’∗

12 relaxation at the initial length 60’

experiments in compression and tension

13 6 cycles with 0.5 mm/min between −450 N and 450 N 30’∗

14 relaxation at the initial length 60’

experiments in tension

15 6 cycles with 0.5 mm/min between 100 N and 900 N 30’∗

16 relaxation at the initial length 15’

total duration: 1639’∗

27.3h∗

∗ estimated durations
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Figure 7.12 gives an overview of the measured behavior of one representative FSU.
The total measurement duration was about 23 hours. Already here, a remarkable re-
peatability in the force signal can be observed. Even after the latest cyclic experiments
there is no considerable deviation from zero force once the sample is set back to its
initial length.

More details are shown in Figure 7.13 that shows the hysteresis curves for all the
eight cyclic experiments that were done. Cyclic experiments with same displacement rate
and same force range are shown together such that the repeatability can be compared.
Looking at Figures 7.13a – c reveals in fact a remarkable repeatability in the initial force
that is almost zero for all six measurements. At all cyclic experiments hysteresis and
ratcheting can be observed. Both phenomenon become smaller with increasing displace-
ment rates. Another thing worthy to note is that with increasing displacement rates the
first and second runs become more and more distinct. At a rate of 0.05 mm/min “loops”
can be observed at the upper reversal point: at the start of a next loading the material
behaves stiffer than at the previous unloading such that the loading path crosses the
unloading path. At higher rates this “loops” are present as well, the crossing point moves
to higher (absolute) force values.

While the results in compression are nice and smooth this is not absolutely true for
experiments in the tensile regime (cf. Figs. 7.13d – e). It seems there is still some backlash
combined with friction in the test setup: first loading curves in the tensile regime show a
discontinuity in the force-displacement characteristics. Once the first loading in tension is
finished no other discontinuities happen; especially for the experiments cycling between
compression and tension (cf. Fig. 7.13d) this is astonishing.

Besides this shortcomings in the tensile experiments some statements can be made.
The first is that the FSU is softer in tension than in compression (cf. Fig. 7.13d):
at 400 N in extension the stiffness is about 1840 N/mm while for the same compressive
force a stiffness of about 3430 N/mm is measured. A further observation is that the FSU
has a non vanishing stiffness at the neutral position which is about 450 N/mm.
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(a) cycles with 0.05 mm/min between −900 N and −100 N (#1 and #7)
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(b) cycles with 0.5 mm/min between −900 N and −100 N (#3 and #9)

Figure 7.13: Details of the cycles: first run ( ) and second run ( ). Continued on
pages 94 and 95.
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(c) cycles with 5 mm/min between −900 N and −100 N (#5 and #11)
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(d) cycles with 0.5 mm/min between −450 N and 450 N (#13)

Figure 7.13: Details of the cycles: first run ( ) and second run ( ). Continued from
page 93 and continued on page 95.
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(e) cycles with 0.5 mm/min between 100 N and 900 N (#15)

Figure 7.13: Details of the cycles. Continued from pages 93 and 94.
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7.2.2 Bending

Experimental protocol

FSUs were ingrained into the lower mounting such that the IVD was horizontal as perfect
as possible and such that its ventral direction pointed in the direction of the lever arm
(such that a downward directed vertical force on the lever arm results in flexion). To
ingrain the second V the other mounting was fixed rigidly to the first one by use of a
custom made fixation plate attached to the flats machined on the sides of the mountings
(cf. Fig. 7.9). The FSUs were ingrained such that their IVDs were vertically centered
between the two mountings.

Whenever manipulations it allowed, samples were covered with loosely wrapped
saline soaked gauze which aimed at preventing dehydration. Also during the experi-
ments samples were always covered.

The protocol consisted of four cyclic experiments with two different displacement
rates (of the traverse) and intermediate relaxation phases of 15 minutes (cf. Tab. 7.2).
The experiment started with the fixation of the sample in the testing machine and
removal of the fixation plate such that the FSU was free to deform. The position of the
traverse was adapted such that the force transmitting cylinder pin had no contact with
the lower and upper sliding surfaces of the lower lever arm. Once the setup was ready
the sample relaxed for 15 minutes (#0).

Afterwards six cycles between ±20 N (corresponding to ±3 N m) were driven with
17 mm/min displacement rate (#1 and #5) followed by 15 min relaxation. Ten cycles
were driven between the same force limits but with a ten times higher displacement
rate (#3 and #7). This full sequence was repeated once more such in total four cyclic
experiments were conducted on the same sample.

Results

Figure 7.14 visualizes the results of the one FSU characterized in flexion/extension. The
visible gaps in the data result from the time needed to switch between the experimental
protocols for relaxation and cyclic experiments and, after the cyclic experiments, to set
the traverse to its initial position. A closer look at the angle vs. time graph reveals that
the angles change almost linear with time. In fact, the time rates of the angle are about
6 ◦/min for a displacement rate of 17 mm/min and 60 ◦/min for 170 mm/min.

Figure 7.15 shows the results of the cyclic experiments in more details, with moments
reported against the bending angle α (calculated according to Eq. (7.1)). As in the results
of the experiments with the steel spring (cf. Fig. 7.11) three different types of stiffness
regimes can be seen: the two nonlinear regimes for loading and unloading and a third,
linear, between loading and unloading. Therefore, as already mentioned above, only the
loading paths will be used for a comparison with the FE simulations (cf. Chap. 9).

Obvious is the high repeatability of the measurements. The two cyclic experiment
with the higher displacement rates are congruent. The first cycles at lower rates are a
little stiffer than the second ones, that are congruent with the results with the higher
rates as well.
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(a) cycles with 17 mm/min between ±3 N m (nominal).
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(b) cycles with 170 mm/min between ±3 N m (nominal).

Figure 7.15: Details of the cycles: first run ( ) and second run ( ).
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Table 7.2: Protocol that was used for the bending experiments with the FSUs.

# description duration [min]

initial relaxation

0 relaxation at the initial length 15’

bending experiments

1
st

ru
n

1 6 cycles with 17 mm/min between −20 N and 20 N 22’∗

2 relaxation at the initial length 15’

3 6 cycles with 170 mm/min between −20 N and 20 N 5’∗

4 relaxation at the initial length 15’

2n
d

ru
n 5 6 cycles with 17 mm/min between −20 N and 20 N 22’∗

6 relaxation at the initial length 15’

7 6 cycles with 170 mm/min between −20 N and 20 N 5’∗

total duration: 114’∗

∗ estimated durations

The graphs in Figure 7.15 indicate an asymmetric behavior of the disc with higher
stiffness in flexion than in extension. Visual inspection at the start of the first relaxation
phase showed that the lever arm is not in a perfect horizontal position once the fixation
is removed from the two mountings but the disc is already in flexion. This can be
understood by the fact that the lever arms are not well balanced and have more weight
on the ventral side, though the FSU will flex. Digital pictures were taken at a relaxation
phase from which the initial flexion angle was computed to be approximately 1.7◦. As
the angle and force at the position at which the FSU relaxed did not change much over
time, the determined angle can be considered as initial angle for all cyclic experiments.

The vertical and horizontal lines in Figure 7.15 indicate the corrections for the angle
and the moment that have to be done in order to get the unloaded (except for the
axial load) position for the FSU. The initial moment of 0.6 N m acting on the FSU
was calculated with the computer aided design (CAD) drawings of the setup. It follows
that the FSU was loaded more in flexion (approx. 3.6 N m) than in extension (approx.
2.4 N m). With respect to this two lines the response is almost point symmetric.
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7.3 Discussion

One of the most important measures that resulted from the preliminary experiments
is the abandonment of the built-in deformation transducer for the axial loading exper-
iments. It was shown that the reliance on this transducer is deceiving since it induces
non-physical phenomenons. As the displacement is not measured where it is applied to
the sample it is measured at the gear. Backlash in the mechanical construction of the
materials testing machine (which is almost inevitable) leads to negative hysteresis. In
immediate experiments with a viscoelastic material this phenomenon would probably
not have been recognized because the (positive) constitutive hysteresis would outnumber
the negative, measurement induced one. The use of external transducers that measure
the change in free length between the two mountings solves the problem.

The same mounting principle as for the longitudinal loading was to be used for
bending experiments as well. Though the setup was extended by two lever arms that
are used to induce a moment in the FSU.

A phenomenon that is present in bending experiments with the steel spring and
FSUs, is the existence of three distinct stiffness regimes. Unfortunately no solution for
this phenomenon was found and therefore only results for the loading curves are used
for a comparison with FE simulations (cf. Chap. 9).

The fact the the samples were freeze stored prior measuring might have an influence
on the results of the experiments. This subject is discussed controversially in literature,
nevertheless many studies use freeze storage for sample conservation.

Smeathers and Joanes [1988] report a reduced compressive stiffness of FSUs due to
freezing that might relate with a change of the osmotic pressure of the tissue. As the
osmotic pressure is equivalent to a mechanical stress [Schneiderman et al., 1986], its
change alternates the load bearing capabilities of the IVD. In fact, Bass et al. [1997]
tested the effect of freezing on the long term creep response of FSUs and found perma-
nent and not recoverable changes for the frozen samples: a decreased osmotic swelling
pressure of the nucleus pulposus (−25 %) and a higher permeability. Nonetheless it was
found that the elastic behavior was not significantly affected. The measured differences
to previous studies are attributed to the fact that in this study the long term response
was characterized and not responses for short times. Other studies report no changes
of the mechanical responses in flexion, lateral bending and axial torsion for vertebral
segments that were frozen for up to 7 months [Gleizes et al., 1998; Panjabi et al., 1985].

The protocols for axial loading and bending experiments were designed to highlight
viscous properties of the IVD. The fact that the experiments were run at room temper-
ature is expected to affect the viscoelastic behavior of the IVDs only quantitatively but
not qualitatively [Koeller et al., 1986].

Cyclic experiments at different speeds allow an insight into rate dependency and
repetitions of the load cycles give information about repeatability and plastic effects.
Experimental protocols, and especially for the axial loading case, are long lasting; care
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was taken to prevent dehydration. Samples were wrapped in saline soaked gauze covered
by cling film. Even after 23 hours of experimentation the gauze was found humid and
therefore dehydration of the disc is excluded.

Another aspect related to the hydration of the samples should be mentioned. Under
pressure fluid is squeezed out of the IVD and enters, via the endplates, the vertebral
vascular and trabecular space [Ayotte et al., 2000; Beutler et al., 2002]. Casting the Ve,
as in the present study with PMMA, makes it impossible for the fluid to escape via the
vertebral surfaces. Huber et al. [2007] studied the influence of the prohibited fluid flow
and suggest to use a fluid reservoir that is connected to the cancellus vertebral bone part
such that fluid can leave and reenter the Ve. They found that with such a reservoir peak
forces in creep experiments are more consistent than in the case of sprayed samples; the
long-term response is less affected.

Results of the axial loading experiments show a remarkable repeatability of the force
at the initial position even after the last experiment. Also this is taken as evidence that
no structural changes or dehydration took place. Other phenomenon that can be ob-
served are ratcheting and a distinct hysteresis. At all displacement rates “loops” at the
upper reversal points of the force-displacement diagrams are present. This loops arise
from a stiffer characteristics in loading than in unloading and can also be observed in
simple spring-dashpot models (e.g. a spring in parallel with a spring and dashpot in
series).

Bending experiments with FSUs are influenced by the unbalance of the test equip-
ment. It was found by visual inspection and proved by some calculations that the FSUs
are not loaded from their neutral position on. Instead, due to the unbalance in weight of
the lever arm, the disc is prestressed by a 0.6 N m bending moment in flexion. The FSUs
are not cycled between ±3 N m but between 3.6 N m in flexion and 2.4 N m in extension.
Next experiments could account for this by defining the neutral point differently or some
additional weight on the rear end of the lower lever arm could balance the setup.

Finally, no pure moment is induced by the setup as it was used, but a moment
superimposed by some axial load due to the weight of the setup and the vertical force
component applied to the lever arm. The total axial load (25 – 45 N) is small compared
with the stiffness of the IVD (in the order of 900 N/mm) and might be neglected. In
fact, pure bending is seldom present in the spine, most often bending moments and axial
forces superimpose (e.g. muscle forces, body weight) [Costi et al., 2002]. Pure bending
moments might be realized with a setup proposed by Panjabi et al. [1994].

With the final experimental protocols six FSUs were characterized under axial load-
ing and one in bending. This low number does not allow to make any valid statistical
statements and this was not the aim of this study. One data set from the axial loading
case that is felt to be “representative” and the one result from the bending load case
are taken as benchmarks for FE simulations (cf. Chap. 9).

The mountings and additional setup that was used for the axial loading and bending
experiments are a custom solution. Validation experiments with steel springs revealed
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some of its major shortcomings, which were fixed consequently. Still, it is not perfect and
with the increasing number of experiments the knowledge about further improvements
grows.

Despite the remaining uncertainties and the low number of experiments, the results
obtained are thought to be relevant for the modeling process.
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Chapter 8
Calibration of Elasto-Viscoplastic Equations

Elasto-viscoplastic constitutive equations are calibrated with results from uniaxial exper-
iments on strips of anulus fibrosus tissue. A stepwise procedure is applied where first
only the elastic part is calibrated, succeeded by the rate-independent parts and finally
the rate-dependent parts. As no suitable measurement data for the first two steps was
available, reference curves were extracted best possible from the experimental data.

Results partially negative the arguments for the stepwise procedure: parameter sets
from preceding steps needed to be recalibrated in next steps in order to get acceptable
outcomes. The parameter sets found for the elastic and rate independent part are quite
promising while for the model including also the rate dependent parts the viscous behavior
is not reproduced to full satisfaction.

The results of the uniaxial experiments on the anulus fibrosus (AF) strips
(cf. Sec. 6.5) are used as reference data for a parameter calibration of an elasto-visco-
plastic model. This model, proposed in 2002 by Rubin and Bodner, is briefly presented
in Section 3.3.3. In order to structure the calibration process and to analyze the impor-
tance of the different aspects of the model, which are elasticity, viscoplasticity and rate
dependance, three calibrations are done, each one adding some more degrees of freedom
to the model. The first calibration uses only the elastic part of the model, the second
includes rate-independent viscoplasticity and the third adds rate-dependence.

The calibration is done using the MATLAB (cf. App. D) optimization algorithm
patternsearch in a routine developed and described by Hollenstein [2011]. In the present
work the finite element (FE) program ABAQUS (cf. App. D) was used for the evaluation
of a given parameter set, i.e. given material parameters. As the cooperation of MATLAB
and ABAQUS is sometimes tricky some of the adjustments made to the optimization
environment are explained in Appendix C.1.

In the following the FE model, the reference data sets and the calibrations with
results are presented and discussed.

103



CHAPTER 8. CALIBRATION OF ELASTO-VISCOPLASTIC EQUATIONS

8.1 The finite element model

As the aspect ratio of the measured samples is high (cf. Sec. 6.5) an uniaxial stress state
was assumed for the calibration. Therefore only one brick element (type C3D8H) is used
for the calibration (cf. Fig. 8.1). The element was defined to have the same length L0

as the sample such that it can be loaded with the absolute displacements known from
the experiments (L0 = 17.1992 [mm]).

In the experiments it was found that the samples get longer after one cycle.
I.e. when the initial gauge length, at which the samples are stretched before the cy-
cle, is regained, the samples are slack. The measured force, indeed, vanishes before the
initial gauge length is regained. But as the samples have a low bending stiffness they
cannot withstand any compressive load and, therefore, no compressive forces were mea-
sured. How to simulate this with FE? In a simulation of a perfect geometry, as present
with a single prismatic element, bending cannot be simulated and another solution has
to be found. An option would be to change the constitutive model such that it does not
produce compressive forces. As the user subroutine that defines the constitutive behav-
ior is given [Papes and Mazza, 2008] also this is no solution. The remedy found is to
connect one end of the FE model with the (virtual) ground by an axial slider which has
an attributed “stop”-behavior. This means that the slider disables movements in one
direction (the tensile direction) but allows for displacements in the other (compressive)
direction (cf. Fig. 8.2 for a schematic sketch).

This axial slider was applied to only one point P1 of the element (cf. Fig. 8.1),
points Pi, i = 2, . . . , 4 could not be connected to the ground since this would prohibit
them from their movements induced by the lateral contraction. In order to keep them
in-plane with P1 they are connected to the latter by slide-planes that allow for in-plane
movements (lateral contraction) but not for out-of-plane movements.

With this kinematic model it is possible to simulate adequately the slacking of the
material and therefore to reproduce the experiments.

In reality two families of fibers are present in the AF. Both are alternatingly present
in the different layers that make up the structure of the AF. The fibers include angles
of ±30◦ with the transversal body plane (see as well Sec. 2.2). For the simulations two
assumptions were made on the distribution of the fibers:

1. the strips were cut in circumferential direction
2. each strip contains several layers of the AF such that both fiber families are equally

present and therefore the fiber distribution might be homogenized.

For the simulations this implies that, other than in reality, both fiber families are present
throughout the model. The fibers are distributed symmetrically around the y-z-plane
and make an angle ϕ = ±30◦ with it (cf. Fig. 8.1).
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Figure 8.1: Visualization of the FE model used for the calibration and its boundary conditions.
The prescribed displacement is applied to points Pi, i = 5, . . . , 8. Point P1 is fixed to the
(virtual) ground by an axial slider (not shown). To keep points Pi, i = 2, . . . , 4 in-plane with
point P1 they are connected to the latter by slide-planes. The two fiber families are shown
exemplarily, they include an angle of 2ϕ = 60◦.

8.2 Calibrations

One experiment with the AF strips that is felt to be representative is taken as reference
data set for the calibration. This is the set already presented in Figure 6.9a in terms of
a force vs. stretch diagram. For this plot, as explained in the corresponding Section 6.5,
the initial length of the sample was (re-)determined at the beginning of every cycle. For
the calibration absolute changes in the clamp-to-clamp distance (the displacement) are
used. Such a force vs. displacement diagram is shown in Figure 8.3a.

Two text files were prepared for the calibration. The first contains a list with times
and corresponding reference displacements. This file is read in by ABAQUS and deter-
mines the displacements of the nodes Pi, i = 5, . . . , 8 (cf. Fig. 8.1).

After the simulation the results (forces) are compared with the reference forces read
from the second text file listing times, displacements and forces and an error value f
is computed. This value is defined as the sum of the absolute difference between the
measured (reference) and the computed forces at all time increments:

f =
N∑
i=1

abs[F ref
i − F sim

i ]. (8.1)

Here F ref and F sim are lists (of same length) containing the reference and the simulated
force values at N time points ti, respectively.

The optimization algorithm decides, based on f and its history, which parameters to
change in order to further minimize the difference between reference and simulations.

Elasto-viscoplastic equations [Rubin and Bodner, 2002] were calibrated; a short de-
scription of the equations is given in Section 3.3.3. O. Papes implemented this model
into a FORTRAN subroutine (UMAT) such that it can be used with ABAQUS [Papes
and Mazza, 2008].
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L0
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∆ ∆

(a) (b) (c)

Figure 8.2: Schematic of the model that was chosen for the calibration of the uniaxial exper-
iments on AF strips: initial configuration (a), deformed configuration (b) and configuration
after deformation (c). A Kelvin-Voigt model is shown as illustration, for the calibration a
different model was used.

In total the model has fourteen parameters of which six describe the elastic response
of the material (cf. Tab. 8.1). Though a stepwise calibration procedure was designed
in order to improve accuracy and to study the influence of the different aspects of the
model.

In a first step only the elastic part of the model was fitted to the elastic response
of the material. As the elastic response of the AF strips was not measured explicitly, it
had to be approximated the best way possible. This was done taking the last cycle of
the reference data, which is the most preconditioned materials response. It still inherits
a large amount of viscosity, as can be seen in Figure 8.3b. To get a reference curve
which describes the elastic behavior the best, only the stress-strain data points after
each relaxation phase were taken.

In a second step rate independent visco-plastic effects were included, adding another
three parameters to the model (cf. Tab. 8.1). Now the parameters describing the elastic
behavior were already calibrated, such that, in theory, only the new parameters had to be
fit. In practice it was found that the four reference data points for the elastic behavior
are not sufficient to fully characterize the elastic part of the model. Nevertheless the
first step gave a hint what the elastic parameters are like. To fit the rate independent
behavior, which as well was not measured explicitly, a composite curve was designed
(cf. Fig. 8.3b). This curve follows the original curve until the first relaxation pause. The
next two parts are the shifted respective loading paths after the relaxation pauses. The
unloading path is defined by the shifted measured unloading path.

In the third, and final step, also the rate dependency of the experimental data was
considered. This was done by calibrating an additional parameter Γ1 (cf. Tab. 8.1) to
the full reference data set, including the relaxation phases.
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(b) reference data set used for the calibration of the elastic and rate independent model

Figure 8.3: Reference data for the calibration of the Rubin and Bodner model. Calibrations
were done with an elastic reference curve (b), a reference curve accounting for rate independent
viscosity (b) and the full reference data (a).
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Remarks:

1. Also in the last calibration step only a reduced model with ten parameters (of
which eight are free) was used. In fact, setting r1 = r5 = 1 [-] and r3 = r4 = 0 [Hz]
reduces the number of free parameters, the evolution equation for the variable yield
strain β (3.46a) reduces to β̇ = r2Γβde. Analytically being simple, the numerical
implementation might get into troubles, therefore in the UMAT the evolution
equation (3.46a) was replaced by the new one (in Tab. 8.1 indicated by ×).

2. As the model scales linearly with µ0 this parameter was, for the calibration, set ar-
bitrarily to µ∗0 = 2 [MPa]. The (small strain) bulk modulus of the material (µ0m1)
was assumed to equal the bulk modulus of water (κ∗ = 2200 [MPa]). Therefore
the parameter m1 was set equal to 1100 [MPa].

3. If only the elastic part of the model is used by setting parameters Γi, n and
ri appropriately (in the Tab. the column “elastic”), the effective parameter meff

2

of an elastic model considering only Ψ̂1, Ψ̂2 and Ψ̂3 (cf. Eq. 3.39) is given by
meff

2 = m2 + 1.

Remark 2 necessitates a change in the routine that computes the error value for
the optimization algorithm. As the scaling constant µ0 is defined arbitrarily, absolute
force values are meaningless and therefore both, reference and computed forces, were
normalized with their maximum values. The error value was calculated based on these
normalized data sets.

The effective values of µ0 and m1 were determined after the optimization is termi-
nated by

µ0 = µ∗0
max[F ref]

max[F sim]
, m1 =

κ∗

µ∗0

max[F sim]

max[F ref]
. (8.2a,b)

8.3 Results

Elastic model

First calibrations were done on the quasi-elastic response determined from the last cycle
of the reference data. As only the data points after each relaxation phase were taken
only four points were available to describe the elastic behavior (cf. Fig. 8.3b). First
results looked very promising, see Figure 8.4, unfortunately the solution is not unique
and there exist a multitude of parameter sets {µ0, q,m1,m2,m3,m4} that give almost
identical results. The five parameter sets given in Table 8.2 cover a wide range in the
parameter space and no preference is observed.

Rate independent model

In a next step the rate independent part of the constitutive model should be calibrated.
At the beginning the elastic parameter set was fixed and only the three additional
parameters Γ2, n and r2 were free to vary. Calibrations with all five elastic parameter
sets known from the first (elastic) calibration were not successful and therefore also these
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Figure 8.4: Result of the calibration with the quasi elastic experimental data (using the first
elastic parameter set from Tab. 8.2).

four parameters were calibrated once more. The resulting parameter set, which gives a
quite good agreement with the experimental data (see Fig. 8.5) is shown in Table 8.2.
Only one parameter set was found that agrees as good with the experimental data.

Rate dependent model

The third and last stage in the process was the calibration of the rate dependent model
with eight degrees of freedom. Also here first trials were made with a fixed parameter
set for the elastic and rate independent part such that only the parameter Γ1 could
vary. This proceeding did not give any valuable results, only when also the other seven
parameters were freed better fits were obtained. The best parameter set found is given
in Table 8.2 and the respective graphs are shown in Figure 8.6a.

The hardening of the material is to a greater or lesser extend correctly reproduced
but not the relaxation behavior.

8.4 Discussion

The FE model used to represent the AF tissue experimented in uniaxial tension consists
of one single brick element under uniaxial tension. This representation is justified by the
high aspect ratio of the samples (>10:1, see Sec. 6.5) and the resulting good agreement
between the real experiment and a uniaxial stress situation.

The sample was assumed to contain several lamellae and an equal amount of fibers of
the two families. This assumption is legitimated by the fact that the samples were thick
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Figure 8.5: Result of the calibration with the quasi rate independent experimental data.

compared to the thickness of the AF lamellae such that they contained multiple layers.
At the level of the model it is assumed that the two fiber families can be homogenized
and represented by a continuous distribution of crossed fibers.

In experiments samples were found to accumulate viscoplastic strain that keeps the
samples longer after unloading. As the samples have a low bending stiffness they buck-
led and a negligible amount of compressive stress was measured. In the FE simulation
this behavior is modeled by use of an axial slider with a one-sided contact attached to
the sample and the ground (cf. Fig. 8.1). If the sample accumulates viscoplastic strain
it elongates and, at the unloading, detaches from the dead stop and does no longer
transmit any force. With this solution no modifications had to be made to the imple-
mentation of the constitutive model in FORTRAN.

An elasto-viscoplastic model should be calibrated with data from uniaxial experi-
ments with AF tissue. To this end one data set, representing the results of a repeated
load protocol with intermediate relaxation times, was used to represent three character-
istics of the material: 1) the elastic response, 2) a rate-independent response and 3) a
rate dependent response. This procedure was chosen to simplify the calibration process
by addressing specific features of the model and, second, to gain some knowledge about
the importance of the specific features.

A modified version of the constitutive equations with a reduced viscoplastic part
was used. The evolution equation for the variable yield strain β was simplified and four
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Figure 8.6: Results of the calibration with the full experimental data (a). Figure (b) shows the
stretch characteristics determined in the experiment and the idealized one that was used for
the calibration.
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parameters were suppressed (see remark 1, Sec. 8.2). As long as not more experimental
data is available the full complexity of the equations cannot be explored.

In order to further simplify the calibration the number of degrees of freedom was
reduced to the minimum possible. To this end the linear scaling factor µ0 was arbitrar-
ily set equal 2 MPa. Therefore the absolute force values are meaningless and both, the
reference and computed force, were normalized with their maximum values. The (small
strain) bulk modulus κ was set equal the bulk modulus of water κ∗ = 2200 [MPa]. As κ
is given by µ0m1 this determined as well the value of m1 = κ∗/µ0. After calibration the
two parameters were determined using Equations (8.2a,b).

The elastic characteristics is represented by only four force-stretch points of the
last cycle in the uniaxial experiment, that are the initial position and three points at
the respective ends of each relaxation phase (see Fig. 8.3b). These last three points
largely overestimate the elastic response of the material, as can be seen from the curve
representing the experimental data in Figure 8.6: at the end of the relaxation phases the
force is far from equilibrium. Nevertheless this three points are the best approximation
of the elastic response that could be made from the available experimental data.

Calibration with this reference data gave qualitatively good results, but a multitude
of possible parameter sets (with almost equal qualities) was found. These parameter sets
are very different and show no correlation of the material parameters (cf. Tab. 8.2). The
reason for this plurality of parameter sets is attributed to the fact that the reference data
is sparse and therefore no detailed knowledge about the shape of the elastic curve exists.

As all experiments were interrupted for relaxation phases no continuous cyclic data
is available from the experimental data. Therefore, to calibrate the rate-independent
part of the model, a composite curve was constructed. It consists of the appropriately
shifted four loading and unloading path segments and is thought to represent the con-
tinuous experiments. Knowledge from the previous calibrations of the elastic part were
thought to be a good starting point for this next calibration. Consequently, for first
runs, the elastic parameters were fixed and only the three new viscoplastic parameters
were varied. Unfortunately this stepwise procedure did not result in any good parameter
set and only allowing the elastic parameters to vary, too, gave better fits. For the rate-
independent model only one single parameter set was found that gives good results. As
can be seen in Figure 8.5 hysteresis and nonlinear stiffening is represented quite well.

The last calibration was done with respect to the full experimental data including
all five cycles and the relaxation phases. Also here first runs were made with fixed pa-
rameters of the rate independent model (only Γ1 was free to vary) and also this time the
stepwise procedure did not give any valuable results. Consequently all eight parameters
were optimized, anew. The best parameter set found represents the hardening of the
material quite well but fails to represent the exponential like decay of the relaxation
behavior (cf. Fig. 8.6). A similar phenomenon can be found in Nava [2007, Fig. 4.24]
where the constitutive equations fail to reproduce the creep behavior of liver tissue.

In summary it can be said that the enormous complexity of the used constitutive
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model makes a structured calibration necessary in this case. More experimental data
would be needed for a stepwise calibration, and it would be interesting to see if data
sets better representing the elastic and rate-independent behavior of the material, would
help to take the steps.

Nevertheless the parameter sets represent to some extent the complex behavior of
the AF tissue and it will be interesting to see how good they capture the axial loading
and bending properties of the functional spinal units discussed in the following chapter.
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Chapter 9
Simulations of Axial Loading and Bending

One ovine functional spinal unit that gave representative results in axial loading exper-
iments was digitized by means of serial computer tomography scans. The acquired data
was used to create a finite element model of the functional spinal unit composed of the
three main components vertebrae, nucleus pulposus and anulus fibrosus. The bony ver-
tebrae are represented by rigid bodies and the nucleus by an incompressible fluid. The
anulus fibrosus consists of “concentric” layers of an anisotropic elasto-viscoplastic ma-
terial that was calibrated with data from uniaxial tensile experiments on anulus fibrosus
strips.

The model is validated with data from axial loading and bending experiments with
ovine functional spinal units. Results indicate that the model behaves too stiff, especially
at larger deformations. It is shown that the nucleus pulposus plays an important role in
the activation of the fibers in the anulus fibrosus.

Insights into the mechanics of biological systems as the spine are mainly gained by ap-
propriate experiments. But sometimes experimentation is not possible due to prohibitive
ethical, technical or other reasons, or quantities that are not measurable experimentally,
e.g. stress distributions inside a body, are of interest. In such cases in-silico studies might
present an alternative.

Modeling techniques, and in particular the finite element (FE) method, provide pow-
erful tools for the study of the functional spinal unit (FSU) mechanics. The golden goal
is to have a model with good predictive capabilities that does not need separate cali-
brations for each different loading pattern.

Purely phenomenological models [e.g. Groth and Granata, 2008; Li et al., 1995] may
well reproduce motions for which they were calibrated but fail for any others. More
physically based models capture not only the systems collective mechanical behavior
but, in contrast, the properties of the single components present in the FSU. Such
models have far better predictive capabilities and should, whenever possible, be favored.
Realistic models include all important aspects related to the problem of investigation.
For FSU models Shirazi-Adl and Parnianpour [2001] list some of them:
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- three-dimensional geometry,
- material nonhomogeneities,
- facet articulation,
- material and geometrical nonlinearities,
- time dependency,
- boundary conditions and
- modifications in the structure (e.g. failure or tissue remodeling).

Belytschko et al. [1974] were the first to present a FE model of the disc. In their
two-dimensional axisymmetric model six tissues with different linear orthotropic prop-
erties are distinguished (cf. Fig. 9.1). Ever since, models gained complexity, more and
more geometric details were included and the tissues are represented with more elabo-
rate constitutive equations, accounting for time dependent effects, too. Entire motion
segments [Polikeit et al., 2003a] or even multimotion segments [Eberlein et al., 2004]
are modeled in three dimensions. Nowadays, FE simulations are used to study a wide
variety of phenomenons in the disc/spine: disc bulge [Wang et al., 1998], fiber strains
[Schmidt et al., 2010], intradiscal pressure [Shirazi-Adl, 2006], contact forces in the pos-
terior joints [Shirazi-Adl, 1994], stress distributions [Polikeit et al., 2003a,b] and many
more.

FE models can provide new insights in the mechanics of the intervertebral disc (IVD),
but the quality and accuracy of results obtained from such models depend on the under-
lying assumptions. Model validations are therefore a necessary condition before results
can be trusted or even model based predictions are made.

In the present work, a component based model of a FSU is tested for its (predictive)
qualities. One ovine FSU was digitized by means of serial computer tomography (CT)
scans and a three-dimensional FE model was created. In this model vertebrae (Ve),
anulus fibrosus (AF) and nucleus pulposus (NP) are distinguished and obey individual
constitutive equations. The vertebral endplates are not represented as their location and
low moduli makes their mechanical effect small [Shirazi-Adl et al., 1986].

The high stiffness of the Ve, compared to the disc tissue, let to their representation

�
�
�
�

vertebral core

outer shell
PPPPPPPP

bony endplate

cartilagineous endplate

nucleus pulposus anulus fibrosus

r

z

horizontal axis of symmetry

Figure 9.1: Illustration of the axisymmetric model of Belytschko et al. [1974] with the six
regions that were differentiated. [after Belytschko et al., 1974].
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as rigid bodies [Breau et al., 1991]. The NP was shown by Nachemson [1966a] to behave
fluid-like and due to its high fluid content (cf. Sec. 2.2) it is assumed to be incompressible.
Consequently it is modeled as an inviscid, incompressible fluid that is circumferentially
surrounded by the AF.

The AF itself is represented by a layered structure of an anisotropic elasto-viscoplastic
material. Ground substance and collagen fiber contributions are homogenized in each
layer, fibers are not represented explicitly. This choice is justified by a study which shows
that a homogenized material model yields smoother strains distributions that if fibers
are modeled explicitly (e.g. with one-dimensional nonlinear spring elements) [Eberlein
et al., 2001]. The parameters of the constitutive equations [Rubin and Bodner, 2002]
were calibrated with data from uniaxial experiments with AF strips (cf. Sec. 8). The
resulting model is validated with data from cyclic axial loading and bending experiments
(cf. Chap. 7).

9.1 Reconstruction of the geometry

For the simulations of the axial loading experiments the exact geometry of the FSU
that gave representative results (cf. Sec. 7.2.1) was reconstructed. To obtain the three-
dimensional geometry, including not only the surface but as well information on the
internal structure (position and height of the IVD, shape and area of the NP, etc.)
medical imaging technologies were used. Trials were made with magnetic resonance
imaging (MRI) and CT.

The image data obtained by those techniques were semi-automatically segmented
and the volumes of the Ve and the IVD reconstructed. The resulting polygon models
were further processed and finally imported in the FE software ABAQUS (cf. App. D).

Image data acquisition

One requirement that was identified for the acquisition of volumetric data is the differ-
entiation between variable soft tissues. This is important for a distinction between AF
and NP tissue in the disc. Consequently the first imaging technique used was magnetic
resonance imaging which gives excellent soft tissue contrasts.

Unfortunately this technique was found to be non applicable to the samples as they
were used for the mechanical experiments. The brass screws inserted into the lower and
upper vertebral endplates to increase the form closure with the polymethylmethacrylate
(PMMA) (cf. Sec. 7.1.1) induced artifacts in the acquired images (cf. Fig. 9.2). Brass was
chosen on purpose for its first order compatibility with the magnetic resonance imaging
technique [Wintermantel and Ha, 2002]. Nevertheless the screws disturb the magnetic
field and induce black spots near the position of the screws and distort the images what
makes it impossible to reconstruct reliably the geometry. Though the switch to another
imaging technique, i.e. CT.

One sample was scanned using CT technique with an isotropic resolution of 82 µm
(cf. App. D) what would even allow to model the trabecular space in the vertebral
bodies (cf. Fig. 9.3). The resulting image data lacks a good differentiation between
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1 2

3 4

Figure 9.2: Sequential series of four lateral FSU images taken in a magnetic resonance scanner.
The crinkly structure at the outer surface is the saline soaked gauze used to keep the sample
moist.
Brass screws in the outer vertebral endplates disturb the magnetic field and induce artifacts.
These are black spots near the screws (at the lower and upper bottoms of all images) and
geometric distortion (images 3 and 4, on the right at the level of the IVD).
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brass screws

PMMA cylinder

upper vertebra

IVD

lower vertebra

Figure 9.3: Three example image layers from the CT data set. The detail resolution of this scan
is extremely high but the disc tissue is not as well differentiated as in the magnetic resonance
scans: AF and NP cannot be recognized.

the various soft tissues and AF and NP cannot be distinguished; in the final model
their respective volumes and positions were determined with literature data. The brass
screws result in shadowlike artifacts in the single images. As the scans were done with
layers approximately perpendicular to the longitudinal axis of the sample the artifacts
are restricted to the levels where the screws are present, no geometric distortions were
introduced.

Segmentation and volume generation

The data obtained by CT were imported in AMIRA (cf. App. D) a visualization soft-
ware that allows to segment three dimensional image data and eventually to generate
polygonized volume objects. As the total amount of data (approx. 1.3 gigabyte) was too
large for the computer system on which AMIRA was running (an office computer with
two gigabyte RAM) the two Ve were segmented separately. To this end an automatic
segmentation routine based on a threshold gray level value was used. As the resolution
of the CT data is so high that the single trabeculae are visible, this procedure resulted
in a segmentation with lots of included holes which were removed manually. In the next
step the surface of the Ve were computed and the number of elements reduced by a
smoothing algorithm.

The geometry of the IVD and the relative positions of the AF and NP could not
exactly be detected in the CT data. Therefore they were not segmented in AMIRA but
approximated in later steps.
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The surface of the PMMA plugs were also reconstructed from which the loading
axis was determined. Here the cylindrical part of the plugs was of special interest
(cf. Fig. 7.2), unfortunately this is exactly the part that is the most deteriorated by
the artifacts induced by the screws. Though, the surfaces were reconstructed only frag-
mentary (cf. Fig. 9.4), but still this was sufficient.

Once the four surfaces (upper and lower Ve and upper and lower PMMA plugs) were
reconstructed they were further treated in GEOMAGIC (cf. App. D).

In GEOMAGIC important steps were done: 1) the loading axis was determined and
the model rotated such that this axis corresponds to the z-axis, 2) the polygonized
models from AMIRA were transformed in spline based geometries that can be imported
in the FE software ABAQUS and 3) the IVD was created.

The alignment of the model with the z-axis is based on the reconstructed surfaces of
the PMMA plugs. As the final ingraining of the FSU was done in the materials testing
machine, the plugs define the loading axis with a high precision. In order to determine
the orientation of the surface reconstructions two coaxial cylinders with the same radius
as the PMMA plugs were aligned with them. From those cylinders the orientation was
determined and the whole model reoriented such that its loading axis is aligned with
the z-axis (cf. Fig. 9.4).

The polygonized Ve geometries from AMIRA were further simplified by removing
remaining inclusions, holes and other distortions. Afterwards, the spline based geometry
was generated by the intermediate steps of contour determination and by patch and grid
construction.

The third and last step in GEOMAGIC was the construction of the IVD surface. To
this end the two Ve were imported and deleted except for the two median endplates.
Those two were connected by straight bridges and the intermediary spaces filled. This
procedure ensures the good fit of the discs top and bottom surfaces and the adjacent
vertebral endplates.

The two Ve and the disc were saved in the STEP (STandard for the Exchange of
Product model data) format that can be read by ABAQUS where, with help of some
MATLAB (cf. App. D) routines, the FE mesh and model was built.

9.2 The finite element model

The main idea behind the FE model is to represent the Ve as rigid bodies and only the
IVD as deformable. The disc is further subdivided into the NP and the AF (cf. Fig. 9.5).
The position and size of the NP could not be obtained by the CT scans and therefore
it was constructed using literature data. According to literature (cf. Sec. 2.3) the NP is
modeled as an incompressible fluid (no fluid leaves the NP). The AF is modeled with ten
layers for which the fibers have an increasing stiffness from the inner- to the outermost
layer. This structure is motivated by the fact that the collagen type-I content in the AF
was found to increase from 0 % in the transition zone of NP and AF to 80 % in the outer
AF (cf. Sec. 2.2).

120



9.2. THE FINITE ELEMENT MODEL

x
y

z

(a)

x
y

z

(b)

Figure 9.4: Polygonized reconstruction of the FSU in GEOMAGIC (a). The (common) axis
of the two cylinders on top and bottom of the model defines the loading axis (z-axis). The
exact orientation of the two cylinders is defined by the best fit on the fragmentary surface
reconstruction of the PMMA cylinders in which the Ve were ingrained.
In GEOMAGIC the polygon models of the two Ve and the IVD (a) were transformed into
spline based models that can be used in ABAQUS (b)

The vertebrae

The Ve models from GEOMAGIC were successively imported in ABAQUS as rigid shell
objects and meshed with rigid triangular facet (R3D3) and bilinear quadrilateral (R3D4)
elements (cf. Fig. 9.5).

9.2.1 The intervertebral disc

The IVD should be meshed with brick elements, a task that is not supported by
ABAQUS due to its irregular geometry. Therefore a user routine was written that al-
lows to adapt a meshed template geometry to the geometry of the IVD. The code and
a detailed description of the routine is given in Appendix C.4.

The spline based IVD model from GEOMAGIC was imported as rigid shell ob-

121



CHAPTER 9. SIMULATIONS OF AXIAL LOADING AND BENDING

upper vertebra
discrete rigid elements
(R3D3 / R3D4)

lower vertebra
discrete rigid elements
(R3D3 / R3D4)

nucleus pulposus
hydrostatic fluid elements
(F3D4)

anulus fibrosus
solid continuum elements
(C3D8H)

Figure 9.5: Exploded view drawing of the FSU model. The NP and the upper V are shown
partially open to illustrate their shell like (model) character. The left side of the AF presents
the orientation of one fiber family1, the right side shows its ten layers.
The “circumferential” nodes of the NP are collocated with the respective AF nodes. Top and
bottom nodes of the AF and NP are tied to the “endplates” of the respective Ve.

1The visualization of the fibers was realized with a routine described in Appendix C.7.
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ject into the FE software and meshed with rigid triangular facet elements (R3D3)
(cf. Fig. C.1a). This mesh served as reference geometry for the mesh adaption routine
and was therefore exported via a dummy job that creates an input file from where the
nodal coordinates and element connectivities can be extracted.

To generate the meshed template geometry the IVD model was imported once more
from GEOMAGIC, this time as solid object. A datum plane normal to the z-axis was
created on which a sketch of the disc contour was drawn (cf. Fig. 9.6a). This sketch was
saved and exported as step file (“.stp”) and served as basis for the computation of the
NP and AF layers positions and sizes.

A MATLAB routine was written that reads the positions of the control points in the
step file, interprets them as vertexes of a polygon and computes an approximate area of
the disc. For the definition of the AF layers and NP the control points were shifted along
the inward normal at each vertex such that the resulting new areas are 55 % for the NP
and equally spaced values for the AF layers up to 100 % for the outermost. According to
the literature (cf. Sec. 2.2) the lamellae thicknesses are not constant but depend on the
circumferential position. As the modeled AF layers should resemble the lamellae, the
relative shift of the control points was computed based on their circumferential position
(δrel = (π + ϕ) /π, where ϕ = 0 [rad] at the dorsal and ϕ = π [rad] at the ventral
position). For each new set of control points a step file was generated.

The step files (in total eleven) were imported in ABAQUS as sketches and the tem-
plate mesh was generated according to those (cf. Fig. 9.6b). The interior sketches defined
the partitions for the ten AF layers and the NP. The geometry was further partitioned
in order to get a regular mesh with hybrid brick elements (C3D8H) (cf. Fig. C.1b). This
mesh defined the template mesh for the mesh adaption routine. A dummy job created
an input file from where the nodal coordinates and element connectivities of the mesh
can be extracted.

The final mesh for the IVD was obtained by applying the MATLAB routine described
in Appendix C.4 to the template mesh. The output of this routine is a mesh where the
nodal coordinates of the template mesh are adapted such that it approximates best
possible the original disc geometry (cf. Fig. C.1d).

(a) (b)

Figure 9.6: Topview on spline based model imported from GEOMAGIC into ABAQUS with
superimposed approximate contour (a). This contour is used to create a template geometry with
NP and ten AF layers (b).
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The nucleus pulposus

The NP behaves mechanically like an incompressible fluid (cf. Sec. 2.3). In few studies it
is modeled by a (quasi-) incompressible solid [Polikeit et al., 2004] but most often as an
inviscid, incompressible fluid [Eberlein et al., 2004]. In the present work it is represented
with fluid cavity elements (FCEs). These FCEs are surface elements (F3D4) that define
an (incompressible) fluid volume. Here they were applied to the faces of the innermost
elements of the AF. Unfortunately this element type cannot be defined in the CAE-
module of ABAQUS — a MATLAB routine was written for this job (cf. App. C.5).
This routine deactivates the solid elements that constitute the NP until to this point
and defines the new FCEs plus an associated reference points at which the cavity pressure
is defined.

In the job input file the following lines had to be added to the part definitions in
order to use the FCEs (additionally to the element definitions):

∗Fluid property , e l s e t=CavitySurface , r e f node=Wall−RefPt ,
type=hydrau l i c

∗FLUID DENSITY
1

These lines define a hydraulic (incompressible) fluid on the element set
CavitySurface with the reference point Wall−RefPt . The required keyword
∗FLUID DENSITY defines the reference fluid density but is meaningless in the sim-
ulations done.

The anulus fibrosus

The AF mesh was already obtained in the previous step when the template mesh was
adapted to the effective IVD geometry. It consists of seven elements in axial and 58
elements in circumferential direction. Ten “concentric” layers constitute a structure
similar to the lamellae in the AF. All layers have the same constitutive behavior, which
is described by a model presented by Rubin and Bodner [2002, cf. as well Sec. 3.3.3].
An implementation of this model is available as a FORTRAN subroutine for ABAQUS
(UMAT) [Papes and Mazza, 2008]. The parameters were taken from a calibration on
uniaxial data of AF strips (Tab. 8.2, row “rate dep.”).

In contrast to the lamellae, where in each exists only one fiber family, two (homog-
enized) fiber families are modeled in each AF layer. The only difference between the
layers is the stiffness of the (collagen) fibers. This structure is motivated by the fact
that the collagen type-I fiber content in the AF was found to increase from 0 % in the
transition zone of NP and AF to 80 % in the outer AF (cf. Sec. 2.2). Accordingly the
linear parameter of the fiber contribution m3 is linearly decreased from 100 % of its
nominal value in the outermost layer to 10 % in the innermost layer. A similar model
was already used by Kulak et al. [1976]

What still lacks are the orientations of the (collagen) fibers. According to the liter-
ature the angle they make with the transversal plane was fixed to ±30◦ (cf. Sec. 2.2).
In contrast to some other studies where the fiber angles are varied in circumferential
direction [Eberlein et al., 2001], from outer to inner layers [Polikeit et al., 2004], or both
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[Schmidt et al., 2006], fiber angles are constant throughout the AF. The reason was that
no data on the local variation of the fiber angle in the ovine AF was found.

Still, the in-plane fiber directions are unknown and need to be defined. To do so, it is
assumed that the fibers stay inside their respective layers, i.e. they run “in parallel” with
the contours of the AF. This can be achieved if the fibers are interpreted as tangents
to streamlines of some flow that is enclosed by the AF. A simple way to achieve such
streamlines in a FE software is to run a steady state heat transfer simulation, where the
heat is the quantity that flows. Next paragraphs describe in details how the direction
vectors were determined.

Steady state heat transfer simulations were run with the final IVD mesh and the
direction of the heat flux in the AF was taken as the in-plane directions of the fibers. To
this end the AF was separated along the median plane into two parts. To the one half
and the NP zero conductivity and to the other half a non vanishing conductivity was
assigned. At one of the two cutting surfaces through the AF a temperature of 0 K and
at the other a temperature of 100 K was defined. The resulting heat fluxes (ABAQUS
output variable HFL) at all nodes of the one AF half with non-vanishing conductivity
were written to a text file. The conductivities of the two AF halves were switched, the
simulation repeated and the heat fluxes written to a second text file.

The two text files containing the heat fluxes were read by a MATLAB routine and for
each element an average heat flux vector was computed. This vector defines the second
basis vector e2 of a local (element wise) coordinate system in which the fiber direction is
defined. The third basis vector e3 is defined by the (global) z-direction and is identical
to ez. The remaining basis vector e1 is obtained by the crossproduct e1 = e2 × e3. In
this local coordinate system the directions of the two fiber families are given by[
ζ(1)
]

123
=
[

0 cos[30◦] sin[30◦]
]
,
[
ζ(2)
]

123
=
[

0 cos[30◦] − sin[30◦]
]
, (9.1a,b)

respectively. As the two fiber families differ only in the sign of their z-components only
one fiber family was defined at this step. Now the direction vectors defined in the local
coordinate system were transformed into the global coordinate system with basis vectors
ex, ey and ez that is used in the FE simulations.

In the implementation of the constitutive model the fiber directions are realized
in terms of solution-dependent state variables that are initialized in the FORTRAN
subroutine SDVINI (cf. App. C.6). To that end quadruples of element numbers and
corresponding fiber directions were written to a text file that is read from the SDVINI.

The final FSU model with its different parts, elements and fiber directions is shown
in Figure 9.5 as an exploded view drawing.

9.2.2 Boundary conditions

The four instances of the model (upper and lower Ve, AF and NP) were tied together
at the intended locations. The AF and the NP share common nodes at their interface
and needed therefore no special attention. Ve and IVD were connected in the Assembly
module of ABAQUS by (node-to-surface) tie-contacts.
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Axial loading

Boundary conditions fix the lower V rigidly to the ground. Displacements in z-direction
were applied to the upper V while all other displacements and rotations were restrained.
The prescribed displacements of the upper V correspond to the experimental ones mea-
sured with the extensometer (cf. Sec. 7.1.3).

Bending

The kinematics in the bending experiments is more involved than in the axial loading
case. Figure 9.7 shows the whole assembly as it was realized in the FE software (compare
with Fig. 7.9 which displays the experimental setup). The reference point RP of the
upper V was shifted 100 mm above the level of the IVD, what corresponds to the distance
of the disc and the lower lever arm. To simulate the lower lever arm, RP was connected
to a point P1 shifted horizontally by 150 mm (corresponding to the experimental lever
arm length). This connection was realized with a translator that allows only relative
displacements along the connecting line and no rotations. The influence of the sensors
compliance is taken into account by an additional connector that joins P1 with a second
point P2, situated above P1. This second connector restricts relative movements other
than along the connecting line but does not prohibit rotations (slot). An elastic modulus
mimicking the sensors compliance was assigned to this connector.

In a first step of the simulations an initial moment is applied that corresponds to
the initial moment applied by the experimental setup (cf. Sec. 7.2.2). To that end the
lower V is rigidly fixed to the ground and a force of 4 N charges the point P1, resulting
in flexion of the disc. P2 is free to move vertically and follows the displacement of P1.
At the end of this step P2 is fixed at its momentary position and the system is allowed
to relax for 15 minutes. Then the actual load protocol starts and vertical displacements
are applied to the lower V. The imposed displacements result from the recordings of the
standard displacement transducer in the experiments.

9.3 Results

Axial loading case simulations failed to converge in the third loading path of the first
cyclic compression. The reaction force reached, in the increment before the simulation
crashed, a value of −1.1 · 108 N what is five orders of magnitude higher than in the
experiment (min. −900 N). The NP pressure surpassed 3 · 105 MPa what is an unnatural
high pressure.

The reaction force significantly decreased in simulations where the NP was omitted
and the full experimental protocol could be simulated. In Figure 9.8 the computed
force characteristics for the six compressive cycles is shown. The minimum compressive
force attained is about −19 kN, what is still considerably lower than the experimental
values. Figure 9.9 presents a detail view on the first compressive cycle and compares the
simulations with the experimental results. For the first two or even three loading paths
the forces can be considered comparable while for the subsequent loading paths results
diverge more and more.
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Figure 9.7: Sketch of the ABAQUS model used for the bending simulations. The reference
point (RP) of the upper V is positioned 100 mm above the IVD center. Points P1 and P2 are
the points of force application to the lower lever arm and the fixation of the force transducer,
respectively. Connectors (slot and translator) restrict the relative displacements between the
three points.

In order to understand why this happens the fiber stretches λf were analyzed
(cf. Fig. 9.10). What can be observed is that the fiber stretches are higher for the model
with incompressible NP than without. At the last loading path that was simulated
for the IVD with NP the median fiber stretch is around 1.0687 [-] and the maximum
equals 1.4116 [-]. In case of the IVD without NP the median fiber stretches are for
all loading paths smaller one and also the maximum values are smaller than for the
IVD with NP. In both simulations fiber stretches reach values that exceed the fiber
stretches attained in the experiment with which the constitutive model was calibrated
(cf. Sec. 6.4).

As a consequence of the above observations the simulation with NP was repeated
with more compliant fibers that (the parameter c3 was reduced by 10 % for all AF lay-
ers). Neither the reaction force nor the NP pressure values show any significant difference
and therefore fibers seem not to be the principal source of the high forces.

In case of the bending simulations both models, with and without NP, give similar re-
sults and consequently only the results of the model with NP are discussed (cf. Fig. 9.11).
Also in this simulation forces are too high, the maximally attained moment is 162 N m
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Figure 9.9: Comparison of the first cycle of the axial loading simulations (IVD without NP)
with the experiments.
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Figure 9.10: Distribution of the fiber stretches for the simulations of the first axial loading
cycle. The distributions are shown at the end of the loading paths for the model with NP (w)
and without NP (w/o).
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9.4. DISCUSSION

(absolute value), compared to 3 N m in the experiment.
The initial flexion angle, in the experiments result from of the unbalanced setup and

in the simulation obtained by application of an equivalent flexion moment of 0.6 N m,
equals 1.6◦, what is in good accord with the value obtained in the experiment (1.7◦). In
the four bending cycles the angles were reproduced perfectly for flexion (5.4◦ in-silico
and in the experiment) but not as good for extension (−4.6◦ computed vs. −7.8◦ in the
experiment).

In Figure 9.12 the computed hysteresis curves of the first cyclic tests are compared
with the experimental ones. The in-silico constitutive response is characterized by an
exponential stiffening and already at rather small angles the bending moment surpasses
the maximum experimental bending moment. The two stiffness values at the neutral po-
sition (at approximately −1.7◦) are about 0.18 N m/◦ for the experiment and 0.32 N m/◦

for the simulation. At higher bending angles the two stiffness values differ much more
and read 0.6 N m/◦ vs. 118.0 N m/◦ in extension and 0.9 N m/◦ vs. 132.9 N m/◦ in flexion
(experiment vs. simulation, respectively).

9.4 Discussion

Simulations of the axial compression experiments revealed that the FE model as pre-
sented in Section 9.2 fails to reproduce the experimentally experienced forces and pre-
dicts much higher values. Removal of the NP, which is modeled as an incompressible
inviscid fluid, reduces the differences of the reaction forces from five to one orders of
magnitude.

Under axial load, a perfectly incompressible NP can reduce its height only by ex-
panding laterally, though by bulging the AF. If the AF excels with a high stiffness
the whole disc becomes very stiff. In bending where the global deformation of the IVD
is wedgelike, with a zone in compression and another in tension, the necessary volume
change of the NP is much smaller and therefore less AF distortion is present. This might
explain the very similar results of the bending simulations for the FSU with and without
NP.

The incompressible NP stiffens the FSU in axial loading only if it is surrounded by a
material that withstands its high fluid pressure. In the constitutive model of the AF the
fibers present the stiffest constituents and therefore their stretch was analyzed. In both
simulations, with and without NP, fibers are present that are much more stretched than
in the experiments with which the constitutive model was calibrated. A simple numeri-
cal experiment proves this not to be the correct explanation for the stiff axial behavior
of the FSU with incompressible NP. Fibers were weakened by 10 % in an additional
simulation — if the fibers would be the main source of stiffness major changes should
occur. This is not the case and therefore it is concluded that the fiber contribution to
the total stiffness is only minor.

Also the bending experiments could not be reproduced in-silico. Experimentally
moments of ±3 N m were applied to the FSU, more than 50 times higher moments were
obtained in the FE simulations. The hysteresis curves of the first cyclic bending test
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Figure 9.12: Comparison of the hysteresis curves of the first cycle of the bending simulations
(IVD with NP) with the experiments.

(cf. Fig. 9.12) show that the simulated structure stiffens at much smaller bending angles
than the real structure. While at the neutral position the measured and the modeled
stiffness differ only by a factor of about two this factor becomes almost 200 at the
maximum angle in extension. This might be due to the constitutive behavior of the AF
material or could be a numerical artifact as well.

Numerical stiffening can arise from an insufficient discretization and therefore a
convergence study is necessary. Eberlein et al. [2004] made a such and found that for
the AF four elements in radial, eight in axial and 24 in hoop direction are sufficient
to give converged results for spine flexion. Goel et al. [1995] found eight elements in
axial and six in radial direction enough to yield good results for the disc bulge under
axial load. With regard to this findings it is believed that the present model (with ten
elements in radial, seven in axial and 58 in circumferential direction) does not suffer
from an insufficient discretization.

Another crucial point when it comes to FE simulations is the choice of the ele-
ment formulation. In the present model, hybrid hexahedral elements with linear shape
functions were selected for the AF. These elements should not suffer from numerical
stiffening, nevertheless, in a future study their suitability should be checked.

A reason for the larger differences in bending than in the axial loading might be the
presence of more pronounced displacement gradients. Under axial load the whole disc
is axially compressed and bulges radially while for bending one part is in compression,
the opposed part in tension and lateral parts do not deform a lot.
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Besides this numerical issues the fast stiffening could be due to the constitutive
model used for the AF. First to be mentioned is the exponential functional form of the
equations (cf. Eq. (3.38)) and though their sensitivity to small changes of the arguments.
Especially noteworthy are predictions for deformations that lay outside the range for
which the model was calibrated. Already small deviations from the calibrated range may
result in large errors in the forces/stresses. Furthermore, the stress-strain behavior of
soft biological tissues is often prone to errors for calibration purposes. Many soft tis-
sues exhibit a distinct J -shaped stress-strain relation with a very soft initial behavior
(cf. Figs. 6.6a and 6.9a), which makes it difficult to determine the initial length of such
samples. In the uniaxial experiments with AF strips described in Section 6.4 a preload
of 0.01 N was applied that should guarantee non-slack samples at the beginning of the
tests. This preload was said to be negligible and consequently it was omitted for the
subsequent calibration (cf. Chap. 8). As the material is very soft at small deformations
this procedure may lead to a severe underestimation of the stretch and therefore to
an overestimation of the samples stiffness. Together with the exponential character of
the constitutive equations the increased bending stiffness of the FSU might come into
existence.

In the axial loading simulations the incompressible NP makes the behavior of the
FSU much too stiff. Neglecting the NP changes dramatically the kinematics of the disc as
nothing withstands the inward bulging of the AF and seems to reduce the load carrying
function of the collagen fibers. While in the simulation with NP almost 75 % of the fibers
are in tension, only a little more than 25 % are for the simulations without NP. And,
with increasing load, the median fiber stretch becomes larger for the FSU with NP and
smaller for the FSU without NP. Though, a realistic FSU model has to include the NP.

In reality the NP is a gelatinous part with a high fluid content (cf. Sec. 2.2) which, in
fact, renders its behavior incompressible for short time scales. Under long lasting loads
fluid leaves the proteoglycan matrix and the NP volume reduces (cf. Sec. 2.3). The
slowest cycles in the axial loading lasted for approximately 1 hour, it is questionable if,
for this duration, the NP can be assumed incompressible or if not the changing fluid
content needs to be incorporated. This could be done either in a phenomenological way,
e.g. by using a time dependent bulk modulus, or by a physically based approach as for
example by use of a poroelastic model [e.g. Cheung et al., 2003].

The model of a time independent incompressible NP might be a part of the explana-
tion of the unnatural high stiffness in axial compression. Another share could come from
the rigid Ve which do not allow for any axial bulging of the NP in the simulation. It is
true that the stiffness of the FSU is determined by the sagittal bulging of the IVD at low
loads [Hulme et al., 2008] and therefore the endplate stiffness has a minimal influence.
But at higher loads it is the deformation of the endplates that defines the compliance.
Hence a model that allows the NP to bulge axially too, might provide more realistic
results.
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Chapter 10
Conclusions and Outlook

Summary of achievements

This thesis aimed at providing novel insights in the whole procedure of model gen-
eration for biological systems. To this end, aspects as the selection of suitable model
formulations, the performance of appropriate experiments for parameter determination
of constitutive equations and the model validation were analyzed. It was not the ob-
jective to provide a model for biomedical applications, but rather to explore continuum
mechanics related aspects of the modeling procedure for a complex system as the inter-
vertebral disc. Insights into several aspects were gained and contributions could be made.

In Chapter 4 a non physical effect is discussed that might take place with anisotropic
constitutive equations that use an additive split of the strain energy into a volumetric
and an isochoric part. In fact, simulations involving uniaxial stress configurations in
anisotropic fiber-reinforced materials reveal volume growth if this split is applied to the
fiber contribution, too. A solution is proposed that solves the problem on the constitutive
level instead of using numerical costly methods as the Augmented Lagrangian method.

Chapter 5 deals with the calibration of constitutive equations for soft (biological)
tissues using planar biaxial materials tests and the herewith connected question of the
optimal specimen design. It is shown that results obtained from planar biaxial tests on
regular cruciform specimen do not predict the true equibiaxial material behavior and
the results are specimen geometry dependent. A numerical optimization scheme is used
to maximize the biaxially loaded area by slotting the limbs of the specimen. The findings
suggest that already a low number of slots helps to increase the biaxial area significantly.

The above results and the smallness of the possible anulus fibrosus (AF) samples led
to the conclusion that biaxial experiments are not feasible within the present work. Con-
sequently, only uniaxial experiments with AF-strips were realized, these are described
in Chapter 6. While the recorded load curves are qualitatively very similar for different
samples they vary a lot in absolute values. Nonetheless, results highlight the presence
of a pronounced initial toe-region, a distinct hysteresis and stiffening from one cycle to
the next.

Chapter 7 covers the axial loading and bending experiments that were done with
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ovine functional spinal units (FSUs). Validation of the setup by use of (elastic) steel
springs as test pieces revealed several shortcomings that would not have been recog-
nized if experiments with FSUs were directly started. In the following these deficiencies
in the mountings, the data acquisition system and the test protocol could be corrected.
Repeated cyclic experiments with FSUs at different load rates allow an insight into
rate dependency, give information about repeatability and plastic effects. Other phe-
nomenons that can be observed are ratcheting and a distinct hysteresis.

The calibration of elasto-viscoplastic constitutive equations with measurement data
from uniaxial tensile experiments on AF-strips is exemplified in Chapter 8. The ar-
guments for the applied stepwise procedure, where successively the elastic, the rate-
independent and the rate-dependent response was calibrated, were partially negatived
by the need for recalibrations in every new step. The final parameter set does not repro-
duce the experimental data to full satisfaction: it reflects the hardening of the material
quite well but not the relaxation behavior. Nevertheless, it represents quite a bit of the
complex behavior of the AF tissue.

In Chapter 9 the predictions of a finite element model of a FSU are compared with the
data gained by axial loading and bending experiments. For both motions the numerical
models behave too stiff and fail to reproduce the measured forces. It is shown that the
AF fiber contribution to the stiffness is minor. Instead, two other sources are discussed
which could lead to an overestimation of the AF stiffness: the low initial stiffness of the
tissue which makes it difficult to define the unstressed configuration and the exponential
form of the used constitutive equations.

Final remarks

The experience gained in the modeling process lead to important considerations that
are summarized here:

i. Non-physical responses of constitutive models might happen despite those were
checked for their robustness. The question of existence and uniqueness of solutions
provoked the introduction of mathematical concepts that prove or disprove them
for given equations. Also for the three analyzed constitutive models existence and
uniqueness of solutions was verified by the notion of polyconvexity [Ball, 1977a].
But those mathematical concepts do not guarantee the physical relevance of the
solutions. In fact, all models that use Ī4 as measure of the fiber stretch show a non-
physical response if used to simulate uniaxial tension in a transversely isotropic,
fiber-reinforced material.

ii. The calibration of constitutive equations requires an explicit assignment of the
model parameters to the mode of deformation in nonlinear materials testing. In
planar biaxial tests on regular cruciform specimens this is not the case; results
do not predict the true equibiaxial material behavior and results are specimen
geometry dependent.

Only a small central area deforms equibiaxially, the measured global displace-
ment and force values do not well represent the biaxial materials response. Local
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measures of the deformation field are obtained by optical methods, just, the local
stress field is unknown and cannot be measured. A larger area under homogeneous
biaxial load would allow to better estimate the stress acting in this area. If biaxial
stress and stretch are known, they can be used for the calibration of constitutive
equations.

iii. A mounting system for stiff (biological) samples was designed and validated by
means of experiments with steel springs. These measurements unveiled many short-
comings in the mountings and the experimental setup that would not have been
recognized (and corrected) without them. Not enough experiments were made in
order to make them statistically representative, but besides the quantitative as-
pects of the measurements, the applied procedures for validation and measurement
are thought to provide interesting insights in how future experiments should be
designed.

Outlook

A future study that concentrates more on the aspect of a realistic finite element model
would need further improvements of the experiments for calibration of constitutive equa-
tions and the model itself.

If for the representation of the AF such complex constitutive equations as the one of
Rubin and Bodner [2002] are used, more experiments that address selected aspects of the
model should be realized. Quasi-static experiments could be used to determine the elastic
response of the AF tissue. Visco-elastic effects could be characterized by relaxation and
cyclic experiments with different load rates. Repetitions of cyclic experiments would
give insights in plastic effects that might take place.

A higher number of experiments would allow to make statistically representative
conclusions about the mechanical behavior of the AF tissue.

In the present work, the experiments with AF-strips suffered from the unprecise
sample geometries. It was found that the used, custom made, cutting device lacks the
needed stability to guarantee well defined and constant sample dimensions. Other tech-
niques could be used to cut specimens of constant thickness as for example a freezing
microtome [Hirsch and Galante, 1967]. Few studies were done with unilamellar samplesi

but as the single lamella constitutes the unit element of the AF [Holzapfel et al., 2005],
experiments with such samples could improve the understanding of the disc mechanics.

With more experimental data about the different aspects of the mechanical behavior
of the AF tissue, a stepwise calibration of the constitutive equations might unveil its
potential. In fact, if the elastic components of the constitutive model are well calibrated
an additional calibration of the visco-plastic parts only should give good results.

An improvement of the finite element model of the FSU requires, in a first step, a bet-
ter understanding which parameters have an influence on the predictions of the model.
A parametric study on the existing model would help to clarify to which extend single

iHolzapfel et al. [2005]; Panagiotacopulos et al. [1979]; Skaggs et al. [1994]
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parameters are responsible for the discrepancies between experiments and simulations.
Once the most important parameters are identified they could be optimized.

The finite element model of the FSU, as it was presented in this thesis, bases on serial
computer tomography scans of an ovine sample. With the applied technique it was not
possible to distinguish the different soft tissues that are present in the intervertebral
disc, i.e. AF, nucleus pulposus and vertebral endplates. A future model could rely on
magnetic resonance image data in which soft tissues are better differentiated.

More importantly, a next model should account for the stiffness of the vertebrae and
if possible include the vertebral endplates. Such a model is expected to behave more
compliant in axial loading and therefore to predict more realistic reaction forces. In a
further step a time dependent bulk modulus could be assigned to the nucleus pulposus
and, if required, to the AF, too.

For the verification of this new model the axial experiments which were realized
within this work could be used. The bending experiments should be repeated with an
improved setup that is well balanced and does not induce initial moments. Or a new
setup could be designed, similar to the one presented by Panjabi et al. [1994], that applies
a pure moment to the FSU. Despite the fact that pure bending is seldom present in-vivo,
it would help to understand the basic properties of the FSU in this important motion.

Additional verification experiments could be added that account for the other mo-
tions that are present in daily life: axial torsion and lateral bending. A model that could
reliably predict the mechanical response in these four motions would be of high interest.
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Appendix A
Polyconvexity

The mechanical problem (A.1a) for a hyperelastic material is to find a displacement
field u out of the set of all admissible displacement fields u∗ that fulfills the boundary
conditions on ∂Ω and that minimizes the total energy Π of the system.

u = arg min
ν∈u∗

Π[ν] (A.1a)

Π[u] =

∫
Ω0

Ψ[grad[u]]dΩ0 −
∫

Ω0

ρ0b · udΩ0 −
∫
∂Ω0

t · ud∂Ω0. (A.1b)

Here Ω0 and ∂Ω0 are a body and its boundary, respectively, Ψ is the Helmholz free
energy, ρ0 the initial density of the body, b and t are volume and surface tractions,
respectively and u is the displacement.

The question is how the functional form of the strain energy density Ψ[grad[u]] in-
fluences the existence and uniqueness of solutions for the minimization problem (A.1a).
Several concepts, dealing with the functional dependence of Ψ on the deformation gra-
dient F = grad[u], exist that guarantee the existence and uniqueness of a solution of
problem (A.1a):

�� ��convexity ⇒
�� ��polyconvexity ⇒

�� ��quasiconvexity ⇒
�� ��rank-one-convexity .

Each concept from left to right implicates the consecutive, while the inverse is shown
not to be true in full generality [Dacorogna, 2007].

The requirement of convexity with respect to F can be shown to violate fundamental
principles of solid continuum mechanics [Ball, 1977b], such that this concept cannot be
used. Quasiconvexity (introduced by Morrey Jr. [1952]) is an integral inequality and
therefore rather complicated to handle. A more practical notion is the one of polycon-
vexity [Ball, 1977a,b]. Schröder and Neff [2003, Definition 3.1] say that

Definition A.1 (Polyconvexity)
“F 7→ W [F] is polyconvex if and only if there exists a function P : M3×3×M3×3×R 7→ R

(in general non-unique) such that W [F] = P [F, adj[F], det[F]] and the function R19 7→ R,
(X̃, Ỹ , Z̃) 7→ P [X̃, Ỹ , Z̃] is convex for all points X ∈ R3.”
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An immediate consequence of the above Definition A.1 is given by Schröder and Neff
[2003, Corollary 3.2].

Corollary A.1 (Additive polyconvex functions)
“Let W [F] = W1[F] +W2[adj[F]] +W [det[F]]. If Wi, i = 1, 2 are convex in the associated
variable respectively and W3 : R+ 7→ R is convex in the associated variable as well, then
W is altogether polyconvex.”

It can be proven that the following Lemma holds [Schröder and Neff, 2003, Lemma B.9]:

Lemma A.1 (Convexity and monotone composition)
“Let P : Rn 7→ R be convex and let m : R 7→ R be convex and monotone increasing.
Then the function Rn 7→ R, X 7→ m(P (X)) is convex.”

Corollary A.1 and Lemma A.1 are very usefull for the following proves of polycon-
vexity of the constitutive models by Weiss et al. [1996], Holzapfel et al. [2000] and Rubin
and Bodner [2002].

Model by Weiss et al. [1996]

According to Corollary A.1 it is sufficient for this equations (cf. Eq. (3.34)) to prove the
polyconvexity of each of the three energy contributions.

The volumetric contribution U (Eq. (3.36a)) is convex only for J smaller equal the
natural number e [Hartmann and Neff, 2003, Tab. 4 and text].

The contribution of the ground substance Ψ̄gs (Eq. (3.36b)) involving the first mod-
ified first invariant Ī1 is proven to be polyconvex in Hartmann and Neff [2003, Lemma
2.2]. The term involving the second invariant Ī2 is shown by the same authors to be
non-polyconvex hence the parameter c2 has to equal zero in order to assure the overall
model being polyconvex.

Polyconvexity of Ψf or Ψ̄f (Eq. (3.36c)): Schröder and Neff [2003, Eq. 3.44] prove
the polyconvexity of the fourth invariants I4 and Ī4. Though, according to Lemma A.1
it is sufficient to prove that Ψ̄f is a monotone increasing function. This can be done by
the following procedure:

Lets rewrite (3.36c) as

g[x] =

{
expc(x−1)−xc x ≥ 1

0 x < 1
with c ≥ 1. (A.2)

The first derivative of g can be shown to be positive

g′[x] ∼
{

expc(x−1)−x(c−1) x ≥ 1

0 x < 1
. (A.3)

For x ≥ 1 positiveness can be shown by taking the logarithm of g′:

c

c− 1

x− 1

ln[x]
≥ 1 > 0. (A.4)︸ ︷︷ ︸

≥1
︸ ︷︷ ︸
≥1
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This result with g[x] = 0 ∀x < 1 and limx→∞ g[x] =∞ ∀c ≥ 1 proves the monotonicity
of g. Taking the second derivative of g and showing its positiveness, convexity of g is
proven.

g′′[x] ∼
{
c expc(x−1)− (c− 1)x(c−1) x ≥ 1

0 x < 1
. (A.5)

Rewriting g′′ for x ≥ 1 a little, we obtain

g′′[x ≥ 1] = c expc(x−1)−cx(c−1) + x(c−1)︸ ︷︷ ︸
≥0

(A.6)

Prove of the positiveness of the first two terms in Equation (A.6) can be done similarly
as above by taking the logarithm. �

Model by Holzapfel et al. [2000]

By Corollary A.1 it is, as for the previous material model, sufficient to prove the poly-
convexity of each energy contribution (cf. Eq. (3.34)) in order to prove the overall poly-
convexity.

The volumetric contribution U (Eq. (3.37a)) is discussed in Hartmann and Neff
[2003, Tab. 4 and text] and can easily be shown being convex in J .

The contribution of the ground substance Ψ̄gs (Eq. (3.37b)) involving the modified
first invariant Ī1 is proven to be polyconvex in Hartmann and Neff [2003, Lemma 2.2].

Balzani et al. [2006, Eq. 4.20 and text] show that the fiber contributions Ψ̄f

(Eq. (3.37c)) using the modified fourth invariant Ī4 as well as Ψf using the unmodified
fourth invariant I4 are polyconvex.

Model by Rubin and Bodner [2002]

The polyconvexity of the model by Rubin and Bodner [2002] will be demonstrated for its
elastic part only. Using Lemma A.1 it is sufficient to prove convexity and monotonicity of
the single log-contributions. Though we have to check for the polyconvexity of Equation
(3.39).

The volumetric contribution Ψ̂1 (Eq. (3.40a)) is discussed in Hartmann and Neff
[2003, Tab. 4 and text].

The matrix contribution Ψ̂2 (Eq. (3.40b)) involving the first modified first invariant
Ī1 is proven to be polyconvex in Hartmann and Neff [2003, Lemma 2.2].

Ψ̂3 (Eq. (3.40c)) can be rewritten as g[x] = 〈√x− 1〉2m for all x ≥ 0 and m > 1
and be proven being monotone increasing and convex in x. From g[x] = 0 ∀x ≤ 1,
limx→∞ g[x] =∞ and

g′[x] = mx−1/2
〈√

x− 1
〉2m−1 ≥ 0 (A.7)︸ ︷︷ ︸

≥0
︸ ︷︷ ︸

≥0
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we know that g is monotone increasing. The second derivative g′′ can easily be shown
to be positive as well, proving the convexity of g.

g′′[x] ∼ x−1︸︷︷︸
≥0

(
(2m− 1)

〈√
x− 1

〉2m−2 − x−1/2
〈√

x− 1
〉2m−1

)
(A.8)

For x ≤ 1 the second derivative is identical zero and for x > 1

(2m− 1) (
√
x− 1)

2m−2

x−1/2 (
√
x− 1)

2m−1 = (2m− 1)

√
x√

x− 1
≥ 1 > 0. (A.9)︸ ︷︷ ︸

≥1
︸ ︷︷ ︸
≥1

Therefore g′′ ≥ 0 and g is convex. �
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Appendix B
Constitutive Equations in MATHEMATICA

A quick but reliable implementation of new constitutive equations is essential when it
comes to a comparison of different models or an evaluation of their ability to reflect
experimental data. In the present work this was the case in Chapter 4 where different
equations were calibrated against each other.

An implementation should be fast, user friendly and easy to adapt to new (sim-
ple) load cases. MATHEMATICA (cf. App. D) offers a framework that can be used
for analytical derivatives, e.g. of the strain energy density Ψ with respect to the right
Cauchy-Green deformation tensor. The main difficulty is the definition of the arguments
of Ψ to which the differentiation should be made.

How to define the deformation tensor C

The arguments of Ψ are often the (mixed) invariants Ii of the right Cauchy-Green
deformation tensor C (and some structural tensors). The calculation of the stress and
stiffness components bases on the computation of the first and second derivative of
Ii with respect to C, respectively. In MATHEMATICA this derivatives can easily be
obtained as follows:

1. define C in terms of its components,
2. define Ψ and its arguments as functions of the components of C,
3. compute componentwise the derivatives using the Table function.

The question is how to define C in order to get the correct result, for example for the
derivative of tr[C2], as in I2, where the result is 2C. In the calculation of the stiffness,
derivatives of C with respect to itself appear, here the result is known as well:

∂Cij
∂Ckl

=
1

2
(δikδjl + δilδjk) . (B.1)

This result has all the essential minor and major symmetries that the stiffness tensor C
has (i↔ j, k ↔ l and {i, j} ↔ {k, l}).
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Since C is symmetric, one could define the right Cauchy-Green tensor with symmetric
entries from beginning on:

Cs =

 C̃11 C̃12 C̃13

C̃12 C̃22 C̃23

C̃13 C̃23 C̃33

 , ⇒ ∂tr[C2
s ]

∂ (Cs)ij
ei ⊗ ej =

 2C̃11 4C̃12 4C̃13

4C̃12 2C̃22 4C̃23

4C̃13 4C̃23 2C̃33

 (B.2a,b)

As can be seen from Equation (B.2b) this leads to the wrong result. What happens
if C is defined without symmetric entries?

Cg =

 C̃11 C̃12 C̃13

C̃21 C̃22 C̃23

C̃31 C̃32 C̃33

 (B.3)

⇒ ∂tr[C2
g]

∂ (Cg)ij
= 2 (Cg)ji ,

∂ (Cg)ij
∂ (Cg)kl

= δikδjl. (B.4a,b)

The Equation (B.4a) gives the correct result (remember that eventually C̃ij = C̃ji),
but (B.4b) shows that the stiffness would be wrong.

The correct way to define the entries of the right Cauchy-Green tensor is 1) to define
a non-symmetric tensor Cg and 2) to compute its symmetric part Csym = 1

2

(
Cg + CT

g

)
and define all subsequent quantities with respect to Csym. The derivatives are done with
respect to the components of Cg.

Csym = 1
2

(
Cg + CT

g

)
(B.5)

⇒ ∂tr[C2
sym]

∂ (Cg)ij
= 2 (Csym)ij ,

∂ (Csym)ij
∂ (Cg)kl

= 1
2

(δikδjl + δilδjk) . (B.6a,b)

Both derivatives are correct. This procedure was used in the MATHEMATICA im-
plementation that is described on the following pages.

144



M
A

T
H

E
M

A
T

IC
A

p
se

u
d
o

co
d
e

Ψ
=
..
.

D
efi

n
e

Ψ
R
C
G
=
{{
R
C
G
1
1
,
R
C
G
1
2
,
R
C
G
1
3
},
{R
C
G
2
1
,
R
C
G
2
2
,
R
C
G
2
3
},

{R
C
G
3
1
,
R
C
G
3
2
,
R
C
G
3
3
}}
;

D
efi

n
e
C

a
s

a
g
en

er
a
l

te
n

so
r,

n
o
t

u
si

n
g

it
s

in
tr

in
si

c
sy

m
m

et
ry

R
C
G
S
y
m
=
1
/
2
(
R
C
G

+
T
r
a
n
s
p
o
s
e
[
R
C
G
]
)
;

D
efi

n
e

a
sy

m
m

et
ri

c
te

n
so

r
C
sy
m

th
a
t

is
u

se
d

to
co

m
p

u
te

th
e

in
va

ri
an

ts
. . .

C
om

p
u

te
h

er
e

th
e

ar
gu

m
en

ts
of

Ψ
as

fu
n

ct
io

n
s

of
C
sy
m

. . .
S
=
T
a
b
l
e
[
∂
R
C
G
[
[
i
,
j
]
]
Ψ
,
{i
,
3
},
{j
,
3
}]
;

C
om

p
u

te
th

e
se

co
n

d
P

io
la

-K
ir

ch
h

o
ff

st
re

ss
S

S
t
i
f
f
=
T
a
b
l
e
[
∂
R
C
G
[
[
k
,
l
]
]
S
[
[
i
,
j
]
]
,
{i
,
3
},
{j
,
3
},
{k
,
3
},
{l
,
3
}]
;

C
om

p
u

te
th

e
m

a
te

ri
a
l

st
iff

n
es

s
C

F
=
{{
λ
1
,
0
,
0
},
{0
,
λ
2
,
0
},
{0
,
0
,
λ
2
}}

;
D

efi
n

e
th

e
d

ef
o
rm

a
ti

o
n

g
ra

d
ie

n
t
F

(h
er

e
sh

ow
n

fo
r

th
e

ca
se

o
f

u
n

ia
x
ia

l
te

n
si

o
n

)
R
C
G
F

=
F
.
T
r
a
n
s
p
o
s
e
[
F
]
;

C
om

p
u

te
C

a
s

a
fu

n
ct

io
n

o
f

th
e

st
re

tc
h

es
λ

i
R
C
G
1
1
=
R
C
G
F
[
[
1
,
1
]
]
;

. . .
R
C
G
3
3
=
R
C
G
F
[
[
3
,
3
]
]
;

D
efi

n
e

th
e

co
m

p
o
n

en
ts

o
f
C

a
s

fu
n

ct
io

n
s

o
f
λ

i

σ
=
J
^
-
1

F
.
S
.
T
r
a
n
s
p
o
s
e
[
F
]
;

C
om

p
u

te
th

e
C

a
u

ch
y

st
re

ss
σ

s
t
i
f
f
=
J
^
-
1

T
a
b
l
e
[
S
u
m
[

F
[
[
i
,
w
]
]
F
[
[
j
,
x
]
]
F
[
[
k
,
y
]
]
F
[
[
l
,
z
]
]
S
t
i
f
f
[
[
w
,
x
,
y
,
z
]
]
,

{w
,
3
},
{x
,
3
},
{y
,
3
},
{z
,
3
}]
,
{i
,
3
},
{j
,
3
},
{k
,
3
},
{l
,
3
}]
;

C
om

p
u

te
th

e
sp

a
ti

a
l

st
iff

n
es

s
C

λ
1
n
u
m
=
T
a
b
l
e
[
1
+
(
λ
m
a
x
-
1
)
/
n
*
i
,
{i
,
0
,
n
}]
;

D
efi

n
e

ve
ct

o
r
λ

1
in

th
e

ra
n

g
e

o
f

1
to
λ

m
a
x

w
it

h
n

in
cr

em
en

ts
λ
2
n
u
m
=
T
a
b
l
e
[
0
,

i
,
0
,
n
]
;
λ
2
n
u
m
[
[
1
]
]

=
1
.
0
;

D
efi

n
e

v
ec

to
r
λ

2
w

it
h
n

en
tr

ie
s

a
n

d
λ

(1
)2

=
1.

0
F
o
r
[
i
=
2
,
i
≤
n
+
1
,
i
+
+
,

s
o
l
=
F
i
n
d
R
o
o
t
[
σ
[
2
,
2
]
=
=
0
/
.
λ
1
→
λ
1
n
u
m
[
[
i
]
]
,
{λ

2
,
λ
2
n
u
m
[
[
i
-
1
]
]
}]
;

λ
2
n
u
m
[
[
i
]
]
=
λ
2
/
.
s
o
l
;

]

D
et

er
m

in
e
λ

2
su

ch
th

a
t
σ

2
2

=
0

σ
1
1
n
u
m
=
σ
[
[
1
,
1
]
]
/
.
{λ

1
→
λ
1
n
u
m
,
λ
2
→
λ
2
n
u
m
};

C
om

p
u

te
th

e
n
u

m
er

ic
a
l

va
lu

es
o
f

th
e

C
a
u

ch
y

st
re

ss
co

m
p

o
-

n
en

t
σ

1
1

145





Appendix C
Routines and ABAQUS Input Files

C.1 Customization of the optimization

environment

Several times the finite element software ABAQUS (cf. App. D) was used in cooperation
with optimization algorithms of MATLAB (cf. App. D) (cf. Chaps. 5 and 8). Whenever
this was the case a MATLAB environment developed and described by Hollenstein
[2011] was used. This environment allows a simple parametrization of the optimization
by splitting it up into the four parts 1) global settings (main.m), 2) settings for the
optimization algorithm (kernel.m), 3) control of external programs (COREsearch.m)
and 4) error computation (USERerr.m).

First optimizations with ABAQUS struggled with several major problems, this were
non-existent or incorrect input files (if they were automatically regenerated for each run),
lack of free network licenses and old results (.odb-) files. To achieve the required stability
for optimizations with several ten thousand iterations, the MATLAB environment was
customized by an error handling system. This and other customizations resulting from
the experience with the optimization routines are presented in the following.

main.m

A manual stop of the optimization lets ABAQUS forget some files — at the beginning
of each optimization these files are deleted (if they exist). This is especially important
in the case of .lck-files, if a such exists no new job can start.

delete ( ’ ∗ . rpy∗ ’ , ’ ∗ . r e c ’ , ’ ∗ . odb ’ , ’ ∗ . l c k ’ ) ;

kernel.m

The MATLAB optimization routines do not save intermediate parameter sets and re-
sults; if the optimization routine stops unexpectedly (by a crash or manual stop) all
results are lost. Therefore a text file is created in which at each iteration the error
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and the respective parameters are written (in COREsearch to which the file-handle is
passed).

f i d h i s t = fopen ( ’ h i s t o r y . txt ’ , ’w ’ ) ;

...

fc lose ( f i d h i s t ) ;

COREsearch.m

The error f is initialized with an infinite value, this is done to return an infinite error if
the ABAQUS job did not finish successfully.

f=i n f ;

...
The status variable abaqusSTS is set equal −1, this indicates that no job was started
yet. As long as abaqusSTS equals −1 it is tried to start the ABAQUS job. This can fail
if no ABAQUS licences are available1. If a result (.odb-) file exists (what means that it
could not be deleted previously because it is still opened) ABAQUS will not start the
new job and the while-loop is interrupted. After job completion the data of interest is
read by the Python script readOdb.py (cf. App. C.8). This script writes the job status
to the text file abaqusSTS.sts (1 for job completed successfully and 0 else).

abaqusSTS=−1;
while abaqusSTS==−1

i f exist ( ’ Uniax2 . odb ’ , ’ f i l e ’ )
break

end
dos ( ’ abq691 job=Uniax2 i n t e r a c t i v e ’ ) ;
dos ( ’ abq691 cae noGUI=readOdb . py ’ ) ;
load abaqusSTS . s t s ;

end

...
MATLAB determines the job status by reading the file abaqusSTS.sts. If the status
variable abaqusSTS equals 1 the error f is computed.
...
The error and the respective parameter set are written to the text file opened in kernel.m.

fpr intf ( f i d h i s t , ’%f , ’ , f ) ;

1If no licences are available, it sometimes happens that ABAQUS gets into the queue and sticks
therein. To avoid this unhandiness the following line can be added to the ABAQUS environment file
abaqus v6.env:

lm l i c ensequeu ing=OFF

With this line included, ABAQUS does not queue and the job aborts — it has to be restarted
manually.
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fpr intf ( f i d h i s t , ’%e , ’ , param ) ;
fpr intf ( f i d h i s t , ’ \n ’ ) ;

...
The next iteration is prepared by resetting the value in the status file
abaqusSTS.sts to −1 and by deletion of remaining ABAQUS files.

abaqusSTS=−1;
save ( ’ abaqusSTS . s t s ’ , ’ abaqusSTS ’ , ’−a s c i i ’ )
delete ( ’ ∗ . rpy∗ ’ , ’ ∗ . r e c ’ , ’ ∗ . odb ’ )
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C.2 ABAQUS job generation: PYTHON script

The PYTHON interface of ABAQUS (cf. App. D) allows the definition of finite element
models by use of scripts. This is especially useful in parametric studies where, as in the
present case, a parameterized geometry is used that changes according to an external
algorithm.

The first step of such a PYTHON script is to import the ABAQUS objects and mod-
ules that give access to the proprietary functions and operations. The structure is very
much based on the module structure in the graphical user interface of ABAQUS (CAE).

A clever way to generate such a script is to make use of the CAE to define the model.
Doing so, ABAQUS creates a .rpy-file that already contains the structure and most of
the commands needed in the script.

In the following the (commented) script that was used for the optimization of the
cruciform shaped geometry (cf. Chap. 5) is presented.

The code

# Import Abaqus o b j e c t s
from abaqus import ∗
from abaqusConstants import ∗
from odbAccess import ∗
from jobMessage import ∗

# Import modules
import part
import regionToolset
import assembly
import step
import load
import mesh
import job
import odbAccess
import v i s u a l i z a t i o n

##########################################################
# Input s e c t i o n
# Geometry o f the cruc i f o rm
Totlength =40.0
Armlength =20.0
# Kinematic boundary c o n d i t i o n s
BC U1=20.0
BC U2=20.0
# S i z e o f the seeds f o r the mesh
SeedSize =0.5
# Element type
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ElementType=CPS4
##########################################################

# Create a model .
myModel = mdb . Model (name=’ Cruciform ’ )

# Create a new viewport in which to d i s p l a y the model and
# the r e s u l t s o f the a n a l y s i s .
myViewport = s e s s i o n . Viewport ( ’ Cruciform Geometry ’ )

# Create a sketch f o r the base f e a t u r e .
mySketch = myModel . Sketch (name=’ Cruciform shape ’ , s h e e t S i z e =60.)

# Create the geometry .
mySketch . Line ( po in t1 =(0 . 0 , 0 . 0 ) , po in t2 =(0.0 , Totlength ) )
mySketch . Line ( po in t1 =(0.0 , Totlength ) ,

po in t2 =(Totlength−Armlength , Totlength ) )
mySketch . Line ( po in t1 =(Totlength−Armlength , Totlength ) ,

po in t2 =(Totlength−Armlength , Totlength−Armlength ) )
mySketch . Line (

po in t1 =(Totlength−Armlength , Totlength−Armlength ) ,
po in t2 =(Totlength , Totlength−Armlength ) )

mySketch . Line ( po in t1 =(Totlength , Totlength−Armlength ) ,
po in t2 =(Totlength , 0 . 0 ) )

mySketch . Line ( po in t1 =(Totlength , 0 . 0 ) , po in t2 = ( 0 . 0 , 0 . 0 ) )

# Create a two−dimensional , deformable part .
myCruciform = myModel . Part (name=’ Cruciform ’ ,

d i m e n s i o n a l i t y=TWO D PLANAR, type=DEFORMABLE BODY)

# Create the part ’ s base f e a t u r e
myCruciform . Bas eShe l l ( s k e t c h=mySketch )

# Prepare the sketch f o r the cuts
s = myModel . Constra inedSketch (name=’ Cuts ’ , s h e e t S i z e =56.56 ,

gr idSp ac in g =1.41)
s . se tPrimaryObject ( opt ion=SUPERIMPOSE)
p = myModel . p a r t s [ ’ Cruciform ’ ]
p . pro jec tRe ferencesOntoSke tch ( s k e t c h=s , f i l t e r=COPLANAR EDGES)

# Read in the parameters f o r the gene ra t i on o f the cuts
f = open ( ’ param . param ’ , ’ r ’ )
a=f . r e a d l i n e s ( )
f . c l o s e ( )
# Width o f the cuts
a0=a [ 0 ] . l s t r i p ( ’ [ ’ ) . r s t r i p ( ’ ]\n ’ ) . s p l i t ( ’ , ’ )

# Length o f the cuts
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a1=a [ 1 ] . l s t r i p ( ’ [ ’ ) . r s t r i p ( ’ ]\n ’ ) . s p l i t ( ’ , ’ )
# Distance between the end o f the arms and the beg inning
# of the cuts
a2=a [ 2 ] . l s t r i p ( ’ [ ’ ) . r s t r i p ( ’ ]\n ’ ) . s p l i t ( ’ , ’ )
# Distance between the cente r l i n e and the f i r s t cut and
# between the f o l l o w i n g cuts
a3=a [ 3 ] . l s t r i p ( ’ [ ’ ) . r s t r i p ( ’ ]\n ’ ) . s p l i t ( ’ , ’ )
width=map( f l o a t , a0 )
l ength=map( f l o a t , a1 )
upper l im i t=map( f l o a t , a2 )
d i s t anc e=map( f l o a t , a3 )

# Def ine the geometry o f the cuts
d i s t t o t =0.0
for i in range ( l e n ( width ) ) :

d i s t t o t+=d i s t anc e [ i ]
xpos l=d i s t t o t−width [ i ] / 2 . 0
xposr=d i s t t o t+width [ i ] / 2 . 0
yposu=Totlength−upper l im i t [ i ]−width [ i ] / 2 . 0
ypos l=Totlength−upper l im i t [ i ]− l ength [ i ]+width [ i ] / 2 . 0
s . Line ( po in t1 =(xposl , ypos l ) , po in t2 =(xposl , yposu ) )
s . Line ( po in t1 =(xposr , ypos l ) , po in t2 =(xposr , yposu ) )
s . ArcByCenterEnds ( c e n t e r =( d i s t t o t , yposu ) ,

po in t1 =(xposr , yposu ) , po in t2 =(xposl , yposu ) )
s . ArcByCenterEnds ( c e n t e r =( d i s t t o t , ypos l ) ,

po in t1 =(xposl , ypos l ) , po in t2 =(xposr , ypos l ) )
s . Line ( po in t1 =(yposl , xpos l ) , po in t2 =(yposu , xpos l ) )
s . Line ( po in t1 =(yposl , xposr ) , po in t2 =(yposu , xposr ) )
s . ArcByCenterEnds ( c e n t e r =(yposu , d i s t t o t ) ,

po in t1 =(yposu , xpos l ) , po in t2 =(yposu , xposr ) )
s . ArcByCenterEnds ( c e n t e r =(yposl , d i s t t o t ) ,

po in t1 =(yposl , xposr ) , po in t2 =(yposl , xpos l ) )

# Make the cuts
# I t might happen that the paramters o f the cuts are such
# that cu t t i ng i s not p o s s i b l e . In t h i s case wr i t e ’0 ’
# to ’ abaqusSTS . s t s ’ and e x i t .
try :

p . Cut ( s k e t c h=s )
except AbaqusException , message :

output = open ( ’ abaqusSTS . s t s ’ , ’w ’ )
output . w r i t e ( ’ 0 ’ )
output . c l o s e ( )
sys . e x i t ( )

s . unsetPrimaryObject ( )

# Create a mate r i a l
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myModel . Mater ia l (name=’ NeoHookean Material ’ )
myModel . m a t e r i a l s [ ’ NeoHookean Material ’ ] .

H y p e r e l a s t i c ( t e s t D a t a=OFF, type=NEO HOOKE,
vo lumetr icResponse=VOLUMETRIC DATA, t a b l e =((1 .0 , 0 . 0 ) , ) )

mySection =
myModel . HomogeneousSolidSection (name=’ NeoHookean Section ’ ,
m a t e r i a l=’ NeoHookean Material ’ , t h i c k n e s s =1.0)

# Assign the s e c t i o n
myregion = r e g i o n T o o l s e t . Region ( f a c e s=p . f a c e s )
myCruciform . Sect ionAssignment ( reg ion=myregion ,

sectionName=’ NeoHookean Section ’ , o f f s e t =0.0)

# Import the part to the assembly
myAssembly = myModel . rootAssembly
myInstance = myAssembly . Ins tance (

name=’ Cruc i formInstance ’ , par t=myCruciform )

# Create a s tep
myModel . S t a t i c S t e p (name=’ Step−1 ’ , p r e v i o u s=’ I n i t i a l ’ ,

t imePeriod =1.0 , i n i t i a l I n c =0.1 , d e s c r i p t i o n=’ ’ ,
nlgeom=ON, maxNumInc=1000 , e x t r a p o l a t i o n=PARABOLIC)

# Def ine the f i e l d outputs
mdb . models [ ’ Cruciform ’ ] . f i e l d O u t p u t R e q u e s t s [ ’F−Output−1 ’ ] .

s e t V a l u e s ( v a r i a b l e s =( ’U ’ , ’S ’ , ’COORD’ ) )

# Create the Boundary Condit ions and Loads
po int = ( 0 . 0 , 0 . 1 , 0 . 0 )
edge1=myAssembly . i n s t a n c e s [ ’ Cruc i formInstance ’ ] .

edges . f indAt ( ( point , ) )
po int =(0.0 , Totlength −0 .1 ,0 .0 )
edge2=myAssembly . i n s t a n c e s [ ’ Cruc i formInstance ’ ] .

edges . f indAt ( ( point , ) )
po int =(0.1 , Totlength , 0 . 0 )
edge3=myAssembly . i n s t a n c e s [ ’ Cruc i formInstance ’ ] .

edges . f indAt ( ( point , ) )
myModel . DisplacementBC (name=’BC−1 ’ ,

createStepName=’ I n i t i a l ’ , reg ion =[edge1 , edge2 , edge3 ] , u1=SET)
myModel . DisplacementBC (name=’BC−2 ’ ,

createStepName=’ Step−1 ’ , reg ion =[ edge3 ] , u2=BC U2)
po int = ( 0 . 1 , 0 . 0 , 0 . 0 )
edge1=myAssembly . i n s t a n c e s [ ’ Cruc i formInstance ’ ] . edges .

f indAt ( ( point , ) )
po int=(Totlength −0 . 1 , 0 . 0 , 0 . 0 )
edge2=myAssembly . i n s t a n c e s [ ’ Cruc i formInstance ’ ] . edges .

f indAt ( ( point , ) )
po int=(Totlength , 0 . 1 , 0 . 0 )
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edge3=myAssembly . i n s t a n c e s [ ’ Cruc i formInstance ’ ] . edges .
f indAt ( ( point , ) )

myModel . DisplacementBC (name=’BC−3 ’ ,
createStepName=’ I n i t i a l ’ , reg ion =[edge1 , edge2 , edge3 ] , u2=SET)

myModel . DisplacementBC (name=’BC−4 ’ ,
createStepName=’ Step−1 ’ , reg ion =[ edge3 ] , u1=BC U1)

# Seed the part i n s t anc e .
myAssembly . seedPar t Ins tance ( r e g i o n s =(myInstance , ) , s i z e=SeedSize )

# Assign an element type to the part i n s t anc e .
elemType = mesh . ElemType ( elemCode=ElementType ,

e lemLibrary=STANDARD)
f1 = myAssembly . i n s t a n c e s [ ’ Cruc i formInstance ’ ] . f a c e s
f a c e s 1 = f1 . getSequenceFromMask ( mask=( ’ [#1 ] ’ , ) , )
p ickedRegions =( faces1 , )
myAssembly . setElementType ( r e g i o n s=pickedRegions ,

elemTypes=(elemType , ) )
pa r t In s t ance s =(myAssembly . i n s t a n c e s [ ’ Cruc i formInstance ’ ] , )
myAssembly . generateMesh ( r e g i o n s=par t In s t ance s )

# Create a job
myjobName=’ Cruci form Optimizat ion ’
myjob=mdb . Job (name=myjobName , model=’ Cruciform ’ ,

type=ANALYSIS, noda lOutputPrec i s ion=FULL)

# Run the job and ha l t u n t i l job has f i n i s h e d
myjob . submit ( )
myjob . waitForCompletion ( )

# Write the outputs to ’ abaqus . txt ’
o1 = s e s s i o n . openOdb (name=’ Cruc i form Optimizat ion . odb ’ )
s e s s i o n . v i e w p o r t s [ ’ Viewport : 1 ’ ] . s e t V a l u e s ( d i s p l a y e d O b j e c t=o1 )
myodb = s e s s i o n . odbs [ ’ Cruc i form Optimizat ion . odb ’ ]

l f i d x=l e n (myodb . s t e p s [ ’ Step−1 ’ ] . frames )−1

s e s s i o n . f i e l d R e p o r t O p t i o n s . s e t V a l u e s ( p r i n t T o t a l=OFF, printMinMax=OFF)
s e s s i o n . w r i t e F i e l d R e p o r t ( f i leName=’ abaqus . txt ’ , append=OFF,

sor t I t em=’Node Label ’ , odb=myodb , s t e p =0, frame=l f i d x ,
o u t p u t P o s i t i o n=NODAL, v a r i a b l e =(( ’COORD’ , NODAL,
( (COMPONENT, ’COOR1’ ) , (COMPONENT, ’COOR2’ ) , ) ) ,
( ’S ’ , INTEGRATION POINT, ( (INVARIANT, ’Max . P r i n c i p a l ’ ) ,
(INVARIANT, ’Mid . P r i n c i p a l ’ ) ,
(INVARIANT, ’Min . P r i n c i p a l ’ ) , ) ) , ) )

# Get the s t a t u s o f the computation and wr i t e i t to
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# ’ abaqusSTS . s t s ’ : 1 f o r ok , 0 f o r e r r o r .
s t a t u s = s t r (myodb . d i a g n o s t i c D a t a . j o b S t a t u s )

i f l e n ( s t a t u s )>20:
i f ( s t a t u s [ 2 1 ] == ”S” ) :

statusOut = ’ 1 ’
else :

statusOut = ’ 0 ’
else :

statusOut = ’ 0 ’

output = open ( ’ abaqusSTS . s t s ’ , ’w ’ )
output . w r i t e ( statusOut )
output . c l o s e ( )
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C.3 Deformation modes

For soft biological tissues most constitutive models used by now are phenomenological
ones. And even those that use some physically based assumptions do not represent the
complex structure of the tissues in all details. This means that this models do have (if
even) only restricted predictive capabilities when it comes to deformations that are 1)
larger and/or 2) different in their mode than those used for the model calibration. The
converse argument is that the models should be calibrated in 1) the range of motion and
2) the mode of the deformations that are encountered in the simulations. Therefore the
need for knowledge about the modes of deformation that occur in a structure undergoing
a given load case.

An experienced user might “feel intuitively” what mode of deformation is predom-
inant or which modes of deformation are existent in a certain load case while a less
experienced might not. Though it would be favorable to have a qualitative or even a
quantitative measure for the modes of deformation. In the following one such is proposed
and its implementation for the use in ABAQUS (cf. App. D) discussed.

Theory

Criscione et al. [2000] presented three invariants Ki, i = 1, . . . , 3 of the natural strain η
for the definition of a constitutive model. These three invariants have a physical meaning:

K1: amount of dilatation,
K2: magnitude of distortion,
K3: mode of distortion.

The natural strain is defined as η = ln[v] where v is the left stretch tensor according to
Equation (3.2).1 The invariants can be written as

K1 = tr[η] = ln[J ] (C.1a)

K2 =
√
η′ : η′ (C.1b)

K3 = 3
√

6 det[η′/K2]. (C.1c)

It can be shown that K1 ∈ (− inf, inf), K2 ∈ [0, inf) and K3 ∈ [−1, 1].

K3 can be used to distinguish the mode of distortion in different regions of a deformed
body, where

K3 =


1 uniaxial extension

0 pure shear

−1 biaxial extension

1For two different positive definite but coaxial tensors A and B one can show (using their respective
spectral decompositions) that ln [AB] = ln [A] + ln [B]. v is known to be a positive definite and symmetric
tensor and therefore

ln [v] =
1

2
ln [vv] =

1

2
ln [b]

where for the last equality Equation (3.4b) was used. This shows that for the calculation of the loga-
rithmic strains no polar decomposition is necessary.
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If ηi, i = 1, . . . , 3 are the principal values of the natural strain η, K3 is defined by

K3 = −(η1 + η2 − 2η3) (−2η1 + η2 + η3) (η1 − 2η2 + η3)

2 (η2
1 + η2

2 + η2
3 − η1η2 − η2η3 − η3η1)

3/2
(C.2)

Now assume a deformation case with an axial stretch λ and two identical lateral
stretches λT. In this case the third invariant K3 is given by

K3,uniax = sign[log[
λ

λT

]] (C.3)

As can be seen by the above formula K3 = 1 if λ > λT (uniaxial extension) and K3 = −1
if λ < λT (biaxial extension).

To see that K3 in fact equals zero for the case of pure shear lets write it in terms of
the principal stretches λi:

K3 =
3
√

6

K2
3 (ln[λ1] ln[λ2] ln[λ3]− ln[λ1λ2λ3]) . (C.4)

While the first term in brackets equals zero because of the fact that one of the principal
stretches is hold constant equal one, the second vanishes because the volume is kept
constant during a pure shear deformation.

Implementation

In a first version Equation (C.2) was implemented in ABAQUS using the subroutine
UVARM. This subroutine allows to define user defined variables UVAR.

A problem that arises with this implementation is that the variables UVAR are defined
at the integration points of an element and not at its nodes. Since the colors in the
visualization module of ABAQUS represent the extrapolated (and interpolated) values
of a quantity defined at the integration points it happens that the absolute value of
UVAR becomes greater than 1 [-].

A second implementation was done using the C++ interface of ABAQUS2 (see the
following pages). With C++ it is possible to manipulate .odb-files, i.e. it allows to read
and write field variables and to create new ones — also at the element nodes. This is
exactly what this implementation does: it reads the principal values of the logarithmic
strains “LE” at the element nodes, computes K3 and writes it in a new field “K3” de-
fined at the element nodes.

Figure 6.2 gives an example of the use of K3.

2ABAQUS also has a PYTHON interface that offers more comfort with ABAQUS objects. Unfor-
tunately it lacks in efficiency, especially when it comes to loops, e.g. over steps or frames.
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C.4 MATLAB code for mesh generation

This section presents the MATLAB (cf. App. D) code that was used for the mesh gen-
eration of the intervertebral disc (IVD). The motivation for this work was the need of
a finite element mesh of the IVD based upon hexahedral (“brick”) elements. ABAQUS
(cf. App. D) unfortunately does not support the meshing of arbitrary three dimensional
volumes with this type of elements.

Introduction

The main idea of the routine is to deform a template geometry, that can be meshed with
ABAQUS, such that it takes the original shape of the IVD. To do so several preparatory
steps are necessary:

1. mesh the IVD with triangular surface elements (cf. Fig. C.1a)

- create a file containing the nodal coordinates

node #, x-coord., y-coord., z-coord.
...

...
...

...

- create a file containing the element connectivities

elem. #, node 1, node 2, node 3
...

...
...

...

2. create a template geometry and mesh it with linear brick elements. The geometry
should resemble as much as possible the geometry of the IVD while still being
meshable. (cf. Fig. C.1b)

- create a file containing the nodal coordinates (with the same structure as
above)

- create a file containing the element connectivities (with the same structure
as above)

Once these four files are saved in a common folder the routine can be parameterized
and started.

Important: The routine uses some assumptions on the orientation of the geometry
and the mesh. These are

- the axial direction of the IVD (which is the direction normal to its “flat” surface)
is the z-direction,

- the template mesh consists of several flat element layers (cf. Fig. C.1b),
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- the template mesh of the anulus fibrosus part is such that its nodes lay on (ap-
proximately radial) rays (cf. Fig. C.1b),

- only the elements belonging to the anulus fibrosus are to be modified.

The last assumption is linked to the fact that the nucleus pulposus is not modeled with
brick elements. Instead it is modeled as an incompressible fluid by means of fluid-cavity
elements, though the elements defining the nucleus pulposus will be replaced in a later
step (cf. App. C.5).

The routine consists of the file “Main.m” in which in a first part all parameters that
are used by the routine are defined and in a second part the nodal coordinates of the
template mesh are modified and finally written to a text file. The outline of the mesh
adaption is the following:

1. Translate both meshes such that their centers lay in the origin. This ensures that
both meshes have a common center. (→ Move2Origin.m)

2. The mesh of the template geometry is assumed to consist of several, in z-direction
stacked, node layers. For each pile of nodes, only one lateral displacement needs
to be calculated, though for the following computations only one layer of nodes
needs to be considered.
(→ ReduceMeshNodes.m)

3. Contract the template mesh in radial direction in order to lay its contour entirely
in the contour of the surface mesh. (→ Contraction.m)

4. Compute the contour of the template mesh. The idea here is to triangulate the
projection of the surface nodes onto the x-y-plane; points on edges that belong to
only one element are contour points.

(a) The projection results in many points that are very close to each other, what
troubles the triangulation. Therefore points that are too close are deleted.
(→ DeleteProjectedPts.m)

(b) Unfortunately the triangulation algorithm of MATLAB works only correct
for convex shapes, what the kidney shaped contour of the IVD is not. This
induces in the concave region of the IVD extra elements, which are selected
and deleted by their (often) extreme length. (→ DeleteGrossElements.m)

(c) The outer points are detected (→ DetectOuterPts.m)
(d) and are ordered to obtain a closed contour. (→ DetectContour.m)

5. Each of the contour points is the end of a approximately radial ray of nodes
(cf. Fig. C.1b). For each of this rays the direction (Dir), the position of the center
between the two intersections of the ray with the contour (M) and the distance
between the center and the contour point (MI1) are computed. Additionally for
each point on the ray its distance to the center (MX).
(→ ComputeDistance2Contour.m)

6. Compute the contour of the surface mesh, accordingly to the computation of the
contour of the template mesh. Contract the contour in radial direction to ensure
that the laterally shifted points (in all layers of the template geometry) are still
enclosed by the surface mesh. This is important for the shift in z-direction.
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(a) IVD with surface mesh (b) template mesh

(c) template mesh: after lateral shift (d) final mesh

Figure C.1: Original geometry of the IVD with a triangular surface mesh (a) and evolution of
the template mesh: original template mesh (b), mesh after first lateral shifts (c) and the final
mesh (d).

7. For each node of the template mesh that belongs to the anulus fibrosus the inter-
section point of a ray through the corresponding center (M) in direction Dir with
the contour of the surface mesh is searched. The distance between this intersection
point and the center (M) is computed (MI2). (→ FindIntersectionWithLine.m)

8. The nodes are shifted in their respective direction (Dir) to a point defined by
M+MX/MX1*MX2*Dir. The result is shown in Figure C.1c. (→ LateralMove.m)

9. The mesh nodes are shifted in z-direction such that the upper- and lowermost
nodes of the template mesh join the upper and lower cover of the surface mesh, re-
spectively. Intermediate points are shifted relative to their positions. The resulting
mesh is the final mesh (cf. Fig. C.1d). (→ AxialMove.m)

10. The final mesh is moved to the original position of the surface mesh.
11. Eventually, the new nodal coordinates are written to a text file.

(→ WritePts.m)

What follows is a shortened (but operational) version of the original routine. Sup-
pressed were status printouts, figures, interactive user requests and alternative pro-
jection methods. The following list of files presents all functions that were coded.

Main.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

ReadIn.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

Move2Origin.m . . . . . . . . . . . . . . . . . . . . . . . . . 168

ReduceMeshNodes.m . . . . . . . . . . . . . . . . . . . .168

Contraction.m . . . . . . . . . . . . . . . . . . . . . . . . . . 169

DeleteProjectedPts.m . . . . . . . . . . . . . . . . . . . 169

DeleteGrossElements.m . . . . . . . . . . . . . . . . . 170

DetectOuterPts.m . . . . . . . . . . . . . . . . . . . . . . 170

DetectContour.m . . . . . . . . . . . . . . . . . . . . . . . 170

ComputeDistance2Contour.m . . . . . . . . . . . 171

FindIntersectionWithLine.m . . . . . . . . . . . . 172

LateralMove.m . . . . . . . . . . . . . . . . . . . . . . . . . . 172

AxialMove.m . . . . . . . . . . . . . . . . . . . . . . . . . . . .173

WritePts.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
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Main.m

clear a l l ; close a l l ; clc ;

% Path in which the f i l e s are
Path = ’K:\ Experiments\FSU\CT−Scan\Matlab\MeshDisc ’ ;
% F i l e conta in ing the s u r f a c e nodes
S u r f a c e P t s F i l e = ’ IVD Surface Pts . txt ’ ;
% F i l e conta in ing the s u r f a c e element c o n n e c t i v i t i e s
Sur faceElmFi le = ’ IVD Surface Elm . txt ’ ;
% F i l e conta in ing the nodes o f the template geometry
MeshPtsFile = ’ IVD Template Pts . txt ’ ;
% F i l e conta in ing the element c o n n e c t i v i t i e s o f the
% template geometry
MeshConnFile = ’ IVD Template Elem . txt ’ ;

% Factors , d i s t a n c e s and t o l e r a n c e s
% Factor and d i s t anc e f o r which the contour po in t s o f the
% s u r f a c e are contracted in r a d i a l d i r e c t i o n .
% I f f a c t o r 1 =0, d i s t 1 i s used
f a c t o r 1 = 0 ;
d i s t 1 = 1 . 5 ;
% Factor and d i s t anc e f o r which the po in t s o f the template
% geometry are contracted in r a d i a l d i r e c t i o n .
% I f f a c t o r 2 =0, d i s t 2 i s used
f a c t o r 2 = 0 . 7 5 ;
d i s t 2 = 3 ;
%Factor and d i s t anc e f o r which the contour po in t s o f the
% s u r f a c e are contracted . I f f a c t o r 1 =0, d i s t 1 i s used
f a c t o r 3 = 0 ;
d i s t 3 = −1;
% Tolerance f o r the contour gene ra t i on o f the template mesh
t o l e r a n c e 1 = 1 . 5 ;
% Tolerance f o r the contour gene ra t i on o f the s u r f a c e .
t o l e r a n c e 2 = 1 . 5 ;
% Tolerance f o r the d e l e t i o n o f nodes o f the template mesh
% that are too c l o s e when pro j e c t ed .
t o l e r a n c e 3 = 0 . 0 1 ;
% Tolerance f o r the d e l e t i o n o f nodes o f the s u r f a c e
% geometry that are too c l o s e when pro j e c t ed .
t o l e r a n c e 4 = 0 . 0 1 ;
% Tolerance f o r the reduct i on o f the MeshNodes to one l a y e r
t o l e r a n c e 5 = 0 . 1 5 ;

% Total number o f node l a y e r s in the template mesh
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n l a ye r s = 8 ;
% Read data f i l e s
[ MeshNodes , MeshNodesIdx ] = ReadIn ( Path , MeshPtsFile ) ;
SurfaceNodes = ReadIn ( Path , S u r f a c e P t s F i l e ) ;
SurfaceElements = ReadIn ( Path , Sur faceElmFi le ) ;
MeshConns = load ( [ Path ’ \ ’ MeshConnFile ] ) ;
MeshConns ( : , 1 ) = [ ] ;

% Move the meshes such that t h e i r c e n t e r s lay in the o r i g i n
MeshNodes = Move2Origin ( MeshNodes ) ;
[ SurfaceNodes , Sur faceCenter ] = Move2Origin ( SurfaceNodes ) ;

% Reduce the template mesh to one l a y e r
[ IdxCompress , IdxUncompress ] = . . .

ReduceMeshNodes ( MeshNodes , n layers , t o l e r a n c e 5 ) ;
MeshNodesZ = MeshNodes ( : , 3 ) ;
MeshNodes = MeshNodes ( IdxCompress , : ) ;

% Contract the template mesh in r a d i a l d i r e c t i o n
MeshNodes ( : , 1 : 2 ) = Contract ion ( MeshNodes ( : , 1 : 2 ) , f a c to r2 , d i s t 2 ) ;

% Compute the contour o f the template mesh
% Pro j e c t nodes onto 2−3−plane
ProjectedMeshNodes = MeshNodes ( : , 1 : 2 ) ;

% Delete p ro j e c t ed po in t s that are too c l o s e toge the r
ProjectedMeshNodes = . . .

De l e t ePro j ec tedPts ( ProjectedMeshNodes , t o l e r a n c e 3 ) ;

% Tr iangu late the p ro j e c t ed nodes
TRIMesh = . . .

delaunay ( ProjectedMeshNodes ( : , 1 ) , ProjectedMeshNodes ( : , 2 ) ) ;

% Delete t r i a n g l e s that are too long ( t y p i c a l l y in
% concave r e g i o n s )
TRIMesh = DeleteGrossElements (TRIMesh , . . .

ProjectedMeshNodes , t o l e r a n c e 1 ) ;

% Detect outer po in t s o f p ro j e c t ed mesh
Contour = DetectOuterPts (TRIMesh , ProjectedMeshNodes ) ;

% Detect contour o f p ro j e c t ed mesh
ContourPts = DetectContour ( Contour ) ;

% Compute the d i s t anc e from the cente r to the i n t e r s e c t i o n
% with the contour
[M,MX, MI1 , Dir , InnerLayerIdx ] = . . .

ComputeDistance2Contour ( MeshNodes , ContourPts ) ;
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% Compute the contour o f the s u r f a c e mesh
% Pro j e c t nodes onto 2−3−plane
ProjectedSur faceNodes = SurfaceNodes ( : , 1 : 2 ) ;

% Delete p ro j e c t ed po in t s that are too c l o s e toge the r
ProjectedSur faceNodes = . . .

De l e t ePro j ec tedPts ( ProjectedSurfaceNodes , t o l e r a n c e 4 ) ;

% Tr iangu late the p ro j e c t ed nodes
TRISurface = delaunay ( ProjectedSur faceNodes ( : , 1 ) , . . .

Pro jectedSur faceNodes ( : , 2 ) ) ;

% Delete t r i a n g l e s that are too long
% ( t y p i c a l l y in concave r e g i o n s )
TRISurface = DeleteGrossElements ( TRISurface , . . .

ProjectedSurfaceNodes , t o l e r a n c e 2 ) ;

% Detect outer po in t s o f p ro j e c t ed s u r f a c e
Contour = . . .

DetectOuterPts ( TRISurface , Pro jectedSur faceNodes ) ;

% Contract the contour
Contour = Contract ion ( Contour , f a c to r1 , d i s t 1 ) ;

% Detect contour o f p ro j e c t ed mesh
ContourPts = DetectContour ( Contour ) ;

% Compute the d i s t anc e from the cente r to the i n t e r s e c t i o n
% with the contour
idx = a l l ( Dir∼=0 ,2) ;
Pos = zeros ( s ize ( MeshNodes , 1 ) , 2 ) ;
Pos ( idx , : ) = FindInter sect ionWithLine ( MeshNodes ( idx , 1 : 2 ) , . . .

Dir ( idx , : ) , ContourPts ) ;
MI2 = sqrt (sum( (M−Pos ) . ˆ 2 , 2 ) ) ;

% Move nodes l a t e r a l l y
MeshNodes = LateralMove ( MeshNodes ,M,MX, MI1 , Dir , MI2 ) ;
idx = find ( a l l ( Dir ==0 ,2));

% Move nodes in z−d i r e c t i o n
MeshNodes = [ MeshNodes ( IdxUncompress , 1 : 2 ) , MeshNodesZ ] ;
MeshNodes = AxialMove ( MeshNodes , SurfaceNodes , SurfaceElements ) ;

% Move mesh to o r i g i n a l p o s i t i o n
MeshNodes ( : , 1 ) = MeshNodes ( : , 1 )+ Sur faceCenter ( 1 ) ;
MeshNodes ( : , 2 ) = MeshNodes ( : , 2 )+ Sur faceCenter ( 2 ) ;
MeshNodes ( : , 3 ) = MeshNodes ( : , 3 )+ Sur faceCenter ( 3 ) ;
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% Write new node coo rd ina t e s to f i l e
WritePts ( Path , MeshPtsFile , [ MeshNodesIdx , MeshNodes ] ) ;

ReadIn.m

function [ Pts , Idx ] = ReadIn ( Path , F i l e )

data = load ( [ Path ’ \ ’ F i l e ] ) ;
Pts = data ( : , 2 : 4 ) ;
Idx = data ( : , 1 ) ;

Move2Origin.m

function [ NodesOut , Center ] = Move2Origin ( NodesIn )

Center = mean( NodesIn ) ;

NodesOut ( : , 1 ) = NodesIn ( : ,1)−Center ( 1 ) ;
NodesOut ( : , 2 ) = NodesIn ( : ,2)−Center ( 2 ) ;
NodesOut ( : , 3 ) = NodesIn ( : ,3)−Center ( 3 ) ;

ReduceMeshNodes.m

function [ IdxCompress , IdxUncompress ] = . . .
ReduceMeshNodes ( MeshNodes , n layers , t o l )

idx = zeros ( s ize ( MeshNodes , 1 ) , n l a ye r s ) ;
for i = 1 : s ize ( MeshNodes , 1 )

i f idx ( i ,1)==0
idx1 = find ( sqrt (sum( (repmat( MeshNodes ( i , 1 : 2 ) , . . .

s ize ( MeshNodes ,1) ,1)−MeshNodes ( : , 1 : 2 ) ) . ˆ2 , 2 ) ) <= t o l ) ;
[∼ , idx2 ] = sort ( MeshNodes ( idx1 , 3 ) ) ;
idx ( idx1 ( idx2 ) , 1 : length ( idx1 ) ) = . . .

repmat( idx1 ( idx2 ) ’ , length ( idx1 ) , 1 ) ;
end

end
[∼ ,m,∼] = unique ( idx ( : , 1 ) ) ;
idx = idx (m, : ) ;

IdxCompress = idx ( : , 1 ) ;
IdxUncompress = zeros ( s ize ( MeshNodes , 1 ) , 1 ) ;
for i = 1 : s ize ( idx , 1 )

IdxUncompress (nonzeros ( idx ( i , : ) ) ) = i ;
end
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i f s ize ( idx , 1 )∼=s ize ( MeshNodes , 1 ) / n l a ye r s
fpr intf (1 , ’ ! MeshNodes incomplete or too much reduced ’ )
fpr intf (1 , ’ ( or wrong number o f l a y e r s de f ined ) ! \ n ’ )

end

Contraction.m

function PtsOut = Contract ion ( PtsIn , f a c to r , d i s t anc e )

c en te r = mean( PtsIn ) ;
c en t e r = ones ( s ize ( PtsIn , 1 ) , 1 ) ∗ cente r ;

PtsOut = PtsIn−cente r ;

i f f a c t o r∼=0.0
PtsOut = PtsOut∗ f a c t o r ;

e l s e i f d i s t anc e∼=0.0
l 0 = sqrt (sum( PtsOut . ˆ 2 , 2 ) )∗ ones ( 1 , 2 ) ;
l 1 = l0−d i s t anc e ;
PtsOut = PtsOut . / l 0 .∗ l 1 ;

end

PtsOut = PtsOut+cente r ;

DeleteProjectedPts.m

function PtsOut = De le tePro j ec tedPts ( PtsIn , t o l )

PtsOut = PtsIn ;
t o d e l e t e = [ ] ;
for i = 1 : s ize ( PtsIn ,1)−1

i f ∼ismember( i , t o d e l e t e )
d i s t = sqrt (sum( ( PtsIn ( i +1:end , : ) − . . .

ones ( s ize ( PtsIn ,1)− i , 1 )∗ PtsIn ( i , : ) ) . ˆ 2 , 2 ) ) ;
t o d e l e t e = [ t o d e l e t e ; find ( d i s t<t o l )+ i ] ;

end
end

t o d e l e t e = unique ( t o d e l e t e ) ;
PtsOut ( tode l e t e , : ) = [ ] ;

fpr intf (1 , ’ %i o f %i nodes de l e t ed \n ’ , length ( t o d e l e t e ) , . . .
s ize ( PtsIn , 1 ) )
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DeleteGrossElements.m

function TRIOut = DeleteGrossElements ( TRIIn , Nodes , t o l )

tokeep = zeros ( s ize ( TRIIn , 1 ) ) ;
for i = 1 : s ize ( TRIIn , 1 )

i f a l l (sum( ( Nodes ( TRIIn ( i , [ 1 , 1 , 2 ] ) , : ) − . . .
Nodes ( TRIIn ( i , [ 2 , 3 , 3 ] ) , : ) ) . ˆ 2 , 2 ) <= t o l ˆ2)

tokeep ( i ) = 1 ;
end

end

TRIOut = TRIIn ( l o g i c a l ( tokeep ) , : ) ;

DetectOuterPts.m

function Contour = DetectOuterPts (TRI , Nodes )

Lines = sort ( [ TRI ( : , [ 1 2 ] ) ; TRI ( : , [ 1 3 ] ) ; TRI ( : , [ 2 3 ] ) ] , 2 ) ;
[B,m, n ] = unique ( Lines , ’ rows ’ ) ;
DoubletsIdx = se txo r ( 1 : s ize ( Lines , 1 ) ,m) ;
OuterPts = se txo r ( Lines , L ines ( DoubletsIdx , : ) , ’ rows ’ ) ;

Contour = Nodes (unique ( OuterPts ) , : ) ;

DetectContour.m

function ContourPts = DetectContour ( Contour )

contoursor t ed = [NaN; 1 ] ;
while length ( contour sor t ed)<=s ize ( Contour , 1 )

d i s t s q = sum( ( Contour−ones ( s ize ( Contour , 1 ) , 1 ) ∗ . . .
Contour ( contour sor t ed (end ) , : ) ) . ˆ 2 , 2 ) ;

[∼ , d i s t i d x ] = sort rows ( d i s t s q ) ;
i = find (∼ismember( d i s t i dx , contour sor t ed ) , 1 ) ;
contoursor t ed = [ contour sor t ed ; d i s t i d x ( i ) ] ;

end
contoursor t ed (1 ) = contour sor t ed (end ) ;
ContourPts = Contour ( contoursorted , : ) ;

170



C.4. MATLAB CODE FOR MESH GENERATION

ComputeDistance2Contour.m

function [M,MX, MI1 , Dir , InnerLayerIdx ] = . . .
ComputeDistance2Contour ( Pts , ContourPts )

% Compute the i n d i x e s o f the contour nodes
ContourPtsIdx = zeros ( s ize ( ContourPts ,1 ) −1 ,1 ) ;
for i = 1 : s ize ( ContourPts ,1)−1

s = sum( ( Pts ( : , 1 : 2 ) −repmat( ContourPts ( i , : ) , . . .
s ize ( Pts , 1 ) , 1 ) ) . ˆ 2 , 2 ) ;

[∼ , ContourPtsIdx ( i ) ] = min( s ) ;
end

% Determine
I1 = zeros ( s ize ( Pts , 1 ) , 2 ) ;
I2 = zeros ( s ize ( Pts , 1 ) , 2 ) ;
Dir = zeros ( s ize ( Pts , 1 ) , 2 ) ;
InnerLayerIdx = zeros ( length ( ContourPtsIdx ) , 1 ) ;
for i = 1 : length ( ContourPtsIdx )

Idx = ContourPtsIdx ( i ) ;
s = 0 ;
idx = Idx ;
va l = 0 . 0 5 ;
while s<=2∗mean( va l )

[ s , Idx1 ] = sort (sum( ( Pts ( : , 1 : 2 ) − . . .
repmat( Pts ( idx (end ) , 1 : 2 ) , s ize ( Pts , 1 ) , 1 ) ) . ˆ 2 , 2 ) ) ;

[∼ , Idx2 ] = ismember( idx , Idx1 ) ;
s ( Idx2 ) = [ ] ;
Idx1 ( Idx2 ) = [ ] ;
[ s , Idx2 ] = min( s ) ;
idx (end+1) = Idx1 ( Idx2 ) ;
va l (end+1) = s ;

end
idx (end) = [ ] ;
p = polyf it ( Pts ( idx , 1 ) , Pts ( idx , 2 ) , 1 ) ;
dir = [ 1 , p ( 1 ) ] / sqrt (1+p ( 1 ) ˆ 2 ) ;
pm = sign (dot ( Pts ( idx (end) ,1 :2)−Pts ( idx ( 1 ) , 1 : 2 ) , dir ) ) ;
dir = pm∗dir ;

Pos = FindInter sect ionWithLine ( Pts ( idx ( 1 ) , 1 : 2 ) , . . .
dir , ContourPts , 0 ) ;

I1 ( idx , : ) = repmat( Pos , length ( idx ) , 1 ) ;
Pos = FindInter sect ionWithLine ( Pts ( idx ( 1 ) , 1 : 2 ) , . . .

−dir , ContourPts , 0 ) ;
I2 ( idx , : ) = repmat( Pos , length ( idx ) , 1 ) ;
Dir ( idx , : ) = repmat(−dir , length ( idx ) , 1 ) ;
InnerLayerIdx ( i ) = idx (end ) ;

end
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M = ( I1+I2 ) / 2 ;
MI1 = sqrt (sum( ( I1−M) . ˆ 2 , 2 ) ) ;
MX = sqrt (sum( ( Pts ( : , 1 : 2 ) −M) . ˆ 2 , 2 ) ) ;

FindIntersectionWithLine.m

function Pos = FindInter sect ionWithLine ( Pts1 , dir , ContourPts )

N1 = ContourPts ( 2 :end , : )−ContourPts ( 1 :end−1 , : ) ;
absN1 = hypot (N1 ( : , 1 ) , N1 ( : , 2 ) ) ;
n1 = N1. /repmat( absN1 , 1 , 2 ) ;

Pos = zeros ( s ize ( Pts1 , 1 ) , 2 ) ;
for i = 1 : s ize ( Pts1 , 1 )

t2 = [ dir ( i ,2) ,−dir ( i , 1 ) ] ;

t = dot (repmat( Pts1 ( i , : ) , s ize ( ContourPts ,1 ) −1 ,1) − . . .
ContourPts ( 1 :end−1 , : ) ,repmat( t2 , s ize ( ContourPts , 1 ) . . .
−1 ,1) ,2) ./dot ( n1 , repmat( t2 , s ize ( ContourPts , 1 ) −1 , 1 ) , 2 ) ;

idx1 = find (and( t>=0,t<=absN1 ) ) ;

s = dot ( ContourPts ( idx1 , : )+repmat( t ( idx1 ) , 1 , 2 ) . ∗ n1 ( idx1 , : ) − . . .
repmat( Pts1 ( i , : ) , length ( idx1 ) , 1 ) , . . .
repmat( dir ( i , : ) , length ( idx1 ) , 1 ) , 2 ) ;

idx2 = find ( s>=0);
[ s , idx3 ] = max( s ( idx2 ) ) ;
idx = idx1 ( idx2 ( idx3 ) ) ;

Pos ( i , : ) = ContourPts ( idx , : )+ t ( idx ) . ∗ n1 ( idx , : ) ;

end

LateralMove.m

function MeshNodes =LateralMove ( MeshNodes ,M,MX, MI1 , Dir , MI2)

idx = a l l ( Dir∼=0 ,2) ;
MeshNodes ( idx , 1 : 2 ) = M( idx , : ) . . .

+repmat(MX( idx ) . / MI1( idx ) . ∗MI2( idx ) , 1 , 2 ) . ∗ Dir ( idx , : ) ;
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AxialMove.m

function MeshNodes = AxialMove ( MeshNodes , SurfaceNodes , . . .
SurfaceElements )

% Computation o f the minimal and maximal
% (x , y , z)−components o f every s u r f a c e element
% and o f the element normals
MinCoords = reshape (min( reshape ( . . .

SurfaceNodes ( SurfaceElements ’ , : ) , 3 , [ ] ) ) , [ ] , 3 ) ;
MaxCoords = reshape (max( reshape ( . . .

SurfaceNodes ( SurfaceElements ’ , : ) , 3 , [ ] ) ) , [ ] , 3 ) ;
SurfaceElementNormal = cross ( SurfaceNodes ( . . .

SurfaceElements ( : , 1 ) , : ) − . . .
SurfaceNodes ( SurfaceElements ( : , 2 ) , : ) , . . .
SurfaceNodes ( SurfaceElements ( : , 1 ) , : ) − . . .
SurfaceNodes ( SurfaceElements ( : , 3 ) , : ) , 2 ) ;

I31 = zeros ( s ize ( SurfaceElements , 1 ) , 3 ) ;
I32 = zeros ( s ize ( SurfaceElements , 1 ) , 1 ) ;
I31 (∼( SurfaceElementNormal ( : , 1 )==0) ,1 :2 ) = . . .

−SurfaceElementNormal ( : , 1 : 2 ) . / . . .
( SurfaceElementNormal ( : , 3 ) ∗ ones ( 1 , 2 ) ) ;

I32 (∼( SurfaceElementNormal ( : ,3)==0)) = dot ( SurfaceElementNormal , . . .
SurfaceNodes ( SurfaceElements ( : , 1 ) , : ) , 2 ) . / . . .
SurfaceElementNormal ( : , 3 ) ;

MeshH = max( MeshNodes ( : ,3 ) ) −min( MeshNodes ( : , 3 ) ) ;
K = MeshH/2−MeshNodes ( : , 3 ) ;
Error = 0 ;

for i = 1 : s ize ( MeshNodes , 1 )
k = MeshNodes ( i , : ) ; % Vector to the node

idx1 = find ( a l l ( [ ones ( s ize ( MinCoords , 1 ) , 1 ) ∗ k (1 :2 ) >=. . .
MinCoords ( : , 1 : 2 ) , ones ( s ize ( MinCoords , 1 ) , 1 ) . . .
∗k(1:2)<=MaxCoords ( : , 1 : 2 ) ] , 2 ) ) ;

I3 =dot ( I31 ( idx1 , : ) , ones ( length ( idx1 ) , 1 )∗ k ,2)+ I32 ( idx1 ) ;
idx2 = find ( a l l ( [ I3>=MinCoords ( idx1 , 3 ) , . . .

I3<=MaxCoords ( idx1 , 3 ) ] , 2 ) ) ;
idx = idx1 ( idx2 ) ;
IP = [ idx , ones ( length ( idx ) , 1 )∗ k ( 1 : 2 ) , I3 ( idx2 ) ] ;

i f s ize ( IP ,1)<2
fpr intf (1 , ’ Error : could not f i n d two ’ ) ;
fpr intf (1 , ’ i n t e r s e c t i o n s ’ ) ;
fpr intf (1 , ’ . Model perhaps too l a r g e ?\n ’ ) ;
Error = j ;

end
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[ a , IPMax ] = max( IP ( : , 4 ) ) ;
[ a , IPMin ] = min( IP ( : , 4 ) ) ;
IPMax = IP (IPMax , 2 : 4 ) ;
IPMin = IP ( IPMin , 2 : 4 ) ;

% Move the nodes
MeshNodes ( i , 3 ) = IPMax(3)−(IPMax(3)−IPMin ( 3 ) )∗K( i )/MeshH ;

end

i f Error>0
fpr intf (1 , ’ Attent ion : f o r at l e a s t one node (% i ) ’ , i ) ;
fpr intf (1 , ’ l e s s than two i n t e r s e c t i o n s with the ’ ) ;
fpr intf (1 , ’ s u r f a c e were found !\n ’ ) ;
fpr intf (1 , ’ Model i s perhaps too l a r g e \n ’ ) ;

end

WritePts.m

function WritePts ( Path , f i l ename , pts )
newfi lename = [ f i l ename ( 1 : length ( f i l ename )−4) ’Mod. txt ’ ] ;

f i d 1 = fopen ( [ Path ’ \ ’ newfi lename ] , ’wt ’ ) ;
fpr intf ( f id1 , ’%d , %f , %f , %f \n ’ , pts ’ ) ;
fc lose ( f i d 1 ) ;

fpr intf (1 , ’ Data wr i t t en to ’ ’%s ’ ’ . ’ , newfi lename ) ;
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C.5 Fluid-cavity elements

As the nucleus pulposus (NP) behaves like an incompressible fluid the solid elements that
constitute the NP until now should be replace by fluid cavity elements (FCEs). These
FCEs are surface elements (F3D4) that can be applied to the faces of other elements, in
this case to the element faces constituting the boundary between NP and anulus fibrosus.
Unfortunately this type of elements cannot be defined interactively in the CAE-module
of ABAQUS (cf. App. D), therefore a custom made MATLAB (cf. App. D) routine was
written. The procedure of the routine is to detect the outer faces of the elements that
constitute the NP, to use the definitions of these faces to define the FCEs and to delete
finally the solid elements of the NP. The following code with its comments should be
self-explanatory.

The code

clear a l l ; close a l l ; clc ;

% read the data in
elems = load ( ’ IVD Template Elem . txt ’ ) ;
pts = load ( ’ IVD Template PtsMod . txt ’ ) ;
NPset = load ( ’ NP ElemSet . txt ’ ) ;

% d e f i n i t i o n o f the nodes that c o n s t i t u t e the element f a c e s
e lemfacenodes = [ 1 4 3 2 ;

1 2 6 5 ;
1 5 8 4 ;
2 3 7 6 ;
3 4 8 7 ;
5 6 7 8 ] ;

% determinat ion o f the maximum nunber o f e lements and nodes
maxelems = max( elems ( : , 1 ) ) ;
maxpts = max( pts ( : , 1 ) ) ;

% the element s e t c o n s t i t u t i n g the NP can be given e i t h e r
% by an e x p l i c i t l i s t o f element numbers or by d e f i n i t i o n
% of the s t a r t number NPset ( 1 ) , the end number NPset (2 )
% and the increment NPset (3 )
i f s ize ( NPset ,2)==3

NPset = ( NPset ( 1 ) : NPset ( 3 ) : NPset ( 2 ) ) ’ ;
end

% s e l e c t the e lements and nodes that belong to the NP
elems = elems ( NPset , : ) ;
pts (∼ismember( pts ( : , 1 ) , e lems ( : , 2 : 9 ) ) , : ) = [ ] ;
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cavelems = [ ] ;
% loop over a l l NP elements
for i = 1 : s ize ( elems , 1 )

% loop over the s i x f a c e s o f an element
for j = 1 :6

% f i n d elements that p a r t i c i p a t e to f a c e j o f
% element i
idx1 = find (sum( ismember( elems ( : , 2 : 9 ) , . . .

e lems ( i , e l emfacenodes ( j , : )+1)) ,2 )==4) ;
% i f only one element p a r t i c i p a t e s to f a c e j o f
% element i , then t h i s f a c e i s an outer f a c e o f
% the NP
i f length ( idx1)==1

% d e f i n i t i o n o f the s u r f a c e e lements
cavelems (end+1 , :) = [ elems ( i , [ 1 , e l emfacenodes ( j , : ) + 1 ] ) ] ;

end
end

end
% reorde r the nodes such that t h e i r sequence i s compatible
% with the d e f i n i t i o n o f ABAQUS
cavelems = cavelems ( : , [ 1 , 5 , 4 , 3 , 2 ] ) ;

% det ec t cav i ty e lements that have common element numbers
% and renumber them
[∼ , idx ,∼]=unique ( cavelems ( : , 1 ) ) ;
idx=setd i f f ( 1 : s ize ( cavelems , 1 ) , idx ) ;
cavelems ( idx ,1)= maxelems+1:maxelems+length ( idx ) ;

% compute the cente r o f the cav i ty
[∼ , i dxpt s ] = ismember(unique ( cavelems ( : , 2 : 5 ) ) , pts ( : , 1 ) ) ;
c en t e r = mean( pts ( idxpts , 2 : 4 ) ) ;

% wr i t e a f i l e conta in ing . . .
f i d = fopen ( ’ NP CavityElems . txt ’ , ’w ’ ) ;

% . . . the d e f i n i t i o n o f a r e f e r e n c e po int at the cente r
% o f the cav i ty
fpr intf ( f i d , ’%s \n ’ , ’ ∗Node ’ ) ;
fpr intf ( f i d , ’%i , %f , %f , %f \n ’ , [ maxpts+1, c en te r ] ) ;
fpr intf ( f i d , ’%s \n ’ , ’ ∗NNPset , nNPset=Wall−RefPt , i n t e r n a l ’ ) ;
fpr intf ( f i d , ’%i ,\n ’ , maxpts +1);
% . . . the d e f i n i t i o n o f the f l u i d cav i ty e lements
fpr intf ( f i d , . . .

’%s \n ’ , ’ ∗Element , type=F3D4 , elNPset=CavitySur face ’ ) ;
fpr intf ( f i d , ’%i , %i , %i , %i , %i \n ’ , cavelems ’ ) ;

fc lose ( f i d ) ;
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% wri t e a f i l e conta in ing the changed d e f i n i t i o n s o f the
% s o l i d e lements ( exc lud ing the NP elements )
elems = load ( ’ IVD Template Elem . txt ’ ) ;
e lems ( elems ( : , 1 ) , : ) = [ ] ;
f i d = fopen ( ’ IVD Template Elem Mod . txt ’ , ’w ’ ) ;

fpr intf ( f i d , ’%i , %i , %i , %i , %i , %i , %i , %i , %i \n ’ , elems ’ ) ;
fc lose ( f i d ) ;
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C.6 User defined anisotropic materials in

ABAQUS

In ABAQUS (cf. App. D) versions 6.8 and higher, anisotropic hyperelastic constitu-
tive equations can be implemented in terms of the invariants of the deformation ten-
sor C (or b) or the Green strain and structural tensors A(i) (FORTRAN subroutines
UANISOHYPER INV and UANISOHYPER STRAIN, respectively). Older ABAQUS
versions offer the possibility to implement hyperelastic materials in a FORTRAN sub-
routine called UMAT in which the Cauchy-stress σ and the corresponding stiffness are
to be defined. Also in recent versions of ABAQUS time dependent constitutive equations
can only be modeled in a UMAT.

The UMAT itself is not prepared for (fiber induced) anisotropy but triples of solution-
dependent state variables (STATEVs) can be utilized as direction vectors (which are ac-
tually not solution-dependent). In the following it is shown how to implement anisotropy
in a UMAT (some specific lines of code are taken from the implementation of a consti-
tutive model proposed by Rubin and Bodner [2002], [Papes and Mazza, 2008]).

The definition of the material can be done in the graphical user interface (CAE) of
ABAQUS or by adding manually the following lines to the material definitions in the
input file:

∗Mater ia l , name=RB−AF1
∗Depvar

13 ,
∗User Mater ia l , cons tant s =14, unsymm
2 . 0 , 24 .9375 , 2 . 0 , 0 .434375 , 16 .625 , 18 .75 , 1 . 0 , 1 . 0

1 . , 0 . , 0 . , 1 . , 0 . , 1 . ,

This lines define a material called RB−AF1 with thirteen STATEVs, fourteen material
constants and that uses an unsymmetric material stiffness matrix.

STATEVs need to be initialized prior the actual simulation starts. This is done
by adding the following line to the definition of the boundary conditions in the finite
element (FE) job input file:

∗INITIAL CONDITIONS, TYPE=SOLUTION, USER

With this line in the input file the FORTRAN subroutine SDVINI, in which the initial
STATEVs can be defined, is called at the beginning of each simulation.

If a homogeneous field of (fiber) directions is to be defined this can be done simply
by assigning the components of a normalized vector to the respective STATEVs. If, on
the other hand, the direction of anisotropy depends on the location and is known from
an external source, the directions can be read from a text file. FORTRAN offers two
possibilities to read a text file, one is a sequential access where line by line is read (slow),
the other is a direct access (fast). As the SDVINI is called separately for each integration
point that is used the first time in a current simulation and the number of integration
points is typically high the sequential access is very time consuming and therefore the
direct access should be preferred.
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In order to allow the direct access it is necessary to know the exact position of
each entry in the text file. In the present work the fiber directions are computed in a
MATLAB (cf. App. D) routine and quadruples with the element number and the cor-
responding direction components are written to a text file. Each element of the pseudo
vector is written in a fixed length format (the record length is 15 bytes). Entries for
all elements are written, also for elements without defined fiber direction (as for the
nucleus pulposus). This allows to reconstruct the exact record starting position REC of
the pseudo vector corresponding to element n by REC = 4(n − 1) + 1 (the times four
results from the length of the pseudo vector containing four entries).

The following FORTRAN code is an excerpt of the SDVINI used together with the
UMAT in which the equations by Rubin and Bodner are programmed. It shows the
part that is necessary for the direct access to the text file FiberDirections.txt and the
assignment to the corresponding triples of STATEVs.

C Number o f e lements that come , in the g l o b a l element l i s t ,
C be f o r e the e lements with f i b e r s

NIELEMPREV=6096
C Correct the element number passed by ABAQUS

NOEL=NOEL−NIELEMPREV
C Open the f i l e f o r d i r e c t a c c e s s

OPEN (UNIT=11,FILE=’ c :\Temp\F i b e r D i r e c t i o n s . txt ’ ,
1 FORM=’FORMATTED’ ,STATUS=’OLD’ ,ACCESS=’DIRECT ’ ,
2 RECL=15,IOSTAT=ST)

C Error message i f the f i l e could not be opened
IF (ST /= 0) THEN
PRINT ∗ , ’ Error : cannot a c c e s s the f i l e ! ’
CALL XIT

END IF
C Read the element number and the f i b e r d i r e c t i o n s

IELEM=−1.0D0
READ (11 , FMT=’ (E15 . 6 ) ’ , REC=((NOEL−1)∗4+1) ,ERR=33)

1 IELEM,VDIR
C Close the f i l e
33 CLOSE(11)
C Error messages i f something went wrong

IF (IELEM.LE. 0 ) THEN
PRINT ∗ , ’ Error : t r i e d to a c c e s s an element with

1 an ID that i s to high ! ’
PRINT ∗ , ’NOEL: ’ NOEL
CALL XIT

ELSE IF ( (NOEL/=IELEM) .AND. ( IELEM/=0.0)) THEN
PRINT ∗ , ’ Error : intended and read element id do not

1 agree ! ’
PRINT ∗ , ’NOEL : ’ NOEL
PRINT ∗ , ’IELEM: ’ IELEM
CALL XIT
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END IF
C Assignment o f the f i b e r d i r e c t i o n s

STATEV( 8 : 1 0 ) = VDIR
STATEV( 1 1 : 1 2 ) = VDIR( 1 : 2 )
STATEV(13) = −VDIR(3)

Remarks

1. The element number NOEL that is passed to SDVINI is a running number starting
with one for the first element of the first part that is defined in the input file and
ending with the last element of the last part defined in the input file. Though
the need to subtract the total number of elements NIELEMPREV that recede the
part with the fibers.

2. The variable IELEM to which the read element number is assigned is previously
set to −1. If after the reading IELEM is still −1 an error is occurred. This might
happen for NOELs that exceed the number of elements with defined fiber directions
(in this case the command READ will jump to line 33). The second error that
might happen is that the element number read (IELEM) does not coincide with
the requested element number NOEL. In both cases the user is warned and the
simulation stopped.

3. As the fiber directions are symmetric with respect to the transversal x-y-plane
only one fiber family is defined in the text file. The directions of the second fiber
family are obtained by change of sign of the z-components.

4. Components 1 – 7 of STATEV are used by the constitutive equation, therefore the
two fiber families are stored in slots 8 – 10 and 11 – 13, respectively.

180



C.7. WRITING FIELDS TO .ODB-FILES

C.7 Writing fields to .odb-files

The C++ interface of ABAQUS (cf. App. D) allows to manipulate result (.odb-) files
and in particular to define new field outputs. In the present work this was used to add two
new vector fields that represent the fiber directions in simulations of the intervertebral
disc.

Using a user defined material coded in the FORTRAN subroutine UMAT, fiber in-
duced anisotropy can be included by use of solution-dependent state variables (STATEVs)
(cf. App. C.6). Triples of STATEVs are utilized as vectors that define the referential fiber
directions. Unfortunately those vectors cannot be visualized in the ABAQUS visualiza-
tion module directly. The solution found was to write a C++ code which reads triples
of STATEVs and creates new vector fields — afterwards, these can be visualized in
ABAQUS.

The code was kept even more general, it creates scalar, vector and/or tensor fields
from a defined number of STATEVs. To that end it reads a config file where the fields
are defined (multiple definitions are possible in one file). One definition looks like

IVD−1, FiberDir −1, VECTOR, (FD−1, FD−2, FD−3) , . . .
CENTROID, (SDV8: SDV10)

( one line in the config file only). Here a new field called FiberDir−1 is defined in part
IVD−1 at the element CENTROID. It is a VECTOR field with components FD−1,
FD−2 and FD−3 which are given by the STATEVs SDV8, SDV9 and SDV10.

Possible field types are SCALAR, VECTOR and TENSOR 3D FULL. Points where
the fields can be defined are CENTROID, ELEMENT NODAL, INTEGRATION POINT
and NODAL.
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p
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;
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p
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.
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/
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p
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d
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I
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I
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I
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I
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<
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/

R
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d
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=
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I
t
e

r
.

c
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p
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;
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c
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ra
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=
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[
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c
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} c
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;
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c
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(
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c
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p
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n
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n
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n
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+
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f
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n
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n
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.
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+
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n
e

2
;

s
li

n
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n
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p
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;
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=
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p
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;
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=
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p
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n
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p
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p
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T
R

E
SC

A
)

;

185



APPENDIX C. ROUTINES AND ABAQUS INPUT FILES
fi

e
ld

.
I
n

v
a

r
ia

n
t
s

.
a

p
p
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n
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p
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p
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R
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p
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P
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p
p
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R
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.
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+
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n
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p
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n
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n
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{
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p
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p
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.
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n
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n
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n
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+
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;
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p
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p
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.
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n
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.
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n
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+
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n
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n
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=
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=
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=
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+
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b
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n
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n
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n
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.
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+
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;
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n
d

(
”

:”
,0

)
<

s
li

n
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b
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.
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;
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;
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;
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;
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;
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C.8 Reading .odb-files with PYTHON

The following PYTHON code was used to determine the job status from an .odb-file. If
the job is completed successfully displacements and reaction forces are read for the set
SET-1 and written to a text file. This routine was used in the calibration procedure of
a constitutive model on uniaxial tensile experimental data, cf. Chapter 8.

The code

# Import Abaqus o b j e c t s
from odbAccess import ∗
from abaqusConstants import ∗
from caeModules import ∗
from d r i v e r U t i l s import executeOnCaeStartup

# Open the ’∗ . odb’− f i l e
myodb = openOdb ( path=’ Uniax2 . odb ’ )
# Get the job s t a t u s
s t a t u s = s t r (myodb . d i a g n o s t i c D a t a . j o b S t a t u s )
statusOut=’ 0 ’
# Check i f the job was S u c c e s s f u l l y terminated
# jobStatus=JOB STATUS COMPLETED SUCCESSFULLY
i f l e n ( s t a t u s )>20:

i f ( s t a t u s [ 2 1 ] == ”S” ) :
statusOut = ’ 1 ’
# Open the odb in a viewport
s e s s i o n . v i e w p o r t s [ ’ Viewport : 1 ’ ] .

s e t V a l u e s ( d i s p l a y e d O b j e c t=myodb)
# Create an xy−data r epor t i n c l u d i n g RF3 and U3
s e s s i o n . xyDataListFromField ( odb=myodb , o u t p u t P o s i t i o n=NODAL,

v a r i a b l e =(( ’RF ’ , NODAL, ( (COMPONENT, ’RF3 ’ ) , ) ) ,
( ’U ’ , NODAL, ( (COMPONENT, ’U3 ’ ) , ) ) , ) ,
nodeSets=( ’SET−1 ’ , ) )

# Create xyDataObjects with RF3 & U3 at nodes 1 & 3
x0 = s e s s i o n . xyDataObjects [ ’U: U3 PI : BAR−1 N: 1 ’ ]
x1 = s e s s i o n . xyDataObjects [ ’U: U3 PI : BAR−1 N: 3 ’ ]
x2 = s e s s i o n . xyDataObjects [ ’RF:RF3 PI : BAR−1 N: 1 ’ ]
x3 = s e s s i o n . xyDataObjects [ ’RF:RF3 PI : BAR−1 N: 3 ’ ]
# Write the xy−data to ’ Disp l . txt ’
s e s s i o n . writeXYReport ( f i leName=’ Disp l . txt ’ ,

appendMode=OFF, xyData=(x0 , x1 , x2 , x3 ) )
# Write the job−s t a t u s to ’ abaqusSTS . s t s ’ (0=aborted , 1=ok )
output = open ( ’ abaqusSTS . s t s ’ , ’w ’ )
output . w r i t e ( statusOut )
output . c l o s e ( )
# Close the ’∗ . odb’− f i l e
myodb . c l o s e ( )
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Appendix D
Data Sheet of Commercial Products

computer tomography
(CT) scanner

XtremeCT, SCANCO Medical AG, Brüttisellen, Switzer-
land.
41 – 246 µm resolution

digital image correlation VEDDAC 4.0 (software), Chemnitzer Werkstoffmechanik
GmbH, Chemnitz, Germany.
2/3” CCD camera, 1000x1000 pixel resolution,
telecentric lens, 35.2× 25.6 mm2 field of view.

extensometer Multisens, Zwick GmbH & Co., Ulm, Germany.
class of accuracy: 1.

laser interferometer opto NCDT 2000-10, Micro-Epsilon Messtechnik, Orten-
burg, Germany.
0.5 µm resolution, linearity error ±3 µm.

load cells KAW-S 10N, AST Mess- & Regeltechnik, Dresden, Ger-
many.
class of accuracy: 0.1, 0.0865 mm/N compliance.

KAP-E 50N, AST Mess- & Regeltechnik, Dresden, Ger-
many.
class of accuracy: 0.2, 0.0054 mm/N compliance.

MTS 100N 661-09B-21, MTS R©, Eden Prairie, MN, USA.
tolerance: ±1 % of applied force

GTM-K 20kN, Gassmann Theiss Messtechnik, Bicken-
bach, Germany.
class of accuracy: 1.
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materials testing ma-
chines

Zwick 1456, Zwick GmbH & Co., Ulm, Germany.
±10 µm positioning accuracy, displacement transducer
with 1 µm resolution.

biaxial materials testing machine, MTS R©, Eden Prairie,
MN, USA.
5 µm positioning accuracy.

microscope LSM 5 Pascal, Zeiss, Jena, Germany.
AxioCam HRc (camera), AxioVision 4.4 (software).

polymethylmethacrylate
(PMMA)

Technovit 3040, Heraeus Kulzer, Wehrheim, Germany.
2 component polymer, 110 N/mm yield strength under
compression, 110 ◦C peak temperature at hardening.

software ABAQUS, ABAQUS Inc. c©, Providence, RI, USA.
Versions 6.4 – 6.9.

AMIRA, Visage Imaging, Inc., San Diego, CA, USA.
Versions 4.4.1 – 5.2.1.

GEOMAGIC studio, Geomagic, Inc., Research Triangle
Park, NC, 27709 USA. Versions 7 – 9.

MATHEMATICA, Wolfram Research Inc., Champaign,
IL, USA. Versions 5.1 – 7.0.

MATLAB, The MathWorks Inc., Natick, MA, USA.
Releases 2006a–2010a.

silicone Ecoflex 0040, Smooth-On, Inc. c©, Easton, PA, USA

steel spring Kubo Tech AG, Effretikon, Switzerland.
ISO 10243, 709 N/mm spring constant, 50(25) mm
outer(inner) diameter, 64 mm length.

194



References

A. Abdul-Aziz and D. Krause. Cruciform specimen design for testing advanced aeropropul-
sion materials under cyclic in-plane biaxial loading. Nondestructive Evaluation and Health
Monitoring of Aerospace Materials, Composites, and Civil Infrastructure V, 6176:09/1–10,
2006. doi: 10.1117/12.649804.

M. A. Adams and T. P. Green. Tensile properties of the annulus fibrosus. I. The contribution
of fibre-matrix interactions to tensile stiffness and strength. European Spine Journal, 2(4):
203–208, 1993. doi: 10.1007/BF00299447.

M. A. Adams and W. C. Hutton. The effect of posture on the role of the apophyseal joints
in resisting intervertebral compressive forces. Journal of Bone and Joint Surgery - British
Volume, 62(3):358–362, 1980.

M. A. Adams, P. Dolan, W. C. Hutton, and R. W. Porter. Diurnal changes in spinal mechanics
and their clinical-significance. Journal of Bone and Joint Surgery - British Volume, 72(2):
266–270, 1990.

M. A. Adams, D. S. McNally, and P. Dolan. ’stress’ distributions inside intervertebral discs
- the effects of age and degeneration. Journal of Bone and Joint Surgery-British Volume,
78B(6):965–972, 1996.

M. B. Albro, N. O. Chahine, R. Li, K. Yeager, C. T. Hung, and G. A. Ateshian. Dynamic load-
ing of deformable porous media can induce active solute transport. Journal of Biomechanics,
41(15):3152–3157, 2008. doi: 10.1016/j.jbiomech.2008.08.023.

D. Ambard and F. Cherblanc. Mechanical behavior of annulus fibrosus: A microstructural
model of fibers reorientation. Annals of Biomedical Engineering, 37(11):2256–2265, 2009.
doi: 10.1007/s10439-009-9761-7.

G. B. J. Andersson. Epidemiological features of chronic low-back pain. Lancet, 354(9178):
581–585, 1999. doi: 10.1016/S0140-6736(99)01312-4.

G. B. J. Andersson and A. B. Schultz. Effects of fluid injection on mechanical-
properties of intervertebral disks. Journal of Biomechanics, 12(6):453–458, 1979.
doi: 10.1016/0021-9290(79)90030-7.

S. S. Antman. Nonlinear problems of elasticity. Springer, New York, 2nd edition, 2005.
doi: 10.1007/0-387-27649-1.

195

http://dx.doi.org/10.1117/12.649804
http://dx.doi.org/10.1007/BF00299447
http://dx.doi.org/10.1016/j.jbiomech.2008.08.023
http://dx.doi.org/10.1007/s10439-009-9761-7
http://dx.doi.org/10.1016/S0140-6736(99)01312-4
http://dx.doi.org/10.1016/0021-9290(79)90030-7
http://dx.doi.org/10.1007/0-387-27649-1


REFERENCES

E. M. Arruda and M. C. Boyce. A three-dimensional constitutive model for the large stretch
behavior of rubber elastic-materials. Journal of the Mechanics and Physics of Solids, 41(2):
389–412, 1993. doi: 10.1016/0022-5096(93)90013-6.

D. C. Ayotte, K. Ito, S. M. Perren, and S. Tepic. Direction-dependent constriction flow in
a poroelastic solid: the intervertebral disc valve. Journal of Biomechanical Engineering -
Transactions of the ASME, 122(6):587–593, 2000. doi: 10.1115/1.1319658.

D. C. Ayotte, K. Ito, and S. Tepic. Direction-dependent resistance to flow in the endplate of
the intervertebral disc: an ex vivo study. Journal of Orthopaedic Research, 19(6):1073–1077,
2001. doi: 10.1016/S0736-0266(01)00038-9.

J. Bahuaud and M. Boivin. Étude du coefficient de poisson pour des déformations élastiques,
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