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Abstract

Proteins are long chains of peptide-bond linked amino acids, which have the fascinating ability

to fold into a huge variety of three-dimensional shapes. To describe peptide sequences that have

particularly large conformational �exibility, the umbrella terms intrinsically disordered domains

(IDDs), resp. proteins (IDPs) have emerged. Many di�erent combinations of amino acid compo-

sition (both polar, or hydrophobic) and sequence have been identi�ed as IDDs, with the unifying

feature that the domains are enriched in only a few types of amino acids, thus also referred to as low

complexity domains (LCDs). The complex conformations and interactions of IDPs have recently

been shown to be important for example in cellular processes, such as stress response, which has

initiated a new era in structural biology. Building on the well-established structural characterisa-

tion of folded domains, the aim of biophysical characterisation extends also to understanding the

dynamics and intrinsic conformational �exibility of proteins. A multitude of biophysical and bio-

chemical methods have been developed for the former aspect, which include X-ray crystallography,

nuclear magnetic resonance (NMR), single molecule �uorescence techniques, and more recently,

high resolution cryo-electron microscopy to elucidate biomolecular structures. Structural charac-

terisation of proteins containing IDDs, however, is notoriously di�cult precisely due to the large

conformational space and faster inter-changing of conformations. An additional experimental com-

plication is that disordered protein domains often have a strong tendency to interact with other

biomolecules, or with themselves, making it virtually impossible to study isolated molecules.

In this thesis we present methods based on electron paramagnetic resonance (EPR) spectroscopy

to characterise biomolecular structures and interactions in highly disordered systems, where a large

distribution of states is encountered. As a biologically relevant application we demonstrate how

well-established pulsed dipolar spectroscopy (PDS) methods can be applied for the structural char-

acterisation of the partially disordered human protein 'heterogeneous nuclear ribonucleoprotein A1'

(hnRNPA1). Approximately the last carboxy-terminal third of hnRNPA1 is an LCD, enriched in

glycine and arginine residues. It is known, for example from solution state NMR, that the LCD of

hnRNPA1 is an IDD, and exhibits fast dynamics at ambient temperature. Furthermore, the IDD
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of hnRNPA1 is known to mediate a process known as liquid-liquid phase separation (LLPS) both

in vivo (under conditions of stress), and in vitro.

We use site-directed spin labelling and a combination of continuous wave and pulsed EPR spec-

troscopy to address the structural characterisation of hnRNPA1 in vitro. We identify protein-

protein interactions by pulsed double electron-electron resonance (DEER) experiments with singly

spin-labelled hnRNPA1, and we determine bu�er conditions in which we are able to study pre-

dominantly monomeric hnRNPA1. These stabilised conditions consequently allowed us to perform

pair-wise distance measurements between spin labelling sites in the folded domains of hnRNPA1

and sites in the IDD by DEER experiments on doubly spin-yslabelled hnRNPA1. The probabilistic

interpretation of the DEER experiments in terms of distance distributions enabled us to use a large

set of distance restraints for the generation of an ensemble model of full length hnRNPA1. This

ensemble model can be validated against additional, independent biophysical experiments.

Following the characterisation of the free state of the protein we present experimental results for

the characterisation of samples of full length hnRNPA1 after inducing LLPS. They are of particular

interest in combination with RNA-binding experiments, since it is known that RNA binding and

LLPS are tightly linked processes for many protein involved in RNA processing, which is also what

we found for hnRNPA1. In the experiments using RNA and hnRNPA1 we encountered situations

where it is a great bene�t to be able to detect multiple pair-wise distance in a spin-labelled sample.

PDS with spectroscopically orthogonal spin labels has been developed as a powerful extension of

conventional distance measurements between like spin labels, and o�ers promising opportunities

towards this goal.

In the methodological part of this thesis we describe method development towards the application

of spectroscopically orthogonal spin labels for the routine characterisation of biomolecules and

biomolecular complexes. We discuss existing approaches with PDS and spectroscopially orthogonal

spin labels, in particular the DEER experiment between Gd(III)-based spin labels and nitroxides.

The RIDME technique is an emerging complementary method to the currently predominantly

used DEER technique in may situations. In particular, we describe a detailed analysis of the

performance of RIDME for distance measurements between nitroxide and Cu(II)-based spin labels

using experiments with molecular rulers. A broadband microwave pulse version of the RIDME

experiment was introduced in this context. Broadband coherent excitation of the nitroxide spin

allowed both one-step orientation averaging, and EPR-correlated RIDME experiments. Building

on the Cu(II)-nitroxide experiments, we performed experiments with molecular rulers for nitroxide

high-spin pairs (in particular with Gd(III) and Mn(II) metal ions). Additional considerations

must be made when using the RIDME experiments with high spin metal ion-based spin labels for

distance analysis, due to contributions of harmonic overtones of the dipolar coupling frequency.



Zusammenfassung

In dieser Dissertation werden Methoden der gepulsten Elektronenspinresonanz (EPR) präsentiert,

die zur Charakterisierung von ungeordneten biomolekularen Polymeren, im Speziellen Protein-

domänen verwendet werden. Der Fokus liegt auf gepulsten EPR Methoden zur Detektion von

schwachen magnetischen Dipolwechselwirkungen. Im ersten Teil der Arbeit werden gut etablierte

Methoden der EPR Spektroskopie verwendet, um das partiell ungeordnetete Protein hnRNPA1 zu

untersuchen. An diesem, und weiteren Beispielen wird allerdings auch gezeigt, dass besonders zur

Untersuchung von Systemen mit mehreren (biomolekularen) Komponenten die etablierten Meth-

oden manchmal an ihre Grenzen kommen. Im zweiten Teil der Arbeit wird daher in mehr Tiefe

auf eine neu aufkommende Methode der Dipolspektroskopie, das sogenannte 'relaxation induced

dipolar modulation enhancement' (RIDME) Experiment eingegangen.

Die Erforschung der dreidimensionalen Strukturen von Biomolekülen hat zu einer Fülle an Erkennt-

nissen über deren Funktionen und deren Interaktionen geführt. Dazu hat massgeblich die Entwick-

lung hochau�ösender biophysikalischer Methoden, wie zum Beispiel die Röntgenstrukturanalyse,

die Kernspinresonaz oder, als relativ neue Methode, die hochaufgelöste Kryoelektronenmikroskopie,

beigetragen. Zum Zeitpunkt der Verfassung dieser Dissertation sind bereits über 48000 Einträge

in der 'protein data bank' (PDB), einer der grössten Datenbanken für biomolekulare Strukturen

zugänglich.

Die Ausgangslage ist allerdings erschwert, wenn es sich um die strukturelle Aufklärung von Bio-

molekülen handelt, die die intrinsische Eigenschaften haben, mehr als eine stabile Konformation

anzunehmen. Proteine, oder Proteindomänen, auf die dies zutri�t, werden intrinsisch 'ungeord-

nete' Domänen genannt (intrinsically disordered domain, IDD), und, zusätzlich zu der Vielfalt

an Konformationen, sind sie schwierig zu charakterisieren, weil sie oft zu starken Interaktionen

mit anderen Biomolekülen, oder mit sich selbst tendieren. Aufgrund der oft resultierenden hohen

lokalen Proteinkonzentration, und aufgrund der hohen Flexibilität und Dynamik der Biomoleküle
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ist die strukturelle Characterisierung von IDDs mit vielen etablierten biophysikalischen Methoden

schwierig. Die Elektronenspinresonanz bietet dafür spezielle Möglichkeiten, da eine Vielzahl an

Experimenten entwickelt wurde, die speziell auf die Interpretation von teilweise ungeordnete Sys-

temen angepasst sind.

Im anwendungsorientierten Teil dieser Arbeit werden Ergebnisse mit gerichteter Spinmarkierung

des menschlichen Spleissingregulartorproteins hnRNPA1 (heterogeneous nuclear ribonucleoprotein

A1) präsentiert. Eine Kombination aus Dauerstrich und gepulster EPR wurde verwendet, um die

Konformationen der carboxyterminalen, intrinsisch ungeordneten Domäne von hnRNPA1 zu char-

acterisieren. Basierend auf Abstandsmessungen zwischen spinmarkierten Positionen in hnRNPA1

wurde ein atomistisches Ensmble-Modell des Proteins erstellt.

Eine Eigenschaft von ungeordneten Proteinen, oder Proteinen mit intrinsisch ungeordneten Domä-

nen, ist die hohe Propensität Phasenseparation in der �üssingen Phase zu propagieren. Dabei

entstehen mindestens zwei entmischte �üssige Phasen, was meist als Tröpfchenbildung beobachtet

wird. Die so entstehenden Tröpfchen (liquid droplets, LDs) haben weiterhin die Eigenschaften einer

�üssigen Phase, können zum Beispiel fusioniern. Tröpfchenbildung kann sowohl in vivo in Zellen

unter Stressbedingungen, als auch in vitro unter kontrollierten Pu�erbedingungnen beobachtet

werden. Dieser Prozess ist bei hnRNPA1 und verwandten RNA-bindenden Proteinen eng mit der

Interaktion mit Oligonucleotiden verbunden. Beide Vorgänge wurden in dieser Dissertation an

hnRNPA1 mithilfe von EPR Experimenten untersucht.

Besonders bei den Experimenten zur Interaktion mit RNA wird dabei deutlich, dass gleichzeigite

Abstandmessungen zwischen mehreren molekularen Positionen in einer Probe in vielen Situatio-

nen sehr hilfreiche Einblicke geben können. Eine elegante Möglichkeit dies zu erreichen kann mit

spektroskopisch orthogonalen Spinmarkern realisiert werden. In den methodologischen Kapiteln

dieser Dissertation wird eine neu aufkommende Method der gepulsten EPR Dipolspektroskopie, das

sogenannte RIDME Experiment (relaxation induced dipolar modulation enhancement), im Detail

analysiert. Die Messungen dazu wurden an Molekülen mit wohlde�nierten, und bekannten Abstän-

den zwischen einem Nitroxide, und einem Metallionen-Komplex gemacht, welche als Modellsysteme

für biologische Proben entworfen wurden. Diese molekularen Stäbchen sind gut dafür geeignet die

Methode für Abstandsmessungen zu kalibrieren, und potentielle Artefaktquellen zu identi�zieren.

Eine Variante des RIDME Experiments mit breitbandigen, kohärenten Mikrowellenpulsen wurde

entwickelt, die direkt orientierungsaufgelöste RIDME Spektroskopie erlaubt.
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Chapter 1

General introduction

1.1 Scope of this thesis

In this introductory Chapter 1 we summarise how IDDs of proteins have been identi�ed as key

players in the liquid-liquid phase separation (LLPS) phenomenon both in vivo and in vitro. Ex-

tensive experimental evidence has been collected on LLPS in the last decade, in particular on the

conditions required for formation of phase separated compartments both in cells and in vitro, but

little information is available on functions and structures of the components at the molecular level.

In particular we introduce the protein heterogeneous nuclear ribonucleoprotein A1 (hnRNPA1),

which has come to a lot of attention, because mutations in hnRNPA1 have been linked to �brilliza-

tion and neurodegenerative diseases, such as amyotrophic lateral sclerosis (ALS). We furthermore

outline why electron paramagnetic resonance (EPR) spectroscopy is well suited to contribute to

the characterisation of IDDs and complex, distributed systems in biology.

The general introduction is followed by Chapter 2, where the theory foundations for the interpreta-

tion of EPR experiments are presented. The focus is set on pulsed EPR methods for measurements

of distance distributions in frozen solutions of spin-labelled biomolecules, which have over the past

decades become a valuable tool in the characterisation of biomolecular structure and interactions.

In Chapter 3 we show experiments for �nding conditions that allow us to prepare samples of spin

labelled hnRNPA1 in a predominantly monomeric state. This is important for structural char-

acterisation, because most proteins carrying IDDs are prone to self-assemble (or unspeci�cally

aggregate). If not accounted for, this may introduce complications for the interpretation of pulsed

EPR data. Systematic characterisation of the C-terminal intrinsically disordered domain (IDD)

1
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with a site-directed spin labelling (SDSL) approach was performed. We also report conditions un-

der which bu�ered solutions of full length hnRNPA1 undergo LLPS and describe EPR strategies

to study these protein condensates.

In Chapter 4 we progress to the charcterisation of the IDD of hnRNPA1 in the free state by

pair-wise distance measurements with doubly spin labelled proteins. The basic strategy is to ex-

ploit the fact that in addition to the IDD, hnRNPA1 contains two folded RNA recognition motif

(RRM) domains (RRM1 and RRM2), which can be used as anchor points for a coarse-grained

structural characterisation of residues in the IDD. Particular focus is put on explicitly including

the distribution aspect of the distance information gained by SDSL-EPR. We demonstrate how

several experimental results can be combined as restraints for the generation of a structural en-

semble. The EPR-restrained domain structural ensemble can then be compared to experimental

results obtained with additional biophysical methods, to strengthen its validity, and to promote

multi-scale, hybrid structural approaches.

In Chapter 5 we progress to strategies to use SDSL and EPR for probing intermolecular interac-

tions and conformational changes of the IDD of hnRNPA1 upon LLPS induced by the addition

of RNA. High local protein concentrations are expected when the protein solution has undergone

LLPS, which imposes a challenge for the interpretation of pulsed EPR distance measurements,

due to at least two reasons. First, the high local concentrations are expected to enhance spin-spin

relaxation, leading to shorter observable spin evolution times, which in turn limits the experimen-

tal resolution. Second, at high local protein concentrations distances arising from intramolecular

spin pairs cannot be easily distinguished from distances arising from inter-molecular pairs if all

molecules are spin labelled with the same type of spin label, especially when intermolecular and

intramolecular distances fall into a similar distance range. The immediate remedy for the increased

spin-spin relaxation rates is to dilute the spin labelled proteins in high ratios with diamagnetic

unlabelled protein, and we show experimental strategies to realise this for the case of SDSL with

hnRNPA1.

An alternative way to tackle this ambiguity is to use so-called spectroscopically orthogonal spin

labels, which are introduced in more detail in Chapter 6. Two spin labels are considered spectro-

scopically orthogonal when they can be manipulated independently by microwave pulses, similar to

multi-colour experiments in optical methods. The range of successfully applied spin labels ranges

from paramagnetic metal ions to organic radicals, and is continuously being extended. The di�er-

ent spin labels can either be attached at di�erent sites of one particular biomolecule, or to di�erent

biomolecules. Suitable setup of the pulsed EPR experiments then allows selective determination of

distances between chosen types of spin labels. In order to select the desired combination of spin for

distance measurements, pulsed dipolar spectroscopy (PDS)) experiments have been developed that

are particularly suitable for studying spectroscopically orthogonal spin pairs. The double electron

electron resonance (DEER) experiment, which is also also known as pulsed electron double reso-

nance (PELDOR), as well as the relaxation induced dipolar modulation enhancement (RIDME)

experiment, belong to this type of pulsed EPR methods. DEER on orthogonal spin pairs has
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been well characterised and applied in several elegant studies, and it can be considered a robust

method. The potential sources of artifacts are well understood. At the end of the chapter we

present e�orts to use DEER with the spectroscopically orthogonal spins nitroxide and Gd(III) to

understand molecular arrangements in the liquid droplet (LD) state, and domain rearrangements

upon RNA binding. Quantitative interpretation, however, could not be achieved due to limitations

in sensitivity, which highlights the importance of continued PDS method development.

In Chapter 7 the RIDME experiment is presented in-depth, with a focus on detecting on the nitrox-

ide spin in a spectroscopically orthogonal nitroxide-Cu(II) ion spin pair. RIDME is an emerging

complimentary technique to DEER, which promises higher sensitivity when dealing with the broad

EPR spectra of metal ions (compared to available excitation bandwidth). In contrast to DEER,

nitroxide-detected RIDME is still signi�cantly less well characterised and applications are to date

limited to a few select cases. In this chapter we thus present a detailed study of the RIDME experi-

ment with rigid molecular rulers. Molecular rulers are de�ned as molecules with a known, narrowly

distributed inter-spin distance, which allows validation of the spectroscopic method. The chapter

deals with nitroxide-Cu(II) pairs. Both spin species are low-spin (electron spin quantum num-

ber S=1/2) and thus present a well-behaved model system to optimise experimental conditions for

nitroxide-detected RIDME. Several sources of artifacts that prevent accurate distance analysis have

already been identi�ed in the literature, and work-arounds had to be devised. Nitroxide-Cu(II)

pairs are interesting in another aspect, namely that both spectra feature noticeable correlation of

the resonance condition and the orientation of the molecule in the external magnetic �eld already at

moderate EPR frequencies (∼ 34GHz, actually 'Ka-band' (Q-band), ∼34GHz). Limited excitation

bandwidths of microwave pulses leads to spectroscopic selection of a sub-set of orientations, which

must be averaged prior to analysis of dipolar time domain data in terms of distance distributions. In

this section we describe how this can be achieved in one step, by using broadband excitation pulses.

The insights obtained in the low-spin case (niroxide-Cu(II) enabled us to advance to study the

dipolar coupling information encoded in nitroxide-high-spin metal ion (S>1/2) RIDME. Nitroxide-

high-spin metal ion RIDME is treated in Chapter 8. The fundamental di�erence to low-spin

RIDME is that in the high-spin case the z-projection of the spin state of the metal ion can

e�ectively change by more than one angular momentum unit. This manifests in higher orders

of dipolar coupling frequencies contributing to the time-domain EPR signal, which need to be

considered in the data analysis in terms of distance distributions. A potentially calibration-free

procedure to deal with the higher harmonics in nitroxide detected RIDME is described. The

surprising robustness of the approach with model compounds is a promising step towards routine

nitroxide-high-spin metal ion RIDME for distance measurements.

1.2 Protein condensates

It is a common feature of proteins which contain IDDs, like hnRNPA1, to aggregate (or 'self-

assemble') into small or large protein condensates. [189,218,271,299] Protein condensate is an umbrella
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Figure 1.1: Protein samples can exist in various aggregation (or 'self-assembled') states. Spin

labels are schematically indicated, to illustrate some e�ects we may observe in SDSL-EPR. Three

limiting cases (A) dispersed, (B) liquid-liquid phase separeated, (C) �brillar, are presented.

term that includes both liquid-like assemblies, such as liquid droplets, or solid-like aggregates such

as �brils, and anything in between, like hydrogels. The various types of protein interactions di�er

in the local density of protein (and thus spin label), as well as the dynamics (protein backbone,

side-chains and overall tumbling). Three limiting cases that are relevant for this work are schemat-

ically represented in Figure 1.1.

Case (A): If a protein solution is very dilute, or if the protein of interest has no high propensity to

interact with itself (i.e. self-assembly is not observed), we expect to deal with a fully dispersed sys-

tem, where the molecules are monomeric and isolated. The free state of the protein can be studied

with samples prepared in this state. It may not be possible to reach such conditions even at very

low concentrations of strongly self-interacting proteins like some proteins carrying IDDs, unless

the bu�er conditions can be tuned that intermolecular interactions are suppressed. Ionic strength,

solvent polarity, pH, temperature, and the content of speci�c small molecules are all examples of

bu�er properties that can be optimised to suppress protein-protein interaction. [8,81,218,299] Dynamic

properties of the protein are the overall protein tumbling and di�usion rate, which are expected to

correlate with the molecular weight of the molecule, as well as the local dynamics of the (partially

or fully) folded protein chain. Transient intermolecular interactions due to concentration depen-

dent stochastic collisions are typically only expected to be observed at high concentrations.

Case (B): A bu�ered solution of a protein may undergo LLPS in vitro. [249] LLPS is known in the

�eld of structural biology for a long time, [94] but recently it has come to much attention because

it was also demonstrated to occur and to be functional in cells. [34,215,228] We then observe at least

two populations: some fraction of the protein remains dispersed in solution, and a second pop-

ulation emerges in the phase separated, second liquid phase. For example, �uorescence recovery

after photobleaching (FRAP) experiments both in vitro and in cells have con�rmed that the two

phases in protein samples after LLPS indeed behave like liquids (fast recovery of the �uorescence

intensity). [264] Not much is currently known about the density and distribution of protein in the

two phases, or the spatial arrangement of protein within one phase. It is known, however, that
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material is exchanged rapidly between the two phases, and that the liquid droplets are enriched

in protein (high local concentrations). [46,218,299] nuclear magnetic resonance (NMR) experiments

suggest that the individual proteins in both phases remain highly dynamic and disordered. [46]

Transiently forming secondary structure motifs, however, have been identi�ed in some cases. [63]

Case (C): The third limiting case is when the protein condensate forms a solid-like aggregate. For

example, �brillar aggregates are often encountered in pathological samples of neuro-degenerative

diseases, most of which have extended β−sheet cores. [186] Overall protein tumbling is strongly

reduced due to the large change in e�ective molecular weight. Local dynamics may remain high,

if a given residues is not at the aggregation interface. Material exchange between the proteins in

the �brils, and the proteins remaining in solution is expected to be signi�cantly slower than in

liquid-like condensates.

Of course, in real samples we may observe states that are a combination of the limiting cases

presented above. Nonetheless we can summarise two important consideration for molecular level

characterisation of protein condensation: �rstly, local dynamics in a protein chain may vary for

individual sites, and contain information on the secondary structure at a particular sites, as well

as interaction interfaces between molecules. Secondly, changes in local protein concentration (and

thus spin label concentration in SDSL-EPR) are expected upon protein condensation. If the

proteins remain highly mobile in the high-density state we expect to observe mostly transient

protein encounters with ambient temperature experiments. Depending on the spin label sites we

may be able to observe a broad distribution of intermolecular distances in the frozen state. If the

proteins interact rigidly, we expect to see reduced overall dynamics, well de�ned intermolecular

distances, and very little exchange between aggregated and soluble material. Importantly, spin

label spectra and interactions are a�ected di�erently by all of these e�ects, which should enable

us to characterise intermolecular interactions in protein condensates by combining results from

ambient temperature and frozen samples.

1.3 hnRNPA1

The protein hnRNPA1 is a member of a large family of human regulatory splicing factors that

form extensive RNA-protein and protein-protein interaction networks responsible for pre-mRNA

processing, splicing, and mRNA export. [36,90,133] It is predominantly located in the nucleus, but

can shuttle between the nucleus and the cytoplasm. [148,190] It has been found to associate with

stress-granules in cells under stress conditions, where it is believed to package translationally stalled

mRNA. [215] Unsurprisingly, hnRNPA1 is a nucleotide binding protein, [26,191,223,230,307] which will

not be further discussed here, but is the focus of Chapter 5. In recent time hnRNPA1 has at-

tracted attention due to its implication in the neuro-degenerative diseases ALS, [166,190] and a form

of inclusion body myopathy (IBMPFD3). [166] Furthermore there is evidence that hnRNPA1 is

involved in hepatitis C virus replication, [165] and is involved in several other viral infection pro-

cesses. [187,188,263] Three iso-forms have been reported, and the most abundant form consists of 320

amino acids (∼ 37 kDa). The longest iso-form has 52 additional amino acids in the C-terminal
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domain. Interestingly, the alternative splicing of the isoforms of hnRNPA1 has been demonstrated

in cells to be tightly regulated by TDP-43, another splicing regulator strongly linked to ALS. [70]

A truncated version that is entirely lacking the C-terminal domain has also been identi�ed in

cells (residues 1-196 of the full length protein), which is by itself known as unwinding protein 1

(UP1). UP1 contains the two conserved RRMs, and the respective structures have been solved by

X-ray crystallography, [72] and solution NMR methods. [19] Some examples of structures of partial

hnRNPA1 constructs are shown in Figure 1.2.

A B
[1L3K]

C D

[2LYV]RRM1 RRM2

RRM1

RRM2

towards
RRMs

[2H4M] [6BXX]

Figure 1.2: Partial structural models of free hnRNPA1; pdb codes are indicated in the panels.

(A) 1.1Å resolution crystal structure of UP1 (the RRMs of hnRNPA1); [294] (B) NMR solution

structure of UP1; [19] (C) M9 nuclear localisation sequence (red, canonical residues 315-335 bound

to transportin-1 (cyan) [182]; (D) adapted from Hughes et al. [127]: steric zipper conformation of

hexa-peptide 'GYNGFG';

In vitro it was found that solutions of puri�ed hnRNPA1 can self-assemble into �brillar aggregates,

which may be related to aggregates found in pathological samples, but it is still unclear what the

exact role of the aggregates is in disease. [110,166] The point mutations that were linked to the disease

state are all in the (C-terminal) IDD of hnRNPA1 (Q277K, D314N, N319S, P340S). [154,166,190]

More recently it was observed that a small hexapeptide sequence (GYNGF) found in the IDD of

hnRNPA1 is su�cient to form form �briallar aggregates. [127] This type of structural transition,

from very disordered to very ordered, is in contrast to LLPS, in which proteins remain highly

dynamic. [218] In vitro this usually is observed as the formation of small (micrometer-sized) LDs

that can fuse and mature over time. [12,218] Eventually, a hydrogel may form. [218] It has been

hypothesised that �brilar aggregates of proteins can form from the LD or the hydrogel state. [12,218]
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The phase separation behaviour of hnRNPA1 and other similar proteins has been reported on a

macroscopic level in detail. In particular arginine - tyrosine interactions were shown to be the

major driving force of LLPS via IDDs of the type of hnRNPA1 (referred to as the "FUS-like

family" by Wang et al. [299], based on the compositional similarity with the IDD of the protein

fused in sacroma (protein) (FUS)).

1.4 SDSL-EPR in structural biology

EPR experiments are sensitive to paramagnetic centres in the sample, which may be part of

an arbitrarily large biomolecule or biomolecular complex. These can be present either as na-

tive paramagnetic centres (such as biologically important metal ions, e.g. copper, iron or man-

ganese), [4,15,25,87,112,153,159,311] or as arti�cially introduced EPR-active centres. To the latter type

belong paramagnetic centres which are covalently attached to the biomolecule of interest. They are,

analogously to �uorescence labels, called `spin labels' [23,64,125] and serve as a particularly useful

source of information when the spin label is attached at a chosen site in the biomolecule. Such tar-

geting of a particular molecular site is known as site-directed spin labelling (SDSL). A large body

of work has been invested towards the development of SDSL protocols for peptides and proteins of

nearly arbitrary size, [39,113,252] and (SDSL)-EPR has long found its way into the structural biolo-

gist's toolbox. [24,40,89,252,267,287] Among many other biological applications of EPR, the structural

information that can be obtained with EPR includes information on local dynamics, [125] and inter-

spin distance information in the nanometer regime. [140] The �rst protein samples to be investigated

were proteins with well-de�ned globular structures, but applications to more complex samples, such

as membrane proteins, followed soon. [40] In addition to SDSL of proteins, approaches are being de-

veloped to achieve universal, robust and size-independent SDSL methods also for oligonucleotides

(deoxy-ribonucleic acid (DNA) or ribonucleic acid (RNA)). [84,229,259,267,268,272]

The ability of EPR to deal with samples of high complexity is promising for the application to

intrinsically disordered systems, and the �rst successful studies have been reported. [79,181,220,222]

The most popular choice for spin labelling of proteins is based on cysteine-targeting chemistry.

The commercially available spin label MTSL (Figure 1.3(A)) is one of the most prominent spin

labelling reagents, among other reasons because the paramagnetic N-oxyl-pyrroline moiety, which

is linked to the cysteine via disul�de formation, is small and �exibly attached to the peptide back-

bone, which reduces the risk of perturbing the structure of the labelled molecule. A major �eld of

application for SDSL are distance measurements within and between biomolecules by PDS.

Along with the nitroxide-based spin labels other organic radical based (e.g. trityl [7,71,132,177])

spin labels and di�erent types of metal ion-based [65,97,107,244] spin labels have been developed

and successfully tested in PDS experiments. Particular bene�ts may arise when di�erent spin

labels can be excited and detected independently, when they are thus said to be `spectroscopically

orthogonal'. An example of the EPR spectra of the orthogonal pair nitroxide and Gd(III)-ions in

a stable chelator is shown in Figure 1.3.
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Figure 1.3: SDSL of biomolecules; (A) a biomolecule with two (engineered or natural) cysteines can

be labelled with a thiol-reactive spin label (here MTSL); (B) echo-detected spectra of a nitroxide

(orange), resp. a Gd(III)-based spin label (purple) at Q-band

1.4.1 Static versus dynamic averaging of spin interactions

In this section we brie�y describe how ensemble averaging of immobile resp. of mobile spins af-

fects the EPR signals in the presence of anisotropic interactions. The interpretation of anisotropic

interactions is one of the reasons why EPR spectroscopy is a powerful method to characterise

distributed systems, because it is possible to study (static) distributions of molecular properties

by studying immobilised samples, as well as dynamic properties at molecular sites by ambient

temperature experiments. An illustration with a nitroxide spin label is shown in Figure 1.4.

Anisotropic interactions in EPR (e.g. hyper�ne interactions, g-tensor, dipolar coupling, ...) can be

described by the orientation of the external magnetic �eld with respect to an interaction tensor

(for details see Chapter 2).

In an ordered sample, like a single crystal, all spin centres have the same, �xed orientation, and

thus a �xed coupling strength that changes when rotating the sample in the external magnetic �eld.

But samples of this type are rather an exception in biological EPR, and not relevant for this thesis.

In this thesis we deal mostly with frozen solutions at cryogenic temperatures (80K and below).

We can assume that molecular motions (except for small librational motions) are frozen out in

these conditions. [80,175] No large-scale inter-conversion between conformations, and no molecular

collisions are possible during an experiment. We thus (ideally) see a snapshot of all conformations

at the moment of �ash freezing that the ensemble of molecules has adopted. This can be treated as

an immobile ensemble of spins with local order (�xed geometry around the electron spin), but no

long-range order. In such samples we observe what is called a powder-averaged spectrum, which

in the context of dipolar coupling is often referred to as Pake averaging. [232] The powder averaged

spectrum can be calculated as a weighted sum of single-orientation spectra. The weighting assumes

that all molecular orientations are equally probable.

When considering EPR experiments in solution (at ambient temperature) we need to consider
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Figure 1.4: Static vs. dynamically averaged interactions in the nitroxide spectrum; simulated

(EasySpin [280]) �rst derivative lineshapes are shown; (A) powder averaged spectrum, the maxi-

mal splitting at X-band is given by the z-component of the hyper�ne interaction Azz (axis system

shown in color). (B) De�nition of the coordinate system, and simulations of single orientation

along the principle axes; (C) ambient temperature spectrum in the isotropic fast tumbling regime,

tumbling leads to a narrowed spectrum due to (partial) averaging of the anisotropy (note the

di�erent axis range compared to (A)); an apparent maximal splitting A′zzcan be de�ned.

molecular motion. If the motions are fast enough to lead to a rearrangement of the anisotropic

interactions with respect to the quantisation axis during the EPR measurement we can no longer

calculate the spectrum as a simple sum of orientations. The larger the anisotropy, the faster the

tumbling must be to achieve complete averaging. An extensive theory framework has been devel-

oped to calculate the fast and intermediate tumbling spectra of nitroxides using time-dependent

perturbations (stochastic Liouville theory), [93,261] which was implemented and is available in the

user friendly EasySpin software package. [280] We can also consider that molecular collisions may

occur frequently when the (local) concentration is high. If molecular collisions occur between two

paramagnetic spins, Heisenberg exchange interactions may be observed. This is only expected to

be observed at high (local) spin concentrations. [217] In summary, nitroxide-based spin labels stud-

ied with continuous wave (CW) ∼ 9.5GHz (X-band) EPR spectroscopy can be a valuable source of

information of local dynamics and spin-spin interactions at the site of the spin label. [125,183] Note

that for most spin labels the relaxation properties at ambient temperature are too fast to perform

pulse EPR experiments. [27]

1.4.2 Nitroxide spin label interactions in CW X-band spectra

Extensive e�ort has been put into the interpretation of CW X-band spectra of nitroxide-labelled

biomolecules in terms of local spin label dynamics and spin-spin interactions, and excellent sum-
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maries and monographs have been published. [23] When dealing with ambient temperature spectra,

we have the situation of partial dynamic averaging of anisotropic contributions in the Hamilto-

nian. In nitroxides, the relevant anisotropies are the hyper�ne coupling to the 14N nucleus, and

the g-factor anisotropy (for general introduction to the couplings, nomenclature and de�nition of

the parameters see Section 2.2 in Chapter 2). In some situations it is also possible to resolve hy-

per�ne couplings to naturally abundant 13C nuclei in the nitroxide spin label. The largest splitting

of the spectrum is given by the axial hyper�ne coupling to the nitrogen (Azz). Fast spin label

tumbling in solution leads to more e�cient averaging of this anisotropy and thus narrower lines.

Unfortunately, data analysis can become very complicated and often even ambiguous if the spin

label motion itself is anisotropic. [11] Detailed structural and dynamic interpretation of CW EPR

spectra of spin labelled sites in an IDD, however, is not the focus of this chapter, and would in

fact deserve its own dedicated study. We limit the discussion instead to outlining the expected

hallmarks of protein-protein interaction in CW X-band nitroxide spectra. The two major e�ects

that we may observe when two spin-labelled proteins interact is (i) a change in overall spin label

mobility, and (ii) an increase of spin-spin interactions between spin labels on the same or di�erent

protein molecules. For the latter case we could have e�ects from both dipole-dipole coupling, and

Heisenberg exchange coupling at very high local spin concentrations. In the following we outline

how these interactions are expected to in�uence ambient temperature CW EPR spectra of nitroxide

labelled sites in an IDD. The two limiting cases we look at are (a) fully dispersed protein (isolated

molecules) and (b) protein in a dense liquid-droplet state (dynamically interacting molecules).
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Figure 1.5: Simulated spectra of fast to intermediate isotropic tumbling nitroxides; (A) in�uence of

isotropic molecular tumbling rate τcorr, resp. (C)Heisenberg exchange interaction D. (B) possible

implications for protein interaction state.

CW EPR spectra of isolated proteins Very fast dynamics has been reported from relax-

ation and nuclear Overhauser e�ect (NOE) measurements with IDD backbone and side-chain

resonance in solution state NMR. [134,172] This leads us to expect almost unrestricted tumbling of
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a spin label at labelling sites in the IDD. Such fast spin label dynamics has been observed by CW

EPR. [79,181,220] The simplest model for molecular motion is isotropic tumbling of the nitroxide

label in a fast to intermediate motion time-regime (picoseconds to nanoseconds). In this simple

approximation, a single parameter, the isotropic rotational correlation time τcorr, is required to

describe the spectral shape, as has been rigorously described [93]. The e�ect of spin-label mobil-

ity is shown in Figure 1.5(A). The resulting CW EPR spectra with very fast (τcorr = 10ps) to

intermediate (τcorr = 10 ns) isotropic tumbling are displayed. In the very fast isotropic tumbling

case we �nd three narrow lines, and the intensities of the three hyper�ne lines are approximately

the same. Spectra in this limit are often observed for free spin label in bu�er. Notice that the

weak hyper�ne couplings to naturally abundant 13C nuclei can be detected in case of very fast

tumbling. The exact ratio of the amplitudes of the hyper�ne lines for fast tumbling below the

fast limit carries information on the anisotropy of the tensors, on the anisotropy of the nitroxide

tumbling, and on the rotational correlation time. Variations of Azz may have a noticeable e�ect

on the observed lineshape for a �xed τcorr. This should be considered when determining absolute

tumbling rates, because Azz strongly depends on (local) solvent polarity, proticity and dielectric

screening. [41,108,169,231]

CW EPR spectra at high protein concentration When many spin-labelled proteins come

together in a protein condensate, such as in the LD state, the local spin label dynamics may or

may not change due to crowding e�ects. This depends on whether the spin label is located close

to a biomolecular interaction interface. Because we expect high local spin label densities and

frequent molecular collisions in the LD state, we may additionally observe spectroscopic e�ects

due to Heisenberg exchange coupling (illustrated in Figure 1.5(C)). This can be considered as an

e�ective coupling D, that depends both on the rate of molecular collisions and the e�ciency of

each collision to alter the spin states of the colliding spins. [217] In general, Heisenberg exchange

broadening up to approximately D/Azz = 0.1 leads to broadening of all three hyper�ne lines. At

higher values of D/A the hyper�ne splitting reduces and the lines then collapse into a single broad

line. In extreme cases of exchange coupling (D >> Azz) the single line becomes more narrow again

(not expected to be relevant in biological systems and thus not shown).

Also dipolar coupling may be signi�cant in high local spin density states. Converting the estimated

dipolar couplings into spin-spin distances from ambient temperature CW EPR spectra, however,

is an almost impossible task, because like other anisotropic interactions, the dipolar interaction is

a�ected by averaging through molecular tumbling, due to the angular dependence on the dipolar

angle θ. Furthermore, already at distances at and above R ≈2.0 nm, dipolar couplings are too

weak to be resolved underneath the natural linewidth of nitroxide spin labels. [18] This is the

dipolar coupling regime that is much better addressed by pulsed dipolar spectroscopy methods like

DEER (see below). If very short distances indeed seem to be dominating, they may be estimated

from frozen (or otherwise immobilised) samples by CW EPR spectroscopy. For example, distances

below R=1.5 nm have been successfully measured on doubly spin-labelled peptides by measuring

CW EPR spectra in X-band in the frozen state. [18]
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Chapter 2

General EPR Theory and Methods

Scope of this chapter In this work we present electron paramagnetic resonance (EPR) methods

to address biological questions in the context of structural biology of proteins, and of biomolecular

interactions. We focus on EPR as a tool to manipulate and detect unpaired electrons in magnetic

�elds with the use of microwave radiation. These phenomena are well understood at the fundamen-

tal theory level, and in the following we introduce a summary of the relevant EPR interactions and

experimental methodology, mainly following Schweiger and Jeschke [266]. The section on pulsed

dipolar spectroscopy was in large parts adapted from Ritsch et al. [251] and Ritsch et al. [250].
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2.1 Electron and nuclear spin

In quantum mechanical descriptions an intrinsic angular momentum ~~S is attributed to an electron

and can be described with the spin operator ~̂S. The spin quantum number for one electron is S =

1/2, and it has no classical mechanics analogue. We can nonetheless use it as an e�ective angular

momentum (in addition to the orbital angular momentum ~l) to introduce magnetic resonance

spectroscopy in a semi-classical description. Classically, we expect to observe a magnetic dipole

moment ~µS (in the following shortened to 'magnetic moment') associated with a moving charged

particle. In the presence of an external magnetic �eld the magnetic moment ~µS aligns parallel to the
~B0-axis, and the two spin states are not degenerate in energy. Following Boltzmann statistics, the

population di�erence of the two states results in a non-zero total magnetisation ~M =
∑n
i=1 〈~µ〉S,i

in an ensemble of n isolated electron spins. Many experimental �ndings in magnetic resonance can

be well explained in such a semi-classical description, but for the majority of this work we will use

a quantum description of electron and nuclear spin.

2.1.1 Quantum mechanical description of spin

The magnetic moment of an isolated free electron (~l = 0) in the quantum mechanical description

is given by ~µS = −gfreeµB
~̂
S, where the so-called g-factor (gfree ≈ 2.002319) is a well-characterised

scaling factor, µB = −~e/2me the Bohr magneton, and ~̂
S =

(
Ŝx, Ŝy, Ŝz

)
is the total electron spin

operator vector composed of the three orthogonal projection components. We can treat the nuclear

spins I, and nuclear magnetic moments ~µN analogously. The magnitude of µB is much larger than

µN = +~e/2mN , because the electron mass me is much smaller than the nuclear mass mN (e

is the elementary charge, and Z the proton number). In the presence of an external magnetic

�eld (by convention chosen to point along the z-axis) we can associate the aligned components

of ~µS of an electron spin with total spin quantum number S with the spin projection states

mS = −S,−S + 1, ...,+S, which denote the eigenstates of the z-spin projection operator Ŝz. In

EPR we use irradiation to excite transitions between di�erent sublevels of the energy level scheme

of an (interacting) system of electron and nuclear spins. The energy levels Ei of the system can

be found by solving the time-independent Schrödinger equation

Ĥ |Ψi〉 = Ei |Ψi〉 , (2.1)

after de�ning a (quantum mechanical) Hamilton operator Ĥ. A useful choice of the basis functions

|Ψi〉 is given by the eigenfunctions of the total Hamiltonian. The operator Ĥ can be constructed by

addition of interaction terms between spins and magnetic �elds, as will be treated in Section 2.2.

Spin ensembles In experimental EPR we are usually dealing with large ensembles of electron

spins. Each spin in general may be coupled to multiple other electron and nuclear spins by the

interactions presented above, but in the experiments described in this work it is a good assumption

that a given electron spin system interacts only weakly with other electron spin systems, and they

can thus be treated individually (dilute samples). Ensembles of spins can be treated, by introducing
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the time-dependent density operator

σ̂(t) =

(2S+1)∑
l=1

(2S+1)∑
k=1

cl(t)c∗k(t) |l〉 〈k| , (2.2)

where |l〉, resp. |k〉 are the n = (2S + 1) ortho-normal basis functions of the spin operator, and

cl(t) and c∗l (t) are ensemble averaged (indicated by bar), time-dependent coe�cients. σ̂(t) can be

written as a Hermitian n×n-dimensional matrix, where the diagonal entries (l = k) are interpreted

as 'populations', and the o�-diagonal elements as 'coherences' (coherent superposition of states l

and k). [265] The description can be extended to more than one coupled (electron and/or nuclear)

spin, with the basis functions from the corresponding nH =
∏
i(2Si+1)-dimensional Hilbert space.

Thermal equilibrium For spins in an external magnetic �eld in the so-called high temperature

approximation (∆E(l, k) << kBT , with the Boltzmann constant kB and temperature T ) we expect

no coherences at thermal equilibrium. The coe�cients of the diagonal elements of σ̂ are distributed

according to Boltzmann statistics. This allows us to denote the equilibrium state to �rst order

approximation as

σ̂eq = 1− CŜz, (2.3)

where C is a normalisation constant that depends on the dimensions of Ĥ. The unity operator

is typically neglected because it has no time-evolution and thus does not correspond to detectable

magnetisation.

Time evolution of spin ensembles Similarly to the evolution of a single state we can describe

the evolution of σ̂(t) by using the 'Liouville-von-Neumann' equation

d

dt
σ̂(t) = −i

[
Ĥ, σ̂(t)

]
− ˆ̂

Γ [σ̂(t), σ̂eq] . (2.4)

Here we already give an extended version which includes a relaxation term with the relaxation

super-operator ˆ̂
Γ, that ensures that all coe�cients eventually relax back to the equilibrium state.

Neglecting relaxation for now (will be treated phenomenologically later), and assuming we have

prepared our spin ensemble in a well-known initial state σ̂0, we can �nd the solution after time-

evolution under the time-independent Hamiltonian Ĥ as

σ̂(t) = exp(−iĤt)σ̂0 exp(iĤt). (2.5)

This propagation of ˆσ(t) with the total Hamiltonian can be split into iterative propagation with

partial Hamiltonians, as long as they commute. It o�ers a powerful method to describe time-

evolution of coupled spin systems, because the observable of interest can be represented as a spin

operator Ô, with expectation value

〈Ô(t)〉 = tr
(
σ̂(t)Ô

)
. (2.6)

For example, the detection operator for an EPR experiment in a conventional pulsed experimental

setup is given by 〈Ŝ+(t)〉 = tr
(
σ̂(t)Ŝ−(t)

)
.
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2.2 Spin Hamiltonian and energy levels

The total EPR Hamiltonian Ĥ for a given spectroscopic problem can be constructed by selection

of the appropriate interaction terms.

Ĥ = ĤEZ + ĤNZ + ĤHF + ĤD + ĤJ + ĤZFS + ĤMW + ... (2.7)

The individual terms are the electron (ĤEZ), resp. nuclear (ĤNZ) Zeeman interaction, the hy-

per�ne interaction between electron spin and nuclear spins (ĤHF), the electron spin dipole-dipole

coupling (ĤD), the electron spin exchange interaction (ĤJ), and the zero-�eld splitting (ĤZFS, only

for S > 1/2). Other system-inherent interactions, like the nuclear quadrupole interaction (ĤNQ,

only for I > 1/2) may have to be considered, but are not relevant for this particular work, and are

thus not further discussed. ĤMW denotes the term that arises if microwave (MW) irradiation is

applied.
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Figure 2.1: Interactions in EPR; (A) the Zeeman e�ect leads to an energy level splitting of the

electron spin projection number mS levels. An EPR signal is only observed if the resonance

condition is met (solid green line). (B) Typical coupling scheme in EPR: a single electron is

coupled to many nuclear spins (solid lines); the inter-nuclear couplings (e.g. dashed line) can be

neglected. (C) Energy level scheme of one electron spin S = 1/2 (left) with one additional nuclear

spin I = 1 (middle), and in the presence of hyper�ne coupling (right); typically the Zeeman e�ect

dominates, and the hyper�ne induced splitting (here aiso > 0, depends on mS and mI) is only

a small perturbation. The EPR-allowed transitions are indicated by solid vertical lines (selection

rules: ∆mS = ±1, ∆mI = 0).

2.2.1 Zeeman interaction

The magnetic dipole moment of an electron or a nuclear spin couples to an external magnetic �eld.

This is known as the Zeeman e�ect, and it is illustrated in Figure 2.1(A). In most EPR experiments

relevant for this work we can assume to good approximation that the electron Zeeman term is the
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dominating interaction in the total Hamiltonian. The magnitude is given by

ĤEZ = −~µ ~B0 (2.8)

= −µB
~
~B T

0 g
~̂
S. (2.9)

The second form is written for an electron spin ~̂
S, and ~B T

0 is the transpose of the magnetic �eld

vector. The (3×3) tensor g takes the place of the free electron g-factor (without the contribution

from spin orbit coupling), and contains information on the asymmetry of the electron spin electronic

environment. It may for example serve as a source of information for the coordination geometry

of paramagnetic ions in chelators. The coordinate system in which g is diagonal is known as the

principal axes system (PAS), with components g = (gxx, gyy, gzz). We discuss only experiments

where the external magnetic �eld points along a single direction ~B0 = (0, 0, B0) and de�nes the

quantisation axis for the electron spins. The orientation of ~B0 with respect to the PAS (e.g. de�ned

by the azimutal angle θ, and the polar angle φ) results in an e�ective g-factor

geff (θ, φ) =
√
g2

xx sin2 θ cos2 φ+ g2
yy sin2 θ sin2 φ+ g2

zz cos2 φ. (2.10)

The anisotropy of the Zeeman term scales with B0, which leads to an increase of the total width

of an EPR spectrum at higher experimental �elds (resp. frequencies). This can be a disadvantage,

because the spectral density of broader spectra is lower, which reduces sensitivity. It may also be

exploited as a source of information, in orientation-resolved EPR experiments.

An analogous de�nition to ĤEZ can be made for nuclear spins (thus ĤNZ), by substituting ~̂
S

with the nuclear spin vector operator ~̂I, and using the magnitude of nuclear magnetic moment

µN . Due to the signi�cantly lower magnitude of the magnetic moment of nuclear spins we have

an almost three orders of magnitude smaller nuclear Zeeman energy level splitting. The resulting

resonance frequencies ωres are shifted accordingly for nuclear spins (radio frequency (RF) regime)

and electron spins (MW regime). In all cases relevant for this work we do not directly excite

transitions of nuclear spins by RF irradiation, and we can thus neglect the nuclear Zeeman term

in the Hamiltonian.

2.2.2 Electron spin - nuclear spin interaction

If nuclear spins are in close proximity to an electron spin we observe coupling of the magnetic

moments, which is known the hyper�ne interaction. The hyper�ne interaction is one of the major

sources of information in many EPR experiments, and we typically assume that each pair-wise

interaction of an electron spin with the surrounding nuclear spins can be treated independently.

Nuclear spin-nuclear spin couplings can be neglected in EPR experiments, because we do not

directly drive nuclear spin state transitions, and because the couplings are usually far too weak

to be resolved (illustrated in Figure 5.1). The hyper�ne Hamiltonian to �rst order between one

electron spin S and n nuclear spins I is given by

ĤHF =

n∑
i=1

~̂
S TAi

~̂
Ii =

n∑
i=1

~̂
S T (aiso,i1+Ti)

~̂
Ii , (2.11)
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with the respective hyper�ne coupling tensors Ai. Coupling to di�erent nuclei can be treated

independently. For each A we can also �nd a PAS (which may be tilted with respect to the PAS

of the g-tensor) with the three diagonal elements A = (Axx, Ayy, Azz). For many applications it

is useful to split the interaction into an isotropic component aiso, and the remaining anisotropic

component T. The physical origin of the two components is di�erent, and provides information

on the spin system. aiso can be related to the electron spin density at the location of the nucleus

(Fermi contact term), T is given by the through-space dipole-dipole coupling between the electron

and nuclear magnetic moment vectors. In some cases additional terms (isotropic and anisotropic)

may have to be considered if the orbital magnetic moment of the electron is large. Note that

in contrast to the g-factor anisotropy, the A-anisotropy is �eld-independent. It may thus be the

major source of spectral broadening at low �elds and EPR frequencies, while being unresolved at

high �elds. A simple energy level scheme for a coupled system of one electron spin S = 1/2 and

one nuclear spin I = 1 is shown in Figure 2.1. The single line observed due to the electron Zeeman

e�ect splits into three lines in the presence of hyper�ne coupling.

2.2.3 Weak electron spin - electron spin interactions

In systems with more than one electron spin we may have to consider terms in the Hamiltonian

from electron spin coupling. Electron spins which are strongly coupled are usually better described

by a group spin S > 1/2 ('high spin' systems), which will be treated in a later section. Here we

describe the combined electron spin - electron spin interaction Ĥee for two coupled electron spins

when the interaction is weak

Ĥee = ĤDD + ĤJ (2.12)

=
~̂
S T1 (D+ J)

~̂
S2, (2.13)

with the dipolar contribution ĤDD (dipolar coupling tensor D), and the exchange contribution ĤJ

(exchange coupling tensor J).

Dipolar coupling Two magnetic moments (here two electron spins ~̂S1,
~̂
S2) are mutually in�u-

enced by the magnetic �eld originating from the respective other spin. This is known as the dipolar

(or dipole-dipole) coupling. The contribution to the EPR Hamiltonian is

ĤDD =
µ0

4π~R3
g1g2µ

2
B

(
~̂
S1
~̂
S2 −

3

R2

(
~̂
S1~r
)(

~̂
S2~r
))

, (2.14)

where g1 and g2 are the g-factors of the two spins, µ0 is the vacuum permittivity, ~r is the interspin

vector, and R the interspin distance. ĤDD has both a distance dependence and aa dependence on

the orientation of interspin vector with respect to the external magnetic �eld ~B0. ~B0 ‖ ~z de�nes a
unique axis and the orientation can be described by the dipolar angles θ and φ. ĤDD is often split

into six terms (the 'dipolar alphabet') that have varying angular, and spin operator dependence,

but all but one term can be neglected if the high �eld approximation is valid. In the high �eld (or

'weak coupling') approximation we assume that the electron Zeeman interaction is much stronger

than the electron spin-electron spin coupling. In the following we treat the weak coupling situation
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between two electron spins S1 = S2 = 1/2. This allows us to drop the non-secular terms (all spin

operators that do not contain Ŝz operators for both spins) from the full dipolar coupling equation

and we remain only with the term

ĤDD = −ωDDŜ1zŜ2z. (2.15)

The dipolar coupling frequency ωDD is given by

ωDD(R, θ) =
µ0

4π~R3
g1g2µ

2
B

(
1− 3 cos 2θ

)
. (2.16)

Exchange coupling Heisenberg exchange coupling is a consequence of the possibility of two

electron spins to be indistinguishable, i.e. to be exchangeable in the wave function. It requires

that the wave functions of the electrons overlap signi�cantly. For through-space interactions in a

rigid arrangement of well-localised electron spin density this can usually be neglected for distances

larger than ∼ 1.5 nm. This may not hold if the spin density is strongly delocalised, for example

in electron spins connected by a conjugated π-electron system. Exchange coupling can also occur

in solution if molecular collisions occur during which the overlap exists for a short time. The sign

of the isotropic part of J depends on the relative strength of ferromagnetic coupling (contributes

with negative sign) and anti-ferromagnetic coupling (contributes with positive sign), in addition

to polarisation e�ects, which may have either sign. The anisotropic contribution to J arises from

spin-orbit coupling, and is usually neglected in organic radicals.

2.2.4 Strong electron spin - electron spin interactions

In electron systems with S > 1/2 the electronic ground state is not degenerate for di�erent values

of the projection of the e�ective spin quantum number even in the absence of external magnetic

�elds. This is caused by dipolar coupling and spin-orbit coupling, and the e�ect is known as zero-

�eld splitting. Note that an important exception are systems with cubic symmetry, which leads

to cancellation of the spin-spin interactions. In analogy to low spin dipolar coupling we can de�ne

the zero-�eld splitting Hamiltonian (with the zero-�eld interaction tensor D)

ĤZFS =
~̂
S TD

~̂
S, (2.17)

= D

(
Ŝ2
z −

1

3
S(S + 1)

)
+ E

(
Ŝ2
x − Ŝ2

y

)
. (2.18)

The second form can be obtained by using basic properties of angular momentum operators. It is

convenient because it leads to a simpli�ed expression in cases of axial symmetry, where D 6= 0 and

E = 0.

2.2.5 Interaction with microwave irradiation

All former interactions are system inherent properties that depend on the spin types, environment

and geometries of the spin system. By remaining with the quantum description for the spin states,

and using a semi-classical description of microwave irradiation we can also de�ne a Hamiltonian

term that describes the e�ect of oscillatory �elds B1(t) on the electron spins.
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When applying a (time-dependent) magnetic �eld of strength B1 to a spin system we also have

to consider the coupling of the spins to this additional �eld. The interesting regime is when the

frequency of the oscillating �eld is resonant with spin transitions, which for electrons spins at

commonly used magnetic �elds is in the microwave regime. A possible Hamiltonian for a single

electron spin and monochromatic, on-resonance MW irradiation

ĤMW = ω1 cos (ωMWt+ φ) Ŝx (2.19)

is time-dependent with frequency ωMW and phase φ. In this Hamiltonian we use the Ŝx operator,

which implies that the irradiation happens along the x-direction. ω1 = gµBB1/~ is the angular

nutation frequency, which depends on the strength of the driving �eld. Because of the time-

dependence of ĤMW we cannot directly obtain solutions with Equation (2.1). This can be remedied

by transforming to a rotating coordinate system, and the description of spin dynamics in this

framework will be the topic of the following section.

2.3 Spin dynamics

Semi-classical description of precession If the magnetic moment ~µS of an electron spin (or

classically the total magnetisation ~M) is not aligned with an external magnetic �eld ~B, it is subject

to a torque

dS̃

dt
= −1

~

(
~µS × ~B0

)
= −gµB

~

(
~S × ~B0

)
, (2.20)

that leads to a rotation of ~µs around the �eld axis. The rotation is known as precession. Precession

around the static external �eld ~B0 occurs at the so-called 'Larmor' frequency ωS = gµBB0/~.
Precession can also be induced when a second, time-dependent magnetic �eld ~B1(t) is applied (at

an angle with respect to ~B0). The resulting precession at ω1 in the presence of MW irradiation is

often called nutation, or Rabi oscillation. For example MW irradiation with frequency ωMW can

be described as such an oscillating �eld.

2.3.1 Monochromatic MW irradiation and the rotating frame

For a static ~B0‖z we have a �xed Larmor frequency of a given electron spin. We can transform

to a coordinate system that rotates with the 'Larmor' frequency ωS , which helps to describe the

remaining interactions (hyper�ne, dipolar, etc. ). If we also transform the oscillating MW �eld

de�ned in Equation (2.19) into such a 'rotating frame' where ωMW = ωS (i.e. when describing MW

irradiation that is exactly resonant with the electron spin) we �nd a time-independent term of

magnitude B1 along one transverse direction, and transverse terms that rotate in the transverse

plane at twice the microwave frequency. The latter terms can in good approximation be neglected

in most situations, because they average out quickly. The static component induces a rotation of

the spin state. Only the perpendicular component of ~B1 contributes to this torque. By e�ectively

tilting the direction of ~B1 we thus have a convenient way to treat spins that are not exactly on

resonance with ωMW, and thus 'nutate' with

ωeff =
√

Ω2 + ω2
1 , (2.21)
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Figure 2.2: Frequency swept pulses; (A) at Q-band we excite the entire nitroxide spectrum with

a frequency swept MW pulse; the resulting time-domain echo is shown on the right. Inversely,

Fourier transform of the echo yields the EPR spectrum. (B) Echo intensity as a function of MW

frequency for a broadband chirp inversion pulse. By pulse shaping we can obtain speci�c excitation

pro�les, here shown for a broadband π/2 pulse (yellow), resp. π pulse (green);

where Ω = ωS − ωMW is the resonance o�set. If B1 is only switched on during time tp, we have

applied an ideal rectangular MW pulse, which has induced a rotation of

β = ωefftp, (2.22)

which is referred to as the �ip angle of a pulse.

2.3.2 Frequency-swept MW pulses

Recent technological advances have lead to the introduction of frequency-swept pulses with large

bandwidth in EPR with the ability to perform pulse shaping. [73,276] The principle is illustrated in

Figure 2.2. With su�cient bandwidth the full nitroxide spectrum at least up to Q-band can be

excited with a single MW pulse. Fourier transform (FT) of the echo transient yields the nitroxide

spectrum in frequency domain. The excitation pro�le p(νMW) of the pulses can be tuned to have

uniform ('�at') excitation pro�les at the desired frequencies, and steep �anks at the edges that

minimise undesired excitation.

Adiabatic spin inversion pulses have been developed, where the spins at di�erent resonance o�sets

Ω follow a slowly changing e�ective �eld ωeff . The most important theory results for adiabatic

frequency-swept pulses in EPR from Doll et al. [76] and Doll and Jeschke [75] will be summarised

in the following. Adiabatic behaviour can be achieved when the sweep rate of the frequency is low

compared to the e�ective MW �eld strength, which is characterised by the adiabaticity

Q =
ωeff

dθ/dt
� 1. (2.23)

Because Q implicitly depends on the resonance o�set it is important for uniform excitation of an

EPR spectrum to compensate for the o�sets with so-called o�set independent adiabaticity (OIA)

schemes. This can be achieved by slow frequency sweep rates, and by performing passage sweeps,

i.e. sweeps that start far below and end up far above the resonance condition. The simplest form
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Figure 2.3: EPR measurement considerations; (A) modulation of the MW irradiation with ampli-

tude ∆B leads to a detection of the numerical derivative of the EPR line. (B) Especially in pulse

EPR the line may be distorted by broadening due to the excitation pro�le of a MW pulse. (C)

the spectral pro�le of the MW cavity ('resonator pro�le', shown in purple) can be estimated with

a series of nutation experiments (represented by red traces in inset) at di�erent νMW. Typically

the resonator is adjusted to have a maximum B1 (and thus the highest nutation frequency ν1) for

a �xed input MW amplitude at the centre frequency νctr.

of frequency modulation is a linear frequency ramp ('chirp' pulse') with sweep rate k, but better

pulse pro�le control can be obtained with hyperbolic secant frequency scaling at the cost of power

e�ciency. [75] The quality of a linear frequency chirp pulse with pulse length tp, and bandwidth

∆ν = νmax − νmin can be summarised by the critical adiabaticity [21]

Q
(chirp)
crit =

ν2
1

k
=

2πtpν
2
1

∆ν
. (2.24)

It quanti�es how e�ciently the MW pulse inverts a spin at the moment t0 when the spin is on res-

onance with the current MW radiation (Ω = 0). An optimal π/2 pulse requires Qcrit ≈ 0.4413. [75]

Note that in practice it is also strongly recommended to apodize the �anks of a broadband pulse

(by e.g. quarter-sine waves) in order to suppress ripples from the steep �anks of a sudden switch-

ing of MW irradiation. [75] Additional consideration can be made to account for the Bloch-Siegert

phase shift, which accumulates during a frequency swept pulse. [75] If more than one frequency

swept pulse is applied in an EPR experiment we need to consider the phase acquired after each

pulse. To get correct refocusing of all resonance o�sets we need to ful�l

0 =
∑
l

sitp,i∆oi, (2.25)

where i is the number of pulses, and for each pulse we have the sign of the sweep rate si ('+1'

for νstart < νend, '-1' otherwise) the pulse length tp,i and the change of coherence order before and

after the pulse ∆oi ('1 for a π/2 pulse, '2' for a πpulse).

2.4 Selected experimental EPR methods

In this work we show EPR measurements in the low to intermediate �eld regime, which includes

X-band, Q-band and ∼ 95GHz (W-band).
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2.4.1 Resonators

Modern CW EPR spectrometers at X-band to W-band are usually equipped with a microwave

resonant cavity (a 'resonator'), characterised by a quality factor (Q-factor). It is de�ned as the

ratio of the full width half maximum (FWHM) bandwidth over the resonance frequency ν (Qres =

∆νFWHM/ν), and it is a measure of the energy storing ability of the resonator. High-Qres resonators

o�er high sensitivity, by providing strong B1 �elds, and high detection e�ciencies (for more details

see e.g.Doll et al. [77] and Tschaggelar et al. [290]), at the cost of low resonator bandwidth. This

is what is typically desired for CW operation. For pulsed experiments it may be desirable to

work at lower Qres, which yields better actual bandwidth, but unfortunately also reduces detection

e�ciency (compare Figure 2.3).

2.4.2 Continuous wave EPR

As the name suggests the EPR signal in this type of spectrometers is acquired during constant

MW irradiation at a �xed MW frequency. The EPR spectrum is detected by sweeping the ex-

ternal magnetic �eld magnitude B0. We typically assume that a steady-state signal is observed,

which is ensured by fast spin relaxation. The signal is detected in re�ection mode, using high-Q

MW resonators. To reduce the bandwidth of the noise, the MW irradiation is modulated at a

low frequency (usually 100 kHz), which can be demodulated in phase-locked detection ('lock-in'

detection). This leads to the characteristic �rst derivative-like appearance of the EPR spectrum

(see Figure 2.3). The conventional ('absorption') spectrum can be obtained by integration, and the

double integral of a CW EPR spectrum is proportional to the number of contributing spins. It can

thus be used for spin counting, assuming power saturation e�ects are avoided. Most commercial

spectrometers are only able to detect a �xed phase of the transverse magnetisation. Note that re-

cently an alternative detection mode is emerging, in which the magnetic �eld is swept very rapidly

(faster than spin relaxation) by auxiliary sweep coils. [281] This 'rapid scan' technique currently has

only slightly better sensitivity than the standard CW method for typical nitroxide spin labels, but

is a promising alternative to increase sensitivity in samples with slow relaxation. [221]

2.4.3 Pulsed EPR

A microwave pulse is characterised by its spectral excitation pro�le p(Ω) and its duration tp. The

simplest (idealised) model is a rectangular ('on'/'o�'), mono-chromatic pulse at νMW, which corre-

sponds to a sinc function p(Ω), with ∆ν ≈ 1/tp. The action of such an ideal pulse on an ensemble

of spins S = 1/2 has been semi-classically and quantum mechanically discussed above. In commer-

cial pulsed EPR machines equipped with high power MW ampli�er upgrades and suitable pulse

EPR resonators [238] the shortest pulse length that can be obtained for a π-pulse is on the order

of ∼ 4 − 6 ns in frozen aqueous samples. One of the newest developments which is relevant for

this work was the introduction of fast arbitrary waveform generator (AWG)s in EPR spectrom-

eter hardware. [76,277] AWG-synthesised pulses enable spin excitation over a large bandwidth (up

to 2GHz). This bandwidth can be achieved by frequency modulation of the MW pulse. [75] In

the reported practical cases this was implemented as a linear frequency ramp ('chirp' pulse), or
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as hyperbolic secant frequency scaling. [74,78] At these high bandwidths it becomes important to

consider the non-ideality of common MW ampli�ers, and the transfer function induced by the

experimental setup (predominantly due to the MW resonator). [73,75] With pulse amplitude mod-

ulation, and resonator-compensated pulses it is possible to obtain almost �at inversion pro�les

(in frequency domain) with very steep �anks. This is particularly useful when pulse excitation

bandwidths overlap must be minimised. [240,285]

2.5 Selected pulsed EPR techniques

2.5.1 Nutation experiments and resonator characterisation

To determine the interaction strength of the spins with MW irradiation we can for example apply

a MW pulse with �xed amplitude for an increasing pulse length tp. This is known as a nutation

experiment, and in EPR it is usually read out with a subsequent Hahn echo pulse sequence (see

below) to avoid spectrometer dead-time issues, and to minimise e�ects of sample inhomogeneity.

The simplest refocused nutation pulse sequence is shown in Figure 2.4. The Fourier transform of

a nutation trace give the nutation frequency ν1, which can be used to experimentally determine

resonator pro�les. [73] Note that ν1 depends on the magnetic moment and total spin S. This is

a valuable tool for separation of overlapping spectra in multi-spin label studies. [96,313] Nutation-

encoded experiments can be used to simultaneously study di�erent magnetic species in a sample, for

example using the phase-inverted echo-amplitude detected nutation (PEANUT) experiment. [279]

2.5.2 Spin relaxation measurements

If we consider an ensemble of S = 1/2 electron spins right after having performed and ideal π/2 MW

pulse, we expect all excited spins to be perfectly aligned in some direction in the transverse plane.

After the pulse each spin begins to precess, and small di�erences in the precession frequency arise

due to slightly di�erent micro-environments around the spins, and sample inhomogeneity (which

a�ects B0). This quickly leads to decoherence of the initially aligned magnetic moments, which

can be reversed, for example in the Hahn echo (HE) pulse sequence. In the HE experiment the

precession direction of the spins is inverted at time τ by a π pulse, which leads to a refocusing of the

magnetisation at 2 τ (neglecting the duration of the MW pulses). However, not all interactions can

be inverted like this and additional relaxation processes attenuate the EPR signal. This has been

an active �eld of research for many decades, and a full summary cannot be given here. Instead we

refer to the excellent summaries presented in Eaton and Eaton [82,83], Schweiger and Jeschke [266],

and only list the major experimental methods.

Transverse relaxation Transverse relaxation (also called spin-spin relaxation) denotes pro-

cesses that lead to a decay of signal intensity during times in an EPR experiment where electron

spin coherence evolves in the transverse plane. Phenomenologically, it is usually studied by HE

experiments with variable refocusing delays τ . In many cases the data can be �tted by a one or

two (stretched) exponential decays. At the spin concentrations which are relevant for this work
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Figure 2.4: Commonly used pulse sequences;

(. 200µM) it has been demonstrated that transverse relaxation in frozen solutions of nitroxide

is dominated by nuclear and spin di�usion. [82,83] Nuclear spin di�usion can be counteracted by

multiple refocusing of the spin echo. [50,274,291] Instantaneous di�usion (which happens during MW

pulses) is often negligible, unless many consecutive pulses are used. [274]

Longitudinal relaxation Longitudinal relaxation describes events that return non-equilibrium

magnetisation to the thermal equilibrium state. This type of relaxation requires energy absorption,

which is why it is also known as spin-lattice relaxation. In pulse EPR it can for example be studied

by the saturation recovery experiment, or the inversion recovery (IR) experiment (used in this

work). The characteristic relaxation time for transverse relaxation Tm can never be longer than

the longitudinal relaxation time T1.

2.5.3 Pulsed dipolar spectroscopy for distance measurements

PDS exploits the dipolar coupling between weakly coupled electron spins to obtain distance in-

formation in the nanometre range (see Equation (2.16)). The most commonly applied pulse ex-

periments are Double Electron Electron Resonance (DEER, also known as PELDOR), [136,213] Re-

laxation Induced Dipolar Modulation Enhancement (RIDME), [174,210] double quantum coherence

(DQC), [37], single frequency technique for refocusing (SIFTER), [74,141,262], and the '2+1' pulse

sequence. [176]

The PDS pulse sequences di�er in the way the two spins of a dipole-dipole coupled pair are

excited. In one set of techniques (e.g. SIFTER and DQC), both spins of a pair are excited by

all pulses.[34,57�59] Such techniques are mostly used for distance measurements with pairs of

identical spin labels. The other set of PDS techniques (like DEER, also known as PELDOR, and

RIDME)[60,61,62,63] requires selective excitation of di�erent spin populations. One of the spins

in the pair is the observer (spin A) and the other one is �ipped by pump excitation at a second

frequency or, statistically, by relaxation (spin B).

The extraction of distance distributions from pulsed dipolar experiments relies on the dependence

of the parameter ω⊥ (for perpendicular orientation of the interspin vector with respect to ~B0) on

the inter- spin distance R:

ω⊥(R) =
µ0β

2
e

4π~
gAgB
R3

(2.26)

≈ 52.04 MHz

(R/1 nm)3
(2.27)
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observer (blue) and pump pulse (yellow) positions for nitroxide-nitroxide DEER at Q-band;

What is typically neglected for nitroxides and other organic radicals is the deviation of the g factor

of the radical from that of the free electron, thus gA = gB ≈ ge, which results in the approximation

given in Equation (2.27), which is made in the kernel-generating function of DeerAnalysis. [144]

For the case of metal ion complexes with known g-factor anisotropy (like Cu(II) complexes), an

approximate correction has been previously reported. [196] For the often observed approximately

square planar coordination of Cu(II), the largest deviation of gCu from gfree is along the z-axis and,

as an example, a value of gCu,z = 2.2 leads to a deviation of ωdd,eff of 100 % · (gB − ge)/ge = 9.9 %.

This translates to an error in the distance calculation of 3.2%. In this work, we neglect such e�ects

and use the standard kernel implemented in DeerAnalysis [144] to process the pulse EPR data.

DEER In DEER, we need to place pulses at two di�erent MW frequencies (pump νp and detec-

tion νd frequencies) within the EPR spectrum. The spin labels in DEER can be but do not have

to be of the same type. DEER with pairs of nitroxides, is currently the most common application

of PDS. The method works best when the pump and detection bandwidths together cover a sub-

stantial fraction of the EPR spectra, which can be achieved for example by using ultra wideband

(UWB) in Cu(II) spectra. [48] However, overlap of the microwave pulse bandwidths must be avoided

because it leads to signal reduction and may introduce artefacts. [47,253,285]

RIDME The RIDME experiment exploits a di�erent principle for achieving inversion of the B

spin, which is particularly promising for the combination of organic radicals with paramagnetic
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metal ion centres. The non-equilibrium magnetisation of the A spins is stored along the direction

of the static magnetic �eld during the mixing time Tmix. During this period, the B spins �ip

stochastically with a certain probability, depending on their longitudinal relaxation time. These

spin �ips invert the magnetic �eld induced by spin B at the site of spin A and thus shift the A spin

resonance frequency by the dipole-dipole interaction. This e�ect can be detected after transferring

the magnetisation of the A spins back to the transverse plane to form a spin echo. RIDME requires

pulses at only one microwave frequency, and B spin inversion is thus not limited by the bandwidth

of an additional pump pulse. If we consider a Poisson stochastic �ipping process in a two-level

spin system, characterised by the �ip rate W , it is possible to show [122] that the probabilities for

the even and the odd number of spin �ips Nflip after a time Tmix are given by

Peven =
1

2
(1 + exp (−2WTmix)) , (2.28)

Podd =
1

2
(1− exp (−2WTmix)) . (2.29)

A simple example is given by pairs of Cu(II) ions and nitroxide, which both have an electron

spin of S=1/2 with only two possible projection states. Only those B spins contribute to dipolar

modulation that undergo an odd number of spin �ips during the mixing block. Thus, the build-

up kinetics for the RIDME modulation depth follows the law for Podd(Tmix). We can assign

2W = T1,B , where T1,B is the longitudinal relaxation time of the B spins. The dipolar modulation

amplitude in the RIDME experiment grows with a characteristic rate of 1/T1,B and reaches a

steady state value of 50% of the total spin echo amplitude after a time Tmix � T1,B . This

approximation for the RIDME modulation buildup kinetics has been used in the past. [257] Note

that longitudinal relaxation of the A spins must be su�ciently slow, so that the non-equilibrium

A-spin magnetisation survives during Tmix.

This approximation neglects that longitudinal relaxation of paramagnetic centres in frozen glasses

is typically not mono-exponential and that the B-spin �ip may induce a �ip of the A spin with

certain probability. Such processes are of relevance in Gd(III)-Gd(III) RIDME [162] and a reduced

modulation depth at elevated temperatures has also been found in Cu(II)-nitroxide RIDME. [250]

The neglected correlated �ip-�ops of the A-B pairs can lead to a reduced limiting value of the

modulation depth, since the average number of B spin �ips for the modulated part of the spin echo

signal is always larger than the average number of B spin �ips for the unmodulated part of the

spin echo.

Data analysis in PDS In general, the output of any PDS measurement is a time-dependent

signal V (t) containing oscillations from a distribution of dipolar frequencies which originates from

the underlying intramolecular distribution P (R) of the spin-spin distances and the orientation

distribution (powder averaging). The signal is given by the averaged sum of signals of N detected

spins A, each of which is coupled to the spins B with the dipolar frequency ωAB(R, θ)

V (t, R, θ) =
1

N

N∑
A=1

∏
A6=B

[1− λ(1− cos (ωAB(R, θ)t)]

 . (2.30)
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�t (red) (B) form factor F (t) after background correction; inset: Fourier-transform, which give the

typical Pake spectrum; (C) distance distribution P (R); (D-F) orientation selection e�ects in PDS;

(D) simulated nitroxide spectrum at Q-band and projection of the components along the principle

directions; (E) rotation of a bi-radical with a rigid connection of two nitroxides leads to correlated

changes in the resonance frequencies ωA and ωB ; for a �xed setting of pump and observed pulses

in DEER we consequently observe a non-uniform distribution of the dipolar angle p(θ). (D) If the

linker is su�ciently �exible, the correlation is lost, and a uniform excitation of p(θ) is expected.

The experimental parameter λ is the inversion e�ciency of the B spins, and ωAB(R, θ) is given

by Equation (2.26). To calculate the ensemble signal given P (R), the Equation (2.30) can be

integrated over the dipolar angle θ and relevant distance range Rmin < R < Rmax to �nd (here

written for a single A spin)

V (t) = 1− λ
∫ Rmax

Rmin

∫ π/2

0

P (R) [1− cosωAB(R, θ)t)t] sin θdθdR. (2.31)

Here we have assumed that there is no orientation correlation of the spin excited by the MW

pulses and θ (illustrated Figure 2.6).

The data analysis procedure to extract distance distributions from V (t) is illustrated in Fig-

ure 2.6(A-C). The high sensitivity of PDS methods allows to work with spin concentrations in

the low micromolar range, which is su�ciently dilute that we can treat each individual spin pair

as an isolated system. We can thus separate the signal into a contribution of remote spins (the

'background', B(t)), and nearby spins in the form factor F (t)

V (t) = F (t)B(t). (2.32)
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Data analysis usually begins with the �tting and removal of B(t). In order to convert the obtained

F (t) to the distance domain, it is necessary to invert Equation (2.31), which is known to be

an ill-posed problem. This can be addressed by kernel based �tting of the underlying distance

distribution

F (t) = K(R, t)P (R). (2.33)

The powder averaged dipolar kernel is given by

K(R, t) =

∫ 1

0

cos[(3x2 − 1)ωDD,⊥t]dx. (2.34)

Solutions can either be found by a model-based approach (e.g. �tting with a trial Gaussian

distribution), or in a model-free fashion (e.g. using Tikhonov regularisation). [52,85,144] Note that

new approaches, for example, based on neural networks [305] or the simultaneous analysis of several

PDS datasets [248] are being developed.

In Tikhonov regularisation a single regularisation parameter α is used to balance �t quality ρ with

the smoothness of the �tted distribution η

G(α) = ρ+ αη = ‖K(R, t)P (R)− F (t)‖2 + α‖ d2

dR2
P (R)‖2. (2.35)

The best solution for a given α is found with the minimal G(α). Recently, several methods have

been tested to automatically �nd the optimal α using for example the L-curve criterion or the

GCV criterion (the latter was used predominantly in this study). [85]

Sensitivity range of PDS methods Due to transverse relaxation of the detected spins, it is

often di�cult to resolve coupling frequencies smaller than 50 kHz, which correspond to a maximum

accessible distance of Rmax ≈ 10 nm, or a period of dipolar oscillations of about 20µs. Because the

average number of intermolecular spin pairs in a homogeneous solution increases with the square of

the distance, these intermolecular dipole-dipole interactions are not fully negligible for distances up

to several tens of nanometres, [136,140,143] even though the coupling frequencies become very small.

The lower limit of accessible distances Rmin is given by the distance at which the strength of the

electron spin-spin interaction is comparable to the excitation bandwidth of the microwave pulses.

For commonly used EPR setups Rmin is usually between 1.2 and 1.8 nm. It may also happen that

at short spin-spin distances, spin exchange interaction becomes relevant or even dominant, which

strongly complicates the analysis of distance distributions.

The angular dependence in Equation (2.16) implies that the orientation of a given spin pair with

respect to the external magnetic �eld must be �xed on the time scale of the experiment, in order to

avoid time-averaging of the dipolar interaction. This is typically achieved by freezing the sample,

but other methods to immobilise biomolecules for PDS are emerging, which even have enabled

PDS at ambient temperature. [177,268,311]

Orientation selection Orientation selection in dipolar EPR spectroscopy has been studied ex-

tensively for more than a decade. [2,32,44,45,103,152,196,200,201,208,214,236,257,258] Here we give only a

short summary of the theory as it is described in the Supporting Information of Ritsch et al. [250].
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Geometry of an arbitrary spin pair consisting of one A spin and one B spin is fully described by

�ve angles and one distance (e.g. using Euler angles (α, β, γ) that relate the molecular frame of the

B spin to the one of the A spin and the two polar angles (θdd, φdd) that specify the direction of

the spin-spin vector in the A spin molecular frame). For the orientation averaging problem, it is

convenient to consider the orientations of the static magnetic �eld ~B0 in the two molecular frames

and the angle between the magnetic �eld and the spin-spin vector, which is uniquely de�ned for

spin A by the angles θA and φA (and results in resonance frequency of the A spins ωA,k(θA, φA),

with the index k indicating the nuclear spin state of a hyper�ne coupled nucleus). Analogously,

for the B spin we can write the EPR frequency as a function of the two eigenframe angles and the

corresponding nuclear spin state: ωB,j(θB , φB). Like in the above sections θ is the dipolar angle

(between the spin-spin vector and the static magnetic �eld).

In the case of (semi-)rigid molecules we cannot assume that the two angle pair distributions of A

and B spin are uncorrelated with each other and with the distribution of θ (see Figure 2.6). This

can be expressed as conditional probabilities, for example P (θ | ωA) is the probability of detecting

a molecule with interspin orientation θ, given that the resonance frequency of the A spin is ωA.

The description with conditional probabilities can be conveniently related to the situation in PDS

experiments by including the excitation pro�les the MW pulses for the detected A spin Pd(ωA),

resp. the inverted B spins Pinv(ωB). Including summation over the nuclear spin states, we then

obtain an expanded version of Equation (2.31) for the dipolar time evolution signal in the form

V (R, θ, t) = Pinv
∑
k,k′

2π∫
0

π∫
0

P (θ|θA, φA)Pd(ωA,k(θA, φA))× cos [ωd(R, θ)t] sin θAdθAdφA. (2.36)

Here we have assumed that the inversion pro�le of the B spins Pinv(ωB) is uniformly distributed,

i.e., that the probability of B spin inversion does not depend on orientation of the B label. The aim

of an experimental orientation averaging procedure to perform distance analysis in rigid molecules

would be to set up one or several dipolar evolution measurements in such a way that the product

of the excitation pro�les (PdPinv) approaches a uniform distribution over ωA and ωB . If this is the

case we arrive back at Equation (2.30), and data analysis can be performed with standard Pake

powder averaging.
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Chapter 3

Identifying protein-protein interactions of

hnRNPA1 by EPR

Scope of this Chapter It is known that bu�ered solutions of the human splicing regula-

tor protein heterogeneous nuclear ribonucleoprotein (hnRNPA1) can undergo (reversible) liquid-

liquid phase separation (LLPS) depending on protein concentration, thermodynamic conditions

(e.g. temperature and pressure), and bu�er composition. [218] This phase transition is mediated by

the intrinsically disordered C-terminal domain of hnRNPA1 [218] (for a more detailed introduction

to hnRNPA1 and protein condensates see Section 1.2). Detailed studies of the conditions that

lead to LLPS of hnRNPA1 have been reported, [218,299] but little is know about the (un-)structural

transitions of the IDD that induce the macroscopic phase transition. In vitro, LLPS manifests

as the formation of liquid droplets (LDs) which have been observed in the size range of a few to

several tens of micrometers, and have the ability to fuse with one another. The droplets can be

visualised by light microscopy, and the LD state is typically also responsible for visible changes

of sample turbidity, since the droplets scatter light. [218] In this chapter we focus on the investiga-

tion of dynamics and interactions between proteins by EPR using nitroxide-based spin labelling

strategies. The aim is to �nd conditions in which spin labelled hnRNPA1 can be studied in the

monomeric state.

In this chapter we will address how EPR can be used to characterise interactions between molecules

of hnRNPA1. We focus on detecting protein-protein interactions in the predominantly dispersed

state, but we include selected examples of samples prepared in the liquid droplet state. The focus

is predominantly set on how we can stabilise the monomeric state of hnRNPA1 in order to be

31



3

32

able to characterise the corresponding conformational states of the IDD. The structure of the two

RNA-recognition motifs (RRMs) of hnRNPA1 has been solved by X-ray crystallography [307] as

well as solution-state NMR. [19] These structured protein domains provide us with reference points

to study the conformational ensemble of the C-terminal IDD. The two main EPR methods that

we will use in this chapter are continuous wave (CW) EPR spectroscopy in X-band (∼ 9.5GHz),

and the double electron-electron resonance (DEER, also known as PELDOR) experiment in Q-

band (∼ 35GHz). Their ability to report on protein-protein interactions will be �rst described in

the Theory section. We then present the results of EPR and auxiliary experiments to characterise

samples of spin-labelled hnRNPA1 in the dispersed and in the liquid-droplet state. We furthermore

performed intermolecular PRE experiments to identify intermolecular interactions in solution in

the dispersed state. We con�rm that frozen solutions of spin-labelled hnRNPA1 prepared for

EPR contain predominantly monomeric protein, by measuring distance distributions between spin

labelling sites in the folded RRMs for a singly spin-labelled protein. In the Conclusions section we

summarise our results in the context of the current state of the �eld for understanding the phase

separation behaviour of hnRNPA1. The methods and experimental details can be found at the

end of the chapter.
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3.1 Introduction

The general forms of the interactions in EPR are described in Chapter 2. Here we focus on

sensitivity of these interactions to changes in local spin concentration and local spin dynamics,

and how to exploit them to characterise protein-protein interactions. We also brie�y introduce the

paramagnetic relaxation enhancement (PRE) e�ect as a related method from the �eld of solution

state NMR. All considerations in this sections are valid for nitroxide-based spin labels. A quantity

that we will use frequently is the spin labelling e�ciency η = cspin/csite, which is the ratio of

the concentration of spins and the concentration of the potential spin labelling sites in protein

molecules.

3.1.1 Intermolecular Interactions in DEER

A C

F(t)

B(t)

B

isolated singly labelled isolated doubly labelled interacting singly labelled

<N >=1spin <N >=2spin <N >=?spin

(i)

(ii)

protein
spin label

B(t)

Figure 3.1: DEER with spin labelled proteins; 〈Nspin〉 is the number of spins in a nano-object

(encircled areas). (A) If the proteins are singly labelled and fully isolated we should observe

no contribution in the form factor F (t), and a concentration dependent background decay B(t).

(B) For doubly spin-labelled proteins we observe the intramolecular contribution in F (t), and the

intermolecular contributions in the background decay B(t). (C) For clusters of interacting proteins

the number of spins in a nano-object may vary. Protein clusters may be partially ordered (i), or

fully disordered (ii).

DEER was developed to measure small dipolar couplings between two sites (i.e. for doubly spin

labelled molecules) in strongly diluted samples, where the isolated spin pair approximation holds

(for more details see for example Figure 2.2 in Chapter 2). [140] The lower distance limit (∼ 1.5 nm)

depends on the excitation bandwidth of the microwave pulses, and the upper limit (∼ 10 nm,

strongly sample dependent) is in�uenced by the phase memory time, which limits the frequency

resolution that can be experimentally reached. [18,140] The background correction by the factor B(t)

was introduced to remove intermolecular contributions from remote spins from the time-domain

data V (t) prior to distance analysis, [143,213] such that intramolecular contributions in doubly spin

labelled molecules can be interpreted independently.

Due to its large range of sensitivity in the distance domain, DEER is also well suited to study

biomolecular interactions. Following well-established theory, we de�ne a nano-oject as a cluster of
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spins that are close, and thus comparatively strongly coupled to one another, but only weakly to

spins in other clusters. A cluster of spins can for example arise from a cluster of N spin-labelled

biomolecules. Nspin is the number of spins in a single cluster. Assuming complete spin labelling

and n spin label sites per biomolecule we have Nspin = n ·N . In this chapter we will illustrate how

we can treat samples with a distribution of cluster size N , and how to account for incomplete spin

labelling.

For the characterisation of intermolecular interactions between spin-labelled biomolecules by DEER

it is best to consider �rst experiments with singly spin-labelled biomolecules (n = 1). Any modu-

lation depth or an increase in background decay rate compared to the expected homogeneous ex-

ponential decay can then be traced back to protein-protein interactions (illustrated in Figure 3.1).

We �rst discuss the currently used models for the background decay. We then show how the

modulation depth ∆ can be used for quanti�cation of biomolecular interactions. In dense protein

condensates we expect complications from the high local spin density. First, we may observe �l-

tering e�ects. [17] Filtering e�ects can occur if di�erent fractions of spins have di�erent relaxation

properties, which alter their relative contribution to a spin echo in a pulsed EPR experiment. An

example would be a di�erent transverse relaxation rate of the fraction of spin labels attached to

an IDD of a protein in the LD state, compared a protein in the dispersed state. If the sample

consists of a mixture of proteins in the dispersed state and the LD state, the fraction with the

faster relaxation rate will be suppressed at longer inter-pulse delays. We usually assume that

�ltering e�ects can be neglected, but they could in principle be accounted for as an attenuation

factor, if the �ltering rates are known. Another complication arises if more than two spins are in

the sensitive distance range for DEER. We then expect to observe multi-spin e�ects, as has been

studied with model systems. [111,145]

Intermolecular background models for DEER The background factor B(t) combines all

coupling terms that arise from dipolar coupling of the detected spin within a given nano-object to

all spins in other, remote nano-objects. The separation of the signal into the two contributions is

slightly arbitrary for the purpose of studying protein condensates, where cluster sizes may not be

well de�ned, but it can still be useful to split the data analysis problem into one for the distance

range in which we can resolve dipolar couplings explicitly (∼1.5 nm< R < 10 nm, resp. dipole

coupling from 15MHz to 50 kHz), and one for the range that only contributes as a general decay

to the time-domain signal (∼10 nm< R < 1000 nm, dipole coupling smaller than 50 kHz). The

former is equivalent to the form factor F (t) in the study of doubly spin-labelled molecules. The

exact expressions for a three-dimensional homogeneous distribution of 'background' spins can, in

a very good approximation, be represented by an exponential decay, [143]

B(t) = exp−kt. (3.1)

For such homogeneously distributed spins the decay constant k can be calculated from the total

spin concentration c

k =
2πg2µ2

Bµ0NA

9
√

3~
λc. (3.2)
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The parameters are the g-values of the coupled spins (assumed to be identical), the Bohr magneton

µB , the magnetic permittivity µ0, Avogadro's constant NA, Planck's reduced quantum ~, and the

experimental fraction of inverted spins λ (which is an experimental parameter that has to be

calibrated). [117] Based on work on a polyelectrolyte, [211] and already in early studies on membrane

proteins it was recognised that this can be extended to a more general form with the scaling

exponent n = d/3,

B(t) = exp−(kt)n , (3.3)

where d is the e�ective dimensionality of the distribution of spins in the sample. [117,144] Setting

d = 2 is equivalent to assuming a 2-dimensional distribution of spins (like in membranes), and

d = 3 recovers the homogeneous 3-dimensional distribution. Note that analytical expressions for

even more complicated distributions of spins (spheres and spherical shells) have been derived. [158]

In summary, from the background �t we can learn about the spatial distribution and concentration

of spin clusters.

Quanti�cation of interactions from the modulation depth An important parameter in

the analysis of DEER data is the total modulation depth ∆, because it is related to the average

number of spins in a nano-object 〈Nspin〉 by [31,117,142,143,212]

〈Nspin〉 = 1 +
log (1−∆)

log (1− λ)
. (3.4)

This quantity also depends on the inversion e�ciency, which can be calibrated. For the remainder

of this study we assume that λ = 0.4 (based on the expected inversion pro�le of a 16 ns pump pulse

on the maximum of the nitroxide spectrum at Q-band, which has been calibrated with biradicals).

For perfectly dispersed singly spin-labelled molecules 〈Nspin〉=1, for doubly-labelled 〈Nspin〉=2, etc.
for samples that contain proteins in di�erent stages of condensation 〈Nspin〉 can take an arbitrary

value, because each cluster may consist of a di�erent number of spin-labelled biomolecules, which

in addition may co-exist with a dispersed phase. The presence of higher order oligomers or protein

condensates can lead to an overestimation of 〈Nspin〉, because multi-spin e�ects arti�cially increase

∆. [145] To quantify oligomerisation ob spin-labelled biomolecules from DEER we also need to

consider the e�ect of the incomplete labelling (η < 1), which will reduce the number of protein

clusters that contribute to the DEER experiment. [117]

Multispin e�ects in DEER Multispin e�ects can arise if Nspin>2, i.e. if the number of spins

in a single nano-object is larger than two. Data analysis in this situation is more complex, because

coupling terms arise from Nspin·(Nspin-1)/2 distances in the cluster, [145] and sum and di�erence

frequency terms are additionally observed. [111,145] In combination, hallmarks of multispin e�ects

are an increased modulation depth compared to the two-spin case, and ghost peaks in the distance

distribution. [111,145] Note that the increase of ∆ with (Nspin-1) is less than linear. The presence of

ghost peaks in the distance distribution can be detected by monitoring the distance peak intensity

as a function of the inversion pulse power. [145,206] Furthermore, if the number of spins in the

cluster is known, ghost peaks can be largely suppressed in data processing by power-scaling of the

time-domain data. [111]
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Figure 3.2: Measuring protein-protein interactions with singly spin-labelled proteins; (A) the sim-

plest form of interaction is dimerisation, which can be quantitatively tracked with DEER. (B)

In the LD state local spin concentrations can become very high, which can be remedied by spin

dilution. (C) By mixing spin labelled non-isotope enriched protein with isotope-enriched non-spin

labelled protein we can measure intermolecular PRE e�ects.

Spin dilution In cases of large clusters of biomolecules in the sample, and/or large variation of

the cluster size, data analysis gets more reliable if the number of spin centres in a biomolecular

cluster is arti�cially reduced. This can be often achieved by 'spin-dilution', which is mixing of

spin-labelled protein with unlabelled protein, as is illustrated in Figure 3.2. In this work we also

use the term 'spin-doping' (in analogy to the widely applied �uorescence doping), when the fraction

of unlabelled protein largely exceeds that of the spin labelled variant. In spin-doping experiments

we assume that multi-spins e�ects are negligible. Langen et al. [179] reported that in a cluster of

singly labelled proteins with �xed size N , the fraction of clusters that have i spins is given by the

binomial coe�cient

Fi(N, i, η) =
N !

i!(N − i)!
ηi(1− η)(N−i), (3.5)

if the spin label has no in�uence on dimerisation. The labelling e�ciency η has to be known

independently. As a numeric example we can assume that all proteins are in a dimeric state

(N = 2), and the labelling e�ciency is 50%. We obtain 25% dimers with no labels, 50% dimers

with one label, and 25% dimers with two labels. If we want to apply this for the quanti�cation of

DEER modulation depth, we can recognise that the fraction of clusters that contribute to dipolar

modulations are all clusters with two spin labels, thus Fi>2. F1 contributes to the DEER echo,

but not to the dipolar modulation. F0 is not seen by EPR at all. Unfortunately, with protein

condensates it is most likely a poor assumption that only one type of cluster size N is populated,

and we would need to consider a distribution of protein cluster sizes p(N). The simplest example

of a distribution is a mixture of monomers and dimers. This model will be analysed in detail in

the next section. Quantitative analysis of clusters of higher order is not treated here.

Protein dimerisation constant We consider a sample with initial protein concentration [P]0,

where a fraction of the proteins is in the dimeric state (concentration [D]), and the rest is monomeric



3

Chapter 3. Identifying protein-protein interactions of hnRNPA1 by EPR 37

(concentration [M]). For the dimerisation process we use the standard reaction equation

2[M]
 [D], (3.6)

and we can de�ne the dissociation constant KD

KD = [M]
2
/[D], (3.7)

= ([P]0−2[D])
2
/[D]. (3.8)

To arrive at Equation (3.8) we have enforced

[M] + 2[D] = [P]0, (3.9)

which ensures that the concentrations of the monomer [M], and the dimer [D] add up to the

constant initial total protein concentration [P]0. Solving this for the concentration of the monomer,

resp. dimer we get the well established relations

[M ] =
−KD +

√
(K2

D + 8[P]0KD)

4
, (3.10)

[D] = 1/2([P]0 − [M]), (3.11)

(3.12)

and we only allow positive solutions for [M] in Equation (3.10). We can then de�ne the fraction of

proteins in the dimer state state as

fD =
[D]

[P]0
, (3.13)

fM =
[M]

[P]0
. (3.14)

The maximum value that is allowed for fD is 0.5 (fully dimerised). By inserting this de�nition into

Equation (3.8) we �nd

KD = ([P]0−2fD[P]0 )
2
/(fD[P]0). (3.15)

(3.16)

To determine fD experimentally we can relate it to the average number of spins in a nano-object

reported by DeerAnalysis. [144] This average number depends both on fD and η, because the dimers

and monomers have di�erent probabilites to carry least one spin label, i.e. to be 'EPR-active'.

In a mixture of [M] monomers and [D] dimers we de�ne the total concentration of clusters as

ccluster = [D] + [M]. (3.17)

(3.18)

The concentration of EPR-active clusters is thus

c
(EPR)
cluster = ccluster − [D](1− η)2 − [M](1− η) (3.19)

= [P]0(η − fDη
2) (3.20)
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To arrive at the last line we used the de�nitions of fD and fM , and the normalisation 1 = fM+2fD.

c
(EPR)
cluster is the sum of c1, the combined concentrations of monomers plus dimers with one spin label,

and c2, the concentration of dimer with two spin labels:

c1 = [M]η + [D]2η(1− η) = [P]0(η − 2fDη
2)), (3.21)

c2 = [D]η2 = [P]0fDη
2. (3.22)

(3.23)

The average number of spins in the total number of EPR cluster can be calculated with the weighted

sum

〈Nspin〉 = 1 · c1

c
(EPR)
cluster

+ 2 · c2

c
(EPR)
cluster

, (3.24)

=
1

1− fDη
. (3.25)

Inversely, we �nd for the fraction of dimers

fD =
1

η

〈Nspin〉 − 1

〈Nspin〉
. (3.26)

The equation has the correct limiting behaviour, e.g. for full labelling and full dimerisation (η =

1, fD = 0.5) we �nd 〈Nspin〉=2, and for full labelling and no dimerisation (η = 1, fD = 0) we get

〈Nspin〉=1. A more realistic case would be intermediate labelling e�ciency, and a small fraction of

dimers, e.g. η = 0.75, fD = 0.25 leads to 〈Nspin〉 = 1.23. Another interesting case is low labelling

e�ciency, but full dimerisation, e.g. η = 0.25, fD = 0.5 gives 〈Nspin〉 = 1.14. This demonstrates

that a low modulation depth can be misleading in cases of low labelling e�ciency.

Together with the absolute protein concentration we can calculate the dissociation constant ac-

cording to Equation (3.15).

3.1.2 Paramagnetic Relaxation Enhancement

The general theory for paramagnetic relaxation enhancement in solution state NMR is outside the

scope of this work and we refer to the literature. [58,62,129,134,216] In short, the method exploits that

the natural linewidth of the resonance of a nuclear spin is strongly increased by a nearby electron

spin, due to increased relaxation. [171,275] This can be experimentally quanti�ed by determining the

ratio of the intensity of an NMR resonance in the diamagnetic state and in the presence of the

electron spin ΓPRE = Ipara/Idia. [57,59] The PRE e�ect depends very strongly on the electron spin

- nuclear spin distance (with R−6). If this distance is �xed on the chemical shift exchange time-

scale, the distance can in principle be calculated explicitly. [20,88,104] In most NMR literature, such

computations neglect spatial distribution of the electron spin, which is a poor approximation. [137]

In the case of IDDs the expected fast backbone dynamics lead to a rapid rearrangements of the

spin label with respect to the protein residues, [254,284,295] and intermolecular e�ects may appear

between (transient) encounter complexes. [130,283,296] Numerous successful applications to study
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long-range interaction (on the NMR length-scale of up to ∼ 2 nm) in IDDs and IDPs have been

reported. [53,68,104,134,216,254,284]

In this chapter we use PRE measurements only as a qualitative source of information ('no inter-

action' versus 'some interaction') to study intermolecular encounters. The principle is illustrated

in Figure 3.2(C). This experimental strategy has, for example, been successfully used for �nding

a transiently interacting segment in the low complexity domain of Tar-DNA binding protein-43

(TDP-43) in the liquid droplet state. [63]
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3.2 Results

3.2.1 Spin labelling of hnRNPA1

Protein constructs The protein constructs for this study are schematically shown in Fig-

ure 3.3(A). In addition to the full length construct we worked with a truncated version, known

as UP1 (unwinding protein 1), [116,304] that lacks the C-terminal IDD. Both hnRNPA1 and UP1

could be puri�ed from e.coli in the soluble state by a two-step Ni2+-a�nity chromatography with

a TEV-digest step to remove the N-terminal His6-tag. The �nal wild-type protein construct has

the N-terminal Met of hnRNPA1 replaced by Gly (M1G), and an additional glycine remains at

position -1, otherwise no alterations remain. Note that hnRNPA1 exists in vivo in more than

one isoform. We here use the 20 times more abundant isoform 'A1-A', which is an alternative

splicing product (252-303 missing) of the canonical isoform 'A1-B'. To complete the series we also

puri�ed the IDD without the RRMs/ The IDD construct showed very low solubility in standard

puri�cation bu�ers, but could be puri�ed in denaturing conditions (see further Appendix A). We

however do not show spin labelling results with this domain.

Labelling sites in the RRMs For systematic distance measurements between residues in the

intrinsically disordered domain (IDD, and sites in the RNA-recognition motifs (RRMs) we require

suitable spin labelling sites in each domain. In any SDSL approach spin labels should be as little

invasive as possible, and cysteine-targeting nitroxide spin labels are by far the best characterised

and successful spin labels for this purpose. [24] Unfortunately, it was found that incubation of

wild-type hnRNPA1 with (1-oxyl-2,2,5,5-tetramethyl-2,5-dihydro-1H-pyrrol-3-yl)methyl methane-

sulfonothioate spin label (MTSL) led to severe precipitation of the protein, presumably due to

disruption of the RRM fold upon spin label attachment to the native Cys. We attempted to pu-

rify full-length hnRNPA1 with an unnatural amino acid for bio-orthogonal spin labelling, [173] but

the yields and purity of these constructs were not su�cient for further extensive spin labelling

studies. Therefore the native Cys were mutated to non-reactive amino acids (C43S, C175A). All

nitroxide spin-labelled mutants shown in this study have these background mutations. Alternative

Cys-based spin labelling spin labelling sites were introduced as single amino acid mutations.

The new spin labelling sites for MTSL-labelling of the RRMs (later referred to as 'beacon sites'

in the context the localisation method) were selected according to the following criteria: (1) be

away from known interaction sites with nucleotides; [26,300] (2) be solvent-accessible for e�cient

spin labelling; (3) be in intermediately �exible regions of the folded domains to minimise the risk

of disturbing the local fold; (4) be within a range that all pair-wise distances connecting the beacon

sites can be measured by the DEER experiment (≈ 2−8 nm); (5) at least one of the labelling sites

should be in proximity (by sequence) to the C-terminal domain.

The selected mutation positions (main beacon sites) were RRM1: K52; RRM2: K144 and S182.

Rotamer library-based spin label distribution simulations [237] were performed with MMM at 298K

and the spin label MTSL at the selected sites. The resulting spatial spin label probability distribu-

tions are displayed in Figure 3.3(B) with the NMR ensemble structure of UP1. [19] As an estimate

of local backbone �exibility at these beacon sites we can compare the local root mean square de-
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Figure 3.3: (A) Graphical overview of the constructs used in this study (B) NMR ensemble struc-

ture of UP1 (pdb: 2LYV) with rotamer simulation (red spheres) at MTSL-labelled beacon sites 52,

144 and 182; (C) local root means square deviation (RMSD) of the NMR ensemble model; (D) am-

bient temperature CW X-band spectra of MTSL-labelled single Cys mutants in the RRMs, resp. in

the IDD; spectra were acquired at 25-50µM protein concentration in 50mM sodium phosphate

bu�er, pH 6.5, 100mM L-Arg, 100mM L-Glu. (E) ambient temperature CW X-band spectra of

MTSL-labelled single Cys mutants in the IDD. The magnetic �eld ranges di�er from (D) due to

acquisition with di�erent cavities and resulting νmw.

viation (RMSD) of the backbone chain in the NMR ensemble. The local RMSD for the position

of beacon sites K52 and S182 are intermediate (0.42 nm, resp. 0.45 nm), that of beacon K144 is

slightly higher (0.70 nm) (Figure 3.3(C)). Note that a larger �exibility usually implies a lower prob-

ability for a mutation and subsequent spin labelling reaction leading to signi�cant perturbation of

the native fold, but also worse quality of the site as beacon for localisation measurements. [138]

In Figure 3.3(D) we show the CW X-band spectra obtained with the MTSL-labelled beacon sites

52, 144 and 182. The EPR measurements were performed with samples in bu�er conditions that

inhibit phase separation, as will be discussed in more detail below. The spectra show a generally

fast tumbling rate (not in the rigid limit), but are signi�cantly broadened compared to free MTSL

(not shown). The slightly reduced mobility was unexpected for these very solvent exposed labelling



3

42 3.2. Results

sites in �exible regions of the protein, and given the large distribution of rotamers in the simulation.

However, in contrast to the experiment, the simulation is performed on the structure of UP1 in

the absence of the IDD, which may explain the reduced mobility at the beacon sites. The spin

label in position 144 appears most mobile of the three sites. By visual inspection of the spectra

at least two components can be identi�ed in each spectrum (indicated by arrows in Figure 3.3),

which complicates the interpretation. For this reason we refrain here from giving estimates of a

mobility parameter.

Labelling sites in the IDD We also selected spin labelling sites in the IDD. Single amino acid

mutations in the IDD are generally expected to be comparatively benign, because the sequence is

not strictly conserved. Nonetheless, in the case of the short peptide amyloid-beta an in�uence of

N-terminal labelling on the ensemble simulated by molecular dynamics has been reported. [256] In

general, not much is currently known at the molecular level about which patterns or individual

residues in the IDD lead to critical changes of the conformational states. We thus mostly considered

labelling sites which involve Ser to Cys mutations, due to the chemical similarity of the amino

acids. Another principal consideration was to distribute the mutation positions approximately

uniformly over the primary sequence. The selected cysteine mutations in the IDD were: S190C,

S197C, S223C, S231C, S271C, A297C and S316C. Positions 231, 271 and 316 were selected as

major reporter residues for the localisation analysis, the remaining mutants were used as auxiliary

labelling sites. The ambient temperature spectra of the three MTSL-labelled single Cys mutants

S231C, S271C and S316C are shown in Figure 3.3(E). The spectra appear noticeably more narrow

than the spectra of the spin label at the beacon sites (compare Figure 3.3(D)), indicating faster

spin label tumbling. Position 316 gives the most mobile spectrum. More detailed analysis of the

lineshapes of the spin labels in the IDD will be presented in the next section.

3.2.2 Relating the macroscopic protein condensation state to EPR mea-

surements

By tuning the composition of the bu�er, we were also able to induce LLPS in samples of our

puri�ed full-length hnRNPA1 constructs at ambient temperature and pressure. This was judged

by visual inspection (sample turbidity was observed), and by confocal microscope imaging, which

has been established as a major method to monitor LLPS. [8,9] The macroscopic aggregation state

of the samples was thus monitored by imaging, and the microscopic state was investigated by EPR

measurements in the same conditions.

In this chapter we do not present a full phase diagram study of spin-labelled hnRNPA1. Instead we

de�ne a set of reference conditions. The conditions that we compare in the following are: (i) high

ionic strength dispersion bu�er (50mM sodium phosphate, pH 6.5, 100mM L-arginine, 100mM

L-glutamate, ionic strength I=0.181mM); the amino acids components will in the following be

abbreviated as molar concentration of 'R/E'. The addition of R/E is known to inhibit unspeci�c

protein-protein interactions in solution NMR experiments. [29,30] These conditions are designed to

maintain monomeric hnRNPA1. (ii) Low ionic strength dispersion bu�er (10mM sodium phos-
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phate, pH 6.5, 100mM R/E, I = 0.114mM); (iii) low ionic strength LLPS bu�er (same as dispersion

bu�er, but reduced R/E: 10mM sodium phosphate, pH 6.5, 50mM R/E, I = 0.064mM).

Samples for DEER were either frozen with the addition of glycerol as a cryoprotectant, or with

the addition of 0.2% (w:v) low melting agarose. The samples were frozen in liquid nitrogen-cooled

iso-pentane, to achieve faster freezing rates than direct �ash freezing with liquid nitrogen. Note

that the agarose bu�er has the additional bene�t to slow down droplet di�usion and gravitational

sinking in the imaging experiments. This was recently demonstrated in currently unpublished

work by Emmanouilidis et al., where the authors used an agarose-containing bu�er for droplet

stabilisation with the low-complexity domain (LCD) of Fused in Sacroma (FUS). The LCD of

FUS is a fully disordered domain, and thus heat-stable during mixing with warm (∼ 60◦C) melted

agarose solutions. This was a source of concern for the folded RRMs of hnRNPA1, and thus

following a suggestion by the authors of the FUS study we substituted the standard agarose with

low-melting agarose, which is still su�ciently liquid for convenient sample handling at 35-40 ◦C, a

temperature that is expected to be su�ciently low for handling full-length hnRNPA1.

Confocal microcsope imaging The confocal bright �eld imaging results obtained with di�erent

bu�er conditions are shown in Figure 3.4(A)-(C). A homogeneous distribution of protein at the

resolution and contrast of the confocal microscope was observed at low hnRNPA1 concentrations

(∼ 20µM) in the dispersion bu�er (conditions (i)). In the following we use this as the 'dispersed'

reference state.

At hnRNPA1 concentrations of 100µM we found by confocal microscope imaging that even in

seemingly 'dispersed' samples (clear by eye), we can still observe a low number of small (∼ 1µm)

droplets in the microscope images (conditions (ii)). Note that after the addition of 50%(v:v)

glycerol to samples even at these high protein concentrations we could no longer observe droplets.

This is important, because conventionally such amounts of glycerol are added to protein samples

prior to �ash freezing for DEER experiments. The concentration of the bu�er additives R/E

proved to be critical for LLPS. Diluting the concentration of both amino acids to 50mM at a

protein concentration of 100µM (conditions (iii)) lead to severe sample turbidity and formation of

many small (diameter ∼ 1 − 5µm) droplets. This is shown in Figure 3.4(D), and we refer to the

conditions as the LD state.

Sample turbidity Sample turbidity is sometimes used as a measure for LLPS, and it can be

quanti�ed by optical density (OD) measurements (typically at a wavelength of 600 nm). [8] In the

dispersed conditions we measured OD600 =0.02(0.03), which is in agreement with the confocal im-

ages (i.e. no large droplets). This measurement series was however not continued with the LLPS

samples because of experimental complications from droplet fusion and sinking during the measure-

ment (which cannot easily addressed by admixing agarose due to experimental setup restrictions).

Similar complications, and other problems related to turbidity measurements as a quanti�cation

for LLPS have been pointed out in recent studies. [9]

CWX-band spectroscopy The CWX-band EPR spectra of MTSL-labelled single Cys mutants

in dispersed conditions (bu�er conditions (i)) are shown in Figure 3.4(D). As we have demonstrated
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Figure 3.4: LLPS of hnRNPA1 and spin label mobility in the dispersed state; (A-C) confocal trans-

mission images; for bu�er de�nitions see main text (A) 20µM hnRNPA1 at ambient temperature

in high ionic strength dispersion bu�er mixed with 50%(v:v) glycerol; (B) 100µM hnRNPA1 at

ambient temperature in low ionic strength dispersion bu�er, stabilised with 0.2% agarose; the ar-

rows highlight small droplets. (C) 100µM hnRNPA1 at ambient temperature in low ionic strength

LLPS bu�er, stabilised with 0.2% agarose (D) ambient temperature CWX-band spectra at 9.5GHz

(red) and chili simulations [280] (black) of 100µMMTSL, resp.∼ 25µMMTSL-labelled hnRNPA1

single cysteine mutants in high ionic strength dispersion bu�er (no glycerol); the labelling site is

indicated in each plot; the arrows highlight 13C satellite transitions.

by confocal imaging, the majority of the protein can be stabilised in the dispersed state by using

low protein concentrations (below 50µM) in suitable bu�er conditions. But from imaging and

optical density measurements we cannot exclude nano-sized protein assemblies. The presence of

such small clusters of spin labelled proteins may be observed in EPR measurements. Already

by visual inspection of the CW EPR spectra obtained with the spin label in the IDD labelling

sites we can exclude that the samples are in a very high local spin density environment like in

a dense, rigid nano-cluster, because we observe 13C satellite transitions (indicated by dashed ar-

rows in the �rst panel of Figure 3.4(D)). These weak transitions would be hidden in a broadened

peak if Heisenberg exchange e�ects were dominating the lineshape. For a better understanding
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we performed lineshape analysis of the CW X-band EPR spectra using the EasySpin [280] function

chili (intermediate motion regime). Note that the g-, resp.A(14N)-tensor parameters were �tted

independently to a spectrum of a frozen solution of MTSL in dispersion bu�er (see Appendix A).

For the ambient temperature simulations we added four equivalent carbon nuclei (natural abun-

dance, Aiso(13C) = 18MHz (�tted to ambient temperature spectrum of free MTSL in dispersion

bu�er). Only the overall linewidth and τcorr were varied for the �ts of the spectra of spin-labelled

hnRNPA1. The �tted isotropic rotational correlation times are given in Table 3.1. This simple

model reproduces the lineshapes well (see Figure 3.4(D)), and only a minor broad component

of the experimental spectra is not �tted. Adding a Heisenberg exchange contribution of up to

D = 10MHz (which is approximately the limiting case of D/A = 0.1) to the spin system did

not improve the �t quality. The broadened contribution thus most likely originates from a small

population of spins that is dipolar or exchange broadened. Additional CW X-band measurements

are also shown in the Appendix, and we observed that the lineshape varies slightly with the bu�er

conditions as well as the absolute protein concentration.

To check whether spin-spin interactions from multiple interacting proteins contribute to the EPR

experiments we performed spin doping experiments, where we added a small quantity (5%) of

spin-labelled protein to solutions of wild-type hnRNPA1. Due to sensitivity limitations we had to

increase the total protein concentration in these measurements to 100µM. Spin-spin interactions

should be signi�cantly attenuated even for high density aggregates at these ratios (e�ective 1:20

spin dilution). To have consistent conditions with the imaging we also admixed the low-melting

agarose bu�er.

Unfortunately, in these spin doping experiments measured in bu�er conditions (ii) and (iii) we

observed an extreme change of lineshape to very narrow lines, which strongly suggests that the spin

label was either cleaved o� by residual reducing agent in the wild-type hnRNPA1 stock solution, or

that the admixing of the agarose bu�er had an adverse e�ect on these particular protein samples.

The results are shown in the Appendix A, but unfortunately cannot be further analysed at this

point. In future work, one could consider iodoacetamide or maleimide labels whose binding to the

protein is less sensitive to reduction. In a preliminary test, however, we observed signi�cantly more

protein precipitation upon incubation with maleimido-proxyl spin label, and we observed more free

spin label in the bu�er even after extensive washing.

MTSL S231R1 S271R1 S316R1

τcorr [ns] 0.025 0.60 0.53 0.35

Table 3.1: �tted isotropic correlation times (see Figure 3.4); lw was 0.15 in all simulations; g =

[2.0098, 2.0095, 2.0047], A = [15, 13, 105]MHz; Aiso(13C)=18MHz; the spectra with the protein

samples were shifted along B by 0.04 mT for best agreement.

DEER spectroscopy with single Cys mutants To assess also longer range interactions at

the di�erent conditions described above we performed DEER experiments with frozen solutions

of single Cys mutants. As for the CW X-band experiments, we show the DEER results for the



3

46 3.2. Results

bu�er conditions (ii) and (iii) only in the Appendix A, because the interpretation is di�cult due

to potential contamination with free spin label.

In the dispersed state (bu�er conditions (i)) without spin dilution at low total protein concentration

(15µM) and the addition of 50% (v/v) d8-glycerol (all purple), we could observe a signal decay

of the DEER time-domain data acquired with singly spin-labelled hnRNPA1. These conditions

will be treated in more detail in the next section, because they are relevant for the systematic

characterisation of the IDD in the dispersed state.

3.2.3 Residual protein-protein interactions in monomer-stabilised sam-

ples

Even in seemingly dispersed protein solutions at low protein concentrations we found that hn-

RNPA1 is not strictly monomeric. Here we present DEER experiments with four single Cys

mutants (182, 231, 271, and 316) in the conditions we used to stabilise the monomer. The results

are shown in Figure 3.5. DEER with singly spin labelled proteins can provide us with a valuable

estimate for the degree of protein-protein interactions, and intermolecular distance information,

which is important also for subsequent intramolecular distance measurements with doubly spin

labelled proteins.

DEER at four di�erent labelling sites With the three labelling sites in the IDD at 25µM

protein concentration we obtained similar modulation depths, and rather �at background decays in

each case. The modulation depths for this concentration were lower than observed for the 50µM

sample measurement with labelling site 182 (see Table 3.2). The estimated fraction of dimers

at 25µM protein concentration is about 10%. When converted to the distance domain with a

Gaussian �t after background correction we see the shortest mean distance 〈R〉 for labelling site

271, followed by site 231, and the longest mean distance for site 316. Like in the previous case the

general picture does not change when using di�erent data analysis procedures. Residue 271 seems

to be closest to the interaction point (or points) between two IDDs of di�erent hnRNPA1 units. In

fact the distance distribution between residues 271 is truncated with a signi�cant intensity at the

sensitive edge of the DEER experiment (R <1.5 nm). This poses a challenge, because distances

below approximately this limit can no longer be observed with standard DEER due to limitation

in microwave pulse bandwidth. [18] Unfortunately, CW X-band spectra of the single mutants were

not acquired in this series, which would be necessary for distance analysis in this distance range.

We see only very small lineshape di�erences in the echo-detected EPR (EDEPR) spectra at Q-

band between mutant 231 and 271 (see Appendix A), and they could also arise from sample

inhomogeneity and other experimental broadening contributions. The fraction of spins that are

strongly coupled must thus be small.

The DEER experiment with singly spin labelled hnRNPA1 at site 182 (at the C-terminal end of

RRM2) clearly showed modulation depth (50µM protein), indicating protein-protein interactions.

The results are summarised in Table 3.2. The �tted background decay rate is steeper than expected

for the given sample concentration, indicating that the trace may not be long enough for the form

factor contribution to have fully decayed. This may also partially explain the rise a the end of the
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time-domain data (in combination with a contamination from the '2+1' artifact [176,285]). Prior to

further analysis, the data were truncated at 3µs, to avoid end artifact e�ects. We used di�erent

methods for distance analysis: 3-dimensional background �tting with subsequent single Gaussian

distance domain �tting (red); no background correction and direct analysis of the time-domain

data with one (blue) or two (green) Gaussian peaks; neural network processing (orange, includes

own background back-calculation); with all four methods we �nd low probabilities at distances

below ∼ 3.5 nm, and a peak somewhere between 4.0 and 6.0nm. The length of the trace does

not permit to exclude that some of the intensity removed by the background �t should indeed be

attributed to the form factor (as in the background-free �ts). Since this labelling site is still in the

RRMs, and structural information is available, we have added a simulation of the expected distance

from the dimer that UP1 adopts in the crystal structure in the presence of a short DNA. [72,307]

The DNA chains were removed from the model prior to simulation of the distance distribution by

the rotamer library approach (additional simulations are included in Appendix A). The distance

range agrees with the experiment, which is an interesting observation, but may be coincidence. No

further DEER measurements with a single labelling site in one of the RRMs were performed. Note

also that the formation of the mentioned UP1 dimer in the crystal was observed in the presence

of short oligonucleotides, [72,219,307] which were not present in my sample.

site [P]0 ηeff BG dens. ∆ 〈Nspin〉 fD KD 〈R〉 σR

can [µM] [µM] [nm] [nm]

182 50 0.82 0.248 0.098 1.20 0.20 85 4.6 0.9

231 25 0.72 0.082 0.033 1.07 0.09 201 4.1 1.0

271 25 0.71 0.043 0.037 1.07 0.10 168 2.8 1.7

316 25 0.66 0.026 0.030 1.066 0.09 202 4.4 0.9

Table 3.2: Fit parameters and calculated dimer contributions from single-Cys DEER experiments;

for the calculation of 〈Nspin〉, fD and KD we used Equation (3.4) (with λ = 0.4), Equation (3.26),

resp. Equation (3.15);

Evaluation of the data was performed with the dimer model introduced in the Theory section,

i.e. neglecting any oligomers larger than dimers (see Table 3.2). We �nd similar values of dimerisa-

tion for the di�erent IDD mutants, with fD ≈ 10 %, whereas for labelling site 182, where we �nd

fD ≈ 20 %. Converting the fractions of dimers to a dissociation constant, we arrive atKD ≈ 200µM

for the IDD labelling sites, and KD = 85µM for labelling site 182. Because the measurement with

182 was performed at a higher protein concentration, a larger fraction of interacting proteins was

expected of a self-interacting system, but the di�erence in the KD values found between IDD

mutants and labelling site 182 is surprising. Most likely this is because the measurement with

182 is slightly biased by the background correction (due to too short trace length). Of course we

would also expect deviations if the dimer model is a poor approximation. We further investigated

whether the dimer model is a reasonable assumption, by performing spin dilution experiments,

which are less sensitive to the uncertainty in the inversion e�ciency λ.
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Figure 3.5: DEER with single Cys mutants in dispersed state (50mM sodium phosphate, pH 6.5,

100mM R/E, 50%(v:v) d8-glycerol). Nomenclature for �t procedures: 'noBG': no background

�t,'3DBG': background �t with nBG = 3, 'Gauss': single Gaussian �t, '2Gauss': two component

Gaussian �t, 'NNgen': general neural network �t; (A) label at beacon site 182 (cprotein = 50µM);

left to right: primary data V (t) and background �ts, form factors F (t), zoom of F (t), and �tted

distance distributions; the P (R) panel includes a simulation derived from the crystallographic

dimer structure (black, see main text for details) (B) analogous data acquired with spin label at

sites 231, 271, resp. 316 (cprotein = 25µM) �tted with '3DBG-Gauss' procedure, resp. (C) �tted

with 'noBG-Gauss', resp. (D) �tted with 'noBG-2Gauss' procedure;

Spin dilution We looked at the in�uence of spin dilution on the observed single-Cys distance

distributions and modulation depths with the two mutants 231 and 271 (see Figure 3.6 and Ta-

ble 3.3). We used a 1:1 spin dilution with the Cys-free mutant of hnRNPA1, and we assume that

λ is the same in all measurements (which is expected to be a good assumption for same geometry

and dielectric properties of the samples, as well as measurements on the same spectrometer and

with the same pulse settings). The absolute protein concentration was approximately the same in

all measurements.

As expected from Equation (3.2), for site 231 the background decay rate constant is reduced
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Figure 3.6: Dispersed state DEER with single Cys mutants in the IDD; DEER was measured at

∼50µM total protein concentration in 50mM sodium phosphate bu�er, pH 6.5, 100mM L-Arg,

100mM L-Glu, 50% (v/v) d8-glycerol; (A) primary DEER data for MTSL-labelled hnRNPA1*

single Cys mutants S231C (black) and S271C (grey), and background �ts; in colour are the primary

DEER data after 1:1 (molar ratio) mixing with hnRNPA1* (Cys-free mutant); resulting e�ective

labelling e�ciencies ηeff (determined by CW X-band spectroscopy) are displayed; (B) form factors

and �ts (black); the modulation depths ∆ are indicated. (C) Distance distributions P (R) obtained

with single Gaussian �t, normalised to unit area; (D) CW X-band spectra of the samples (without

glycerol); solid lines: undiluted, dashed lines: 1:1 spin diluted

approximately by a factor of two for a spin concentration reduction of the same factor, indicating

that the background decay is dominated by overall spin concentration (large inter-cluster distances

in a dilute system), rather than local concentration e�ects. For site 271 the background decay

upon spin dilution remains slightly faster than expected.

The intensity of the short distance contributions is reduced to about half of the original modulation

depth for 231, but less than half for 271. The e�ective shape of the distance distribution is not

signi�cantly a�ected in both cases, but the �tted mean value is slightly longer for 231 whereas it

is signi�cantly shorter for 271. In Figure 3.6(D) we show that the lineshape of the room tempera-

ture spectra did not change upon 1:1 spin dilution. With the dimer model we �nd slightly higher

fractions of dimers fD ≈ 10 − 20 % at total protein concentration of 50µM protein concentration

than in the experiments at 25µM presented in the previous section. When converted to a disso-

ciation constant we �nd similar, but slightly lower KD values at 50µM protein concentration (see

Table 3.3 ) than at 25µM (see Table 3.2) at similar e�ective labelling e�ciencies. The extracted

KD values are similar, but not perfectly invariant upon spin dilution for position 231, and not at

all invariant for position 271. The latter may be related to a partial loss of modulation depth in

the experiments with 271 due to the very short distance (R < 1.5 nm) range. [18]

In summary, we found that the protein-protein interactions that lead to the observed modulation

depth are at least partially reversible on the short time-scale it takes to prepare the DEER sam-

ples. If the modulation depth came exclusively from solid-like, aggregated material (e.g. �brils)

that does not exchange with the dispersed protein, we would not expect to observe a reduction
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of the modulation depth after adding unlabelled monomers. Perhaps a small contribution of such

solid-like aggregates is what is causing the higher modulation depth for 271, and the enhanced

contribution of very short distances.

Based on DEER data alone, we cannot exclude that a fraction of spin-spin distances may be

interacting in a con�guration with short inter-spin distances below the DEER detection limit of

about 1.5 nm. But the CW EPR spectra at ambient temperature suggest that such a fraction

cannot be large. The presence of glycerol in the DEER samples and its absence in the CW EPR

samples might a�ect such protein interactions. Note however, that glycerol is rather expected to

reduce aggregation than to facilitate it, and stronger indications of protein-protein interactions

were found for the glycerol-containing samples.

site [P]0 ηeff BG dens. ∆ 〈Nspin〉 fD KD 〈R〉 σR

[µM] [µM] [nm] [nm]

231 48 0.67 0.060 0.054 1.11 0.15 164 2.5 3.0

+s.d. 42 0.33 0.030 0.019 1.04 0.11 233 2.7 2.9

271 48 0.59 0.067 0.050 1.10 0.15 148 1.9 2.8

+s.d. 45 0.25 0.046 0.028 1.06 0.21 72 1 3.8

Table 3.3: Fit parameters and calculated dimer contributions from single-Cys DEER experiments

with spin dilution (for the calculation of , 〈Nspin〉, fD and KD we used Equation (3.4) (with

λ = 0.4), Equation (3.26), resp. Equation (3.15)). Note that 〈R〉 = 1nm in the spin diluted

measurement with 271 is the limit of the �t constraints in DeerAnalysis.

3.2.4 Intermolecular PRE in the dispersed state

It was surprising that we found inter-protein interactions at low concentrations in the apparently

dispersed state. Furthermore, the distance range for the interactions was found to be rather short

(signi�cant intensity below R ≈ 3 nm). To check whether they are artifacts induced by sample

freezing, we tried to detect intermolecular PRE in liquid solution at a physiologically relevant

temperature. From the DEER experiments we estimate that a signi�cant fraction of proteins are

interacting even at and below 50µM total protein concentration.

MTSL-spin labelled natural isotope abundance hnRNPA1 (14N-hnRNPA1-S231R1, η = 43 %,

"NMR-silent/EPR-active") was mixed in a 1:2 molar ratio with 15N-enriched Cys-free hnRNPA1

(15N-hnRNPA1, "NMR-active/EPR-silent"). Because the spin-labelled protein stock solution was

not perfectly labelled, the resulting e�ective labelling e�ciency was only ηeff = cspin/ctotal protein =

16 %. Note that only a fraction of the true amount of (transient) dimers/oligomers in the sample

exhibits PRE e�ects in a measurement with such a mixture, because the observation of the PRE

e�ect speci�cally requires interaction between a spin labelled and an isotope marked protein. The

PRE e�ect was quanti�ed as the relative intensity of the resonance in a protein mixture and in a

diamagnetic reference spectrum Γ = Ipara/Idia. We used 15N-hnRNPA1-S231R1ac as a reference

sample, to account for any possible di�erence from the presence of the spin label. 'R1ac' refers to
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Figure 3.7: Intermolecular PRE with hnRNPA1 (spin labelling site S231C); (A) 1H15N-HSQC at

30◦C at ∼50µM protein concentration, arrows mark strongly suppressed peaks; (B) and (C) insets

as indicated in (A);

labelling with a diamagnetic analogue of MTSL, shown in Figure 3.7 and Figure 3.8

A 1H-15N-HSQC spectrum was acquired at 30◦C with each sample. For some of the residues

surrounding the background mutation sites (C43S and C175A) we observed small di�erences of

chemical shifts between the wild type hnRNPA1 (of which resonance assignment has been per-

formed for the RRMs with a UP1 protein construct [19]), and hnRNPA1-Cys-free. The majority

of peaks could be re-assigned with the aid of 3D-backbone NMR experiments with a 13C-15N-

isotope enriched sample of Cys-free UP1. The UP1 reference spectra for this re-assignment and

the intermolecular PRE experiments were acquired in low ionic strength dispersion bu�er without

R/E (10mM sodium phosphate, pH 6.5). The reference spectrum with the diamagnetic R1ac la-

bel is currently only available in high ionic strength dispersion bu�er conditions (50mM sodium

phosphate, pH 6.5, 100mM R/E). Small chemical shift di�erences were observed (see Appendix

A), which could be caused by the slightly di�ering bu�er. The integration position of the peaks

was thus shifted accordingly to integrate the full peaks. We cannot fully exclude that the small

di�erences in bu�er concentration between the two measurements also contributes to a change

of the peak amplitude of some peaks, which may a�ect the PRE results. This could for exam-

ple be experimentally tested in future experiments by measuring relaxation and NOE pro�les in

combination with the PRE experiments.

The spectra of the intermolecular PRE experiment with the spin label at site 231 are shown

in Figure 3.7. To account for small protein concentration di�erences we in the following report

relative PRE e�ects, normalised to the spectral intensities of a selected residue. For intensity

referencing we chose a buried residue in the core of the protein (I135). We observed that the
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Ipara/Idia mapped to backbone nitrogens in the RRMs; no information is available for residues in

white;

majority of the resonances are not, or only negligibly a�ected by the spin label in the IDD of a

second molecule of hnRNPA1. However, some peaks, which are known to belong to residues in

the IDD, are strongly a�ected (black arrows). Unfortunately, we have no assignment for these

resonances, despite previous extensive e�ort (from personal communication of Elisabeth Lehmann

in the Allain group). In addition, some resonances in the RRMs are weakly a�ected (see Figure 3.7).

The linker region between RRM1 and RRM2 is most strongly a�ected. Quanti�cation was not

attempted, because we do not know the total fraction of interacting proteins in the sample at

ambient temperature in the absence of glycerol, or the dynamics of the protein encounter. Certainly,

the PRE e�ects are not very strong for most positions, which shows that the proteins are not

interacting for the majority of the time in a �xed orientation. But the observations that PRE is

observed at all, and that some residues in the IDD are strongly suppressed, suggest that even in the

dispersed state the proteins interact, and that the interactions happen via the IDD of hnRNPA1.
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3.2.5 Intra-RRM distance measurements for beacon validation

In the previous section we demonstrated that we can prepare frozen samples in which the con-

centration of dimers or higher order oligmers is low compared to the concentration of monomo-

eric hnRNPA1. This can be supported if doubly spin-labelled mutants exhibit predominantly

intramolecular contributions. In order to test this, we measured distance distributions within the

folded domains of hnRNPA1, which can be in silico predicted from the available models. The

distance distributions between these sites were simulated by MMM and compared to the experi-

mental distance distributions (see Figure 3.9). CW X-band spectra, labelling e�ciencies, circular

dichroism spectra, experimental parameters and �t parameters can be found in Appendix A. The

experimental distance distributions obtained with hnRNPA1 (dark blue curves) for three inter-

beacon distances (52/144, 52/182, 144/182) agree well with the expected distance distributions.

For two mutants, the same point mutations were also introduced in two UP1 constructs, to see

whether the presence of the IDD a�ects the distance distributions (light blue curves). Only very

minor changes in the width of the distance distribution between 144 and 188 (narrower in UP1

compared to hnRNPA1) were observed. Note that double Cys mutant 52/144 was di�cult to pu-

rify and spin labelling resulted in strong precipitation, low labelling e�ciency and slightly changed

the circular dichroism spectrum. The remaining soluble protein, however, gives the expected main

distance peak at approximately 6.5 nm, in addition to some broadly distributed intensity (below

6 nm, indicated by *), and a shoulder at longer distances (above 7 nm) which may arise from

residual aggregated material in the sample. Since this problem was not observed in the other two

inter-beacon experiments it seems that it is the combination of point mutations in sites 52 and 144

that is detrimental, not the sites individually.

3.3 Discussion and Conclusion

In this chapter we characterised sample conditions where we expected full-length hnRNPA1 to

be monomeric and dispersed. Macroscopic characterisation of the protein condensation state was

performed by microscope imaging. Using SDSL-EPR we were able to show that protein-protein

interactions are present even in seemingly dispersed conditions. This observation highlights the

importance of methods that can characterise proteins at the molecular level rather than bulk prop-

erties. Note that the EPR observations are not inconsistent with the microscopy results, because

protein-protein interaction that we are able to identify with SDSL-EPR spectroscopy can arise from

much smaller (nanoscale) protein aggregates, which cannot be identi�ed by standard microscopy.

The conditions that we studied in more detail were protein concentrations up to 50µM in a

sodium phosphate bu�er solution in the presence of high concentrations (100mM) of the amino

acids arginine and glutamate. By macroscopic observations these samples would be classi�ed as

dispersed. Using DEER experiments with singly spin-labelled hnRNPA1 we could show that the

protein is indeed predominantly monomeric in these bu�er conditions, but that in frozen samples a

small fraction of proteins is always found in a dimerized or oligomerized state. The frozen samples

show a snapshot of the dynamically exchanging proteins interactions in the sample. From the
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Figure 3.9: DEER for inter-beacon distances; (A)-(C) beacons 52/144; (D)-(F) beacons 52/182;

(G)-(I) beacons 144/182; (A,D,G) primary data for hnRNPA1 (dark blue) and UP1 (light blue) if

measured; background �ts in black; (B,E,H) background corrected form factors scaled to modula-

tion depth and �ts (black); (C,F,I) normalised distance distributions; MMM simulation with NMR

ensemble in red, experimental results obtained with Tikhonov regularisation (with GCV criterion)

for hnRNPA1 in dark blue and UP1 in light blue (con�dence estimate from validation in grey);

ambient temperature measurements we see that spin label mobility in the IDD is high (τcorr ≈
0.5 ns). In combination we conclude from SDSL-EPR that the interactions between molecules of

hnRNPA1 are transient and that the interacting molecules exchange quickly. We found that the

concentration of interacting molecules in the frozen state depends on the overall concentration.

For 25-50µM samples we can estimate that the fraction of interacting proteins is fD = 10− 20 %,

by using a model that assumes that all the intensity in the DEER experiment with single Cys

mutants comes from interactions of at most two proteins (i.e. protein dimers). If larger aggregates

(like LDs) were dominating the signal, fD would be an overestimate of the fraction of interacting
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proteins. The interactions must be at least partially reversible, because spin dilution can reduce

the experimentally observed modulation depth.

From the DEER experiments we additionally learned that the interaction happens in a conforma-

tion where the IDDs of two molecules of hnRNPA1 are in close proximity, whereas the spin labels

in one site of the RRMs (S182) were further apart. This mode of interaction could be con�rmed

by solution state intermolecular PRE measurements. The largest intermolecular PRE e�ects were

found for speci�c (unassigned) resonances of residues in the IDD.

Another important conclusion from the intermolecular distance measurements in the dispersed

state is that, while we always observed a fraction of interacting proteins, the fraction is small enough

that the DEER signal is dominated by intramolecular distance information in experiments with

double labelled hnRNPA1. This could be con�rmed by measuring distances with a known expected

distance distribution (inter-RRM distances). The experimentally observed distance distributions

and the simulations agree well.

We also prepared samples of spin labelled hnRNPA1 that had visibly undergone LLPS, as was

con�rmed by confocal imaging. In these samples we used a spin-doping approach to reduce the

spin label concentration in the LDs. The LD state samples featured very narrow spin label spectra

in CW X-band spectra, which in fact did not di�er much from free spin label. This is most likely

an experimental artifact due to the cleavage of the spin label from the IDD spin label site during

sample preparation. Nonetheless, the local ('free') spin label density was found to be elevated in

DEER experiments, which indicates that the spin label accumulates in the liquid droplets.
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3.4 Materials and methods

3.4.1 Mutagenesis and protein over-expression

pET-28a plasmid (carrying a Kanamycin resistance gene) with an inset encoding N-terminally

His6-tagged wild-type hnRNPA1 (P09651, isoform A1-B) was already available in the Allain group

at ETH Zurich. The construct carries an engineered TEV-protease recognition site (Glu-Asn-Leu-

Tyr-Phe-Gln-|-(Gly/Ser), cleavage site indicated by -| ) between the His6-tag and the N-terminus

of hnRNPA12−320 for downstream cleavage of the puri�cation tag. Note that in the �nal construct

the N-terminal Met is replaced with a Gly. Point mutations were introduced in some cases by a two-

step PCR product ligation protocol with overlapping primers, but predominantly by using a single

pair of complementary PCR primers with the desired point mutation, and PCR ampli�cation of

the full plasmid. The mutated plasmids were ampli�ed in Escherichia coli (TOP10 strain, Thermo

Fisher Scienti�c) and puri�ed using a MiniPrep kit (Quiagen). Double mutants were generated by

sequential application of the Quick-Change Protocol. The plasmids for the equivalent mutant of

UP1 for each mutant of hnRNPA1 were generated by elimination of the C-terminal domain from

the nucleotide sequence in a two-step PCR protocol using partially overlapping primers. Protein

over-expression was performed in codon-optimised Escherichia coli cells (BL21 Codon Optimised

(DE3) RIL, Stratagene) according to established protocols. [19] Successful transformation of the

mutated plasmids was con�rmed by plating on LB-kanamycin-chloramphenicol-agar plates, from

which clones were selected for protein over-expression cultures. Selected colonies were picked and

grown at 37 ◦C in LB broth growth medium (25 g/l, Chemie Brunschwig AG) to an optical density

at 600 nm (OD600) of approximately 0.8. Over-expression was induced by addition of 0.5mM

isopropyl-β-D-thiogalactopyranoside (IPTG, ) and performed by incubation at 30 ◦C for several

hours. Overnight over-expression (>5 h) did typically not give higher yields.

3.4.2 Protein Puri�cation

Cell cultures from the over-expression were harvested by centrifugation (20min at ≈5000 rcf, at

4 ◦C). Cells harvested from cell cultures were resuspended in Lysis bu�er (10mM Tris bu�er,pH

8.0, 1M NaCl, 30mM Imidazole, 0.5 mM DTT, 1 protease inibitor cocktail tablet (Complete

TM, Sigma Aldrich) per 1 l cell culture) to obtain a cell density between 0.1-0.3 g/ml. Cells were

lysed on a micro�uidizer and the lysate was clari�ed by centrifuging (40min, 20'000 rcf, 4 ◦C). The

supernatant was manually �ltered (0.45µm pore size, Filtropur, Sarstedt) and loaded onto HisTrap

FF Ni-a�nity puri�cation columns (1ml column volume, GE Healthcare) on an Aekta prime system

(GE Healthcare). The presence of protein was monitored using an UV extinction cell at 280 nm.

After washing with su�cient volume bu�er to a �at UV extinction baseline the protein was eluted

by a linear imidazole gradient up to 300mM. The fractions were analysed using SDS-PAGE (15%

acrylamide, 37.5:1, Axon Lab AG), and the clean fractions were pooled. The pooled fractions were

incubated with a 1:80 (w/w) ratio of His6-tagged TEV protease (puri�ed and provided by Elisabeth

Lehmann), and incubated at room-temperature for several hours to cleave the puri�cation tag. At

this stage we typically observed the formation of �brous aggregated material consisting mostly of
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the cleaved tag peptide (con�rmed by SDS-PAGE), which was removed by �ltration (0.22µm pore

size, Filtropur, Sarstedt). Imidazole was removed from the samples by either (i) concentration

of the protein and re-dilution in imidazole-free bu�er, or (ii) desalting of the solumtion on a

HighPrep26/10 desalting column (GE Healthcare) for samples up to 15ml volume. The digested

sample was passed over the HisTrap FF column again, and the �ow-through was collected. Purity

of the resulting mutant of hnRNPA1 was checked by SDS-Page.

HnRNPA1 Cys-free (C43S, C175A) mutant, and single Cys mutant S231C were grown in e.coli

in one litre of 15N-isotope enriched (0.5 g 15NH4Cl/l) M9 minimal medium with 4 g/l glucose

as carbon source from the same cell stocks used for the inoculation of LB medium. Protein

puri�cation and spin labelling with MTSL was otherwise performed with the same protocol as

reported above. Non-isotope enriched hnRNPA1 single Cys mutant S231C was produced in LB

medium, as described above, and spin labelled with MTSL in dispersion bu�er.

3.4.3 Spin Labelling and DEER sample preparation

The mutants were incubated with high levels of reducing agent (5mM DTT) for at least 2 h at

room temperature. The reducing agent was removed, and the bu�er was exchanged to labelling

bu�er (50mM sodium phosphate bu�er, pH 6.5, 100mM L-arginine, 100mM L-glutamate) on

a PD10 desalting column (GE Healthcare) following the gravity �ow protocol. MTSL (2,2,5,5-

tetramethyl-3-pyrroline-3-methyl)methanethiosulfonate) was added in high molar excess (10-20x

per Cys), and the protein solution was incubated over night at ambient temperature. Protein con-

centration during labelling was between 4µM to 20µM. The unreacted spin label was removed by

a PD10 desalting column with the gravity �ow protocol, and the labelled protein was concentrated

in 10 kDa MWCO centricons (Amicon Ultra-4 Centrifugal Filter Units, Merck & Cie). Labelling

e�ciency was measured by comparing spin concentration from CW X-band spin-counting experi-

ments (recorded on a Bruker Elexsys E500 spectrometer including a Bruker super high Q resonator

ER4122SHQ with 100µM solution of Tempo in HEPES bu�er as reference) to the protein concen-

tration determined by UV extinction measured on a NanoDrop Spectrophotometer ND-1000 (Witec

AG), analysed with an extinction coe�cient from ProtParam: [98] ε = 23505M−1cm−1). Samples

for DEER were either mixed with d8-glycerol (1:1 ratio, v:v) or prepared with low-melting agarose

(0.2% (w:v)), as is described in the main text. The �nal samples for DEER at Q-band (≈ 35µl)

were transferred to 3mm outer diameter quartz capillaries and �ash-frozen by contacting with

liquid nitrogen-precooled iso-pentane.

3.4.4 Circular dichroism measurements

Circular dichroism experiments were performed in the group of Prof. Roland Riek (ETH Zurich),

and Dr. Jason Greenwald and Dr.Witold Kwiatkowski are kindly thanked for an introduction

to and help with the method. The protein samples were concentrated to > 200µM in 50mM

sodium phosphate bu�er, pH 6.5, 100mM L-arginine, 100mM L-glutamate in Amicon centricons

(MWCO 10 kDa, Vivaspin, 0.5ml, Sartorius), and diluted with 50mM sodium phosphate bu�er

(pH 6.5) without the amino acid components (which may otherwise interfere with the measurement)

to a �nal concentration of 2µM directly before sample acquisition. The samples (140µl) were
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transferred to a 0.1 mm path length quartz capillary (Jasco), and the circular dichroism spectra in

the wavelength range of 190 to 260 nm were acquired and averaged for approximately 20 min per

sample at 20 ◦C on a Jasco J-710 CD-spectrometer. A reference sample of the bu�er was measured.

3.4.5 DEER Measurements

The nitroxide-nitroxide DEER measurements were performed at a home-built high power Q-band

spectrometer (≈ 34GHz) controlled by a Bruker Elexsys E580 bridge in a home-built TE001-type

resonator. [238] The experimental temperature was 50K, and controlled in a He-�ow cryostat (ER

4118CF, Oxford Instruments) and a temperature control unit (ITC503, Oxford Instruments). The

4-pulse DEER pulse sequence was used (see Figure 2.2), and pulse lengths of tπ=tπ/2=16ns were

used unless stated otherwise. The pump pulse (tp=16ns) was set up on the maximum of the

nitroxide spectrum, and the detection was set up 100MHz below. At these settings the "2+1"

artifact [176,203] at the end of the trace is typically weak. The �rst refocusing delay was always set

to t1=400 ns, and the second refocusing delay was set as long as possible to be able to still detect

a reasonably strong echo. The time-step was either 12 ns, or in cases with a steep initial decay to

8 ns.

3.4.6 PRE Measurements

For the reference spectrum we used the diamagnetic analogue acetylated MTSL (in the following

'R1ac', (1-acetoxy-2,2,5,5-tetramethyl-δ-3-pyrroline-3-methyl)methanethiosulfonate, CAS: 392718-

69-3, Toronto research chemicals, Canada), and labelling with this analogue was performed under

the same conditions as with MTSL. The attachment of 'R1ac' was con�rmed by ESI-MS. NMRmea-

surement were performed on a Bruker 700MHz NMR spectrometer equipped with the AVANCE

NEO console and a CryoProbe at 40µM 15N-hnRNPA1-S231R1ac concentration (reference spec-

trum), resp. (40µM 15N-hnRNPA1 + 20µM 14N-hnRNPA1-S231R1) concentration in dispersion

bu�er. The backbone resonances of the diamagnetic analogue spectrum were weakly di�erent from

the (partial) assignment of wild-type UP1 available in the Allain group. We therefore puri�ed
13C-15N-enriched UP1 Cys-free (C43S, C175) mutant using 13C-glucose as the carbon source in

the M9-minimal medium, and with the aid of three-dimensional NMR experiments the backbone

re-assignment of hnRNPA1 Cys-free was possible. The bu�er concentration in the measurement

with the inter-molecular PRE experiment was slightly lower (10 mM sodium phosphate), which

may have small e�ects on the chemical shifts. 3% D2O were added to all samples for spectrometer

locking, and samples were measured in 5mm (outer diameter, 5TA, ARMAR Chemicals) throw-

away tubes. Data was recorded and processed using Topspin (Bruker). Data acquisition of the

2D-15N1H-HSQC spectra was for approximately 12 h per sample. Data analysis was performed in

the 'cara' software package. [1] To integrate over the full peak in each spectrum we adjusted the

peak list to the minor changes of the resonance position between the samples and by de�ning a peak

model for NMR analysis. The peak positions and the integrated peak intensities of each spectrum

were exported and analysed with a custom Matlab script. First we divided each spectrum by the

intensity of the reference peak (residue 135). Ipara/Idia was then calculated from the normalised

spectral intensities and plotted as a function of the residue number. To generate the visualisation
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on the NMR structure model we exported the Ipara/Idia table to the vmd software, [128] where a

custom tcl script was used to set the colour of the residue representation according to a red to blue

scale (from 0 to 1). In total 160 backbone resonances could be assigned and analysed.

Imaging Imaging was performed at the ScopEM facility with the Leica SP8 STED super-

resolution confocal microscope (water-immersion objective). A volume of 15µl sample was prepared

for each condition (always with 0.2% (w:v) low melting agarose) and loaded onto an uncoated ibidi

µ-well TM (ibidi) plate slot. Imaging was performed at ambient temperature, in transmission mode

or re�ection mode.
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Chapter 4

Models of full length hnRNPA1 based on

DEER restraints

Knowledge of the biomolecular structure at atomic resolution is tremendously helpful for identifying

and understanding biomolecular functions and interactions. [216] For structured biomolecules, or

biomolecule domains, an accurate description at atomic level of resolution may already be possible

with a single set of coordinates for all atoms. However, also in cases where the whole biomolecule or

some �exible regions in its sequence can adopt multiple conformations (�exible domains) atomistic

description can be achieved by determining an ensemble of allowed conformations.

Intrinsically disordered domains (IDDs) are a new challenge for the �eld of structural biology,

because of the very large conformational space, and because of the fast inter-conversion of confor-

mations. A common way to arrive at structural ensemble models is to perform molecular dynamics

(MD) or Monte-Carlo (MC) simulations. These methods have been extensively developed for folded

proteins domains, but the currently available force �elds frequently fail to produce ensemble results

that can predict (the few) available experimental data for IDDs and IDPs. [198,216,245] A dedicated

force �eld for IDDs has been developed that is better suited for reproducing the size of the polypep-

tide coil. [124] Whether such improved force �elds also reproduce the di�erent types of transient

local structure is currently hard to assess owing to the lack of experimental data.

Experimental characterisation of IDDs is di�cult, as the fast sampling of di�erent conformations

which in many experimental setups leads to time-averaged structural information. The DEER

experiment with frozen spin-labelled biomolecules presents a promising experimental method to

overcome the latter challenge, and can provide experimental restraints in highly disordered sys-

tems [79] The major advantage is that DEER time-domain data usually can be analysed in terms

61
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of distance distributions, rather than mean distances. [142,143] The resulting distance distributions

have been successfully used to generate models of �exible protein domains, [10,28] and as a means

to re�ne force �elds for molecular dynamics. [114,115,156] In this chapter we present results ob-

tained with an approach that does not depend on a molecular force �eld, [138] in which we combine

multiple EPR distance measurements towards an atomistic representation of full length hnRNPA1.

Scope of this chapter In this chapter we present DEER distance measurements between spin-

label sites in the RRMs of hnRNPA1 and such sites in the IDD. After a brief summary of the

theory aspects, we show an in-depth analysis of the experimental DEER data in terms of distance

distributions. We demonstrate that, after background correction, a single Gaussian �t model is

a good approximation for the distance distributions that involve spin labels attached to the IDD.

We then present distance measurements for several spin label site pairs, including distance mea-

surements within the IDD and analyse them using such a single Gaussian model. The results are

combined in two modelling methods that localise the position of selected residues in the IDD with

respect to the RRMs in a probabilistic manner. The same distance information was consequently

used in an atomistic modelling approach to generate a structural ensemble model of full length hn-

RNPA1. Finally, we outline how the ensemble model may be used to gain mechanistic insights into

the conformational states populated by the IDD of hnRNPA1, and we analyse the DEER-derived

ensemble model of full length hnRNPA1 in terms of potential conformational preferences for the

IDD conformations. The experimental procedures are described at the end of the chapter.
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4.1 Introduction

To build an ensemble model of full length hnRNPA1 we start from the existing partial models,

some of which were shown in Figure 1.2 in Chapter 1. The structures of the RNA-recognition

motifs (RRMs) of hnRNPA1 have been solved by X-ray crystallography, [294,307] and more recently

by solution state NMR. [19] Structures of the RRMs in complex with some of its target nucleotides

have also been reported. [26,72,170,219,223]

The models of full length hnRNPA1 presented in this chapter are based on the NMR structure

of the RRMs, from which we build the IDD conformers for a model of the full length chain of

hnRNPA1 (pdb: 2LYV). [19] We do not explicitly include the structures for the small peptides that

have been reported for the IDD, because they are safely known to exist only in an aggregated,

�brillised state, which we do not characterise in this study.

4.1.1 Broad distance distributions in DEER

For the general theory of the DEER experiment we refer to the general EPR Theory chapter

(Chapter 2). Here we present theoretical expectations for distance measurements with broadly

distributed distances.

In a typical PDS experiment (protein concentration: 20µM protein, sample volume: 30µl) we have

approximately 3.6·1014 frozen molecules (and thus potentially as many di�erent conformations)

present in a sample. All di�erent conformations contribute to the time-domain DEER data with

their respective dipolar coupling frequency, which depends on the inter-spin distance with R−3,

and the angle θ between the spin-spin vector and the static magnetic �eld (see Equation (2.16)).

For distance measurements involving a spin-label site in an IDD we expect that the underlying

distribution of conformations is very broad. The resulting spread in the dipolar coupling frequency

may dampen any visible oscillations in the time-domain signal, and the resulting trace appears like

a decay. This is illustrated for simulated single Gaussian distributions in Figure 4.1(A).

If the IDD behaves like a random coil, we may be able to model the distance distribution between

two sites in the IDD with standard models from polymer physics. [135] The maximum distance be-

tween two residues is given by the full extension of the peptide chain according to standard peptide

bond lengths and angles. The maximum distance gained per amino acids is 0.38 nm/AA. Because

of pleating, we assume a maximum distance gained per AA of 0.35 nm. Neglecting the contribution

of the (�exible) spin label linker at the two labelling sites, Rmax = 15 AA · 0.35 nm/AA = 5.25 nm

for the shortest, and a staggering Rmax = 135 AA · 0.35 nm/AA = 47.25 nm for the longest separa-

tion plotted here. A fully extended state, however, is statistically negligibly unlikely. The random

self-avoiding walk (RSA) model is a simple model which is based on the number of residues between

the sites N , and the empirical exponential scaling factor ν. The latter was calibrated speci�cally

for peptide chains to be ν = 0.602± 0.035. [91] The expected end-to-end distance distributions and

simulated DEER time-domain data for three di�erent N are shown in Figure 4.1(B). With a larger

residue separation the maximum of the distribution shifts to longer distances, and the distance dis-

tribution becomes signi�cantly more broad and asymmetric (extended tail towards long distances).
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Figure 4.1: (A) Three simulated single Gaussian distance distributions with mean distance Rm =

2.5 nm, and varying widths; left to right: distance distributions P (R), simulated primary data

V (t)/V (0) (no noise, no background decay) and zoom-in on early time range; (B) left: schematic

representation of spin labelling scheme for a small (15 AA), intermediate (50 AA) and large (135

AA) separation of spin labels in primary sequence in the C-terminal IDD of hnRNPA1; middle:

simulated distance distribution using a peptide-chain speci�c RSA model (ν = 0.602); [91] right:

simulated time-domain DEER data (no additional background decay was used);

The simulated time-domain DEER signal in the case of large N decays signi�cantly more slowly

than for short N .

4.1.2 The localisation and multilateration algorithms

A point in three-dimensional space can be uniquely localised with respect to the locations of four

other points if the pair-wise distances are known, as long as these four reference points do not

lie in the same plane. With three reference points, localisation is possible only up to mirror

symmetry with respect to the plane de�ned by the three reference points. There are many ways

how this localisation approach can be implemented, and we will show in this chapter results

for combining DEER distance distributions for the localisation of a spin-labelled residue with

respect to so-called 'beacon' reporter sites with two methods: (i) localisation by root-mean square

minimization followed by computation of an uncertainty isosurface, [28] and (ii) localisation by a

distance network-based algorithm. [95,139] In the �rst method, an initial estimate of the most likely

location is calculated by �nding the intersections of spherical shells of radius Rrestraint around

the beacon sites. The probability distribution of the query is then determined in a grid-based
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calculation by a re-normalised product of the individual probabilities. The coordinates of the

beacon sites must be known, and the inter-beacon distances are considered �xed (no experimentally

added variation). The second algorithm (based on distance geometry) solves the problem by �nding

a geometric arrangement of the distances that ful�ls all restraints. The algorithm then �nds the

best mapping to the existing structural model of the protein. The advantage of the network

based algorithm is that the inter-beacon distances are not only determined by the already existing

structural model, but are actively considered as experimental input. It is, however, much more

experimentally demanding to extend the set of restraints by one more beacon, because at least

three additional distances measurements are required per additional beacon to connect it to an

existing network. Analogously to the localisation algorithm, the combined probability distributions

can be determined in the network implementation.

4.1.3 In silico growth of �exible protein domains

Recently, an algorithm has been proposed and applied to in silico grow conformers of the IDD and

thereby to construct an ensemble model of a �exible protein domain which enforces the ful�lment

of a set of experimental restraints. [10,28,138] A graphical summary of the algorithm can be found
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Figure 4.2: Graphical summary of the domain ensemble build module in the Matlab toolbox

MMM [138];

in Figure 4.2. The requirement is that the restraints can be de�ned in a probabilistic manner,

like distance distribution restraints from DEER experiments. If available, the program can use an

anchor structure (C-terminal, N-terminal, or both), if for example the folded part of the protein

structure is known. The IDD conformers are constructed step-by-step, by adding amino acids to
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the growing chain. The primary sequence must be known, and the intrinsic preferences for the

dihedral angles (Φ, Ψ) of each amino acids are considered during the initial conformer generation

(Ramachandran statistics, usually taken for peptide sections without secondary structure). [121,138]

When the algorithm reaches a residue for which probabilistic experimental restraints have been

de�ned, the current conformer is only accepted if it falls within a user-chosen cuto� probability

threshold (geometric mean of the probability for multiple restraints). Each individual resulting

conformer is checked after completion for internal steric clashes, and �nally for steric clashes

with the anchor model. Several speed-up steps are implemented, which ensure that chains are

not rejected too frequently. [138] In this chapter we will use this algorithm to build conformers

for the C-terminal IDD of hnRNPA1. The restraints are DEER distance distributions, obtained

with MTSL-labelled hnRNPA1 double-cysteine mutants, and the e�ect of spin label conformation

distribution is taken into account during model generation. [138]

Note that the conformers in the �nal ensemble generated in this way are not sorted by similarity,

or any other measure. A simple quantity that we therefore introduce to characterise the generated

ensembles is the e�ective end-to-end distance of the disordered domain ensemble model. After

de�ning a start and end point we can calculate the Cα-Cα distance R between these end points

for each single conformer of the ensemble. In this study we will use residues 188 and 320 as

the de�nition of the IDD of hnRNPA1, and residues 1 and 320 for the full length protein end

points. We can then calculate the average e�ective end-to-end distance of the IDD 〈R〉IDD over all

conformers in the ensemble. The width of the distribution is quanti�ed by the standard deviation

of the end-to-end distance σR. Another common quantity to characterise protein compactness is

the radius of gyration Rgyr, which we also report for our protein models. [192] .
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4.2 Results

4.2.1 Analysis of DEER data with spin labels in the IDD

We performed distance measurements with doubly spin-labelled (double Cys) mutants of full length

hnRNPA1 to determine distances between beacon sites (32, 52, 144, and 182) in the RRMs and

residues in the IDD. In contrast to distance measurements between beacon sites in the RRMs,

there are currently no structural models available to estimate the expected mean distances for

measurements between beacons and residues in the IDD. All experiments reported in the following

were performed at low protein concentration in the dispersed state, where we have demonstrated

in the previous chapter that hnRNPA1 is predominantly monomeric, and only up to ∼ 15 % of the

protein exists in a dimerised or oligomerised state. In this section we demonstrate data analysis

of DEER experiment where no pronounced oscillations are visible due to the broad underlying

distribution of conformations. As a �rst example we use double mutant 182/197, for which we

expect to measure a short mean distance because the labelling sites are separated in sequence by

only 15 amino acids. As a second example we use double mutant 182/316, which can be used

as an approximate end-to-end distance measurement of the IDD, and for which we expected the

maximum of the distance distribution to be around Rmax ≈ 8 nm if the IDD follows a random

self-avoiding walk (see Theory section, and Figure 4.1(B)). The maxima of the probability distri-

butions present limiting cases of short and long separation, both of them still falling into the range

that is accessible by PDS distance measurement techniques, albeit at the lower and upper limit.

Spin labelling was performed with MTSL in dispersion bu�er (50mM sodium phosphate, pH 6.5,

100mM R/E), as was outlined in the previous chapter.

The primary DEER data obtained with the two double Cys mutants are shown in Figure 4.3. As

expected, no distinct oscillations can be observed, which shows that the underlying distances must

be broadly distributed. Even though we try to minimise the pump and observer pulse spectral

overlap, we often see some intensity of the well-known '2+1' artifact at the end of the DEER trace

(marked with asterisk). [136] The trace has to be truncated before this artifact prior to data analysis

to avoid artifact distance peaks.

The �rst step of conventional DEER data analysis is background (BG) correction, which removes

signals from remote spins. Due to the low concentration at which the samples were prepared (10-

50µM) we expect only weak background intensity. Indeed, the BG �ts are almost �at (BG densities,

other �t parameters and �t results are reported in Section 4.2.2). For completeness, we show here

also �ts where the background �t dimensionality nBG was allowed to vary. In most cases values

close to a three-dimensional distribution (nBG = 3) of remote spins was found. In some cases (e.g.

mutant 182/316) the optimisation �nds nBG < 2. This could be because the background correction

tends to suppress some of the very short-range (R . 1.5nm) distance contributions, which would

lead to intensity at the border of the sensitive DEER range. However this was not investigated

in more detail, and since we have no physical reasons that would justify nBG < 2 we remain with

the standard nBG = 3 background �ts. After division by the background �t we obtain the form

factors F (t), which, in theory, contain exclusively intramolecular distance information. We know
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Figure 4.3: Distance Analysis for two beacon-IDD site pairs in hnRNPA1; (A,B) left to right:

primary data V (t)/V (0) and background (BG) �ts (red: 3-dimensional, blue: n-dimensional, green:

back-calculated from neural networks) background corrected, the asterisk marks a known four

pulse-DEER artifact and the vertical lines show the data cuto�; form factors F (t)/F (0) after

background correction and model �ts (black), divisions correspond to modulation depth of 0.4;

zoom-in of F (t)/F (0); (A) MTSL-labelled double Cys mutants 182/197; (B) MTSL-labelled double

Cys mutants 182/316; (C) distance distributions obtained with di�erent �t methods and validation

results for Tikhonov �t (grey); for model abbreviations see main text;

already from singly Cys mutant experiments (Chapter 3) that this is not strictly true for DEER

samples of hnRNPA1 even at 25µM protein concentration, due to contributions of intermolecular

DEER from dimers or higher oligomers at short distances. But the fraction of oligomerised protein

is low, and the contributions should be less than 15%, which is still acceptable for the intended

further analyses. The �nal step in conventional DEER data analysis is conversion to distance

domain. We show here model-free �ts with Tikhonov regularisation using the GCV criterion [85]
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for the automatic choice of optimal regularisation parameters α, and �ts of a single Gaussian with

variable mean distance Rmean and width σR.

For additional comparison to another model-free data analysis approach, we also include distance

analyses obtained with recently developed neural networks for DEER. [305] Three di�erent networks

were tested: the general network that was based on an unspeci�c training set ('NNgen'), the

network trained on broad distance distributions ('NNbroad'), and the network that is trained to

handle exchange coupling ('NNex'), because some of the intensity of the distance distributions with

other �t models falls into a range where exchange coupling may be observed. All three networks

perform integrated background correction, which is then back-calculated to the background and

form factor ranges for plotting. Interestingly, the shape of the back-calculated background �ts

resembles that of the conventional background �t with variable dimensionality.

nBG = 3 nBG variable Neural Networks (NN)

Gauss Tikh Gauss Tikh NNgen NNbroad NNex

mutant Rm σR Rav sR Rm σR Rav sR Rav sR Rav sR Rav sR

182/197 2.74 0.95 2.95 0.83 2.73 0.96 2.98 0.91 3.03 0.69 3.02 0.69 2.92 0.62

182/316 3.48 1.57 3.73 1.24 3.98 1.06 3.94 1.13 3.78 1.11 3.78 1.11 3.64 0.92

Table 4.1: Fitted distances and widths (all data in nanometre) for mutants 182/197 and 182/316;

for Gaussian �ts we report model parameters: mean distance Rm and standard deviation σR. For

other �ts we report distribution-averaged distance Rav and deviation from 1st moment analysis sR;

distance model �t r.m.s.d.

cspin dens. r.m.s.d. NN

mutant [µM] (BG) BG �t nBG Gauss Tikh Gauss Tikh gen broad ex

182/197 26 0.006 0.003 3.3 0.0031 0.0056 0.0029 0.0064 0.0038 0.0037 0.0044

182/316 29 0.045 0.007 0.4 0.0071 0.0133 0.0093 0.0157 0.0080 0.0085 0.0116

Table 4.2: Fit parameters for DEER with mutants 182/197 and 182/316; tabulated are sample spin

concentration cspin (from spin counting), �tted spin density of BG �t (nBG = 3), BG �t quality

(nBG = 3), the result of varying nBG, and the �t qualities of the distance domain �t with the

various models.

We now consider the results of the di�erent distance domain �t procedures for the two measure-

ments. In the case of 182/197 the modulation has well decayed by the end of the trace, and the

majority of distances fall in a range where we should be able to also interpret the shape of the

distribution with model-free �tting, such as Tikhononv regularisation. First, we point out that

the general intensity distributions obtained with the various �t methods agree well. This is in line

with early �ndings on the analysis of broad distance distributions from PDS data, which revealed

that mean distance and standard deviation are fairly stable parameters irrespective of the data

analysis approach. [143] The result of the Gaussian �t approximates the envelope of the Tikhonov

�t very well, so a single Gaussian �t seems to be a good choice for further modelling.
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Also the result with the unspeci�c neural network 'NNgen' and the broad-distance spec�c network

'NNbroad' predict a similar shape of the distance distribution, with an additional small shoulder

at short distances. The time-domain �t quality to F (t), however, are similar, or even slightly worse

with the network algorithms than with the Gaussian �t, so we will not interpret this di�erence.

The exchange-resilient neural network removes the intensity at short distances and attributes it to

exchange coupling, which leads to a slightly worse �t quality. This is most likely not the correct

interpretation, because for such a biological spin-labelled sample we do not expect to see strong

exchange coupling with a distance distribution that begins only at ∼ 2 nm (only through-space, no

through-bond coupling is possible). [18,135] Interestingly, however, the resulting distribution shape

resembles best the shape expected from the RSA walk prediction (compare Figure 4.1(B)).

The case of the second double mutant 182/316 is more di�cult to interpret, because the underlying

distances are signi�cantly longer, which may introduce truncation artifacts at the given experimen-

tal dipolar evolution time. Nonetheless, the various methods again agree in the prediction of a

generally very broadly distributed distance. Surprisingly, the distance distribution is centred at a

signi�cantly shorter distance (∼ 3.5 nm) than what was predicted from the RSA walk (∼ 8 nm).

To a small degree this discrepancy may indeed be an artifact from data analysis, if some intensity

at long distances is wrongly attributed to background contributions. But the shift is too large to

be explained by �t errors alone, and we can state that the result of the DEER experiment is that

the IDD of full-length hnRNPA1 does not entirely behave like a RSA polymer with the parameters

found by Fitzkee et al. [91]. Explicit �ts with the random coil model can be found in Appendix B,

and indeed a very di�erent scaling parameter is required to �t the two di�erent measurements when

using the respective appropriate primary sequence separation (ν(182/197) = 0.642 with ∆N = 15,

resp. ν(182/316) = 0.415 with ∆N = 134).

In summary, we see that, although �tting a single Gaussian distribution for distances between

beacons and residues in the IDD may not pick up �ne features of the distribution, it essentially

gives a reliable overall distribution and avoids over-interpretation. Note that, while some of the

peaks and dips in the distance distribution obtained by Tikhonov regularization and by the neural

networks may be correct, they should only be interpreted with extreme care, as they generally

are not stable under �t validation. We have no good reason to claim a structured rather than

unstructured distance distribution. Importantly, the general distribution is well captured by the

Gaussian �t. For all remaining distance measurements this was thus the method of choice for data

analysis.

4.2.2 Distance distributions between beacon sites and residues in the

IDD

At least three distances from beacons in the RRMs to each of the three major IDD reporter residues

(231, 271 and 316) were measured. In Figure 4.4 we show the Gaussian �t analysis of this sys-

tematic trilateration distance measurement scheme. The primary data and �ts can be found in
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Figure 4.4: DEER data analysis for trilateration of residues 231, 271 and 316 in the IDD from

beacons 32, 52, 144 and 182 in the RRMs; single Gaussian �t distance distributions P (r)/Pmax

normalised to unit intensity at the maximum of the distribution; an extended version of the �gure

with primary data and �ts can be found in Appendix B.

Appendix B. The background correction was performed with nBG = 3 the experimental details

(CW X-band spectra and labelling e�ciencies) can be found in Appendix B. The overall �t qual-

ity is very good. Clearly, we observe di�erences between the average location of the residues in

the IDD and the three main beacons in the RRMs. For all three residues in the IDD, position

144 is located comparatively far away. Positions 52 and 182 are signi�cantly closer for all three

cases. Surprisingly, residue 316 is located almost as close to beacons 52 and 182 as the other two

IDD residues (231 and 271), even though the separation in sequence is much larger. This may

be partially an artifact of background correction, but for most cases the background �ts are not

signi�cantly steeper in measurements involving labelling site 316 than in the other experiments,

which would be expected if contributions of long distances were incorrectly included into the �tted

BG. Only the distance measurement between residues 144 and 316 may be a case where this e�ect

is partially observed.

In Figure 4.5 we show the Gaussian �t results of additional distance measurements which were

performed with the intention of serving as auxiliary distance restraints in the ensemble model gen-

eration of the IDD. The primary data and �ts can be found in Appendix B. We measured distances

between the chosen spin labelling sites in the IDD, which give us an estimate of the spatial di-

mension of the domain ('intra-IDD' distances). All three combinations of labelling sites (231/271,

231/316 and 271/316) give comparatively narrow distributions with a short mean distance. This

implies that the domain does not frequently populate very extended states. In Section 4.2.2 it

can be seen that the modulation depth with the intra-IDD measurements were rather low in some

cases, which may partially result from very short distance contributions that cannot be excited,

and partially from the low labelling e�ciencies in some cases (for CW X-band spectra see Appendix

B). Spin labelling in these double IDD-Cys mutants also lead to signi�cant protein precipitation
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ensemble (black), and experimental DEER �ts (blue; �t model indicated) for 182/190; (B) CW

X-band ambient temperature spectra of MTSL-labelled 182, resp. 182/190; e�ective labelling e�-

ciency per Cys was 50% for 182/190.

upon incubation with spin label, which was not the case with the respective single Cys mutants.

The precipitate could be removed prior to DEER sample preparation by centrifugation and �lter-

ing. Note that, both, low labelling e�ciencies and precipitation actually support the assumption

that very short distances between residues are populated in this highly �exible chain. In such

a situation, the spin labelling reaction competes with fast intramolecular Cys-Cys dimerisation.

Out-competing intramolecular reactions is much more di�cult than out-competing intermolecular

disul�de formation, which can usually be achieved by labelling at very low protein concentrations.

If spin-labelling is slower than internal disul�de formation, the disul�de-linked IDD is presumably

trapped in an unnaturally rigid state, which could explain the precipitation.

The second set of auxiliary distance distributions shown in Figure 4.5 localises residue 197 with

respect to two beacons, 52 and 182. Results for the latter beacon were already described in the

previous section as an example for distance analysis (see Figure 4.3). For the 182/197 residue pair,
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the DEER data without clearly visible oscillations point to a broad distance distribution. Thus,

�exibility of the protein chain in full length hnRNPA1 must be considerable already at residue

197. The distance from IDD site 197 to beacon site 52 is even more broadly distributed, which is

probably also because beacon site 52 itself is in a more �exible secondary structure element in the

RRM than beacon site 182.

In the last experimental series in Figure 4.5 we show data analysis of additional distance measure-

ments between beacon 182 and residues distributed throughout the IDD with various spacing of

amino acids ∆N (see Figure 4.4). The data were processed analogously to the previous results.

We want to highlight the �rst measurement in the series, which has the smallest spacing (∆N = 8,

see Figure 4.6). It is particularly interesting because it allows us to characterise how �exible the

protein chain is right at the end of RRM2. In the NMR ensemble structure, beacon site S182 is

localised in a C-terminal helix. The helix in the NMR model extends up to residue 188, after which

the conformers in the ensemble strongly diverge. With the DEER experiment we can validate this

abrupt change in �exibility that might be an artifact of NMR structure computation stemming

from lack of restraints. A full continuation of the helix from 182 to 190 would result in a short,

well-de�ned distance. The expected backbone distance evaluates to R =0.33 nm (using the stan-

dard α-helix pitch of 3.6AA/turn and 0.15 nm/turn). The lengths and orientations of the �exible

spin label linkers at both labelling sites have to be added, but even then the inter-spin distance

would fall into a range where exchange coupling can be expected, and standard distance analysis of
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DEER data might fail. In the DEER experiment we clearly see longer distances populated, and the

modulation depth (0.231) is not signi�cantly lower than expected for the given labelling e�ciency

(51%) If distances shorter than about 1.5-1.8 nm were dominating we would expect a reduced

modulation depth. [18] We can summarise that the conformational �exibility strongly increases im-

mediately after the C-terminus of RRM2, and that the end of the helical segment predicted in the

NMR structure is in agreement with the DEER data.

In Figure 4.7 we show a schematic representation of the IDD, with indications of the selected

labelling sites, as well as all Gaussian �t distance distributions obtained from beacon 182 in order

of ascending ∆N . Initially, we observe the expected increase in mean distance and width with in-

creasing ∆N , up to labelling site S231. After this point the mean distance remains approximately

constant, at ∼ 3.5 nm. Position 271 is even slightly closer to 182 than residues 297 and 316 that

are closer to the C-terminus. No systematic increase in the spin density parameter (i.e. the slope

of the background �t) is observed in the DEER data analysis (see primary data panels and Sec-

tion 4.2.2), which would have been an indication that long distances are wrongly removed by the

background correction. We point out that the observed in�ection point, where distances decrease

again, falls somewhere between residues 231 and 271. Interestingly, this range, in contrast to the

further C-terminal section of the IDD, is enriched in negatively charged amino acids. In particular

residue D262 is of interest, because it has been linked to pathological states of hnRNPA1 in ALS

(point mutation D262V). [166] The range also contains the well-known 'steric zipper' motif [127] of

the hnRNPA1 IDD (residues). The IDD before residue S231 and after residue S271 is enriched in

arginine residues. The latter part of the IDD is also the only part which contains three prolines

(which have been identi�ed as crucial for nuclear transport of hnRNPA1 [273]).

4.2.3 Localisation of residues in the IDD from DEER restraints

In Chapter 3 we pointed out that the main spin labelling sites in the RRMs (K52, K144 and S182)

were, among other criteria, selected to be suitable beacons for measurements towards selected

residues in the IDD. Having collected several distance restraints between the RRMs and the IDD

we can now combine the information to determine the areas of most probable location of residues

in the IDD with respect to the RRMs using trilateration approaches (see Introduction section of

this chapter).

The data analysis for localisation of residues 231, 271 and 316 with Gaussian �ts is described in

detail in the previous sections. The localisation of residue 231 (query) from four DEER restraints

was performed using the grid-based algorithm described in the Introduction section of this chapter,

and schematically represented in Figure 4.8(A). The 50% probability iso-surface for residue 231 is

shown in Figure 4.8(B). The location of the residue is broadly distributed, but a signi�cant volume

is excluded. For residues 271 and 316 only three distance restraints are available to beacons in the

RRMs, which is not su�cient for unambiguous localisation. For a rough estimate, however, we can

use the intra-IDD restraints 231/271, 231/316, and 271/316 (see Figure 4.5) as additional sources

of information. Fixing residue 231 at its most probable location, we can use it as an auxiliary
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mutations η BG dens. ∆ RTikh σR α RGauss σR

[%] [nm] [nm] [nm] [nm]

32/231 74 0.084 0.407 4.95 1.44 316 5.12 1.55

52/197 73 0.028 0.340 3.75 1.19 631 3.56 1.38

52/231 93 0.117 0.489 4.02 1.40 501 3.75 1.81

52/271 84 0.071 0.380 3.64 1.34 159 2.81 1.97

52/316 77 0.111 0.261 3.84 1.44 25 3.75 1.82

144/231 44 0.063 0.348 4.69 1.44 40 4.97 1.54

144/271 70 0.065 0.240 4.43 1.60 631 4.57 1.86

144/316 55 0.183 0.186 4.25 1.32 79 4.41 1.17

182/190 51 0.050 0.231 2.38 0.59 79 2.25 0.62

182/197 65 0.006 0.368 2.95 0.83 50 2.74 0.95

182/223 52 0.037 0.262 3.49 1.17 1000 3.14 1.42

182/231 82 0.094 0.459 3.49 1.14 398 3.33 1.48

182/252 67 0.051 0.145 3.33 1.12 398 3.66 1.27

182/271 73 0.145 0.353 3.66 1.25 1000 3.05 1.88

182/297 54 0.039 0.237 3.80 1.26 1585 3.41 1.58

182/316 63 0.045 0.351 3.73 1.24 398 3.48 1.57

231/271 75 0.095 0.353 3.08 0.97 6309 2.01 1.53

231/316 68 0.033 0.099 3.26 1.15 501 2.71 1.65

271/316 48 0.023 0.179 3.05 1.03 6310 2.26 1.58

Table 4.3: DEER sample characterisation and DEER results

beacon for position 271 and iteratively, position 316. The results are shown in Figure 4.8(D). This

is an underestimation of the distribution of locations sampled by residue 271 and 316, since the

(large) distribution of the location of the auxiliary beacon residue 231 is not taken into account.

We can cautiously state that residue 271 and 316 seem to be spatially closer to RRM1 than to

RRM2.

Because we have also measured distance distributions between the beacons in the RRMs (see

Chapter 3), we can use a second algorithm for the localisation method, which is based on distance

network analysis (also implemented in the MMM software package [95,235]). The algorithm requires

that each site of interest is connected by a distance measurement to at least three other sites. For

residue 231 we have such a set, connecting positions 52, 144, 182, and 231 by six distances, and the

results are shown in Figure 4.9. The general agreement with the localisation algorithm is good, but

the network algorithm predicts a slight shift of the localisation distribution of residue 231 towards

RRM1 and away from the central region between the RRMs.

4.2.4 Ensemble model of full length hnRNPA1 from DEER distances

Interpretation of the DEER data in terms of molecular interactions was limited in the previous

analyses to a very general, coarse-grained level. A large part of the uncertainty arises because
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(C) additional distance restraints from intra-IDD experiments; (D) �xing the location of residue

231 to the position of highest probability shown in panel (B) we can additionally localise residue

271 (green iso-surface), and iteratively in the same manner residue 316 (blue iso-surface); this is a

rough lower bound approximation, since the location of residue 231 is not well de�ned.

only average localisation information could be discussed for example in the localisation approach

of residues 231, 271 and 316, and no correlation between the locations of the sites was possible. In

analysis up to this point we did not use the information from connectivity of the labelling sites.

The bond lengths, bond angles, and torsion angle statistics are strong further restraints that can be

used in modelling without using a molecular force �eld. Such additional analysis becomes accessible

when generating atomistic ensemble models of the full length protein, as we will demonstrate in

this section.

Unrestrained reference models We �rst generated atomistic ensemble models of full length

hnRNPA1 without any experimental DEER restraints, which serve as reference for the restrained

ensembles (see Figure 4.10(A) and (B)). The only conformational restrictions during the in silico
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Figure 4.9: Localisation of residue 231 with the 'Network' algorithm; (A) Gaussian �ts (solid lines)

and Tikhonov �ts (dashed lines) of intra-RRM distance measurements; (B) 50% probability iso-

surface of residue 231 with network algorithm using six distance restraints; note that this solution

is not unique, since the mirror image with respect to the beacon plane is also a solution (not

displayed);

growth of the IDD conformers from the anchor at the N-terminal end of RRM2 are given by the

Ramachandran statistics reported for the di�erent amino acids following the primary sequence of

the IDD. [121,138] As a result the IDD conformers in the unrestrained ensembles are free to populate

very extended conformations. In each panel 50 randomly selected conformers of the unrestrained

ensemble are shown in the visualisation, but note that unrestrained ensemble generation of 200

conformers took only a few hours on a standard desktop PC. The colour-coding in the IDD re�ects

assignment of the dihedral angle of each conformation to secondary structure motif classes. All

stretches of secondary structure assignment other than random coil are very short, and can be

considered as the 'baseline' levels, i.e. they show the probability of forming short motifs with sec-

ondary structure by chance. To quantify the compactness of the ensemble we calculated histograms

of the Cα-Cα distances between two selected pairs of residues, which can be found in Appendix B.

The distribution is very broad, as expected, and the averaged distances can be found in Table 4.4.

DEER-restrained models We combined the DEER results in a simulation of the full conformer

of hnRNPA1 that is constructed with the aid of the experimentally obtained distance distributions

shown in Section 4.2.2. The IDD of hnRNPA1 consists of approximately 120 amino acids, and

15 restraints were measured that connect residues approximately evenly spaced throughout this

sequence to the beacons 52, 144 and 182 in the RRMs, and one additional auxiliary restraint

(32/231) is available. Three restraints were measured within the IDD, connecting the main locali-

sation points 231, 271 and 316. Thus, in total 19 distance restraints are available. In Figure 4.10(C)

and (D) we show 50 randomly selected conformers each of the IDD of hnRNPA1 that were gen-

erated with 19 DEER distance restraints. The distance restraints were implemented as single

Gaussian distributions, with mean value Rm and width σR (the restraint input �le for the 'build
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A C
RRM1 RRM2

B D

NMR:1 NMR:1

NMR:1 NMR:9

Figure 4.10: Ensemble models of full length hnRNPA1; all structures are aligned to residues 1

to 187 (the RRMs, shown in red); 50 IDD conformers (residues 188 to 320) are shown in each

panel, �ve conformers each are displayed colour-coded by secondary structure (grey: beta-turn;

cyan: coil; blue: 310-helix; the probability threshold was 0.5; (A) and (B) Two realisations of mod-

els generated without DEER restraints, using Ramachandran statistics for loop-type sequences;

(C) and (D) models generated with 19 experimental DEER restraints (see main text) and Ra-

machandran statistics for loop-type sequences; the cuto� probability was 0.5; (C) and (D) were

generated with two di�erent RRM1/RRM2 models selected from the NMR ensemble structure

(NMR:1, resp.NMR:9).

domain ensemble' module in MMM [138,235] can be found in Appendix B). The di�erence between

the two ensembles shown in (C) resp. (D) is the rigid-body structure of RRM1/RRM2 that serves

as an anchor for the IDD (shown in red). In each case a di�erent model from the NMR ensemble

was used (conformer 1 resp. 9). These two particular conformers were chosen, because they show

the largest di�erence (highest pairwise Cα-rmsd between conformers when aligning the full UP1

models) within the NMR ensemble at the sites of the two beacons 52 and 144 (both in the loop

regions of the RRMs). We see that the DEER restraints lead to a more compact ensemble of IDD

conformers. The predicted end-to-end distance distribution RA1 (between residue 1 and 320), and

RIDD (between residue 188 and 320) was calculated analogously to the unrestrained ensembles (see
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Appendix B). For both site pairs the mean end-to-end distance of the IDD is shifted to much shorter

values compared to the unrestrained reference ensembles (histograms are shown in Appendix B),

and the distances are less broadly distributed in the restrained ensembles (σR ≈ 1 nm).

ensemble residues (starting) structure Nchains # R
(exp)
gyr R

(sim)
gyr 〈RIDD〉 σIDD

[nm] [nm] [nm] [nm]

UP1 1-187 2LYV 20 - 2.289±1.21 1.890 - -

Ref 1 1-320 2LYV:1 200 0 3.007±1.74 4.025 8.40 2.83

Ref 2 1-320 2LYV:9 200 0 3.007±1.74 3.625 8.34 2.61

A1 1 1-320 2LYV:1 186 19 3.007±1.74 2.324 2.89 1.02

A1 2 1-320 2LYV:9 186 19 3.007±1.74 2.517 3.32 0.90

Table 4.4: Ensemble model properties; models 'Ref 1' and 'Ref 2' were generated without DEER

restraints; 'A1 1' and 'A1 2' with 19 DEER restraints (column '#'); the IDD conformers in all full-

length hnRNPA1 models were generated with a probability threshold of 0.5; the NMR ensemble

model of the RRMs ('UP1', only used residues 1-187 for analysis) is included for comparison.

R
(sim)
gyr , 〈RIDD〉, resp.σIDD were calculated with customised scripts in vmd. [128]

4.2.5 Experimental ensemble validation

Small angle X-ray scattering We measured small angle X-ray scattering (SAXS) curves of

wild-type UP1 (protein construct lacking the IDD) and hnRNPA1 in dispersion bu�er to determine

the radius of gyration Rgyr, which we can compare to our simulated ensemble models. The data

were analysed with ATSAS software, [92] and can be found in Appendix B. The experimentally

determined R
(exp)
gyr values are reported in Table 4.4. As expected, Rgyr is larger for hnRNAP1

than for UP1, but in both cases the experimental uncertainty is rather large, which unfortunately

prevents detailed comparison to the di�erent ensemble models. However, we can qualitatively

compare the di�erence between UP1 and hnRNPA1 ∆Rgyr(UP1,hnRNPA1). We �nd ∆Rgyr ≈
0.7 nm (experiment), ∆Rgyr ≈ 2.0 nm (unrestrained ensembles), resp.∆Rgyr ≈ 0.5nm (restrained

ensembles). It matches better for the DEER restrained ensembles, and the too small value found

for the restrained ensembles may arise because the restrained ensembles were generated with a

probability threshold (p = 0.5), and thus always are an underestimation of the true width of

distributions of conformations.

A new combined �t procedure (developed by Gunnar Jeschke) was also tested, which allows post-

ensemble generation model validation. The conformers of the unrestrained (Ref 1, 200 unique

starting conformers used) and the DEER restrained (A1 1, 186 unique starting conformers used)

ensembles were each re-weighted according to their agreement with the combined DEER restraints,

and a �t of the SAXS data. This is displayed for two example distance distributions (182/197,

and 182/316) in Figure 4.11. The resulting re�ned ensembles are visualised in Figure 4.12. We

see that the initially unrestrained ensemble is able to reproduce the short sequence separation

distance restraint (182/197) well, but not the long sequence separation distance restraint (182/316).
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Figure 4.11: Combined DEER and SAXS ensemble re�nement; (A,B) ensemble previously gener-

ated without DEER restraints ('Ref 1' 200 conformers); (C,D) ensemble previously generated with

19 DEER restraints ('A1 1' 186 conformers); (A,B) experimental DEER �ts (green), full ensemble

distance simulation (black), re�ned ensemble including SAXS �t (red), and individual conformer

contributions in re�ned ensemble (blue); semi-logarithmic plot of the experimental ensemble SAXS

curve (black) with the re�ned ensembles (red)

As expected, the DEER restrained ensemble ful�ls both restraints well. After combined DEER

and SAXS �tting, the ensembles are reduced to 25 conformers (12.5% of former Ref 1), resp. 31

conformers (16.7% of former A1 1). A slightly better success rate was thus found for the restrained

ensemble. Also the resulting �nal �t RMSD of the SAXS data is better for the re�ned ensemble

derived from the initially restrained ensemble.

Intramolecular PRE from residue 231 The DEER data surprisingly indicated that a sig-

ni�cant fraction of conformations exists in which residue 231 is in comparatively close proximity

(R < 3 nm) to the RRMs. This is re�ected in the experimentally restrained ensemble models

as a preference for rather compact conformations. We wanted to have independent experimental

con�rmation of such compact state of the protein, especially, because DEER data are measured at

cryogenic temperatures after shock-freezing the sample. We thus used the intramolecular paramag-

netic relaxation enhancement (PRE) experiment, which is sensitive to electron-nuclear interactions

at spin-spin distances up to ∼ 2.5 nm (for theoretical considerations see Chapter 2 and Theory sec-

tion of Chapter 3).
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SAXS & DEER refined SAXS & DEER refined

A1 1Ref 1

A B

Figure 4.12: Re�ned ensemble models of hnRNPA1 (combined DEER and SAXS) superimposed

on RRMs (red), one conformer of the IDD (blue) is shown opaque with MTSL rotamer simulation

for the sites 182; 192 and 316;(A) originally unrestrained (Ref 1); (B) originally restrained with 19

DEER restraints (A1 1);
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Figure 4.13: Intramolecular PRE experiment with labelling position 231; overview and two detail

ranges of 1H15N-HSQC spectrum (30◦C; cprotein ∼50µM)

The results of PRE experiment with spin labelled and 15N-isotope enriched hnRNPA1 are shown

in Figure 4.13 and Figure 4.14. In contrast to the intermolecular PRE experiments shown in

Chapter 3, this is an 'intramolecular PRE' experiment because the spin label is attached directly

to the protein which is 15N-isotope enriched, and thus 'NMR-active'. Note, however, that when
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Figure 4.14: Intramolecular PRE experiment with labelling position 231; (A) schematic representa-

tion; (B) relative PRE e�ect normalised to intensity I135 (red circle); points in grey are results from

intermolecular PRE measurement with same spin labelling site (compare Chapter 1 Figure 3.8);

right : list of residues identi�ed for intermediate intermolecular PRE (matches with intramolecular

PRE printed black); (C) colour-coded mapping of PRE to backbone nitrogens in UP1 structure

(no information: grey spheres);

all protein molecules in the sample are isotope enriched, intermolecular and intramolecular PRE

e�ects cannot be directly distinguished, which may be relevant if protein-protein encounters are

very frequent. We know from DEER experiments with single Cys mutants of hnRNPA1, and

from the intermolecular PRE experiments that even at low protein concentrations there are some

(transient) protein-protein interactions present in all samples (see Chapter 3). The intramolecular

PRE patterns must thus be carefully compared to the intermolecular control PRE experiment,

which are thus also plotted in Figure 4.14.

Referencing of the paramagnetic to the diamagnetic state was achieved by comparing the spectral

intensities I of the backbone peaks in the 2D 1H15N-HSQC spectrum of MTSL-labelled single Cys

mutant S231C, with intensities of the same protein labelled with a diamagnetic analogue of MTSL.

Because (small) absolute di�erences in spectral intensities are always expected for measurements

with di�erent samples, we normalised each spectrum to unit intensity at a chosen reference residue
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(buried backbone nitrogen 135) prior to further analysis. The relative PRE e�ect normalised to

this reference residue is then given by the ratio Ipara/Idia for each peak in the spectrum. In

Figure 4.14 we show the relative PRE e�ect for each unambiguously assigned backbone resonance

in the (Cys-free) RRMs of hnRNPA1. Residues in which the intensity ratio is smaller than 50% are

annotated explicitly, and all residues are colour-coded according to ranges (Ipara/Idia <25%, 25-

50%, 50-75%, >75%). In grey we additionally plot the PRE ratios obtained in the intermolecular

PRE control experiment.

The residues which are most strongly a�ected by the spin label at site 231 in the intramolecular PRE

experiment are clustered in the linker region between RRM1 and RRM2 (residues 83-111). There

is a second patch of residues that are strongly a�ected in RRM2 (residues 131-148). Furthermore

the residues towards the C-terminal end of RRM2 are a�ected by the presence of the spin label in

the IDD. To a lesser extent there is also a patch in RRM1 that experiences PRE (residues 12-20).

Some, but not all of these ranges coincide with ranges for which intermolecular PRE was observed.

In particular the N-terminal residues of hnRNPA1 (residues 2-14) were a�ected by intermolecular

PRE, but are only weakly a�ected in the intramolecular experiment. In contrast, the residues

in RRM1 immediately after this range are not a�ected in the intermolecular experiment, but

signi�cantly a�ected by intramolecular PRE. This is an important observation, because from this

we can estimate that the intermolecular PRE e�ects are most likely not the dominating contribution

in the intramolecular PRE experiment (assuming that the extent of protein-protein interactions

was approximately the same in the two measurements).

The residues close to the linker region are the most di�cult to interpret, because this was the

region with comparatively strong intermolecular PRE e�ects. Nonetheless we observed that the

C-terminal end of RRM1 (residues 83-97) experiences strong intramolecular PRE and only weak

intermolecular PRE, the residues in the linker between the two RRMs (residues 97-106), experience

also strong intermolecular PRE. Also the patch in RRM2, as well as the C-terminal range of RRM2

are in ranges where intermolecular PRE was observed.

We con�rmed the e�ect of a spin label in the IDD on peaks in the RRMs by additional intramolec-

ular PRE measurements with the spin label in two other locations: 271 and 316. For the additional

spin labelling sites, however, we currently have no intermolecular reference experiments, and it is

thus more di�cult to estimate the contribution of true intramolecular PRE. The results are shown

in Appendix B. Qualitatively, we can summarise that the PRE e�ects were similarly strong for

sites 231 and 271, and weaker for 316. Interestingly, in the measurements with the spin label in

271 the residues at the RNA-binding interface (β-sheet surface) are rather strongly a�ected, which

is not the case for site 316. For the DEER experiments with spin labels at 231 and 271, however,

we can estimate that the fraction of dimers in both situations is similar.

In summary, with the combination of inter- and intramolecular PRE experiments we con�rmed

that compact conformations of the IDD are populated to some signi�cant degree. Note that we

cannot exclude transient population of such conformations and inter-conversion with extended

conformations on a time-scale that is faster than the timescale of the PRE experiment.
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4.2.6 Towards mechanistic insights for hnRNPA1

Having generated the ensemble models of full length hnRNPA1, we can use them to test hypotheses

on the molecular interactions and functions of the IDD. As was stated in the introduction, this is

the main reason why atomistic descriptions are valuable. If the ensemble truthfully represents the

conformational preferences of full length hnRNPA1 (in the particular bu�er conditions that were

used), we should be able to identify interactions that are relevant under these conditions, because

they are the driving forces that determine conformational preferences, and should thus be populated

accordingly. Naturally, also in the unrestrained ('random') models we expect to encounter some

interactions by coincidence. Any interaction in the experimentally restrained ensembles that we

want to interpret as a driving force of conformational preferences must therefore be compared

to the 'background' level of �nding the respective interaction by chance. Like with structured

domains we can screen the ensemble models for transient secondary structure motifs and charge

interactions. For this we can use established modelling software tools. Additional interactions,

which have been proposed to be crucial for interactions of the IDD of hnRNPA1, are arginine-

tyrosine interactions, [299] but due to lack of available software tools we only make qualitative

observations, and we refrain from showing detailed analyses.

Local order The individual IDD conformers in all ensembles were found to be highly dissimilar.

Alignment of all ensemble conformers (with resp. without the RRMs) leads to large average

backbone root mean square deviations (RMSD) between two conformers. The average pair-wise

backbone RMSD between all conformers in the ensembles was calculated with a custom-written

tcl script for vmd, and is reported in Table 4.5 for two unrestrained reference ensembles and the

restrained ensembles (19 DEER distance restraints). While the global average RMSD (alignment

Ref 1 Ref 2 A1 1 A1 2

NMR 1 9 1 9

[Å]

RMSD1−320 24.57 24.99 18.90 18.92

RMSD188−320 21.63 21.99 18.32 17.81

RMSDM9 11.46 11.55 11.37 11.21

RMSDzipper 2.20 2.19 2.25 2.18

Table 4.5: Average RMSD for backbone alignment of ensemble conformers; ensembles with 186

conformers were used in each case, 'NMR' lists the NMR model sub-ensemble conformer that was

used as anchor. The average RMSD subscripts in the upper two rows gives the residue range (in our

construct numbering) that was used during alignment (full range, vs. IDD only); 'M9' corresponds

to alignment of nuclear localisation signal residues 257-305 (canonical residue numbering: 309-

357, as used in structure bound to transportin-1 [182]; 'zipper' corresponds to alignment of residues

243-248 (steric zipper motif); [127]

of residues 1-320) is signi�cantly lower for the experimentally restrained ensembles than for the
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reference ensembles, the di�erence is smaller when only aligning the IDD conformers. This suggests

that in the unrestrained ensembles the orientation of the RRMs with respect to the IDDs is not

well de�ned. We also included average RMSD values for aligning sequences that where previously

studied by structural methods: the nuclear localisation sequence ('M9'), and the steric zipper

sequence ('zipper'). The absolute RMSD values are of course smaller for the partial alignments

due to the smaller number of aligned residues. Additional visualisation of the ensemble aligned to

di�erent range of the full length model an be found in Appendix B.

Secondary structure As expected, we found that the structural preferences imposed by the

Ramachandran statistics are su�cient to stochastically populate small stretches of structural motifs

that can be assigned to classes of secondary structure, like β-turns, or 310-helices. A graphical

summary can be found in Appendix B. The motifs that were found in the unrestrained ensembles

are very short (only up to 3 residues), and the majority of backbone dihedral angles fall into the

structural category of unstructured. No strong di�erences were found between the restrained and

the unrestrained ensembles, and in general the experimentally restrained conformers still adopt

predominantly disordered conformations.

Charge interactions Similarly to the secondary structure classi�cation, we scanned the en-

semble models for conformations in which two charged amino acids are spatially arranged in a

'salt-bridge' conformation using the default geometric de�nitions in the vmd software toolbox. [128]

The results for two reference ensembles, and two restrained ensembles can be found in Appendix

B. It is important to point out that no physical model was used in the generation of the ensemble

models, so any identi�ed interactions arise either by coincidence, or because the underlying true

conformational ensemble of the full length protein has a signi�cant preference for forming a given

charge interaction. To estimate the contribution of the 'by chance' occurrences of interactions it

is crucial to include analyses of ensembles generated with random conformations. In all ensembles

(also unrestrained) we found individual conformers in which at least one salt-bridge was found

within the IDD (e.g. D214-R218 occurs with comparatively high frequency, 0.5-1% of 200 con-

formers in the reference ensembles, resp. 2.7-4.8% in the restrained ensembles). We also found

in all instances individual conformations classi�ed as a salt bridge between the IDD and surface

exposed amino acid side chains in the RRMs.

For the unrestrained ensembles we found as expected that the list of identi�ed interactions is

not fully stable with repeated ensemble generation. This was not tested with the experimentally

restrained ensembles, but it suggests that 200 conformers are not enough to draw conclusion

from the interaction patterns. Nonetheless, signi�cantly more instances that were categorised

by the algorithm as a conformation with a salt-bridge interaction were found in the restrained

ensembles than in the unrestrained ensembles. Note that a given residue may interact with di�erent

partners in di�erent ensemble conformers, unlike what is typically observed for residues in folded

domains. This is not surprising for highly �exible domains, and a similar observation has recently

been reported in single molecule Förster resonant energy transfer (FRET) experiments, where

multiple, rapidly exchanging pair-wise interactions are driving a high a�nity interaction between

two IDPs. [43] In the unrestrained ensembles of full length hnRNPA1 we found that residues R194,
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D214, R218, and D262 were encountered in salt-bridge like conformations with more than two

di�erent residues. In the restrained ensembles the network of interactions appears even more

complex, and we additionally �nd that residues R194, R196, R206, R225, R232, D242, D250, and

R319 were found in interaction conformations with more than one di�erent interaction partner.

Distance measurements to the IDD We found that distance measurements between beacon

sites in the RRMs of hnRNPA1 to residues in the IDD result in broad distance distributions. The

data were analysed with a single Gaussian �t after background correction with a three-dimensional

�t. In several distance measurements we found that the dominating contributions in the distance

distribution are shorter than what is expected from the random self-avoiding walk polymer model.

Four distance restraints from RRM beacon sites to residue 231 in the IDD were available, which

was su�cient to perform grid-based localisation of this residue. The distribution of the spatial

location of the residue 231 is broad, but centred around the inter-RRMs region of hnRNPA1. An

alternative algorithm (distance network), which also requires inter-beacon distance restraints, gives

very similar results, with a slight shifting of the centre of the distance distribution towards RRM1.

With additional auxiliary measurements we could also �nd lower bounds for the spatial location

distributions of sites 271 and 316, which both seem to slightly favour locations closer to RRM1

and the RRM-linker region, than to RRM2. All three residues are distributed over a large spatial

range, but comparatively close to the RRMs.

By combining 19 DEER distance restraints we could generate atomistic ensemble models of hn-

RNPA1. To the best of our knowledge this is the �rst reported ensemble model of the full length

hnRNPA1 protein. The experimentally restrained ensemble model is much more compact than

ensemble models generated without experimental restraints. From the comparison between SAXS

scattering curve �ts for UP1 (protein construct without IDD) and hnRNPA1 it appears that the

DEER restrained ensemble better predicts the experimental change of the radius of gyration. The

presence of compact conformations of the full length protein could furthermore be con�rmed by

intramolecular PRE experiments with the spin label at site 231. The individual IDD conformers

in all generated ensembles are very diverse, with only very small local similarities (high align-

ment RMSD). No pronounced secondary structure patterns were observed in the IDD conformers.

Analysis of the ensemble models in terms of charge interactions showed that in the experimentally

restrained ensemble we more frequently encounter conformations that are classi�ed as a salt bridge

by standard de�nitions of molecular geometry. In all ensembles (restrained and unrestrained)

residue D214 was most frequently found to be involved in these 'e�ective' interactions. This is

an interesting �nding, because D214 was recently found to be crucial for stacking interactions

in reversible amyloid-like aggregates of the IDD of hnRNPA1, [110] and a charged-to-uncharged

mutation of this residues was shown to interfere with this interaction. Also for residue D262 a

charge-to-uncharged mutation has been linked to ALS (D262N). [166] Further investigation based

on the ensemble models, however, requires more extensive sampling of conformations.

Our experimentally restrained ensembles predict a more compact protein conformer than what is

obtained when assuming unrestrained Ramachandran statistics for all residues in the IDD. This im-
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plies that there are interactions that lead to preferential population of compact conformations. As

an example, we have described preliminary analysis of our ensemble models in terms of charge inter-

actions (like transiently forming salt-bridges, which we can screen for conveniently in the atomistic

ensembles with existing software tools. Other e�ects, like aromatic stacking, or the hydrophobic

e�ect could in principle be considered as well. However, it is important to point out that for highly

�exible, strongly interacting biomolecules we cannot easily disentangle the molecular interactions

relevant for intramolecular conformations from those relevant for IDD-mediated protein-protein

interaction networks. Several such driving forces and mechanisms have been proposed to mediate

protein-protein interactions also in liquid-liquid phase separation (LLPS). [120,299]

Our observation of compact states of full length chain of hnRNPA1 in conditions that stabilise

the protein monomer are in fact in line with the current understanding of molecular interactions

that have been proposed to mediate LLPS of hnRNPA1. For hnRNPA1-mediated LLPS, arginine

- tyrosine interactions have been reported as a major driving force. Originally, this was described

for LLPS with the IDD of FUS (Fused in Sacroma), another partially disordered protein with a

similar amino acid composition of the IDD as hnRNPA1. [299] The relevance of this interaction for

LLPS was proved experimentally by mutation studies. [299] It was demonstrated with FUS that in-

teractions are not only relevant between IDDs, but that the folded RNA binding domains (RBDs)

may also play a role. However, in this study the subunits were puri�ed individually and mixed in

vitro. In the case of FUS the arginines and tyrosines are separated between the two domains, with

the majority of tyrosines being located in the IDD of FUS, and the arginines in the RRMs. For

hnRNPA1 the segregation is not as pronounced. We �nd arginines and tyrosines in both the IDD

and solvent exposed sites of the RRMs. In the RRMs they are known to be crucial for nucleotide

binding. [26] For an individual interaction between a particular arginine and tyrosine it does not

matter whether they are in the same or in di�erent molecules, as long as the required geometry

for interaction can be ful�lled. There is a di�erence, however, for the di�usion kinetics and thus

interaction probabilities between intra-, and intermolecular interactions. Intermolecular interac-

tions are sensitive to the absolute concentrations of the molecules carrying the interacting amino

acids, while the intramolecular interactions are not. In a simpli�ed picture we can now imagine the

interactions between all arginines and tyrosines as a network over the entire sample, in which each

arginine competes for the interaction with a given tyrosine with all the other arginines from the

same or di�erent protein units, or from the bu�er. In such a competition situation we expect the

intramolecular interactions to dominate at low protein concentrations. In our model this means

that at low protein concentrations in the dispersed state the arginines and tyrosines encounter

interaction partners within the same molecule (both in the IDD and the RRMs) signi�cantly more

frequently than interaction partners in other hnRNPA1 molecules. This leads to a preferred pop-

ulation of compact states.

When increasing the protein concentration we rapidly increase the number of intermolecular in-

teraction partners, while the intramolecular number of interaction points remains constant. The

probability of an intermolecular interaction to occur is thus increased. IDDs present an interest-

ing special case in this respect, because the structural correlation between the conformations of

two sites in the IDD is very low. Di�erent sites of the IDD can therefore interact with di�erent



4

88 4.3. Materials and methods

molecular interaction partners, which enables the formation of large, interconnected networks with

fast changing local molecular interactions. This model also explains the fast nitroxide dynamics

of spin labels in the IDD, because each individual conformer remains highly �exible, even though

speci�c sites are transiently interacting. This hypothesis is supported by the e�ect of the major

bu�er additive used in this study, which are the amino acids arginine and glutamate. The bu�er

was chosen over other bu�ers conventionally used in the study of LLPS (like HEPES or PBS) to

have consistent conditions with NMR experiments. Bu�ers of this type have been previously and

entirely empirically developed for solution-state NMR experiments, where high concentrations of

protein in a monomeric state are required. We propose that the presence of arginine is su�ciently

high to out-compete or at least suppress inter-, but not intramolecular arginine-tyrosine interac-

tions, which keeps the protein in a predominantly monomeric state in compact conformations.

Naturally, the ionic strength di�erence at high or low amino acid concentrations is also expected

to in�uence the IDD interactions.

4.3 Materials and methods

4.3.1 Protein puri�cation and spin labelling with MTSL

For protein puri�cation and spin labelling with MTSL we refer to the Methods section in Chap-

ter 3, since the same protein puri�cation protocol was used in this study. The mutants were

incubated with high levels of reducing agent (5mM DTT) for at least 2 h at room temperature.

The reducing agent was removed, and the bu�er was exchanged to labelling bu�er (50mM sodium

phosphate bu�er, pH 6.5, 100mM L-arginine, 100mM L-glutamate). MTSL was added in high

molar excess (up to 20x per Cys), and the protein solution was incubated over night at ambient

temperature. Protein concentration during labelling was between 4µM to 20µM. The residual free

spin label was washed out by a PD10 desalting column, and the labelled protein was concentrated

in 10 kDa MWCO centricons. The labelling e�ciency was determined by spin-counting in X-band

(see Appendix B).

For the intramolecular PRE experiment, hnRNPA1 single Cys mutants S231C, S271C and S316C

were grown in one litre of 15N-isotope enriched (0.5 g 15NH4Cl/l) M9 minimal medium with 4 g/l

glucose as carbon source from the same cell stocks used for the inoculation of LB medium. Protein

puri�cation and spin labelling with MTSL was otherwise performed with the same protocol as

reported for the double Cys mutants. The labelling e�ciency was determined to be 95% in the

PRE sample S231R1.

4.3.2 DEER sample preparation and measurement

The protein samples in the early stages of the project were lyophilised and resuspended in 1:1

D2O:d8-glycerol. The lyophilisation was omitted for later sample preparation, and 50% d8-glycerol

was instead admixed directly to the samples in D2O bu�er. We checked that this did not in�uence

the obtained distance distributions. Final samples for DEER at Q-band (≈ 35µl) were transferred
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to 3mm outer diameter quartz capillaries and �ash-frozen by immersion in liquid nitrogen.

The nitroxide-nitroxide DEER measurements were performed at a home-built high-power Q-band

spectrometer (≈ 34GHz) controlled by a Bruker ElexSys E580 bridge and with a home-built

TE001-type resonator. [238] The temperature was set to 50K, and controlled in a He-�ow cryostat

(ER 4118CF, Oxford Instruments) and a temperature control unit (ITC503, Oxford Instruments).

The 4-pulse DEER pulse sequence was used, and pulse lengths of tπ=tπ/2=16ns were used unless

stated otherwise. The pump pulse (tp=16ns) was set up on the maximum of the nitroxide spectrum,

and the detection was set up 100MHz below. The �rst refocusing delay was always set to t1=400 ns,

and the second refocusing delay was set to approximately the 10% initial echo intensity limit. The

time-step was either 12 ns, or in cases with a steep initial decay 8 ns.

4.3.3 Small angle X-ray measurements

Small angle X-ray scattering curves were measured on dilute samples of hnRNPA1 resp.UP1 (both

wild-type constructs) in high ionic strength dispersion bu�er (50mM sodium phosphate, pH 6.5,

100mM R/E, 5mM DTT). The signal to noise is better for the sample of hnRNPA1 due to

longer averaging (12 h, versus ∼4 h for UP1). The data were analysed with the ATSAS software

package [92] to obtain a molecular distance distribution and the radius of gyration Rgyr.

4.3.4 PRE measurements

For the diamagnetic analogue we used acetylated MTSL (Toronto Research Chemicals, Canada),

and labelling with this analogue was performed under the same conditions as with MTSL. For

the measurement conditions and instrumentation we used the same conditions as reported for the

intermolecular PRE measurements described in the 'Materials and methods' section in Chapter 3.

NMR measurement were performed on a standard 700MHz Bruker NMR measurement equipped

with the AVANCE NEO console and a CryoProbe at 50µM protein concentration in dispersion

bu�er (50mM sodium phosphate, pH 6.5, 100mM R/E, 3% D2O added for spectrometer locking)

in 5mm (outer diameter, ARMAR Chemicals) throw-away tubes. Data acquisition (using Topspin

(Bruker)) of the 2D-15N1H-HSQC spectra was for approximately 12 h per sample. Data analysis

was performed by readjusting the peak list to the minor changes of the resonance position and

by de�ning a peak model in the 'cara' software package for NMR analysis. [1] The peak positions

and the integrated peak intensities of each spectrum were exported and analysed with a custom

Matlab script. First we divided each spectrum by the intensity of the reference peak (residue 135).

Ipara/Idia was then calculated from the normalised spectral intensities and plotted as a function of

the residue number. To generate the visualisation on the NMR structure model we exported the

Ipara/Idia table to the vmd software, [128] where a custom tcl script was used to set the colour of

the residue representation according to a red to blue scale (from 0 to 1).
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Chapter 5

RNA binding and LLPS of hnRNPA1

We have seen in Chapter 3 that solutions of full length hnRNPA1 can undergo LLPS under certain

bu�er conditions, and that the protein-protein interaction is mediated by the C-terminal IDD of

the protein. In Chapter 4 we characterised the conformational states of the IDD (with respect

to the folded RRMs) in the context of the full length protein in an ensemble model approach. In

the experiments that were used for the ensemble model generation we found that the IDD in the

dispersed sample state (i.e. when studying predominantly monomeric hnRNPA1) tends to adopt

rather compact conformations. The compact state suggests that there are energetically favourable

interactions both between sites within the IDD, as well as between the IDD and the RRMs that

disfavour very extended conformations. The interaction sites of the IDD with the RRMs seem to

cluster around regions where also RNA binding has been reported to occur. In this chapter we

thus focus on the interplay of RNA-binding and LLPS in hnRNPA1.

Scope of this chapter In this chapter we report our experimental �ndings of interactions in

samples of full length hnRNPA1 mixed in vitro with short ssRNAs. The experiments were based

on the RNA sequences reported in Beusch et al. [26]. The focus was on the e�ect that the presence

of the short ssRNAs has on the LLPS behaviour of full length hnRNPA1. Interactions were

�rst identi�ed by electromobility shift assay and we made �rst attempts at linking the macroscopic

(LLPS) properties of the samples to molecular interactions by a combination of confocal microscopy

imaging and DEER spectroscopy.

Author contributions and acknowledgements The confocal imaging was performed at the

ScopEM facility. Irene Beusch is thanked for helpful discussions concerning the systematic RNA

binding study of the RRMs of hnRNPA1.
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5.1 Introduction

The binding of hnRNPA1 to oligonucleotides is of fundamental interest because one of the core func-

tions of hnRNPA1 is splicing regulation. [133] We will begin by introducing the existing structural

investigations that have been reported in the literature, but note that the structural results reported

so far for the interactions of hnRNPA1 with DNA and RNA were obtained with protein constructs

which lack the C-terminal intrinsically disordered domain (IDD) of the full length protein. In this

work we will address how EPR methods can be used in combination with other biophysical tech-

niques to study oligonucleotide binding of full length hnRNPA1. The major challenge in this study

is that, both, in vivo and in vitro oligonucleotides strongly in�uence the liquid-liquid phase separa-

tion (LLPS) behaviour of hnRNPA1, as well as liquid-droplet (LD) maturation. [157,189,197,239,302]

Furthermore, it has been reported that RNA molecules can phase separate independently, also in

the absence of proteins. [35,288] LLPS and RNA binding are thus tightly connected processes, and

thus it may be di�cult, or even impossible, to perform structural investigations of RNA binding

by full length hnRNPA1 in the dispersed state of the protein.

A B

[1U1Q]

RRM1

RRM1

RRM2

RRM2 5’

3’

5’

3’

telomeric DNA ssRNA

Figure 5.1: Two structure models of UP1 bound to oligonucleotides; (A) X-ray crystal struc-

ture (pdb: 1U1Q) of UP1 bound to an (inosine-containing) human telomeric repeat DNA (5'-

d(TTAGGGTTA(DI)GG)-3'); [223] two protein and two DNA molecules are displayed. Each ssDNA

strand is bound by both protein units. (B) Figure adapted from Beusch et al. [26]; one possible

1:1 binding conformation of ssRNA (5'-CCAGCAUUAUGAAAGUGC-3') to UP1 derived from

solution-state NMR;

Structural models of UP1 bound to oligonucleotides As we have seen in the previous

chapters, hnRNPA1 contains two folded globular domains, which each adapt the well-known RNA-

recognition motif (RRM) fold, and are separated by a short linker. They are typically designated

as RRM1 (residues 14-97) and RRM2 (residues 105-184), and the combined RRM1-RRM2 protein

construct is referred to as unwinding protein 1 (UP1). Several structures have been reported

of UP1, or the two RRMs in isolation, bound to small single-stranded DNA (ssDNA) or single-

stranded RNA (ssRNA) molecules, [26,72,170,223,224] and we show two examples in Figure 5.1. The
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�rst reported DNA complex structure was obtained by X-ray crystallography with a short telomeric

repeat DNA sequence. [72] This was followed up by a more detailed study of purine recognition by

RRMs, also based on crystallographic data. [223] In the crystal lattice the protein-ssDNA complex

was found to have a 2:2 stochiometry, where each ssDNA strand is bound by two UP1 proteins.

The two ssDNA molecules in the complex run in anti-parallel orientations and the orientation of the

RRMs is anti-parallel as well. Recently, a similar dimer structure was reported with short ssRNA,

which crystallised in a very similar 2:2 dimer as the ssDNA complex. [170] The authors argued that,

due to the large contact interface and several conserved residues at the protein-protein interface,

the dimerisation may be functional, as opposed to purely being a crystallographic artifact. [72] This

claim was later supported by size-exclusion chromatography experiments of UP1 bound to short

telomeric repeat DNA in solution. [224]

A solution-state structure based on NMR data of UP1 in complex with ssRNA has recently been

reported by Beusch et al. [26], and interactions of the two isolated RRMs in complex with several

short ssRNAs were studied in detail. [26] The authors also performed experiments with a series of

short RNAs based on a natural target of hnRNPA1 (intronic splicing silencer ISS-N1 [123]) with two,

one, or no optimal binding sites for the RRMs of hnRNPA1. In the same study it was demonstrated

that with these short ssRNAs the binding to UP1 is also possible in solution in a 1:1 ratio, and

that the two RRMs have slightly di�erent preferred binding motifs. [26] The di�erence compared to

the 2:2 binding in the crystal lattice was attributed to the longer linker between the two binding

sites for UP1 in the ssRNA in the RNA that was used in the NMR study. These ISS-N1 derived

ssRNA sequences formed the basis for our study of the interaction of full length hnRNPA1 with

short oligonucleotides.

In this chapter we are dealing with RNA interaction of full length hnRNPA1, and we need to

consider the contribution of the IDD to RNA binding. Interactions may, in principle, happen

throughout the IDD sequence, but it is known that the arginine/glycine-rich sequences, in partic-

ular the 'RGG' motif, are enriched at the N-terminal end of the IDD. The RGG-motif is known

to be able to bind oligonucleotides, [54,100,225] and this has been found as a common feature of

the RNA-binding domain superfamily of proteins. [185,286] The mechanism of RNA binding by the

RGG-motif has been described, and it is known to a�ect phase separation behaviour. [54]

In summary, we expect a complex combination of interactions involving both the RRMs and the

IDD of hnRNPA1 to in�uence LLPS in hnRNPA1-RNA systems. Using this a set of ssRNAs with

systematic variations of potential binding sites for the RRMs of hnRNAP1 (see Figure 5.2), we

want to disentangle the e�ect of RRM binding and IDD binding in structural investigations of

interactions between hnRNPA1 and short RNAs.

5.2 Results

For the systematic interaction study of UP1 with short ssRNA we selected a set of short ssRNA

molecules (18 nt), based on previously reported RNA-binding results. [26]'RNAgg' is directly derived

from the ISS-N1 RNA sequence [26,123] and contains two optimal binding sites ('AG', highlighted

in Figure 5.2). We also used the double mutated 'RNAaa', in which one nucleotide is mutated per
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RRM2 RRM1
5’- -3’CCAGCAUUAUGAAAGUGC

CCAaCAUUAUGAAAGUGC

CCAGCAUUAUGAAAaUGC

CCAaCAUUAUGAAAaUGC

5’- -3’

5’- -3’

5’- -3’

ISS-N1-wt

ISS-N1-g13a

ISS-N1-13a24a

ISS-N1-g24a

name shortsequence predicted binding

RNAaa

RNAag

RNAga

RNAgg

strong binding reduced binding

Figure 5.2: RNA sequences and schematic representations of the ssRNA constructs with varying

number and position of optimal binding site for the RRMs of hnRNPA1 used in Beusch et al. [26]; the

proposed preferred binding con�guration of the RRMs of hnRNPA1 is indicated. Only experimental

results with RNAgg and RNAaa are shown in the main text, because in the initial experimental

series we were screening for the largest possible di�erence;

binding site (G to A mutation, e�ectively thus contains no optimal binding site), which results

in a lower expected binding a�nity. [26] . The intermediate cases were also available, with either

only the 5'-binding site mutated ('RNAag'), or the 3'-binding site mutated ('RNAga'). The main

design criterion for the latter single mutants was to potentially di�erentiate e�ects arising from

RRM1 binding events, and RRM2 binding event in LLPS experiments. The double mutant (no

optimal binding) serves as control experiment for unspeci�c binding.

5.2.1 Oligonucleotide binding

EMSA Mobility shifts in EMSA are a�ected by both the total charge and the hydrodynamic

radius of a biomolecule or biomolecular complex. The EMSA assays were performed in TBE-

bu�ered acrylamide gels at pH 7.5 under reducing conditions (1mM DTT). We expect hnRNPA1

to have a small net positive charge at this pH, and free hnRNPA1 is thus not expected to migrate

into the gel (towards the anode) with the chosen voltage settings. We thus used free ssRNA in

dispersion bu�er as a reference sample, which showed fast migration towards the anode. Binding

of the RNA to a UP1 or hnRNPA1 protein is expected to reduce mobility due to a larger size, and

lower charge of the total complex.

In the EMSA assay we clearly observed that all four RNAs (RNAgg, RNAga, RNAag, and RNAaa)

were able to interact with both hnRNPA1 as well as UP1. The results with RNAgg and RNAaa

can be found in Figure 5.3, and results with the RNAs with one binding site (RNAag, and RNAga)

can be found in the Appendix C. We saw no strong di�erences in EMSA for the binding of the

highest suppressed protein-binding mutant (RNAaa) and the weakly suppressed mutants (RNAag,

and RNAga). We therefore in the following experiments remained with the two limiting cases

RNAgg (expected best binding), and RNAaa (expected worst binding).

In the samples where we incubated UP1 with RNA (40µM protein concentration incubated with 1:1

RNA:protein ratio) we observed well-de�ned bands that migrate into the gel matrix. The bands

migrate more slowly than free RNA, which con�rms interaction of the RNA with the protein.

Interestingly, we found that two bands appear for RNAgg when mixed with UP1, while only one
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band is found with RNAaa and UP1. Unfortunately, direct assignment of this band to complexes

of a �xed RNA:protein stochiometry is not possible solely based on EMSA. For hnRNPA1 (also

+ 75 µM100 µM hnRNPA1 RNAaa + 75 µM RNAgg

(RNA:protein always 1:1 )

A1wt - - - +
UP1 - + - - + -

30°C -

RNAgg RNAaa

+ + +

+ +

+ +

+RNAaa

1 4.4

+RNAgg

A1wt

RNA 2.2 8.8
0 1 1111 10

1 4.42.2 8.8

A

C

B

D E

no RNA

10 µm 10 µm 10 µm

Figure 5.3: RNA binding by UP1 and hnRNPA1; (A) native PAGE of complexes of UP1,

resp. hnRNPA1 with RNAgg and RNAaa, stained with toluidine blue (RNA-stain); (B) native

PAGE of hnRNPA1 with RNAgg and RNAaa at increasing RNA ratios; (C-E) confocal images of

100µM hnRNPA1 solutions stabilised with 0.2% agarose (C) free protein, (D) +75µM RNAaa,

(E) +75µM RNAgg

40µ protein concentration incubated with 1:1 RNA:protein ratio) the majority of RNA material

remained in the gel pocket, or even di�used out of the pocket (no material detected on gel or in

pocket), independent of which of the four RNAs was used. The results with RNAgg and RNAaa

shown in Figure 5.3(A). Two very faint (but resolved), slowly migrating bands were observed in

the presence of RNAaa, which were not detected with RNAgg. The material that remains in the

gel pocket most likely consist of RNA-protein aggregates that are too large to penetrate the pores

of the gel matrix. Note that the band of free RNA is absent in the samples incubated with full

length hnRNPA1, so it must be that the presence of the protein leads to a sequestering of the

RNA, and prevents it from migrating into the gel matrix. We also did not observe a visible smear

of RNA material in the samples with hnRNPA1. The absence of a smear suggests that RNA is

bound rather tightly in the aggregates, otherwise we would have expected to observe more RNA

molecules escaping from the aggregates over time.

We found that the manner of incubation of the RNA with the protein prior to loading on the gel

made a di�erence (see Figure 5.3(A)). With 2min incubation at 30 ◦C we observed that more ma-

terial accumulated in the gel pocket in the samples with hnRNPA1. Without this short incubation
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at elevated temperature we observed faint bands in the gel, where previously we saw no bands with

incubation at 30 ◦C. Also at lower hnRNPA1 concentration (20µM) some resolved RNA-protein

complex bands were observed on the gels (see Appendix C). This demonstrated that not only the

stochimetric ratio between RNA and protein, but also the absolute concentration of hnRNPA1 is

critical. Given the increased aggregation upon incubation at elevated temperature, there may be a

kinetic barrier on the pathway from small aggregates that are still able to penetrate the gel matrix,

to immobile, large (perhaps even on the size scale of liquid droplets) aggregates.

We performed concentration ramp experiments with the RNAs and hnRNPA1, to determine

whether an excess of RNA is able to dissolve the aggregated state, for example by saturating

the binding sites on hnRNPA1. The results at 40µM hnRNPA1 concentration without sample

incubation at 30 ◦C are shown in Figure 5.3(B). We found instead of the expected decrease in

sample aggregation, that at a �xed protein concentration less RNA material is able to migrate into

the gel at higher RNA concentrations (both RNAgg and RNAaa), when the protein concentration

was 40µM. At lower hnRNPA1 concentrations this was not observed (see Appendix C). The RNA

seems to be sequestered in a protein-bound state more e�ciently at higher RNA concentrations,

and at the highest RNA concentration virtually no free RNA was observed in the gel. This in-

dicates that a cooperative process occurs in RNA interaction with full length hnRNPA1. When

incubating hnRNPA1 with intermediate excesses of RNAaa we observed at least two weak, resolved

bands that migrate slowly into the gel. The bands appeared also with RNAgg, but are even fainter,

more smeared and seem to migrate slightly faster. We found that changing the concentration of

the amino acids R/E in the bu�er also a�ected the apparent e�ciency of hnRNPA1 to sequester

the short RNAs in a state that does not migrate on the gel. At higher R/E concentration and (see

Appendix C).

Confocal microscope imaging We complemented the EMSA assays with confocal imaging,

as is shown in Figure 5.3. As was demonstrated in Chapter 3, full length hnRNPA1 is able to

induce LLPS and form LDs also in the absence of RNA, if the concentration of the bu�er additives

arginine and glutamate (R/E) is reduced. But in the dispersion bu�er (50mM sodium phosphate,

pH 6.5, 100mM R/E, 0.2% low melting agarose) we observed only very few, very small droplets.

Note that we expect the mixing of the samples with the heated low melting agarose bu�er to have a

similar e�ect as the incubation at slightly elevated temperatures which we described in the EMSA

experiments. When mixing solution of hnRNPA1 in dispersion bu�er with either one of the four

di�erent RNAs at a slight molar excess of hnRNPA1 the samples immediately became very turbid

upon mixing. In the confocal images we see many, large (tens of micrometers) droplets. Note

that in the agarose stabilised conditions we could observe the droplets stably for at least three

hours (no longer time was tested), and occasionally we were able to observe slow migration of the

large droplets in the matrix as well as droplet fusion. This con�rms that the observed droplets

remain liquid. At these high protein concentration we could observe no di�erences between the

limiting cases of the systematic RNA series (RNAaa versus RNAgg). We are currently performing

systematic experiments with the di�erent RNAs at lower protein concentration, to see if there are

small di�erences in the RNA-induced LLPS behaviour at the early stages of LLPS (small droplets).
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1:2 RNAgg (RNA:protein) 1:1 RNAgg (RNA:protein + hnRNPA1-Alexa488)

25 µM hnRNPA1

10 µm

A

10 µm 10 µm

transmission
=488 nmλ

fluorescence
>500 nmλ

25 µM hnRNPA1 25 µM hnRNPA1B C

Figure 5.4: Confocal images of 25µM hnRNPA1 solutions (with 5mM DTT) stabilised with 0.2%

agarose (A)+12.5µM RNAgg (B,C) +25µM RNAgg, and wild-type hnRNPA1 doped with ∼
0.5µMmaleimido-Alexa-488 labelled (unspeci�c) hnRNPA1 (B) imaged in transmission mode with

a low-pass �lter cuto� of 490 nm; (C) same imaging site in re�ection mode imaged with high-pass

�lter cuto� of 500 nm; the arrows indicate droplets that are in the focal plane.

Fluorescence doping To estimate the distribution of RNA and protein between the LD phase

and the the surrounding bu�er phase, we performed �uorescence doping experiments (see Fig-

ure 5.4). For this we admixed ∼ 0.2 % hnRNPA1 that was unspeci�cally labelled at surface

exposed amino groups with maleimido-Alexa-488. The experiments were performed at 25µM pro-

tein concentration at 1:2, or 1:1 RNAgg to protein molar ratios. In both situation we observed

the formation of many, small (some even smaller than 1µm) LDs. In transmission mode at the

excitation laser wavelength we observed the droplets as dark spots when they are exactly in focus.

The dark spots are typically enclosed by a bright zone. Droplets that are slightly out of focus are

typically observed as bright spots surrounded by a dark circle. Note that this was also observed for

the small droplets formed by hnRNPA1 in the absence of RNA. In �uorescent mode we observed

that LDs that are in focus are uniformly �uorescent in the interior of the LD at the available

resolution. Assuming that �uorescence quenching e�ects are not dominating, we can conclude that

�uorescently labelled hnRNAP1 is enriched in the interior of the LDs, as was expected. [218]

5.2.2 DEER with singly spin-labelled hnRNPA1

To complement the macroscopic sample characterisation by EMSA and imaging, we performed

DEER experiments with MTSL-labelled single Cys mutants of hnRNPA1, which we already char-

acterised in the dispersed state in Chapter 3. For the �rst series of DEER experiments we directly

used spin-labelled solutions of hnRNPA1-S231R1 (MTSL labelled) without spin dilution. The

results are shown in Figure 5.5, and summarised in Table 5.1.

As a reference state for dispersed, predominantly monomeric protein we used the conditions es-

tablished for free hnRNPA1 in Chapter 3, which is ∼ 25µM protein concentration in dispersion

bu�er with 50% (v:v) d8-glycerol. In these conditions the background decay is slow. We observe a

weak intensity of short distance contributions after background correction (centred around 2-3 nm)
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when performing a single Gaussian �t, but the �t quality is not very good due to the low SNR in

this particular measurement. Note that the low SNR is due to sensitivity issues in that particu-

lar measurement session, and fully equivalent measurements at the same experimental conditions

with better SNR can be for example found in Figure 3.5 in Chapter 3. Addition of RNAgg in

a 1:1 molar ratio after thawing and refreezing of this exact sample resulted in a similarly slow

background decay, but a signi�cantly higher modulation depth. The increased modulation depth

suggests that the formation of small aggregates (dimer, or small oligomers) is increased in the

presence of RNAgg. However, the observation that the background decay remains slow suggests

that there is no formation of extended domains with strong protein-protein interactions (like in

LDs) upon interaction with RNAgg, because this would lead to higher local densities (and thus

a steep background decay). In this case, the SNR and modulation depth are good enough that

distance analysis can in principle be performed (see Figure 5.5(A)), but note that the �t quality

of the form factor �t in the sample with RNAgg with a single Gaussian �t is not very good, so it

is most likely an over-simpli�ed model.

We also performed DEER experiments with agarose stabilisation (0.2% low melting agarose) in-

stead of glycerol (Figure 5.5(B-D)), which matches the conditions for the confocal images shown

in Figure 5.4. Even in the measurement with 2:1 hnRNPA1 excess over RNAgg we observe a very

steep background decay. The short distance range contribution is also observed. It is weaker at

higher RNAgg ratios. Note that the very poor signal-to-noise ratio (SNR) for the long trace in

Figure 5.5(C) is due to very fast transverse spin relaxation in this sample, but unfortunately we

also had a lower DEER echo intensity due to a small loss of sample volume during transfer to

the quartz capillary. In Table 5.1 we also list results for a DEER measurement with an excess

of RNAgg over hnRNPA1 (1:2, protein to RNA), but no detailed analysis of these data is shown,

because the DEER echo intensity was very low in this sample, and the longest possible trace we

could measure was only 1.5µs (which still lead to a very low SNR). In this sample we can exclude

loss of sample as an explanation for the very low DEER echo intensity, and it thus further con�rms

that the fast transverse relaxation is related to the presence of RNA, as we already saw in the

sample with the 1:1 molar ratio.

When incubating with a 1:1 molar ratio of RNAaa, the e�ect on the transverse relaxation time is

weaker, which allows measurement with a better SNR than in the sample with 1:1 molar ratio of

RNAgg. The background decay is slightly slower than with RNAgg.

In the �rst series of experiments with undiluted spin-labelled hnRNPA1-S231R1 we found that

even at low protein concentrations the transverse relaxation of the detected spins was very fast

for the samples with RNA, and only very short dipolar traces could be measured. One possible

explanation for the fast transverse relaxation is the e�ect of the high local spin concentration in

the LLPS state. We should be able to remedy this partially by using only very small amounts

of spin labelled protein in a large bath of wild-type protein (spin doping). First attempts with

a single Cys mutant (S231C), and a double Cys mutant of hnRNPA1 (S182C/S223C) were done

with a 1:20 spin labelled to unlabelled ratio. The results are shown in the Appendix C, but will

not be interpreted in detail, because of concerns about partial spin label detachment during the

sample preparation, as was discussed already in Chapter 3.
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hnRNPA1-S231R1 RNA conditions t2 BG dens. ∆ 〈Nspin〉 〈R〉 σR

[µM] [µM] [µs] [nm] [nm]

25 0 d8-glycerol 3.5 0.022 0.007 1.02 2.833 0.9775

25 25 RNAgg+ 3.5 0.025 0.019 1.03 3.07 1.273

d8-glycerol

25 13 RNAgg 3.5 0.548 0.025 1.73 2.608 1.724

25 25 RNAgg 2 0.373 0.010 1.59 2.334 0.02

25 25 RNAgg 3.5 0.369 0.037 1.16 - -

25 50 RNAgg 1.5 0.278 0.002 1.05 - -

25 25 RNAaa 3.5 0.493 0.016 1.04 1 1.885

Table 5.1: Measurement conditions and �t parameters from single-Cys DEER (S231R1) experi-

ments with no spin dilution shown in Figure 5.5; ∆ is the modulation depth, 〈Nspin〉 is the average
number of spins per EPR active cluster reported by DeerAnalysis, 〈R〉 and σR are the mean value,

resp. width of the �tted single Gaussian distance distribution, t2 is the second refocusing delay in

4p-DEER;
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5.3 Conclusions and discussion

In this chapter we presented results obtained with a combination of EMSA, confocal imaging

and singly spin labelled hnRNPA1 to unravel molecular interactions in oligonucleotide induced

LLPS of hnRNPA1 in the presence of short ssRNAs. The addition of even sub-stochiometric

amounts of any one of the four short RNAs used in this work lead to increased LLPS at a large

range of hnRNPA1 concentrations (20-100µM). This was observed in bu�er conditions where

free hnRNPA1 was shown to be predominantly monomeric (dispersion bu�er). At higher RNA

we observed larger droplets and no more migration in the gels in EMSA experiments. This was

found to be temperature dependent, and short incubation at elevated temperature lead to reduced

migration in EMSA experiments.

We saw that with characterisation at the macroscopic level by confocal microscopy imaging we

could clearly identify the sample state (LLPS vs. dispersed). Fast formation of very large LDs was

observed upon addition of RNA to 100µM hnRNPA1, and we saw no di�erences in the morphology

of the LDs between the RNA with and without optimal binding sites (RNAgg vs RNAaa). At low

hnRNPA1 concentrations (25µM), we observed LLPS upon addition of RNAgg and RNAaa as

well, but the observed droplets were signi�cantly smaller. Most likely this is because the LD

size distribution that we observed in the images is governed by droplet di�usion kinetics in the

agarose stabilised conditions. Since the imaging experiments were performed in the presence of

0.2% agarose, macroscopic di�usion is strongly inhibited after the agarose gel has set. This was

con�rmed by imaging the same droplets for several hours, without observing noticeable di�usion.

We currently have no accurate values of the cooling and setting rates, but due to the small sample

volumes we observed set gels on the scale of a few tens of seconds. Most likely the the formation of

large LDs (>10 µm) is dominated by droplet fusion rather than growth from the bu�er reservoir of

protein. Thus after the initiation of LLPS (e.g. by the mixing with RNA), the growth of large LDs

is truncated as soon as the agarose bu�er has set. It seems that at higher protein concentrations

the initial fusion rate is faster, which is plausible because the average distance between molecules

and small droplets that need to di�use in order to fuse is also expected to be shorter.

Fluorescently labelled hnRNPA1 was enriched inside the LDs compared to the surrounding bu�er.

DEER experiments with singly spin-labelled hnRNPA1 (MTSL labelled in the IDD at site 231) in

dispersion bu�er with glycerol as cryo-protectant con�rmed that the presence of RNAgg increased

the amount of protein-protein contacts. However, the presence of glycerol seemed to prevent

LD formation, because we observed a slow DEER background decay also in the sample with

added RNAgg, which implies that the local spin concentration was low. A corresponding confocal

microscopy imaging series with the addition of RNA in the presence of glycerol is planned to

con�rm this hypothesis. High local spin concentrations were observed upon RNAgg and RNAaa-

induced LLPS without glycerol. This is in agreement with the formation of the many, but small

LDs observed in imaging. Minor di�erences were observed in the DEER traces between addition

of RNAgg versus RNAaa. The latter seemed to have a weaker e�ect on hnRNPA1 (less steep

background decay) at equivalent molar ratios.

The major challenges that need to be addressed in future DEER experiments are sample homo-

geneity (e.g. quanti�cation of the e�ect of freezing conditions and cryo-protectant), and methods
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to deal with the fast transverse relaxation in the LLPS samples, which prevents acquisition of long

dipolar evolution times. In the latter direction we performed a �rst series of tests where we added

a small amount of spin labelled (single-Cys) hnRNPA1 into wild-type hnRNPA1. In this series

we can currently only interpret local spin label distributions, because potential partial spin label

cleavage from the labelling site may have occurred. The di�erences between the sample conditions

are mostly found in the �tted longitudinal relaxation rate of the spins, which was fast in all samples

except for the samples with RNAgg. In the future it may be necessary to explicitly account for

relaxation �ltering e�ects due to di�erent relaxation rates of proteins in the LD state and resid-

ual dispersed protein. Some di�erences in the background decay of the DEER experiments were

observed with di�erent RNAgg concentrations, and with RNAaa.

In summary, our results show that the combination of confocal imaging and dipolar spectroscopy

with spin labelled samples is a powerful approach to quantify and structurally characterise biomolec-

ular interaction in RNA-induced LLPS.

5.4 Materials and Methods

Protein puri�cation and spin labelling For protein puri�cation and spin labelling with MTSL

we refer to the Methods section in Chapter 3, since the same protein preparations were used in

this study.

Oligonucleotides The ssRNA sequences that were studied by Beusch et al. [26] are shown in

Figure 5.2. The oligonucleotides were purchased from Dharmacon, USA, and were supplied as

lyophilised aliquots with 2'-protection. The 2'-deprotection was performed according to the pro-

ducers manual. After the �nal lyophilisation step the olionucleotides were dissolved (1mM) in

double distilled H2O, and stored at -20 ◦C until usage.

LLPS sample preparation An appropriate amount of wild-type hnRNPA1 in dispersion bu�er

was present in a Eppendorf reaction tube (dispersion bu�er: 50mM sodium phosphate, pH 6.5,

100mM L-arginine, 100mM L-glutamate; in the following amino acids in the bu�er are shortened

to 'R/E'). The protein stocks were thawed from -80 ◦C, and pelleted for 10min at 20'000 rcf (20 ◦C)

to remove any potential aggregates. For the spin dilution experiments the spin labelled hnRNPA1

mutant in dispersion bu�er was mixed with the wild-type protein. The mixture of wild-type and

spin labelled protein was incubated at ambient temperature for 2min to allow for mixing. RNA

free-samples were made by directly mixing with deuterated bu�er (dispersion bu�er, or other,

depending on desired phase separation state, supplemented with 0.2% low melting agarose, heated

to 40 ◦C). Due to the small sample volumes we expect the �nal solution after mixing with the

ambient temperature bu�er to cool quickly, and indeed we observed a stable gel within a few seconds

after mixing. RNA-protein mixtures were made by diluting the RNA �rst in deuterated bu�er

(supplemented with 0.2% low melting agarose (w:v), heated to 40 ◦C) to the desired concentration,

and the mixing with the present hnRNPA1 by gentle pipeting. In some DEER samples (see main

text) we did not use agarose stabilisation. In these samples we added 50% (v:v) d8-glycerol directly

to the protein solution after dilution with the bu�er.
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Imaging Unless stated otherwise, imaging was performed at the ScopEM facility with a Leica

SP8 STED super-resolution inverted confocal microscope (water-immersion objective). 15µ sample

were prepared for each condition (always with 0.2% (w:v) low melting agarose) and loaded onto

an uncoated ibidi µ-well (ibidi) plate slot. Imaging was performed at ambient temperature, in

transmission mode or re�ection mode. For the �uorescence doping experiments we incubated

hnRNAP1 with ∼ 5 x molar excess of maleimido-Alexa-488 (Thermo Fisher) in 50mM Tris, pH

8.0, 1M NaCl. After incubation at ambient temperature in the dark for two hours the remaining

unbound dye was washed out with a gravity �ow desalting column (Thermo Scienti�c TM Zeba

Spin 7KDa MWCO). The labelled protein was �ash frozen in aliquots and stored at -80 ◦C. The

thawed aliquots were pelleted at 20'000 rcf (20 ◦C) prior to each use, to remove aggregated material

that was sometimes encountered after thawing.

DEER measurements Samples for DEER were loaded into 3mm (outer diameter) quartz cap-

illaries (New Era), and �ash frozen by contacting with liquid-nitrogen pre-cooled iso-pentane.

Samples were stored in liquid nitrogen until measurement. DEER measurements were performed

at a home-built high-power Q-band spectrometer (≈ 34GHz) controlled by a Bruker Elexsys E580

bridge in a home-built TE001-type resonator for over-sized (3mm) sample tubes. [238] All pulse

lengths were set to 16 ns. A frequency separation of 100MHz was used in the DEER experiments.

The �rst refocusing delay was τ1 = 400ns in all measurements, the second refocusing delay was set

to a value where the echo intensity was approximately 10% of the initial intensity. The choice of

shot repetition time (srt) was based on monitoring echo attenuation of a standing DEER echo. For

faster averaging, we accepted srts that slightly suppressed the echo at full recovery (by less than

10%). The srt values of either 2ms or 4ms were used. Relaxation measurements were performed

(see Appendix C) with 16 ns π/2, and 32 ns π pulse lengths. Transverse relaxation was quanti�ed

with the Hahn echo decay experiment, and longitudinal relaxation with the inversion recovery

experiment (see Chapter 2). Unless stated otherwise, data were acquired at the maximum of the

nitroxide Q-band spectrum. The data were phase-corrected to minimise the absolute value of the

imaginary part, and the constant o�set was subtracted for plotting. Data �tting was performed

with a single exponential, a bi-exponential, and a stretched exponential model, and the results are

reported in Appendix C.

EMSA shifts Oligonucleotide binding was studied with wild-type hnRNPA1 and UP1 using

electromobility shift assays (EMSA). No agarose was used in the bu�er. We used 10% acrylamide

(29:1, mono:bis-acrylamide) separation gels with 0.5 x TBE bu�er at pH 7.5, and 120V input

voltage for 20min in each case. 5µl sample were loaded per well (BioRad electrophoresis system).

Staining was performed with a toluidine solution in water (oligonucleotide stain) and washing with

deionised water.
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Chapter 6

Using spectroscopically orthogonal spin la-

bels to study biomolecular interactions

As we have discussed in the previous chapters, EPR, and in particular pulsed dipolar spectroscopy

can contribute to the characterisation of the distribution of molecular conformations, which is

particularly valuable in (partially) disordered biomolecules. But we have also showed situations

where the interpretation of PDS experiments becomes increasingly complex, because intermolec-

ular interactions are frequent, and contribute with distances that are in the same range as the

intramolecular spin label distances. This situation may for example be encountered in high-density

protein condensates (compare Figure 1.1 in Chapter 1). In this chapter we describe how EPR with

spectroscopically orthogonal spin labels can be exploited for monitoring biomolecular interaction

in complex, and (strongly) interacting systems. Spin labels are considered spectroscopically `or-

thogonal' if the intrinsic spectral di�erences between the paramagnetic centres can be exploited

for selective excitation. [96,313]

Scope of this chapter The content of this chapter is based on the publication Ritsch et al. [251],

which is here shortened and edited for consistency. We introduce additional considerations for

performing PDS with spectroscopically orthogonal spin labels and illustrate the spectroscopic dif-

ference between selected common EPR spin label types. As an example we show results obtained in

a rigid and stable protein complex with a nitroxide and a Gd(III)-based spin label. The materials

and methods can be found at the end of the chapter. The section in the publication [251] on the

RIDME optimisation with Cu(II)-nitroxide molecular rulers is omitted here, as it will be treated

in a separate, detailed chapter (Chapter 7).
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Figure 6.1: (A) Pulse sequence for 4-pulse DEER, and (B) for RIDME; DEER is a two-frequency

experiment (blue νo and νp), the RIDME experiment uses pulses at only one frequency (green

νo) (C) Echo-detected EPR (EDEPR) spectra of MTSL (orange) and maleimido-[Gd(III)-DOTA]

(dark blue) at Q-band, and approximate excitation band of a rectangular pulse (grey). Typical

pump (blue νp) and observation (blue νo resp. blue νo) positions for DEER and RIDME are indi-

cated. The three shown DEER setups are optimised to detect nitroxide-nitroxide (solid arrows),

nitroxide-Gd(III) (dashed arrows), resp. Gd(III)-Gd(III) (dotted arrows) dipolar couplings. (D)

In a sample where two potentially interacting components are labelled with spectroscopically or-

thogonal spin labels we can distinguish di�erent interaction combinations by performing selective

PDS experiments (compare solid/dashed/dotted arrows in Panel (C)).

6.1 Introduction

One of the strengths of pulsed dipolar spectroscopy (PDS) is that distances can be determined

in biomolecules that are labelled with the same type of spin label at two sites. However, identi-

cal labels can also be of disadvantage, if the biomolecules are aggregation prone or self-interact.

Whenever many spin-labelled molecules are in close proximity (within the sensitive range of dipolar

spectroscopy of ∼1.5-10 nm), short-range intermolecular distance distribution peaks appear, which

cannot be distinguished directly from intramolecular distance peaks. This means that control

experiments using singly-labelled proteins, and/or spin dilution experiments are required to disen-

tangle the underlying intra-molecular distance distributions. The required degree of spin dilution

has to be determined case by case. For strongly interacting or aggregating biomolecules it may be

necessary to use very low ratios of labelled to unlabelled biomolecules, which reduces sensitivity.

An elegant alternative possibility to monitor the aggregation state is to use spectroscopically

orthogonal spin labels. These are either attached at di�erent sites of one single biomolecule,

or, if the study involves more than one type of biomolecule in a complex, each type of biomolecule

is labelled with a speci�c spin label spectroscopically distinguishable from the other spin labels. In

either case we can determine the aggregation state of the sample by performing a PDS experiment

which will reveal a distance distribution if the biomolecules interact with each other, as is illustrated

in Figure 6.1. [195,313] In such experiments we not only see if there are intermolecular interactions
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Figure 6.2: EDEPR spectra of frozen samples of paramagnetic centres; (A) the spectra of [Cu(II)-

PyMTA] (dark blue) and nitroxide (orange) are spectrally separated. (B) The spectra of [Gd(III)-

PyMTA] (blue) and nitroxide (expected at the position of the orange star) would overlap, but the

nitroxide is suppressed with the chosen pulse settings (shot repetition rate: 100µs, pulse power

optimised for Gd(III)). (C) Suppression of the nitroxide can also be achieved with respect to

[Mn(II)-PyMTA] (green), but a weak residual intensity in the Mn(II) spectrum is still observed

(indicated by orange star). (D) Nutation pro�les measured on the maxima of Gd(III) (dark blue,

measured with a pulse attenuation of 12 dB), and nitroxide (orange, 0 dB). A very similar nutation

pro�le for Gd(III) (high spin) and nitroxide (low-spin) is observed because the pulse power for the

Gd(III) measurement was reduced by a factor of four w.r.t. the nitroxide measurement.

present at all, but we also get distance information associated with the interaction. SDSL with

orthogonal spin labels is very powerful, when two components (e.g components X and Y) of a

complex interact with each other, but also interact with themselves. PDS with only one type

of spin label could not distinguish the two situations, but if the components are labelled with

spectroscopically orthogonal spin labels we can di�erentiate all three possible combinations, X-X,

X-Y, Y-Y, in a sample. Clearly, selective excitation of the two species must be su�ciently good to

have this bene�t. The appropriate choice of spin label combination, however, mostly depends on the

biological question at hand. Some metal ion complexes, for example Gd(III) complexes or trityls,

are more stable than common nitroxide-based spin labels in reducing environments, which are

encountered for example in the cellular cytoplasm in in cell experiments. [16,51,119,202,243,308] Active

research is going on to develop more stable nitroxides for such applications. [113,131,155,167,233,301]

Other considerations are hydrophobicity, charge state or bulkiness of the spin label, all of which

can disrupt protein folds, or inhibit interactions if chosen unsuitably.

6.1.1 Selective excitation

To illustrate selective excitation, which is the prerequisite for spins to be considered spectroscopi-

cally orthogonal, we show the EPR spectra of four di�erent EPR-active species (a nitroxide, resp.

Cu(II)-, Gd(III)-, or Mn(II)-based metal ion complexes) in Figure 6.2. As can be seen, the spectral

shape and width of the EPR spectra are very diverse. In a biomolecule or biomolecular complex

with a set of di�erent spin labels attached at di�erent sites, we can selectively excite the two types

of electron spins by choosing the appropriate resonance frequency and microwave pulse power, or

by their relaxation properties. [96,306,313] Not surprisingly, very good spectroscopic selection can be
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achieved if the EPR spectra of the two spin labels do not overlap. However, even if there is partial

overlap we observe in general that the longitudinal relaxation of metal ion complexes is much faster

than that of organic radicals at any given temperature. This can be exploited to achieve suppres-

sion of the signal from a simultaneously present organic radical (such as a nitroxide) by choosing

very fast experiment repetition rates. The slowly relaxing spins are then saturated and thus only

weakly observed (compare Figure 6.2). Such intentional saturation of spin transitions, as well as

other spectroscopic �ltering methods based on di�erences in longitudinal relaxation can be used

in combination with many pulsed EPR experiments. [195,199,313] Transverse relaxation properties

between paramagnetic species di�er as well, but the di�erences are typically much smaller than

for longitudinal relaxation. Paramagnetic species can also be separated by the total spin quan-

tum number S. Spin transitions of high-spin paramagnetic centres (S >1/2) are characterised by

a larger transition moment and thus require less microwave power to be excited, as compared to

the case of low-spin paramagnetic centres. The optimal power for inversion can be, for example,

determined by a nutation experiment, in which the duration of an inversion pulse is incremented

at �xed microwave pulse power. Such pulse optimisations are useful when selectively exciting

high-spin metal ion-based spin labels (often Gd(III) or Mn(II)) in the presence of nitroxides. [306]

6.1.2 Spectroscopically orthogonal spin labels in PDS

Over the last decade there were many important advances in the development of PDS experiments

with pairs of spectroscopically orthogonal spin labels. In the following we discuss additional con-

sideration when using the DEER or the RIDME PDS method with spectroscopically orthogonal

labels. For a general introduction to dipolar coupling and PDS methods please see Chapter 2.

In DEER, we need to place pulses at two di�erent frequencies (pump νp and detection νd fre-

quencies) within the combined EPR spectra of the two spin labels. The method works best when

the pump and detection bandwidths together cover a substantial fraction of the EPR spectra.

However, overlap of the microwave pulse bandwidths must be avoided because it leads to sig-

nal reduction and may introduce artefacts. [47,253,282,285] This excitation band separation may be

more easily achieved, if the two EPR spectra of the pumped and the detected spin do not over-

lap. Experimental complications for the DEER experiment appear, however, when the frequency

gap between the EPR spectra of the spins becomes too large. The limiting factors are excitation

and detection bandwidths. As a guideline, with the newest broadband spectrometers, equipped

with arbitrary waveform generators (AWGs) [75,277], a pulse bandwidth of about 1.5 GHz can be

achieved, [73] which is more than ten times larger than the bandwidth of rectangular microwave

pulses in the previous generation of spectrometers (∼ 100MHz). The latter is easily su�cient for

nitroxide-nitroxide distance measurements, but it is too narrow-banded for e�cient excitation of

spin labels based on metal ion centres, which have signi�cantly broader EPR spectra.

Metal ion � nitroxide spin pairs were among the �rst investigated combinations. [226] For DEER

experiments on such systems it is suggested to pump the nitroxide spin and to detect the metal

ion spin. This is favourable in most situations in terms of longitudinal relaxation properties and

maximises the fraction of inverted spins. Broad-band excitation schemes can strongly increase the

sensitivity. [77,78] Gd(III)-nitroxide DEER was early recognised as a suitable technique for spectro-
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scopic selection (compare Figure 6.1). [151,193,314] The pulse setup optimisation takes into account

that unwanted excitation of the detected metal ion spins by the pump pulse on the nitroxide

can lead to partial suppression of the detected echo. [96,97,314] Also Cu(II)-Cu(II) [292] and Cu(II)-

nitroxide [226] DEER were developed. For the former a systematic comparison between the sensi-

tivity of ultra-wideband (UWB) DEER and RIDME was recently reported. [48] It was found that

`orientation selection' can interfere with data interpretation when using sti� molecular rulers. This

arises because the kernel-based data analysis usually assumes a random distribution of spin-pair

orientations contributing to the data (Pake powder averaging over the dipolar angle θ), and we

observe artefacts if this is not ful�lled due to experimental reasons. [22,32,33,226,292,309] Several stud-

ies were dedicated to compensating for this e�ect. [44,103,208] Considerable e�ort was also invested

in the enhancement of detection sensitivity for metal ion-based spin labels. This includes a spin

pre-polarization technique for PDS experiments with detection on high-spin metal ions. [77]

The RIDME experiment exploits a di�erent principle for achieving inversion of the B spin, which

is particularly promising for the combination of organic radicals with paramagnetic metal ion

centres. The non-equilibrium magnetization of the A spins is stored along the direction of the

static magnetic �eld for a �xed part of the pulse sequence. During this period, the B spins �ip

stochastically with a certain probability, depending on their longitudinal relaxation time. RIDME

requires pulses at only one microwave frequency, and B spin inversion is thus not limited by

the bandwidth of an additional pump pulse. The possibility to use the RIDME technique for

detecting distance distributions between high-spin metal centres was demonstrated on molecular

rulers. [161�163] In RIDME with high-spin centres, higher orders of spin inversion (with an e�ective

total change of magnetic quantum number ∆mS > 1) can occur. Such dipolar evolution data can

still be analysed in terms of distance distribution by applying a slight modi�cation to the kernel

function, as was demonstrated with a calibration for Gd(III) and Mn(II)-based spin labels. [161,162]

RIDME measurements on metal ion-nitroxide spin pairs were reported, where, in contrast to

DEER spectroscopy, the optimal detection position is on the nitroxide spin. [3,15,32,33,208,250] This is

dictated by the relaxation properties of metal ion and nitroxide spins, but typically also favourable

in terms of transverse relaxation and reduced orientation selection.

6.2 The Rpo4-Rpo7 complex as a model system

In this section, we demonstrate the application of PDS with spectroscopically orthogonal nitroxide

and Gd(III)-based spin labels, to identify intra-subunit and inter-subunit distance distributions

in a protein complex. We use the complex between subunits Rpo4 and Rpo7 (formerly known as

subunits F and E) of the archaeal RNA polymerase of E. jannaschii as a model system, which is well

characterised by other structural and biochemical methods. [13,109,118,204] The complex was found to

be stable and fairly rigid. [168] Previous studies on this model system include an early contribution to

the in silico modelling of DEER and �uorescence data, [168] and the �rst experimental demonstration

of a PDS correlation experiment between three nitroxide spins in terms of a distance correlation

map using the Triple Electron Resonance (TRIER) experiment. [240,241] Our labelling strategy for

this study is shown in Figure 6.3. Both cysteine mutated subunits were spin labelled individually



6

Chapter 6. Using spectroscopically orthogonal spin labels to study biomolecular interactions 111

A B

C36R1
G63R1

K123R1Rpo4
Rpo7

K123[Gd(III)-DOTA]

C36R1

G63R1

C

Figure 6.3: (A) Scheme for SDSL sample preparation of the Rpo4/7 complex. The subunits can be

conveniently labelled individually with spectroscopically orthogonal spin labels prior to complex

formation. (B) Visualisation of rotamers probability distribution `clouds' generated with MMM [237]

of MTSL simulated at 298 K attached to residues 36 and 63 in Rpo4 (purple) , resp. residue 123

in Rpo7 (blue) in the Rpo4/7 complex (pdb: 1GO3 [118]).

in the fully denatured state (in bu�er with 6 M urea), which alleviated any accessibility issues,

and typically resulted in very high labelling e�ciencies. Complex formation was achieved by a

refolding step. In Figure 6.3 we show the X-ray crystallographic structure [204] of the Rpo4/7

complex that was in silico modi�ed to carry spin labels (e.g. MTSL-labelled (=R1) at positions

Rpo7: K123R1, and Rpo4: C36R1, G63R1). The probability distribution of the location of the

electron spin relative to the protein backbone is calculated using a rotamer library approach and

visualised as coloured clouds. [237] The corresponding three possible simulated spin-spin distance

distributions (Rpo7: K123R1‖Rpo4: C36R1, Rpo7: K123R1 ‖ Rpo4: G63R1, and Rpo4: C36R1

‖Rpo4: G63R1) are well-separated (see Figure 6.4), and spread over a large range of distances (2 nm
� 6 nm). The nitroxide-nitroxide DEER experiment on the protein complex labelled with MTSL

at all three sites, was performed on a frozen sample measured at a temperature of 50K at Q-band

frequencies (34GHz) (see Figure 6.4). The distance analysis reveals three resolved distance peaks.

From this experiment alone, however, it is impossible to tell which of the three peaks corresponds

to the Rpo4-internal distance (Rpo4: C36R1-G63R1) and which peaks correspond to the inter-

subunit distances (Rpo4:C36R1, resp. G63R1 ‖ Rpo7:K123R1). Because we are dealing with a

three-spin system, and because the intramolecular dipolar evolution signal in DEER is a product of

contributions from all possible pair-wise spin combinations, additional sum and di�erence frequency

terms of the dipolar coupling frequencies appear. [111,145] These terms lead to so-called `ghost peaks'

in the distance distribution. Computational data analysis approaches to reduce the intensities

of such ghost peaks have been introduced. [111] Experimentally, we can suppress the sum and

di�erence terms because they depend quadratically on the pump pulse inversion e�ciency. [111,145]

Accordingly, by using an attenuated pump pulse we suppress multi-spin e�ects and the shortest

and the longest distance peaks observed in the triple MTSL-labelled sample are shifted to longer

mean distances. The relative intensities of the two components in the central distance peak are

also a�ected. Unfortunately, this also leads to a substantial reduction of the modulation depth and

hence of the signal-to-noise ratio. One could also reduce multi-spin e�ects by `spin dilution', which

could simultaneously help to resolve the peak assignment issue, again at the cost of signal-to-noise
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Figure 6.4: (A) Simulated distance distributions between the chosen labelling sites (R1=labelled

with MTSL, Gd=labelled with maleimido-[Gd(III)-DOTA]). (B) Experimental form factors

F (t)/F (0) and �ts (red) obtained with nitroxide-nitroxide DEER with full inversion pulse power

(dark blue) and attenuated inversion pulse powers (middle and light blue, relative attenuation

of inversion pulses in dB) measured on the triple MTSL-labelled complex of Rpo4 (36R1, 63R1)

/Rpo7 (K123R1); (C) Fitted distance distributions and expectation from simulation (grey area) ob-

tained from the nitroxide-nitroxide DEER in panel (B). (D) F (t)/F (0) (yellow) and �t (black) from

nitroxide-nitroxide DEER in the triple labelled protein complex with spectroscopically orthogonal

spin labels (Rpo4 (36R1, 63R1) /Rpo7 (K123[Gd(III)-DOTA])). (E) F (t)/F (0) (red) and �t (black)

from nitroxide-Gd(III) DEER obtained with the same sample; (F) distance distributions obtained

with the spectroscopically orthogonal spin-label protein complex (yellow: nitroxide-nitroxide, red:

nitroxide-Gd(III)); the distance distribution from the sample labelled only with MTSL is overlaid

(blue).

ratio. [5] Exchanging one of the nitroxides for a Gd(III)-based spin label, which is spectroscopically

orthogonal as discussed above, can solve this problem in an elegant and reliable way, as has already

been demonstrated in earlier works. [105,106,149,193] Here, the subunit Rpo4 with two labelling sites

(C36, G63C) was labelled with MTSL and the subunit Rpo7 with one labelling site (K123C) was

labelled with maleimido-[Gd(III)-DOTA]. The PDS data and distance distributions of this sample

with mixed spin labels are shown in Figure 6.4. With the nitroxide-nitroxide DEER experiment

we �nd only one peak, centred at RNO−NO=4.5 nm which corresponds to the central peak in the

distance distribution obtained with the triple MTSL-labelled sample. We have thus identi�ed this

peak as the intra-subunit distance within Rpo4. In an application study this distance could be used

as a reporter distance that monitors whether the subunit undergoes some structural rearrangement

upon complex formation or substrate binding (distance before complex formation not shown here).



6

Chapter 6. Using spectroscopically orthogonal spin labels to study biomolecular interactions 113

The complementary DEER experiment to measure inter-subunit distances between nitroxide and

Gd(III) was performed at 10 K (instead of 50K for nitroxide-nitroxide DEER), with di�erent

pump and detection positions, [49,131] illustrated in Figure 6.4. As expected, we �nd two peaks

in the distance distribution, at RGd(III)−NO,1=3.5 nm and RGd(III)−NO,2=6-7 nm. The overlay of

the distance distributions obtained with the two samples is shown as well. We clearly see that

all three peaks found for the triple MTSL-labelled sample were also detected in the combined

results from the samples with the combination of nitroxide and Gd(III)-based spin labels. We

furthermore observe that the best agreement is found with the trace that was measured with the

suppression of ghost peaks. For the nitroxide-nitroxide DEER, ghost peaks are absent because we

only have two nitroxide moieties per protein complex. Contaminations due to Gd(III) excitation

by detection and pump pulses are in principle possible, but they are very weak in nitroxide-

nitroxide DEER due to (i) the fast relaxation of Gd(III) at 50K, and (ii) the strong di�erence in

the microwave power required for the excitation of nitroxides and Gd(III) centres. For the case of

Gd(III)-nitroxide DEER there are still ghost peaks present because two di�erent Gd(III)-nitroxide

pairs contribute per protein complex. However, the number of combination frequencies is reduced,

from six for the triple MTSL-labelled sample to two for Gd(III)-double MTSL-labelled sample.

Furthermore, in the given experiment the two detected real distance peaks have very di�erent

mean distances, and thus a very strong di�erence in the corresponding dipolar frequencies. As

a result, the two ghost peaks nearly coincide with the short distance peak (around 3 nm), which

corresponds to about eight times larger dipolar frequency than the longer-distance peak (around

6 nm). Any type of selective Gd(III)-Gd(III) PDS experiment (e.g. Gd(III)-Gd(III) RIDME or

DEER) would complete the set of available PDS measurements in the orthogonally spin labelled

sample, and provide information on possible aggregation of Rpo4/7 complexes. In our example,

we did not expect such aggregation and skipped this step. In the present case, we would expect to

observe a smooth intermolecular decay in the Gd(III)-Gd(III) PDS experiment, where the decay

rate depends on the volume concentration of protein dimers and on the particular settings of the

PDS experiment.

6.3 Application to hnRNPA1

In Chapter 5 we showed experimental results obtained with the human splicing factor hnRNPA1

in combination with short single-stranded RNA molecules. Interaction with the RNA was found

to induce enhanced protein-protein interactions, and in many conditions LLPS was observed. In

the liquid droplets we found high local concentrations of spin label, and therefore with just one

spin label type we are limited to collecting information from just one single spin labelling site

per sample. Disentangling structural or interaction information from more than one spin label

site would not be possible. We can, however, label two di�erent batches of hnRNPA1 cysteine

mutants independently, and use spectroscopically orthogonal spin labels. This was done with the

spin label pair MTSL (at position 182), and maleimido-Gd(III)-DOTA (at position 231). The

experimental design and the results are shown in Figure 6.5. After spin labelling we mixed the

proteins with the two di�erent spin labels at the two di�erent sites (proteins were mixed to a �nal
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concentration of 40µM each, thus 80µM total protein concentration). On these samples we can

simultaneously monitor three di�erent intermolecular distances: (i) the inter-RRM distances by

the nitroxide-nitroxide DEER experiment between the MTSL-labelled sites 182, (ii) the IDD-IDD

distance with Gd(III)-Gd(III) DEER between sites 231, and (iii) the IDD-RRM distances with the

nitroxide-Gd(III) DEER experiment. We measured these three DEER experiments in conditions

where the samples are dispersed at ambient temperature, to allow mixing of the components. We

then induced LLPS by incubation at +4 ◦C, where the samples became turbid (LDs con�rmed

by imaging, but due to fast sample warming upon loading to the microscope only few droplets

were imaged, see Figure 6.5), and froze the samples by contacting with liquid-nitrogen pre-cooled

iso-pentane directly from the cold state (+4 ◦C). The orange DEER traces in Figure 6.5(C) were

obtained in samples without RNA, for the purple traces we added a short ssRNA (1:1 molar ratio,

for sequence see �gure caption). Due to the much smaller ratio of the inversion pulse bandwidth

and the spectral bandwidth of the pumped spin in the nitroxide-pumped experiments (NO-NO,

and NO-Gd(III) DEER), compared to the Gd(III)-pumped experiment (Gd(III)-Gd(III) DEER),

we expect a smaller inversion e�ciency for the latter. Taking this into account we observed

a comparatively steep DEER signal decay for the inter-RRM experiment (NO-NO), as well as

the inter-IDD experiment (Gd(III)-Gd(III)), and a weaker decay for the RRM-IDD experiment

(Gd(III)-NO). In particular, the di�erence between the NO-NO DEER and the NO-Gd(III) DEER

is signi�cant, because the pump pulse is the same in both experiments, and only the detection

position is changed. The changes upon addition of RNA are weak in all three experiments. We see

slightly faster DEER signal decays (i.e. higher local concentrations) for the measurement between

the RRMs and between the IDDs, and a slightly reduced decay for the RRM-IDD distances. The

trace lengths that could be obtained are unfortunately not long enough to perform useful distance

analysis.

At this point we would like to point out that very recently a novel spin labelling approach based on

co-ligand enhanced binding of Cu(II) ions to surface exposed histidine motifs was introduced. [101]

Like many other proteins, the RRM1 of hnRNPA1 in fact naturally carries this labelling motif

(RRM1:H119-H120, see Figure 6.6), but this was not investigated further in this work. It may

be possible in the future to investigate dimerisation properties of wild-type hnRNPA1 with this

new spin labelling strategy using both EPR and PRE, in particular, since the Cu(II) ion is more

narrowly localised than a nitroxide label. Such an approach potentially presents an interesting

starting point for future SDSL experiments with hnRNPA1 and spectroscopically orthogonal spin

labels.

6.4 Conclusion and outlook

We summarised here pulse EPR approaches to study interactions in biomolecular complexes and

aggregates, which depend on spectroscopic selection of di�erent paramagnetic centres. The appli-

cation of such approaches to biological systems of virtually arbitrary size is a powerful method for

the study of complex multi-component systems, especially if the individual components of such

a system can be orthogonally spin-labelled. The use of model systems, such as molecular rulers
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A B

C

NO-NO

NO-Gd(III)

Gd(III)-Gd(III)

Figure 6.5: Orthogonal spin labelling with nitroxide and Gd(III)-DOTA to understand LLPS

of hnRNPA1; (A) sample composition scheme; full length hnRNPA1 was independently labelled

with MTSL at position 182, resp. with maleimido-Gd(III)-DOTA at position 231 (40µM per

component) and LLPS was induced by incubation at +4 ◦C (orange traces); The experiment

was repeated with the addition of a short RNA (same protein concentration, 80µM RNA,

5'-GGCUAGGGUUAUCAAAGUGACUUCU-3', puri�ed and generously provided by Elisabeth

Lehmann, contains optimal binding sites for UP1); (purple traces); (B) pump and detection pulse

setups for DEER with spectroscopically orthogonal spin labels; (C) primary DEER data obtained

with LLPS sample without RNA (orange) and with 1:1 molar RNA (purple) between di�erent sets

of spin labels;

or protein complexes with known structure, has enabled to study the performance of nitroxides,

other organic radicals, and metal ion-based spin labels for PDS experiments. The use of spectro-

scopically orthogonal spin labels can give better con�dence and additional information about the

extracted distance distributions and, often, improve sensitivity. The application of PDS methods

and orthogonal spin labelling to investigate the role of protein domains that do not adopt a �xed

secondary structure in solution (so-called intrinsically disordered domains) was demonstrated on

the example of complex, phase separated sample of the protein hnRNPA1 in the free state, as well

as in an RNA-bound state. Proteins carrying such domains usually cannot be crystallised and the
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Figure 6.6: MMM rotamer simulation of the naturally occurring surface exposed 'double His

motif' [101,139] (H119, H120) in the RRMs of hnRNPA1 for spin labelling with Cu(II)-NTA; one

chain for RRM2 is shown in dark grey, with the modelled Cu(II) positions as red spheres;

broadly distributed distances inherent to the conformational ensembles are di�cult to resolve by

other structural methods.

6.5 Materials and methods

6.5.1 Protein puri�cation and spin labelling

The heat-stable complex of subunits Rpo4 and Rpo7 (also known as F and E, respectively) of the

archeal RNA polymerase of M. jannaschii were puri�ed according to established protocols. [168,303]

For more details see also the supporting information of Pribitzer et al. [241]. The labelling sites

for the Rpo4/7 complex (Rpo4: C36, G63C; Rpo7: V49C) were selected from a larger set of sites

reported in [168], where all pairwise distances from DEER experiments have been measured. The

two subunits, Rpo4 and Rpo7, of the Rpo4/7 complex were individually over-expressed in Es-

cherichia coli following the established protocols. Protein concentrations were determined with a

NanoDrop Spectrophotometer ND-1000 (Witec AG) using the calculated extinction coe�cients [98]

of ε = 29.34L mmol−1cm−1 for Rpo4/7. The individual subunits or the complex of Rpo4/7

were spin labelled with tenfold molar excess of MTSL ((1-oxyl-2,2,5,5-tetramethylpyrroline-3-

methyl)methanethiosulfonate, Toronto Research Chemicals), resp.maleimido-[Gd(III)-DOTA] over

cysteine concentration at a protein concentration of 10µM. Unreacted spin label was washed out by

repeated concentration and re-dilution in a 10 kDa MWCO centrifugal concentrator (Vivaspin-500,

10 kDa MWCO, Sigma-Aldrich). Removal of the free nitroxide label and spin label attachment was

checked by CW EPR spectroscopy. The �nal protein samples were lyophilised and resuspended in

a D2O/d8-glycerol mixture (1:1 by volume) and transferred into the 3mm (outer diameter) sample

tube.
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6.5.2 DEER Measurements

Four-pulse DEER experiments were measured with the standard pulse sequence shown in Fig-

ure 6.1 on a home-built Q-band spectrometer. The detection νd were and 34.5-34.8GHz. The

pump/detection frequency o�sets were: ∆ν = νp − νd=0.1GHz for nitroxide-nitroxide DEER,

resp.Gd(III)-Gd(III) DEER, and ∆ν =0.3GHz for nitroxide-Gd(III) DEER. Pumping was always

performed at the respective maxima of the pumped spectrum. The nitroxide-detected DEER mea-

surement (nitroxide-nitroxide DEER) was performed at 50K with a short repetition time (srt)

of 4ms. The Gd(III)-detected DEER experiments (Gd(III)-Gd(III)-DEER and Gd(III)-nitroxide

DEER) were detected at 10K with srt=2ms. Pulse powers were optimised for the detected species

using nutation experiments. All pulses had a length of 12 ns. The value of the �rst refocusing delay

was 400 ns. A phase cycle [+(+x)-(-x)] was applied to the π/2 observer pulse to cancel receiver

o�set. The data were background corrected and further analysed in DeerAnalysis2016. [144]
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Chapter 7

Optimising nitroxide-Cu(II) RIDME for dis-

tance measurements

In the previous chapter we have discussed how pulsed dipolar spectroscopy (PDS) can be a valuable

tool for the characterisation of biomolecular interactions. In this chapter we treat in detail how the

relaxation-induced dipolar modulation enhancement (RIDME) technique can be used for distance

measurement between nitroxide spins and Cu(II) centres, as an example for a PDS method applied

to spectroscopically orthogonal spin pairs.

Scope of this chapter The content of this chapter is adapted from the publication Ritsch

et al. [250]. It has been edited for consistency, and the focus has been set on distance analysis with

the RIDME experiment in Cu(II)-nitroxide spin pairs, for applications to the �eld of structural

biology. In particular we discuss approaches to experimentally suppress unwanted electron spin

echo envelope modulation (ESEEM) modulations, and guidelines to perform stable background

correction. The e�ect of orientation selection is demonstrated in the semi-rigid molecular rulers,

and we present a broadband microwave pulse-adapted version of the RIDME experiment that allows

full orientation averaging, resp. EPR-correlated analysis of orientation e�ects in RIDME. Compared

to the publication [250] we include additional results from RIDME measurements at X-band, and

from UV/VIS spectroscopy. The latter are adapted from a manuscript in preparation: Katharina

Keller, Irina Ritsch, Henrik Hintz, Miriam Hülsman, Mian Qi, Frauke Breitgo�, Daniel Klose

Yevhen Polyhach, Maxim Yulikov, Adelheid Godt, and Gunnar Jeschke, "Accessing Distributions

of Exchange and Dipolar Couplings in Sti� Molecular Rulers with Cu(II) centres".

119
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7.1 Introduction

EPR spectroscopy is a powerful tool to study magnetic interactions in spin pairs. [38,40,126,136,236,242]

In particular, there are several research and application areas where interactions between nitrox-

ide radicals and Cu(II)-based paramagnetic centres are of signi�cant interest. We focus here on

applications in structural biology, where accurate distance determination is desired. [147,208,312]

Complexes of Cu(II)-ions are attracting attention in bio-EPR spectroscopy both as native metal

centres in proteins, [14,22,147,159,180,205,269,270,292,298,310] and as spin labels for orthogonal pulse dipo-

lar spectroscopy. [66,184] The potential of the latter approach has been recognised previously and

is re�ected in a growing interest in Cu(II)-based spin labelling strategies. [66,102,147,227,313] Their

strength lies in the possibility of spectroscopic selection in systems of several interacting molecules,

and they thus may well become a method of choice in the studies of intermolecular biomolecule

interactions. [66,96,103,105,106,150,173,246,251,306,313]

Challenges for PDS with Cu(II)-nitroxide PDS experiments on Cu(II)-nitroxide pairs pose

additional challenges compared to the commonly used nitroxide-nitroxide experiments. Sensitivity

of PDS experiments on Cu(II) centres su�ers from the small fraction of spins within the excitation

band of a typical rectangular microwave pulse. This limits the dipolar modulation depth, when

pumping Cu(II) spins, or the echo signal-to-noise ratio (SNR), when detecting them. The fraction

of excited Cu(II) centres generally decreases with increasing spectrometer frequency, because the

spectral width of Cu(II) depends on the g-tensor anisotropy, which is the dominating factor for

spectral width already at X-band frequencies around 9GHz. The appearance of the Cu(II) EPR

spectrum varies strongly with the type of ligand. Usually the EPR spectra of a nitroxide and a

Cu(II) complex do not overlap at relevant frequencies for PDS spectroscopy (X-band and above),

in rare cases, however, they may overlap at all frequencies. Here we address the �rst case, where

the spectra are fully separated.

Another complication in Cu(II)-nitroxide PDS measurements arises from the strong correlation

between the resonance �eld and the orientation of the molecular coordinate frame with respect

to the external magnetic �eld for both spin types. [44] On the one hand, such orientation selection

can provide additional information of the geometry of the spin pair. Such approaches have been

developed for the case of nitroxides and other organic radicals, [69,201,236] which have led to several

application studies. [2,69,86,200,260] On the other hand, orientation selection signi�cantly complicates

experiments and data analysis if only the distance distribution is of interest. In order to obtain

the full information, PDS data need to be measured over a broad range of detection and pump

positions, which is tedious for the broad Cu(II) EPR spectra. The full information may even be

inaccessible if spectral width strongly exceeds resonator bandwidth.

RIMDE for Cu(II)-nitroxide distance measurements Instead of using a pump pulse for

�ipping the spins B coupled to observer spins A, as is done in DEER spectroscopy, a longitudinal-

relaxation mixing block (π/2) - T - (π/2) can be used that has no bandwidth limitation. This is

the basis of the relaxation-induced dipolar modulation enhancement (RIDME) experiment. [174,210]

The performance of this experiment correlates with the ratio of the longitudinal relaxation time
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Figure 7.1: (A) Structural formulae of the Cu(II)-nitroxide rulers 1 and 2 used in this EPR

spectroscopic study; (B) graphical representation of the relevant angles for orientation selection;

(C) the 5-pulse RIDME sequence with �rst (t1), and second (t2) refocusing periods. The pulses

that form the mixing block are stepped together (black arrows) to give the RIDME time axis t.

The blue and red dashed arrows above the refocusing pulses indicate which pulses are moved in

the ESEEM averaging schemes (D) Q-band spectra of the Cu(II) (blue) and the nitroxide (orange)

regions for ruler 1 at 30K. The maxima of the spectra are separated by approximately 33mT.

(inset) Zoom on the nitroxide spectrum and EasySpin [280]powder spectrum �t. RIDME on the

maximum of the nitroxide spectrum may result in moderate orientation selection, as is illustrated

by three simulated sub-spectra of the nitroxide powder spectrum which correspond to orientations

of the magnetic �eld along the principal axes of the nitroxide g-tensor.

of the B spins to the transverse relaxation time of the A spins. Relaxation behaviour dictates

that in the Cu(II)-nitroxide RIDME experiment, the nitroxide spin takes the role of the observer

spins A (slow longitudinal relaxation) and the Cu(II) centres the role of the �ipped spins B (fast

longitudinal relaxation). In this con�guration high-quality Cu(II)-nitroxide RIDME data can be

obtained. [102,208] It also results in an essentially in�nite excitation bandwidth for the B spins, while

the detection sequence for the nitroxide radicals can be broadbanded or selective, depending on the

chosen microwave pulse parameters. Importantly, since RIDME is a single-frequency experiment,

there are no limitations in placing the detection frequency within the nitroxide spectrum, or even

exciting the entire spectrum. These considerations suggest that it should be feasible to perform

practically complete orientation averaging in RIDME experiments, a feat that is very di�cult to ac-
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complish with Cu(II)-nitroxide DEER. For a nitroxide-[Cu(II)(terpy)2]-nitroxide model compound

a �ve point averaging of the RIDME traces over the nitroxide spectrum led to dipolar frequency

patterns reasonably close to the expected Pake pattern with somewhat suppressed parallel com-

ponents. [208] In contrast to high-spin metal centres, where dipolar frequency overtones in RIDME

data complicate distance analysis, [162] the analysis of Cu(II)-nitroxide RIDME time-domain data

is practically the same as that for DEER experiments on nitroxide pairs.

For the spectroscopic experiments geometrically well-de�ned model compounds were needed. Fur-

thermore, to be able to perform the experiments under conditions used to study biomolecules,

solubility in water is requested. The RIDME experiments on such water-soluble rulers is demon-

strated in this chapter with the molecular Cu(II)-nitroxide rulers 1 and 2, [Cu(II)-TAHA]-nitroxide

and [Cu(II)-PyMTA]-nitroxide, (Figure 7.1).

7.2 Results and discussion

7.2.1 ESEEM suppression in RIDME experiments

Figure 7.2: 2H-ESEEM averaging approaches tested on a 1:1 molar mixture of tempol and [Cu(II)-

TAHA] 20 (100µM each, chemical structures given in the inset). For pulse stepping see red

resp. blue arrows in Figure 7.1(C). (A) The 2H-ESEEM averaging scheme in Keller et al. [160] (red)

at two mixing times (solid vs. dashed lines). (B) Primary RIDME data with t1 = 400 ns(green)

and t1 = 3500 ns (black), no additional ESEEM averaging for two Tmix, at 20K; t2 = 3500 ns in

both cases.

The RIDME experiments presented in this study were performed on the Cu(II)-nitroxide rulers

1 and 2 in a glassy matrix of D2O and d8-glycerol. This resulted in moderately strong electron

spin echo envelope modulations (ESEEM) in the RIDME traces at the deuterium nuclear Zeeman

frequency (≈ 7.8MHz), which can interfere with the analysis of the true Cu(II)-nitroxide dipolar

modulations, especially for short spin-spin distances. The performance of two methods for the sup-
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pression of ESEEM was tested on a 1:1 molar mixture of the nitroxide tempol (4-hydroxy-2,2,6,6-

tetramethylpiperidinyloxyl) and the complex Cu(II)-TAHA 20 in D2O/d8-glycerol (see Figure 7.2).

This mixture (in the following referred to as 'reference sample') mimics the relaxation and ESEEM

properties of the ruler solutions, yet the RIDME trace of this sample does not exhibit visibly re-

solved dipolar oscillations, and thus o�ers the opportunity to conveniently monitor the e�ciency

of an ESEEM-suppression method.

Recently, an averaging approach was presented [160] in which the phase of the ESEEM modulations

is shifted relative to that of the electron dipole-dipole contribution by step-wise incrementing the

transverse evolution delays t1 and t2 (see Figure 7.2, averaging scheme (a) and red traces). The

averaging is performed by summation of traces where the increments are chosen to cover a full

period of the dominating ESEEM frequency (here 2H). For our reference sample this averaging

scheme led to an almost complete cancellation of 2H-ESEEM modulations in the RIDME traces

using eight steps with an averaging increment of dES = 16ns. We present here in addition a

modi�ed version of ESEEM averaging (scheme (b), and blue traces in Figure 7.2) which conserves

the total transverse evolution period ttot = t1 + t2, by decrementing t2 with the same step as the

�rst delay t1 is incremented. The resulting phase shift of the ESEEM modulations is the same as

in scheme (a), but the constant time experiment may be useful for e�cient ESEEM averaging in

samples with fast transverse relaxation.

In the course of this study we tested yet another method to suppress ESEEM, which is based on

increasing the �rst transverse evolution delay t1 while keeping the second delay t2 constant (see

Figure 7.2). Again the measurements were performed with the reference sample, and all traces

in Figure 7.2(B) were averaged for the same amount of time, such that the SNR can be directly

compared. In this particular case the reduction in SNR for the RIDME trace with longer transverse

evolution time was low. The resulting suppression of ESEEM when using a long t1, however, is

striking. Note that this is most obvious for the easily recognisable 2H-ESEEM modulations, but

in principle this suppression applies to ESEEM arising from all relevant types of nuclei, because

ESEEM modulations from all nuclei decay in accordance with the homogeneous linewidths and

inhomogeneous broadening of the corresponding parts of the ESEEM spectrum (see section below

on ESEEM removal at X-band). For RIDME detection on nitroxide radicals in water/glycerol

mixtures, the ESEEM from 1H, 2D, and 14N nuclei are of highest importance, which all have

comparable characteristic ESEEM decay times. This is an advantage over the summation-based

method, where the frequency of the unwanted ESEEM has to be known beforehand, in order to

set up appropriate averaging delays. Furthermore there may be cases where the frequency of the

dominating ESEEM contribution is very low, such as for example 14N. In such cases even the

constant-time averaging scheme reported in this work may not be su�ciently robust to enable

averaging over one full period of the contaminating signal.

Of course, the two ESEEM suppression methods reported here do not mutually exclude each

other, and a long t1 can be combined with step-wise ESEEM averaging. We suggest the following

empirical procedure for optimised 2H-ESEEM averaging: in our experience it is possible to �nd a

t1 that balances the loss of echo intensity against the amplitude of residual ESEEM contamination

by measuring a 2-pulse (Hahn-echo) decay and setting t1 to the value after which the deuterium

ESEEM modulations in this Hahn-echo decay have visibly decayed. For additional experimental
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Figure 7.3: Combined protocol for ESEEM suppression at X-band; (A) form factors; X-band chirp

RIDME, t1 = 400ns, no averaging (red), X-band chirp RIDME t1 = 6100ns, 2H-ESEEM averaging

(constant time) with 14 x32 ns steps (blue), and Q-band chirp RIDME t1 = 4100ns, 2H-ESEEM

with (constant time) 8 x 16 ns steps; (B) FT of form factors, two vertical lines denote the expected

dipolar contributions ωdd,⊥, resp. 2ωdd,⊥, the nuclear Larmor frequencies for 1H and 2H at X-band

are also indicated. (C) distance distributions obtained with standard DeerAnalysis kernel in the

three cases. The expected correct distance is marked, as well as the artifact contributions from 1H

and 2H at X-band.

results (which may serve as a guide for e�cient set-up of ESEEM suppression in solvents of varying

degree of deuteration) we refer to Appendix D.

We want to point out that other methods for ESEEM averaging apart from the two presented in

depth here have been devised and tested. [3,14,210] These approaches are based either on dividing a

given RIDME trace by reference data, or by reducing the excitation bandwidths of the MW pulses.

Both of these approaches are costly in terms of SNR, but may still be preferable in terms of SNR

in cases of fast transverse relaxation (see additional results in Appendix D).

Suppression of ESEEM at X-band To put the combined ESEEM suppression protocol to the

test we measured RIDME at X-band frequencies (∼ 9.5GHz), where the nuclear frequency of both
2H as well as 1H fall into the range that can be excited by typical MW pulse bandwidths, and can

thus contribute as contamination to the RIDME signal. We measured RIDME with broadband

pulses (chirp experiments are described below) on a 200µM sample of [Cu(II)-TAHA]-nitroxide

ruler1 in deuterated solvent (D2O/d8-glycerol). Strong 2H-ESEEM of comparable amplitude as the

dipolar modulation was observed in the RIDME signal, and considerable 1H ESEEM modulations

were observed (see Figure 7.3). Note that with this particular ruler the 2H-ESEEM frequency

by coincidence almost matches ωdd,⊥. When converted directly to the distance domain we obtain

artifact contributions at R ≈1.5 nm resp. R ≈3 nm. Averaging over both ESEEM frequencies

simultaneously is in principle possible, but requires a long averaging cycle. We found that using

a long �rst refocusing delay of t1 = 4100ns is su�cient to suppress the 1H-ESEEM modulation,
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Figure 7.4: (A) RIDME primary data (inset, background �ts with stretched exponential in black)

and form factor with t1 = 400ns (purple), resp. t1 = 3500ns (blue) at T=20K with Tmix = 400µs

on [Cu(II)-TAHA]-nitroxide ruler 1; distance �t in black; (B) RIDME background measurements

(green) with a 1:1 molar mixture of TAHA-nitroxide 18 and [Cu(II)-TAHA] 20 (100µM each) at

two mixing times, and background �ts (black); (C) distortions of the dipolar spectrum are observed,

which are similar in appearance to orientation selection. (D) FT of the time-domain signal in (B)

after background correction with a stretched exponential and indications for the expected ESEEM

frequencies of common nuclei

and can be used in combination with at 14 step cycle á 32 ns to remove the residual 1H-ESEEM

modulation. The combined ESEEM suppression is su�cient to reproduce the Q-band distance

distribution.

7.2.2 RIDME Background Correction

Correct evaluation of the intermolecular background contribution is an important step in any

analysis of dipolar evolution data. The background decay in a RIDME experiment is typically

steeper than the background decay in a DEER experiment, which can be mainly attributed to two

reasons. First, for long mixing times the number of �ipped B spins is rather large for the vicinity

of each A spin, and, thus, the e�ective excitation probability for the RIDME mixing block is larger

than for the typical DEER pump pulse. Accordingly, this results in a stronger intermolecular decay

contribution in RIDME as compared to DEER. Second, there are nuclear spectral di�usion events

during the RIDME mixing block, which are absent in the DEER experiment, where the mixing

block is substituted by a pump pulse. The additional nuclear spectral di�usion makes RIDME

background decay also steeper. Importantly, both electron spin �ips and nuclear spectral di�usion

depend on a number of factors (e.g. temperature, electron or nuclear spin concentration, spectral

width), and thus the understanding of the RIDME background properties requires a dedicated

study. Such a detailed study was recently reported [164], but here we only discuss a few practical

aspects important for Cu(II)-nitroxide RIDME.

The commonly applied empirical RIDME background shape is the stretched exponential decay

function, [3,102,162,247] but also second-order polynomial functions have been used for short dipolar

evolution traces. [103,208] We have found that for measurement temperatures of 30K or lower, the
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use of the stretched exponential �tting function can lead to signi�cant distortions in the dipolar

spectra, as well as errors in the estimation of the modulation depth in the order of 10%. In the case

of the Cu(II)-nitroxide rulers 1 and 2, the problem could be identi�ed by looking at the mismatch

between the RIDME form factor and the corresponding DeerAnalysis [144] �t, at the time range

of the �rst dipolar oscillation (see Figure 7.4(A)). This e�ect can also be observed as a distortion

of the dipolar spectrum (Figure 7.4(B)). In the case of the Cu(II)-nitroxide ruler 1 we do not

observe a signi�cant di�erence in the �tted distance distributions (Figure 7.4(C)). For a short t1
value (t1=400 ns case in the Figure 7.4(A)), a too deep �rst minimum in the dipolar oscillation is

observed, which cannot be �tted by the standard DeerAnalysis kernel. We found that by increasing

the �rst delay time to t1=3500 ns, the shape of the primary RIDME trace had changed and a much

better �t of the new form factor trace could be achieved.

This led us to investigate the shape of the Cu(II)-nitroxide RIDME background function for a

reference sample, and the results can be found in Appendix D. The extent to which the back-

ground shape deviates from a single stretched exponential depends on the duration of the �rst

transverse evolution period. Increasing the �rst refocusing delay t1 suppresses the low-frequency

contamination in the background traces (see Figure 7.2(B)). If t1 is chosen su�ciently long, a

stretched exponential background shape is recovered. With this choice of experimental parameters

the background �tting procedure is also considerably more stable with respect to the choice of �t

range. In retrospect, it is apparent that this background feature is present as well in previously

published metal ion-nitroxide RIDME data. [102,103] In some other cases reported in the literature a

di�erent background �tting methods were applied, which makes direct comparison without access

to the primary data di�cult. For previously reported metal-metal RIDME data this problem is

either absent or too weak to be clearly detected. [162]

Given the presented set of RIDME background measurements we cannot draw a �rm conclusion

on the mechanism that causes the deviation from a stretched exponential decay. It may arise due

to some dephasing process, which is relevant only at short t1 times, but disappears at long t1. We

remark that at low concentrations (of 100 to 200 µM) it is likely that nuclear-driven mechanisms

are the dominating ones for the RIDME background decay. Instantaneous di�usion processes are

unlikely causes, because we have observed the background artifact both in traces measured with

soft (50/100 ns) and hard (12/24 ns) pulses. We have furthermore checked that the background

artefact is not related to any echo crossing. This is in line with the width of the artefact, which

is much larger than for any echo crossing feature we observed in these RIDME data. Further

understanding of this mechanism will be of interest in future studies. However, for practical

reasons, the increase of t1 appears to be a su�ciently good work-around for this problem in cases

where some loss of RIDME signal intensity can be tolerated. In the present case an increase of

t1 su�cient to suppress this background artefact resulted in approximately 20% sensitivity loss.

This work-around is essential in studies of samples with broad spin-spin distance distributions,

which feature dipolar evolution traces without easily recognisable oscillations. For such samples

the RIDME background decay artefact would not easily be distinguishable from the true dipolar

signal. Note that the division approach, [3] which is often used for the ESEEM artefact reduction,

is also capable to suppress this background problem to an acceptable level. In the situations when

transverse relaxation of nitroxide radicals through the sample is approximately the same, the use
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of the elongation of t1 appears more advantageous, due to the better overall sensitivity. However,

if detected spins have a broad distribution of relaxation times, use of long t1 might result in some

relaxation �ltering e�ects, and thus the division approach to remove the background artefact might

appear more advantageous despite its higher sensitivity loss.

7.2.3 Echo-crossing artifacts

The originally reported eight-step phase cycling protocol [210] includes two-step [+(+x)− (−x)]

phase cycling on the �rst π/2 pulse and four-step [+(+x) + (+y) + (−x) + (−y)] phase cycling on

the two π/2 pulses from the RIDME mixing block, with the same phase of the two pulses in each

phase cycling step. In particular, this phase cycling protocol is designed to remove the echo crossing

artefact due to the refocused stimulated echo (all �ve pulses act) and the two-pulse Hahn echo from

the last two pulses of the RIDME pulse sequence. Together with longitudinal relaxation of the

A spins, imperfections in the channel balance of the pulse EPR spectrometer lead to incomplete

removal of the latter echo crossing artefact, so that a peak is observed at approximately zero

time in the RIDME trace, as discussed previously. [162] From plotting the echo transients of a

RIDME experiment we also see that at very long mixing times the primary echo from the last

two pulses becomes much stronger than the RIDME refocused virtual echo (which is detected),

and, by o�setting part of the unmodulated echo, results in an arti�cially high modulation depth.

This has been observed as well for Gd(III)-Gd(III) RIDME. [162] For a more general approach

to monitor echo crossings, we computed a list of coherence order pathways and resulting echos

following the well-established concepts reported in Gemperle et al. [99], where we considered only

terms of coherence orders -1, 0, and 1. This identi�cation of echos is potentially helpful to assign

echo-crossing artifacts for any arbitrary choice of experimental parameters (t1, t2, ...).

An important �nding with this analysis was that for the setting t1 = t2, there is a stimu-

lated echo from the �rst, second and �fth pulse (RIDME block does not act), which does not

shift when stepping the mixing block, and which is not removed by the standard eight-step

phase cycling. This echo is not modulated with dipolar frequencies as a function of the mix-

ing block position t, but its presence leads to an apparent reduction of the dipolar modula-

tion depth. This echo should be removed for example by the phase cycle: [+(+x)− (−x)]

on the �rst π/2 pulse, [+(+x) + (+y) + (−x) + (−y)] on the two π/2 mixing block pulses and

[+(+x)− (+y) + (−x)− (−y)] on the two refocusing π pulses. Measuring at t1 = t2 was not ex-

tensively tested, but may present interesting conditions, as this represents a case of a dynamically

decoupled pulse sequence.

7.2.4 Modulation depth build-up

Suitable conditions for the orthogonal RIDME experiment in the Cu(II)-nitroxide spin pair were

identi�ed by screening temperature and mixing time for [Cu(II)-TAHA]-nitroxide 1. The primary

data of RIDME measurements at 30K and the corresponding distance distributions obtained with

DeerAnalysis2016 [144] using Tikhonov regularisation are displayed in Figure 7.5. Deviations of

the background decay functions from the stretched exponential function characteristic for short t1
delay times resulted in uncertainties of the determined modulation depths. Accordingly, analysis of
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the modulation depth was performed using RIDME measurements with long t1 times. The results

for the modulation depth values are shown in Figure 7.5(D). No nitroxide orientation averaging

scheme was used in this series.

For all tested temperatures we found that the modulation depth reaches a plateau when applying

long mixing times Tmix ≈ 5 · T1,Cu. The value of the modulation depth at this plateau λmax (T ) is

higher at lower temperatures. Nonetheless, even at the lowest tested temperature the value is about

10% lower than the theoretical limit of 0.5. There are at least two possible contributions to this

loss of modulation depth. First, as indicated also by the measurements at higher temperatures,

a non-negligible contribution from the A-spin relaxation induced by the B-spin �ips might be

present. Second, we cannot exclude incomplete loading of the ligand with Cu(II) as an alternative

explanation of the lower modulation depth. These two e�ects can also amplify, because A-spins

which are not in close proximity to a B-spin (i.e. ruler molecules with a nitroxide moiety, but

no Cu(II) ion) do not experience this �ip enhancement, and would thus be over-represented in

the detected echo. Note that the same e�ect was discussed for high-spin Gd(III)-Gd(III) and

Mn(II)-Mn(II) RIDME, where, besides the modulation depth reduction, it also a�ects the buildup

kinetics for di�erent dipolar frequency overtones. [160] Longitudinal relaxation of the nitroxide spins

is extremely slow at 10 K, enforcing a low shot repetition rate. This severely reduces sensitivity and

we did not study RIDME modulation buildup in detail at this temperature. At 40K we found that

the extracted value of the modulation depth increases again after the plateau (data points marked

as crosses). This apparent additional modulation is a consequence of the incomplete cycling of a

crossing echo from the last two pulses (π/2−τ−π sub-sequence) with opposite phase and must not

be interpreted as additional dipolar modulation. This can also be seen in the form factor, where

a steep initial decay of the trace is observed, which leads to artifact distance peaks at very short

distances.

The best results were obtained at 20K and 30K, with mixing times ranging from several hundreds

of microseconds to several milliseconds Tmix,opt ≈ 400µs-1.6ms. This is much longer than the phase

memory time of the detected nitroxide spins Tmix,opt ≈ 50− 100 · Tm,NO. For the choice of mixing

times within the range of the modulation depth plateau we observe that ESEEM contributions,

which can still be comparatively strong at short mixing times, are suppressed by going to very long

Tmix. This advantageous trend is counteracted by a clear loss of SNR, when Tmix approaches T1,NO

for the given temperature. This is also the range, where the echo-crossing artifact contamination

at zero-time becomes increasingly strong.

More detailed analysis for experimental sensitivity, as well as an empirical model to estimate sen-

sitivity are given in Appendix D. We arrived at the following recommendation: depending on the

expected spin-spin distances, the best measurement temperature slightly varies. For distances be-

low 4 nm we recommend an experimental temperature between 30K and 40K. The modulation

depth may still be increased (due to higher λmax at low temperatures), but no bene�t for sensi-

tivity is expected from going to lower temperatures due to the slow longitudinal relaxation of the

nitroxide spins. To measure distances above 4 nm it may be better to measure at the lower limit

(30K), but again, even lower temperatures (tested: 20K) are not expected to increase sensitivity.

We tested on [Cu(II)-TAHA]-nitroxide 1 that detection of RIDME time traces with stronger

partial nitroxide saturation (due to too fast repetition rates) does not change the shape of the
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Figure 7.5: Tmix screening on [Cu(II)-TAHA]-nitroxide 1 measured at 30K (no 2H-ESEEM av-

eraging, t1 = 3500ns). Data were analysed using DeerAnalysis [144] with automatic choice of

regularisation parameter α. (A) Primary data, shifted for clarity; and background �ts (black)

with dimensionality nBG) (B) form factors and distance �ts (black) (C) distance distributions; (D)

modulation depth ∆ for the series shown in (A)-(C),and analogous results at di�erent tempera-

tures as a function of the ratio of Tmix and the characteristic time of longitudinal relaxation of

Cu(II), T1(Cu); the modulation depth plateaus are indicated (dashed lines). Data points marked

with an 'x' are derived from experiments that are contaminated by an echo crossing-artifact, which

arti�cially increases the observed ∆. The solid vertical line indicates the corner of the plateau,

which for all temperatures occurs approximately at 5·T1(Cu).

dipolar oscillations. Adding a T1-relaxation enhancer [315] might help to improve the longitudinal

relaxation properties of nitroxide spins in these experiments, however, this strategy may not gener-

ally be viable for biological samples. For short spin-spin distances, the length of the RIDME time

traces is not very critical, and one can optimise the modulation depth and mixing time, which

is achieved at somewhat higher temperature. Note that our estimate agrees very well with the

RIDME measurement temperatures used for [Cu(II)-terpyridine]-nitroxide. [102,208]

Our treatment neglects longitudinal relaxation of Cu(II) spins during the time where A spin mag-

netisation is in the transverse plane, which may lead to a loss of the dipolar modulation depth.

Such a case was recently reported for room-temperature RIDME measurements in trityl-nitroxide

pairs. [178] Note that for unequal A and B spins it might be even possible to reach conditions under

which longitudinal relaxation of B spins is much faster than the transverse relaxation of the A spins,

and the dipole-dipole interaction is thus averaged. We also neglect that the dimensionality of the

background decay changes with the mixing time due to a prolonged period of spectral di�usion.

This decay can eventually become so steep that part of the dipolar oscillations are suppressed,

which leads to an arti�cial broadening of the distance distribution (see Figure 7.5). In cases of

very fast background decay it may be necessary to use shorter than optimal Tmix. This may be

partially compensated by raising the experimental temperature, where higher modulation depths

can be achieved for the same absolute Tmix.
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7.2.5 Orientation-selective Cu(II)-Nitroxide RIDME

Both Cu(II) and nitroxide are electron spin 1/2 species and for the Cu(II)-nitroxide rulers 1 and

2, the two types of paramagnetic species have rather large resonance frequency o�sets. Thus, only

the secular part of the electron-electron dipole interaction needs to be considered. The analysis of

dipolar evolution time-traces V (t) for pairs of such spins in a homogeneous frozen glassy sample can

be interpreted with the conventional point-dipole approximation for dipole-dipole coupling. This

model relates the distance between the two spins R to a dipolar frequency ωDD(R, θ) which depends

on the angle of the inter-spin vector to the external magnetic �eld (see Chapter 2). Orientation-

resolved Cu(II)-nitroxide RIDME data were obtained by measuring a series of dipolar evolution

time traces at di�erent positions in the nitroxide spectrum.

The experimental results with this classical type of orientation selective PDS can be found in

Appendix D. The orientation-averaged Cu(II)-nitroxide RIDME traces were obtained from the

orientation-resolved RIDME data measured with the rectangular pulses setup using a procedure

which is similar to the one in the recently reported work of Giannoulis et al. [103] (see Figure 7.6).

First, all primary RIDME traces were normalised to the same signal intensity at the zero time.

Second, each trace was multiplied by the nitroxide EPR intensity at the corresponding spectral

position. At the third step all such scaled RIDME traces were summed to obtain an orientation-

averaged RIDME trace. We also tested an option of performing the background correction prior to

the orientation averaging, which was then done with the form factor traces. Due to the lower SNR

in the individual traces, this version of data analysis appeared somewhat less robust. Note that

detection positions within the nitroxide EPR spectrum were selected such that one could neglect

the overlap of the MWpulse bandwidths from the neighbouring detection positions. This, however,

left relatively broad gaps between the detection positions, and accurate orientation averaging was

possible only because the Cu(II)-nitroxide dipolar spectrum changes smoothly with respect to the

detection position. Covering the whole nitroxide spectrum by the bandwidth of the detection sub-

sequence would be possible if more detection positions and/or broader excitation bandwidths of the

MWpulses were used, however then some orientations of the nitroxide radicals would be counted

more than others due to excitation band overlap. The orientation averaged result is compared to

frequency swept RIDME in Figure 7.6.

7.2.6 Frequency-swept Cu(II)-nitroxide RIDME

Using frequency-swept (chirped) pulses allowed us to detect the entire set of nitroxide orientations

in a single experiment. As in the case of rectangular pulses, the chirp RIDME measurements

were performed with long t1, in order to ensure a single stretched exponential background decay,

and long mixing time for isotropic excitation probability distribution for the Cu(II) spins. Fourier

transformation gives the nitroxide EPR spectrum in frequency domain. The agreement between

the �eld-swept echo-detected EPR spectrum converted to the frequency domain, and the FT-EPR

spectrum is rather good up to a slight shift of intensity close to the central frequencies of the

spectrum. This might be due to imperfect o�set compensation, and thus partial suppression of

signal from destructive interference or due to the inhomogeneous detection e�ciency imposed by

the resonator.
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Figure 7.6: Orientation selection in nitroxide-detected RIDME (A-C) [Cu(II)-TAHA]-nitroxide

ruler 1; (D,E) [Cu(II)-PyMTA]-nitroxide ruler 2 (A,D) FT-EPR spectrum from RIDME echo

measured at 20K with Tmix = 1.6ms, (B,E) dipolar spectra plotted for several frequency slices

(vertical lines in FT-EPR spectrum) in the nitroxide spectrum; the black vertical lines are at

νdd,⊥(r = 2.5nm), resp. 2νdd,⊥. (C) Orientation-averaged spectra from �eld-stepped averaging

(black) and chirp excitation (blue) are compared to a Pake �t (red). (F) EDEPR of the nitroxide of

[Cu(II)-TAHA]-nitroxide ruler 1; orientation selection averaging scheme by �eld-stepping indicated

as shaded areas, for three positions we show EasySpin [280] simulations (orisel) of the expected

spatial orientation of the excited spins.

After background correction along the RIDME time dimension, and the corresponding Fourier

transform, the EPR-correlated dipolar coupling pattern is obtained (see Figure 7.6). For selected

positions in the nitroxide spectrum we show the projections of the dipolar spectra. They closely

resemble the spectra obtained with �eld-stepped RIDME. Note that the orientation averaged spec-

tra for the two averaging methods were compared to a Pake �t in Figure 7.6. Interestingly, the two

schemes produce very similar results, but the shape of the dipolar pattern does not exactly match

the shape of the predicted Pake �t (red). In both cases the best �t to the 'classical' Pake pattern

is observed at the maximum of the nitroxide spectrum. Both averaging schemes are designed to

excite all possible nitroxide orientations, and in the case of the chirped experiment this uniform

excitation is demonstrated by noting that the FT-EPR spectrum up to minor di�erences gives the

expected lineshape. Furthermore, the modulation depth is approximately constant over the whole
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Figure 7.7: 2D-Fourier transform results of chirped RIDME data (A) measured on [Cu(II)-TAHA]-

nitroxide ruler 1 and (B) [Cu(II)-PyMTA]-nitroxide ruler2 at 20K, Tmix1.6ms with 400MHz

bandwidth chirped pulses, centred on nitroxide;

nitroxide spectral range for chirp experiment), which is consistent with our hypothesis that at the

chosen mixing time all Cu(II) orientations contribute with equal probability to dipolar modulation.

Note that the broadband RIDME experiment at X-band (see Figure 7.3) was better at recovering

the full dipolar Pake pattern than the corresponding Q-band experiment. This suggests that there

is indeed still a slightly non-uniform excitation of the nitroxide spectrum at Q-band. Both broad-

band RIDME and RIDME with rectangular pulses are approximately equally a�ected, which could

be because the z-orientations of the nitroxide (high �eld edge of the spectrum) are more strongly

partially saturated at the chosen experimental temperature and comparatively fast shot repetition

rate than the remaining spectrum. This is supported by the experimental observation that lon-

gitudinal relaxation of the z-orientation of the nitroxide is slower than for the x/y-orientations.

While in the presented case the orientation averaging worked equally well for the rectangular

and chirp pulses setups, it is expected that for cases with very strong orientation selection (high-

�eld detection, fully rigid well-de�ned structures of paramagnetic moieties) the approach with

chirp pulses will provide better data than the one with rectangular pulses. We expect that due

to the need of only a single measurement the chirp-pulse approach will become the standard

for orientation-resolved dipolar spectroscopy experiments, once AWG setups with su�cient exci-

tation and detection bandwidth are broadly available. Several methods for the simulation and

interpretation of EPR correlated dipolar coupling patterns for nitroxides have been reported pre-

viously. [69,201,214,236,260] In the scope of this work we do not perform a full �tting of the coupling

patterns, but remain with a qualitative interpretation. Two motions of the nitroxide relative to

the long axis of the ruler are possible: θNO characterises the tilting of the N-O bond relative to

the long axis of the ruler, and φNO describes the rotation around this axis (see Figure 7.1).

To analyse the nitroxide-detected RIDME coupling patterns in terms of orientation correlation it

is only relevant how B0 is oriented with respect to the selected nitroxide spin, thus to identify the
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probability of exciting A spins Pd (ω (θA, φA)). Given an assignment of a dipolar sub-spectrum

to such a selection of orientations we can then attribute the relative intensities in the Pake-like

pattern to preferential orientation of the inter-spin vector with respect to B0 (which corresponds

to �nding P (θ|θA, φA). With [Cu(II)-TAHA]-nitroxide 1 we observe that excitation of the x-

orientation range in the nitroxide spectrum favours a dipolar spectrum with a high representation

of parallel orientation of the inter-spin vector (θ = 0◦), whereas excitation of z-orientations is

linked to perpendicular orientations (θ = 90◦). We see no strong di�erences in the dipolar coupling

pattern between y-, and z-orientations of the nitroxide. This indicates cylindrical symmetry of the

averaging of the second nitroxide angle φNO around the long axis of the ruler (i.e. a cone-like

distribution). This is expected since the rotation around C-C bonds in the spacer leads to a

uniform distribution of the polar angle φNO as described in Polyhach et al. [236].

7.2.7 Comparison of RIDME with two di�erent Cu(II) ligands

The projections of a chirp RIDME measurement on [Cu(II)-PyMTA]-nitroxide 2 are shown in Fig-

ure 7.7 and orientation-averaged RIDME data for the Cu(II)-nitroxide rulers 1 and 2 are compared

in Figure 7.8. For the same mixing time, we obtained nearly the same dipolar modulation depths

for the two rulers, which is consistent with the observation that the relaxation properties of Cu(II)

in the rulers 1 and 2 are very similar. The dipolar evolution traces, however, reveal a striking

di�erence between the two rulers (Figure 7.8). For ruler 1 several dipolar oscillations are detected,

the corresponding distance distribution is narrow, and is in agreement with the expected spin-spin

distance according to the molecular structure. For ruler 2, however, we observed fast dipolar signal

decay without any pronounced oscillations, encoding a broad dipolar spectrum and a too broad

apparent spin-spin distance distribution, far beyond the expected �exibility of the ruler.

This suggests that the two di�erent ligands lead to a di�erent transfer of spin density into the

π-system of the spacer that connects the two spin labels and thus to di�erent exchange coupling

between Cu(II) and nitroxide. Note that the two rulers di�er in length by only about one C-C

bond. However, in the case of TAHA as the ligand (ruler 1) all N atoms are separated from the

π-conjugated spacer by three saturated bonds, whereas in case of PyMTA as the ligand (ruler 2)

two N atoms are separated by only two saturated bonds and, most importantly, one N atom

is an integral part of the π-system of the spacer. The spacer is in conjugation with the two

ole�nic C atoms of the nitroxide moiety where some of the spin density of the nitroxide is located.

Therefore, exchange coupling in ruler 2 is the most plausible reason of the observed unexpectedly

broad distribution of the dipolar frequencies.

This was further investigated by UV/Vis measurements of the two rulers and the corresponding

ruler precursors prior to loading with metal ions (see Figure 7.8). While the addition of Cu(II) to

ruler 1 makes no di�erence for the UV/Vis spectrum, we see a shift of the lowest energy extinction

band for ruler 2 upon loading with Cu(II). Besides the complication by the exchange coupling, the

overall performance of the chirp RIDME measurements with compound 2 is good and comparable

to the chirp RIDME on compound 1.
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Figure 7.8: Comparison of RIDME with [Cu(II)-TAHA]-nitroxide ruler 1 (light blue, t1 = 4100ns)

and [Cu(II)-PyMTA]-nitroxide ruler 2 (purple, t1 = 6100 ns) at 30K; (A) form factors after

stretched exponential background correction, and modulation depths ∆; (B) coupling spectra;

(C) distance distributions after �tting with standard DeerAnalysis kernel; the regularisation pa-

rameter α is listed. (D) UV/Vis measurements of aqueous solutions of ruler1 and precursor (1-pre)

(E) UV/Vis of ruler2 and precursor(2-pre); the maxima of the lowest energy peaks are indicated

by a cross.
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7.3 Conclusion

In this work, we focused on the accuracy of di�erent steps in the measurement and data pro-

cessing of nitroxide-detected Cu(II)-nitroxide RIDME. While some phenomena in Cu(II)-nitroxide

RIDME, in particular regarding the background decay shape, are not yet fully understood, the

measurements and their analysis can be done in a reproducible and robust way. At the expense of

some sensitivity loss, the background problem can be circumvented by using a su�ciently long �rst

interpulse delay in the observer sequence. Importantly, this modi�cation of the RIDME method

will allow for more accurate distance measurements in the cases of broad distance distributions,

where the presence of the background artefact is a serious problem.

We also further elaborated on the issue of the ESEEM artefact suppression, and proposed an

improved approach, based on the elongation of the �rst inter-pulse delay, complemented with the

previously reported ESEEM artefact averaging over delay time variations that now also maintains

the constant-time property of the basic RIDME experiment.

In this study we used the water soluble rulers [Cu(II)-TAHA]-nitroxide 1 and [Cu(II)-PyMTA]-

nitroxide 2, synthesised in the group of Adelheid Godt at Bielefeld University. The two rulers 1

and 2 di�er essentially only in the type of Cu(II) coordinating ligand. The similarity of the relax-

ation properties of the three complexes Cu(II)-TAHA, Cu(II)-PyMTA, and Cu(II)-terpyridine [207]

and their comparable performance in RIDME suggests that Cu(II) complexes are a rather robust

family of spin labels with no need for additional elaborate optimisation of RIDME experimental

protocols for a particular complex. We recommend a measurement temperature between 20K and

30K, with lower temperatures being favourable for long distances, and higher temperatures for

short distances. Direct coordination of Cu(II) by an atom being part of the π-system in the spacer

leads to exchange interaction of the same order of magnitude as the dipole-dipole interaction at

distances around 2.5 nm. This problem should not be encountered in spin labelling studies with

proteins, where extended π-conjugation is usually not expected. It should, however, be taken into

consideration when planning the attachment of such a spin label to a compound with a π-system,

e.g. nucleic acids or light harvesting complexes. Because in Cu(II)-TAHA all donor atoms of the

ligand are essentially electronically decoupled from the atom through which the label is attached

to the molecule of interest, this complex appears as a valuable Cu(II)-based spin label.

RIDME experiments simplify orientation averaging for strongly anisotropic spin Hamiltonians con-

siderably, since in the mixing time limit of maximum modulation depth orientation selection is

negligible for the inverted spins. Hence, the optimal averaging scheme becomes independent of

system geometry and requires only uniform detection of the observer spin. For [Cu(II)-TAHA]-

nitroxide we could achieve this by a series of RIDME measurements with soft microwave pulses

as well as by complete excitation of the nitroxide spectrum with a chirp observer sequence. The

latter approach should be applicable even for stronger orientation correlation.

We found that with typically available microwave resonators, RIDME outperforms DEER for

Cu(II)-nitroxide systems in terms of sensitivity by a large margin (a corresponding test with ultra-

wideband DEER is shown in Appendix D). The relatively poor DEER performance results from

the large frequency di�erence between the maxima of both spectra and is thus also expected for

several other combinations of metal ion complexes with organic radicals, in particular at Q-band
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and higher frequencies.

To summarize, we believe that the RIDME technique is well-suited for detecting dipolar interactions

in Cu(II)-nitroxide spin pairs and that it has been developed to a point where practical applications

in materials science and structural biology are reliable.

7.4 Materials and methods

7.4.1 Sample preparation and RIDME setup with rectangular pulses

All RIDME experiments were performed at Q-band (34-36GHz). The EPR samples were prepared

as 100µM or 200µM solutions in a mixture of D2O and d8-glycerol in a 1:1 volume ratio. The

measurement temperature was varied between 10K and 50K, using an Oxford Instruments He-�ow

cryostat system. For each sample, the Cu(II)-nitroxide ruler solution was �lled into a 3 mm outer

diameter thin-wall quartz tube and shock frozen by quick immersion into liquid nitrogen.

For the RIDME setup with rectangular microwave (MW) pulses, we used a home-built resonator,

accommodating large-diameter samples, [289] and a commercial Bruker E580 X/Q spectrometer

upgraded to a high MW power. [238] The conventional rectangular-pulse setup is shown in Fig-

ure 7.1(C). Unless stated otherwise the �rst inter-pulse delay t1 was set to 4100 ns (see below for

the reason), and the length of the second delay t2 was set to 3500 ns. The mixing time values were

varied between di�erent RIDME measurements. This is indicated in the text and in the �gure

captions. The lengths of the π/2 pulses were set to either 12 ns ('non-selective rectangular pulses'

setup), or to 50 ns ('selective rectangular pulses' setup). Accordingly, the lengths of the π pulses

were set either to 24 ns (non-selective), or to 100 ns (selective).

The stationary refocused virtual echo [210] that forms after the last π pulse (refocused virtual echo)

was detected with a detection window of twice the pulse length of the π-pulse. The eight-step phase

cycle to remove crossing echos [210] was used. An eight-step averaging cycle with a time-increment

of 16 ns and simultaneous t1 and t2 averaging was used to suppress unwanted electron-nuclear

contributions to the RIDME time-evolution signal due to the matrix 2H nuclei. [160] More details

on the electron-nuclear modulation averaging is given in the Results section.

7.4.2 DEER measurements

The comparative DEER measurement on [Cu(II)-TAHA]-nitroxide 1 was performed on the com-

mercial Bruker spectrometer described above with an arbitrary waveform generator (AWG) (Ag-

ilent M8190A) setup plugged into the pump pulse channel. The experiment required a careful

adjustment of the resonator mode (same resonator for 3mm outer diameter samples as for the

other experiments [289]) to yield a very broad, strongly over-coupled resonator mode. This reduced

sensitivity at the detection frequency, but was necessary in our attempt to obtain signi�cant spin

inversion at the pump frequency, given the large frequency o�set of almost 1GHz. Such an ad-

justment of the resonator mode also distributed the total microwave power over a larger frequency

range, resulting in smaller power spectral density/smaller B1 �eld at any frequency within the res-

onator pro�le. As a consequence, only relatively low critical adiabaticity could be achieved for the
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given durations of the chirp pulses, which was not su�cient to obtain full inversion of the nitroxide

spectrum by the pump pulse. The DEER detection was performed at 30K on the maximum of the

Cu(II) spectrum with pulse lengths of 48 ns, resp. 96 ns pulses (for π/2, resp.π nominal �ip angle).

The broad resonator mode used in this setup did not allow for harder pulses due to insu�cient

microwave power. The delays were set to t1 = 400 ns, and t2 = 3500 ns. In order to maximise

modulation depth we aimed at performing an inversion pulse over the full range of the nitroxide

spectrum. To this end we used a linear up-chirp pump pulse with a bandwidth of 450MHz, and

an o�set from the detection frequency of +900MHz, with a pulse duration of 150 ns.

7.4.3 RIDME setup with coherent chirped broad-band pulses

All chirp-RIDME experiments were conducted at 20K with a mixing time of Tmix=1.6ms and

at the condition t1 = 3.5µs. The same stationary refocused virtual echo as in the experiments

with rectangular pulses was detected (RIDME RVE echo). For orientation averaging the echo was

integrated and the resulting dipolar evolution data were treated like a conventional RIDME trace.

In addition, EPR-correlated dipolar spectra were computed by 2D Fourier transformation (FT) as

follows. First, the transient time trace of the RIDME RVE echo for each position of the RIDME

mixing block was apodized by a symmetric Chebychev window. FT of the RIDME RVE echo

yielded the nitroxide EPR spectrum dimension. Then, the RIDME time trace at each discrete

point in the nitroxide spectrum was �tted with a stretched exponential background function, the

form factor was obtained by division of the primary data by the �t, and the constant o�set was

subtracted. After a second FT along the RIDME time dimension, i.e. the time that de�nes the

starting position of the mixing block in the RIDME sequence, we obtained the EPR-correlated

dipolar spectrum.

7.4.4 Synthesis of the Cu(II)-nitroxide rulers

The synthesis design was performed in the group of Adelheid Godt at Bielefeld University. The

design was led by the goal of establishing a generally applicable procedure for the preparation of

metal ion-nitroxide rulers which are soluble in water and water containing organic solvents. Such

a solubility pro�le allows to test the spectroscopic tool under conditions used for its application

to biomolecules. A further design criterion was that the ligand, which is needed for anchoring the

metal ion, forms stable complexes with several metal ions of importance for metal ion-nitroxide

EPR spectroscopy. [3,32,33,103,146,151,193,194,209,226,246,255,306] To reach these goals the rod-like spacer

was furnished with highly hydrophilic, branched oligo(ethyleneglycol) (PEG) chains and the ligands

PyMTA [55,161,290] and TAHA [56,161,293] were selected (Figure 7.1). These ligands form readily 1:1

complexes with Cu(II) ions as well as with other paramagnetic ions, such as Mn(II) [161] and

Gd(III) [56] and are of small size which becomes relevant when being used as spin labels. Cu(II)-

nitroxide rulers and, more generally, compounds labeled with Cu(II) and nitroxide, reported in the

literature, contain terpyridine (terpy), [102,208,226] porphyrine, [32] peptide-based binding loops, [297]

as the Cu(II) binding unit. For more details on the synthesis we refer to the corresponding sections

in Ritsch et al. [250].
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Chapter 8

Distance measurements by nitroxide-high spin

metal ion RIDME

As we have seen in Chapter 7, the RIDME experiment is very well suited for distance analysis

between nitroxide and the low-spin metal ion centre Cu(II) due to the intrinsic longitudinal relax-

ation di�erences. Apart from special experimental considerations (to remove or suppress artifact

contributions that may appear more strongly in RIDME compared to DEER) we can use the

standard point-dipole model for data analysis, with a �xed (orientation and distance dependent)

dipole-dipole coupling frequency ωDD. It would be very convenient if this methodology could also

be applied for interpretation of RIDME experiments measured with nitroxides and high-spin met-

als, but an additional consideration must be made in these situations. Due to the possibility of

the high-spin centre to change the magnetisation projection state mS by more than one unit, we

expect to observe higher harmonics of the dipolar coupling. [163] The harmonics must be taken into

account for data analysis, or otherwise they lead to artifact peaks in the distance distribution. If

this can be successfully achieved we can use RIDME as an attractive alternative PDS method to

the well-established nitroxide-high-spin metal ion DEER.

Scope of this chapter We �rst summarise the previously reported results with high-spin metal

ion centres in RIDME, and we introduce shortly the theoretical models that have been proposed

to describe the build-up of higher harmonics contributions in RIDME. We introduce an empirical

modelling protocol for the build-up of harmonic overtones during the mixing time, with which we

can generate harmonics-adapted kernels for the analysis of nitroxide-high-spin metal ion-RIDME.

The analysis requires only knowledge of the (experimentally obtainable) longitudinal relaxation

139
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rate of the metal ion spin, and no additional or external calibration is required. We demonstrate

the robustness of the approach on several molecular rulers, and results obtained with spin-labelled

oligo-proline peptide samples.
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8.1 Introduction

Nitroxides, as well as high-spin metal ion centres are prominent examples of spin labels used for the

characterisation of biomolecules by EPR. [23,163,313] For example the DEER experiment between

stable Gd(III) complexes and nitroxide spin labels for distance measurements in the nanometer

regime has been developed. [96,97,107,246,247] As we have described in Chapter 6, it is favourable in

many situations to pump the nitroxide spins and detect the Gd(III) spin. Sensitivity of DEER with

nitroxide-Gd(III) pairs is high in this experimental con�guration, because large modulation depths

can be achieved by pumping the comparatively narrow spectrum of the nitroxide spin and detecting

the usually intense central transition of Gd(III)-complexes (as long as the zero-�eld splitting is

small). [96,162,163] It has been demonstrated that good sensitivity can be achieved with broadband

inversion of the Gd(III) centre (as was demonstrated with Gd(III)-Gd(III) spin pairs [75,78]), which

should also translate to nitroxide-Gd(III) pairs, but this requires modern broadband or even ultra-

wideband microwave pulse instrumentation.

In RIDME, the detection must, by design of the experiment, occur on the more slowly relaxing

spin, which in this study is always a nitroxide spin. It is thus a complementary method to the

conventional setup of nitroxide-metal ion DEER. In general, the bene�t that RIDME experiments

can have over DEER experiments is that MW pulses need only be applied at a single MW frequency,

and therefore a high quality factor of the resonator can be used. It is expected, however, that

this sensitivity bene�t can get strongly reduced because the nitroxide transverse relaxation may

be enhanced due to the presence of the high-spin metal ion spin (which is mostly relevant for

short distances). [195,313] The generally fast background decay in RIDME (especially in protonated

solvents) is another issue for sensitivity.

The contributions of higher harmonics have been investigated in detail with several molecular

rulers with Gd(III)-, [162] and Mn(II)-complexes. [161] In the case of metal ion-metal ion RIDME

it was found that the relative contribution to the dipolar modulation of the higher harmonics is

rather stable for a given complex of the metal ion, and in particular does not depend signi�cantly

on Tmix, or the experimental temperature. [162,247]

In this chapter we report nitroxide-Gd(III) and nitroxide-Mn(II) RIDME experiments with molecu-

lar rulers (see Figure 8.1). The molecular rulers carry one nitroxide moiety and one metal-chelating

moiety, separated by a variable length spacer. The length of the spacer is given by the number

of repeating spacer units, which are functionalised with polyethylene-glycol chains to obtain wa-

ter soluble rulers. [250] The interspin distance between the molecular rulers is well-de�ned, as was

shown with the Cu(II)-loaded variants. The intermediate sti�ness of the spacer was found to result

in moderate orientation selection at Q-band for RIDME performed with nitroxide detection. [250]

The orientation selection arises from the orientation of the nitroxide spin, and we thus also expect

to observe it with the same ruler precursors loaded with other paramagnetic metal ions. In this

study we use the following nomenclature for the high-spin metal ion-loaded rulers: rulers carrying

the TAHA ligand moiety are denoted as ruler 1, and rulers with the PyMTA moiety are denoted

as rulers 2, and the number of spacer units n is given as a subscript. The loaded metal is denoted

explicitly. For example, the ruler 11-Gd(III) is the [Gd(III)-TAHA] ruler with one spacer unit,

which has an expected interspin distance of R ≈ 2.5 nm. This is the only length of TAHA-based
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Figure 8.1: Chemical structures of the molecular rulers; left: TAHA-based ruler; right: PyMTA-

based rulers with n = 1, or n = 3 spacer units;

ruler that we use in this work. For the PyMTA based rulers we use the ruler precursors (before

metal ion loading) 21 (R ≈ 2.5 nm), and 23 (R ≈ 3.7nm), which were then accordingly loaded

with either Mn(II) or Gd(III). In contrast to what was presented for metal-metal RIDME, in the

nitroxide detected RIDME we see a build-up of the higher harmonics contributions as a function

of temperature and Tmix. This is an important �nding both for the application of RIDME for

distance measurements with nitroxide-high-spin metal ion pairs, as well as for fundamental studies

on the processes that govern the time-evolution of the ensemble of spin states of the high-spin

metal ions.

8.2 Theory

For the general considerations of dipolar coupling and pulsed dipolar spectroscopy please see Sec-

tion 2.5.3 in Chapter 2. Here we introduce what additional considerations need to be made for

RIDME experiment when the detected spin (A spin) is low-spin S = 1/2, and the inverted spin (B

spin) is a high-spin centre S > 1/2. In the following R is the interspin distance, θ the dipolar angle

of the interspin vector with the external magnetic �eld, and ωDD is the dipolar coupling frequency.

8.2.1 Dipolar coupling with high-spin systems

We assume that both A and B spins are quantized along the same axis (by convention ~B0‖z),
which results in mS = −S,−S + 1, ...,+S magnetic sublevel states (eigenstates of the respective

Ŝz operators). This condition is virtually always ful�lled for PDS at commonly used EPR bands

with organic radicals, such as nitroxides or trityls, as well as low-spin transition metal ions like

Cu(II), because the Zeeman interaction HZ is the dominating interaction of the EPR Hamiltonian.

For high-spin metal ions the approximation may break down in cases when the zero-�eld splitting

HZFS is on the same scale or even larger than the Zeeman term. In the following we thus restrict

the discussion to the important case of Kramers-type high-spin metal ions (which have half-integer
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Figure 8.2: (A) 5-pulse RIDME sequence [210] (B) schematic representation of magnetic sub-levles

for an S = 5/2 spin; the initial spin state con�guration {ms}(−) is converted during Tmix to a new

con�guration {ms}(+); three possible transitions are shown, but there may be many pathways and

mechanisms that lead to the same e�ective change m.

spin) with a weak zero-�eld splitting (HZFS < HEZ). Many Gd(III)-, and Mn(II)-complexes that

were developed and used extensively for application in spin-labelling EPR are representatives of

this class.

We furthermore assume that the dominating coupling between the nitroxide and the metal ion spin

is dipolar coupling, and for the remainder of this chapter we furthermore assume that the weak

coupling approximation is valid, i.e. only the secular terms of the dipolar coupling Hamiltonian is

used (Equation (2.15) in Chapter 2). We furthermore neglect any (weak) electron spin exchange

coupling contributions between the nitroxide and the high-spin metal ion (which are not expected to

be relevant for most applications of RIDME as a distance measurement tool in structural biology).

To be able to interpret dipolar data in the presence of the higher harmonics terms we want to know

their relative contributions to the total dipolar modulation depth. This means that we have to �nd

a description of the set of weighting factors {p1, p2, ...} of the harmonic overtones that quantify

the distribution of the e�ective change of B spin magnetic state m ≡ |∆mS| in the sub-ensemble

of B-spin that are coupled to the detected A spins (illustrated in Figure 8.3).

8.2.2 Harmonic overtones in dipolar spectroscopy

Because typical EPR spectrometers are only able to produce m.w. pulses frequencies at a certain

microwave band and bandwidth, it is highly unlikely that spin inversion occurs with |∆mS| > 1

in PDS experiments that use a microwave pulse for inversion of the B spin. An exception is

when the B spin is a high-spin centre, and inversion by the microwave pulse occurs close to an

avoided energy level crossing, where level mixing can mix states of di�erent mS. This has been

experimentally observed in Gd(III)-Gd(III) distance measurements by DEER at short inter-spin

distances (R . 3 nm), but can be neglected otherwise. [60,61,67,162]

In RIDME the inversion occurs stochastically throughout the entire spectrum, and |∆mS| > 1 is

possible (illustrated in Figure 8.3). In principle it can occur also throughout the entire RIDME

pulse sequence, but if B-spin relaxation events happen at random times during the transverse

evolution period, the dipolar phase is not refocused at the RIDME zero-time. Instead this is
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dipolar coupling spectrum for spin transitions of order m = |∆mS |; (C) expected dipolar evolution
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with weights {pm};

observed as a contribution to the background decay. [164] RIDME typically still performs well,

because usually the total transverse evolution time ttrans = 2t1 + 2t2 is short compared to the

longitudinal relaxation time of the metal ion spin T1. In the following we assume that longitudinal

relaxation of the high-spin metal ion B spin only occurs during Tmix. The dipolar coupling to the

A spin thus e�ectively changes instantaneously upon conversion of the initial set of B spin states

before the mixing block {ms}(−) to the states after the mixing block {ms}(+) (see Figure 8.2). In

nitroxide-detected RIDME we (ideally) never excite any metal-ion spins with microwave pulses, and

the total ensemble of metal-ion spins is thus considered to be constantly at thermal equilibrium,

where the states are populated according to Boltzmann statistics. We also expect {ms}(−) to be

approximately Boltzmann distributed. However, the time-evolution of this sub-ensemble of B-spins

may (transiently) adopt non-Boltzmann distributions of the magnetisation states.

Expected limiting values The maximum possible inversion of the B spin is given by m(max) =

2S, which corresponds to going from the lowest to the highest magnetic sub-level (or vice versa).

All integer values of m in between are in principle possible, but note that the starting level matters

for each particular spin (because ms is bounded, see Figure 8.3). The e�ective maximum m that

can be reached from a given starting level is m(max)(ms) = S ± ms, where the negative sign is

valid for starting levels ms < 0, and the positive sign for ms > 0. Inversely, we can count the

combinations of initial/�nal state pairs that lead to the same e�ective m, which gives the number

of e�ective pathways Nm = 2(2S + 1−m) that result in an e�ective change m (which is also valid

for no e�ective change, m = 0). The factor 2 accounts for the 'up', resp. 'down' �ips, which we

cannot distinguish. At steady-state we expect the coe�cients of m-th higher harmonic to be given
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by

P (lim)
m =

Nm
Ntotal

, (8.1)

which is normalised to the total number of possible initial/�nal state pairs Ntotal = (2S + 1)2.

Because we do not observe dipolar modulation from m = 0, we additionally de�ne the relative

contributions pm, which are re-normalised to all observable contributions (m > 0) that contribute

to the modulation depth, which we will later see can be used in the generation of kernels to �t

dipolar evolution data

pm =
Pm∑
m>0 Pm

. (8.2)

This treatment implies that the maximum attainable modulation depth is given by

∆max =
∑
m>0

Nm/Ntotal = 1−N0/Ntotal (8.3)

= 1− 1/(2S + 1). (8.4)

It is possible that this value cannot be experimentally reached due to so-called '�ip-�op' events,

which in�uence the relaxation of the detected A-spins, as was observed in RIDME with (low-spin)

nitroxide-Cu(II) rulers. [250] Also in metal-metal RIDME it was observed that a loss of modulation

depth can occur, and this is also expected to have an in�uence on the build-up of the harmonic

overtones. [161,162]

Build-up of harmonic contributions So far we have not made any consideration on how the

magnetic sub-level change occurs, and for the remainder of this chapter we will remain with this

phenomenological description. Note that it has been described that in principle m can be reached

either via direct processes (i.e. a spin state ms directly converts to any other spin state ms ±m),

or it can be reached via a chain of step-wise processes (ms −→ ms + 1 −→ ms + 2 −→ ...). [162,247]

For either scenario (or a combination thereof) it is possible to design a set of di�erential equations

that describe the changes of the populations of the B-spin magnetic moment states. A step-

wise process was expected to be the better model, but the experimentally observed metal-metal

RIDME coe�cients could not directly be predicted. [162,247] Together with the observation that

the modulation depths were below the theoretically possible limit in metal-metal RIDME, the

discrepancy points towards B-spin dependent relaxation of the A-spin via �ip-�op events, or some

degree of direct process occurring. [162]

8.2.3 Kernel-based data analysis of RIDME experiments with harmonic

overtones

Modi�cation of the standard dipolar kernel function (see Equation (2.34) in Chapter 2) used to �t

dipolar time-domain data with distance distributions have been reported successfully for metal-

metal RIDME. [162] In these cases the series of coe�cients was truncated at order m = 3, because

no higher orders were identi�ed with signi�cant intensity in the dipolar spectra. Furthermore,
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and surprisingly, the coe�cients were found to be largely independent of Tmix. Therefore the

coe�cients p1 to p3 (with p1 + p2 + p3 = 1) could be calibrated with a set of molecular rulers, and

data analysis can be performed with a modi�ed kernel

Kmod(r, t) =

∫
[p1 · cos (ω(r, θ) t) + p2 · cos (2 · ω(r, θ) t) + p3 · cos (3 · ω(r, θ) t)] sin (θ)dθ.

(8.5)

It was reported that the coe�cients varied between di�erent metal ion chelators for the high-

spin metal ions, but seemed to be stable after calibration. For example for Gd(III)-PyMTA the

recommended contributions are p1 = 0.51, p2 = 0.40, and p3 = 0.09. [162]

Due to the di�erent properties of the nitroxide and the high-spin metal ions (e.g. the signi�cantly

slower longitudinal relaxation of the nitroxide spin) we may be able to observe also experimentally

the dipolar orders higher than k = 3 in nitroxide-metal ion RIDME. We therefore pre-emptively

introduce a generalised kernel with an in principle arbitrary number of coe�cients pm

Kmod(r, t) =

∫ [∑
pm · cos (m · ω(r, θ) · t)

]
sin (θ)dθ, (8.6)

(8.7)

where we assume that the relative coe�cients are normalised (
∑
m pm = 1). The ultimate goal is to

�nd a general rule to derive the set of coe�cients pm for a given (orthogonal) RIDME experiment

without any case-by-case calibration (which may not be possible). In the following sections we

describe a framework how models for such sets of coe�cients can be empirically constructed and

tested.

Empirical coe�cients build-up models For the moment we neglect �ip-�op event, and we

introduce an empirical framework to study the build-up of dipolar harmonics. We hypothesise

that, independent of the exact mechanism, the coe�cients for the higher harmonics build up to

some limiting values P (lim)
m (the 'plateaus') following an exponential law

Pm(Tmix) = P (lim)
m ([1− exp(−keff,mTmix)] , (8.8)

pm = Pm/
∑
m>0

Pm, (8.9)

where keff,m is the e�ective build-up rate of the m-th harmonic. The build-up rates are expected

to be proportional to the longitudinal relaxation rate of the metal ion spin (keff,m α 1/T1), but

do not necessarily have to be the same for all m. The resulting variations of pm (the relative

fraction of the harmonic contributions to ∆, see Equation (8.9)) are highly non-intuitive, due to

the constantly changing normalisation as a function of the total modulation depth (∆(Tmix) =∑
m>0 Pm(Tmix)) Tmix. Numerical simulations for a simple model (all transitions in principle build

up with keff,m = 1/T1, but build up to di�erent levels P (lim)
m ) can be found in Appendix E. In this

numerical treatment it is also conveniently possible to include di�erences in the A-spin relaxation

of the di�erent harmonics due to �ip-�op terms (an example is also shown in Appendix E).
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8.3 Materials and Methods

All RIDME experiments were performed at Q-band (34-36GHz). The EPR samples of the molec-

ular rulers were prepared as 100µM solutions in a mixture of D2O and d8-glycerol in a 1:1 volume

ratio. The spin labelled poly-proline samples were already available in the group, where the spin

labels are nitroxide and Gd(III)-DOTA. [97] The measurement temperature was varied between

10K and 50K, using an Oxford Instruments He-�ow cryostat system. For each sample, the metal

ion-nitroxide ruler solution was �lled into a 3 mm outer diameter thin-wall quartz tube and shock

frozen by quick immersion into liquid nitrogen.

For the RIDME experiments we used a home-built resonator, accommodating large-diameter sam-

ples, [289] and a commercial Bruker E580 X/Q spectrometer upgraded to a high MW power. [238]

Unless stated otherwise the �rst inter-pulse delay t1 was set to 5200 ns, which was used as a

compromise between signal decay and background artifact intensity. [250] The length of the sec-

ond delay t2 was set to 5000 ns for the long rulers (ruler 23-Mn(II), results shown in Figure 8.4,

resp. ruler 23-Gd(III)), resp. 3500 ns for the short rulers (ruler 11-Gd(III) and ruler 21-Gd(III),

and ruler 21-Mn(II), results shown in Appendix E). The delays for the poly-proline samples were:

t1 = 400ns for all measurements, and the second refocusing delay was adapted to the expected

main distance, thus for the samples with expected distances Rexpect = {2; 3; 4; 5}µm, we used

t2 = {4; 4.4; 4; 5}µs, respectively. The mixing time values were varied between di�erent RIDME

measurements, and are indicated in the text and in the �gure captions. Unless stated otherwise

the detection position was at the maximum of the nitroxide spectrum, and we used pulse lengths

of 12 ns for π/2 pulses, and 24 ns for π pulses. For all RIDME measurements we used a deuterium

ESEEM averaging scheme (8 times 16 ns steps). [160] No orientation averaging was performed.

8.4 Results

In Figure 8.4 we show RIDME experiments measured on at 100µM sample of ruler 23-Mn(II) in

deuterated bu�er at 10K. We clearly see that the modulation depth ∆ strongly increases, and

that the background decay becomes more steep as a function of mixing time. Note that indeed we

found that the RIDME background decay is slightly distorted at early and late times if a short

�rst refocusing delay t1 is used (data not shown), as was reported with analogous nitroxide-Cu(II)

rulers. [250] An overlay of the form factors after stretched exponential background �t (scaled to unit

modulation depth) is shown for early times in panel (D) of Figure 8.6. From the high modulation

depths (almost up to the theoretical limit), and the appearance of the form factors it is apparent

that in contrast to metal-metal RIDME, also high harmonics (m > 4) are observed. It furthermore

appears that the relative dipolar contributions from higher harmonics are slightly changing with

Tmix. We demonstrate in Figure 8.4(B,C) that if the higher harmonics are not accounted for in

the dipolar kernel, we still get very good �ts, but the �tted distance distribution contains strong

artifact distance peaks, that correspond to a mis-interpretation of the intensity at 2ωDD, 3ωDD, ...

(true expected peak at R ∼ 3.9 nm).

Without any fundamental explanation we report that very good �ts and almost artifact-free dis-
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tance distributions (Figure 8.4(E,F)) could be obtained with a fully empirical kernel model that

takes all possible �ve harmonics (for SMn(II) = 5/2) in to account as

pm>0(Tmix) =
1

2S
[1− exp (−Tmix/(mT1))] . (8.10)

This model assumes that the higher order contributions build up more slowly than the low order

transitions, with rates keff,m = keff,1/m = 1/(mT1), and that the transitions build up to the

same �nal values P (lim)
m>0 = 1/(2S). The latter is not expected from the theory, where higher

order coe�cients should converge to lower plateau values (see Equation (8.2)), which could in

principle also be tested in the future. The analysis requires the knowledge of the experimentally

used mixing time and the longitudinal relaxation time T1 of the metal ion spin. The latter can

for example be determined speci�cally for each sample by an inversion recovery experiment. Note

that analysis with this kernel is expected to fail with this model, if T1 of the high-spin species is

strongly distributed. The �rst is not expected if the high-spin metal is in a stable complex with

a chelator, [163] unless a fraction of the metal-ion spins is aggregated in clusters, or exposed to

severely di�erent chemical environments. Note that no systematic comparison of kernel models

was performed yet, and that it may well be that a better model than Equation (8.10) can be found

to describe the build-up kinetics. Nonetheless, the �t of the dipolar data with this modi�ed kernel

is very good with all three �tted modulation depths, that span a large range of ratios of metal ion

relaxation time and mixing time (T1(10K) = 88µs, and Tmix={15, 50, 500}µs).

Tmix ∆ p1 p2 p3 p4 p5

15µs 0.165 0.42 0.22 0.15 0.11 0.09

50µs 0.255 0.40 0.23 0.16 0.12 0.10

500µs 0.662 0.24 0.22 0.20 0.18 0.16

Table 8.1: RIDME with ruler 23-Mn(II) at 10K, where the Mn(II) relaxation time was determined

to be T1 = 88µs (at the centre of the spectrum); modulation depth ∆, and empirically derived

kernel coe�cients for RIDME with Equation (8.10); an extended table including the measurements

at 30K and 50K can be found in Appendix E.

Interestingly, the model was also able to recover almost arifact-free distance distributions for a range

of mixing times at a di�erent temperature (30K, see Figure 8.5(B)), where the metal ion relaxation

time is much faster (T1(30K) = 3µs). At an even higher temperature (50K, see Figure 8.5(C)) the

model seems to break down, and artifact peaks appear at both too short and too long distances

(Figure 8.5(C)). At this temperature we also observe that the plateau modulation depth is lower

than the maximum possible level (see Table 8.1), so either �ip-�op events may become strong, or

the metal ion spin relaxation is so fast that signi�cant number of spin �ips can also occur during

the transverse evolution period.

We also measured RIDME data with Gd(III)-based molecular rulers, and the results with the

long ruler 23-Gd(III) are shown in Figure 8.6. Also in the case of this S = 7/2 spin we �tted

the background corrected RIDME form factors with a kernel calculated using harmonic overtone

coe�cients according to Equation (8.10), including harmonics up to order m = 7. The resulting
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distance distribution is a single narrow peak at the expected distance (R = 3.9 nm). We also

performed measurement with the shorter molecular ruler 21-Gd(III), as well as with the short

linker with a di�erent metal chelator (11-Gd(III)) and the results can be found in Appendix E. All

experiments with the shorter rulers were measured with short �rst refocusing delay t1 = 400ns, and

thus we observed that the known low-frequency background artifact in nitroxide-detected RIDME

at Q-band (compare Chapter 7) was comparatively strong and lead to a small artifact peak in the

distance distribution at approximately 3 nm). Apart from this contamination, the adapted kernel

�tting resulted in a narrow single peak at the expected distance (R = 2.7 nm) for ruler 21-Gd(III)

(PyMTA ligand), and a slightly shorter distance (R = 2.5 nm) for ruler 11-Gd(III) (TAHA ligand).

Interestingly, while the longitudinal relaxation time for Gd(III) in the two samples was very similar

(e.g. at 20K: T1(ruler11-Gd(III))= T1(ruler21-Gd(III))= 7µs), the achievable modulation depths

were rather di�erent. This is summarised for all Gd(III)-based rulers in Figure 8.6. This suggests

that Gd(III) loading of the TAHA complex was lower than of the PyMTA complex, but in fact the
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artifact.

opposite trend was observed in Gd(III)-nitroxide DEER (where the better modulation depth was

found with the TAHA complex than with the PyMTA complex, see Appendix E). To some extent

the modulation depth estimate can also be biased by the background artifact, [250] which may

explain why the extracted modulation depth for the TAHA-based ruler 11-Gd(III) is unexpectedly

higher at 30K than at 20K.

As a �nal proof of principle and outlook we show data obtained with another type of model system,

the orthogonally spin labelled poly-proline samples reported in Garbuio et al. [97]. The samples were

already available in the group, and provided with reference distance distributions from R ≈ 2nm

to R ≈ 5nm, which are well-characterised by Gd(III)-nitroxide DEER. [97] The results are shown in

Figure 8.7. Because the data were measured before the RIDME optimisation with the molecular

rulers was available (which allowed the systematic investigation of the background artifact and

modulation depth build-up) the measurement conditions were not ideal for some poly-proline

measurements, but we see that in general the adapted kernel-�tting procedure also seems to be

a promising approach. For example, we used a short �rst refocusing delay t1 = 400ns, which

is expected to lead to a small background artifact. Fortunately, the sample deuteration is much

lower in the poly-proline samples samples (35% d8-glycerol in H2O) than in the molecular ruler

samples (50% d8-glycerol in D2O), and the background artifact is thus not very strong, as expected

(compare BG artifact section in Chapter 7). [250] In all four tested cases we are able to identify

the expected main distance peak in the RIDME experiment using the kernel adapted according to

Equation (8.10). Both the shortest and the longest distance measurement by RIDME, however, we

do not fully recover the shape of the distance distribution with DEER, which might be partially

due to (weak) orientation selection (RIDME data measured only at the maximum of the nitroxide

spectrum).
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8.5 Discussion and Outlook

Nitroxide-detected nitroxide-high-spin metal ion RIDME was tested as a method to accurately

measure distances in the nanometer range in water soluble molecular rules, as well as poly-proline

model compounds. It seems unlikely that Gd(III)-nitroxide RIDME will surpass DEER sensitivity

in routine applications, due to the fast background decay, as well as the fast transverse relaxation

of the nitroxide spins in the presence of the high-spin metal-ion spins. The sensitively was not

systematically compared, but for example in the measurement series with the poly-proline samples

in mostly protonated solvent (see Figure 8.7) we systematically could measure only signi�cantly

shorter RIDME traces than the DEER traces reported in Garbuio et al. [97] with exactly the

same samples. Nonetheless RIDME can be a powerful complimentary tool to DEER, for example

in situations where the Gd(III) ions are present in excess over the nitroxide spins. We clearly

observed in all studied samples (Mn(II) and Gd(III) in di�erent chelators) that higher harmonics

contribute to high-spin metal ion-nitroxide RIDME, than were reported for the metal ion -metal

ion RIDME. [162,247] Furthermore, the coe�cients of the higher harmonics were found to vary as a

function of mixing time. If accounted for accurately, the presence of higher harmonics may in fact

be bene�cial for the sensitivity of RIDME, because in principle the same information is encoded

multiple times already in the early part of the dipolar evolution trace. Of course this only helps

if the background correction can be performed accurately, which may still require to measure long

traces. We observed that the modulation depths that we could reach at low temperature (10K)

were close to the theoretical limit for Boltzmann statistics. At higher temperatures (30K and

above) we found lower plateau values for the modulation depth, as was already reported with

low-spin molecular rulers (nitroxide-Cu(II), compare Chapter 7). [250]

We performed distance analysis of the RIDME data using a modi�ed kernel with higher harmonics

terms up to the maximum possible transition for each spin type (m = 7 for Gd(III), resp. m = 5

for Mn(II)). We used a purely empirical model to determine the coe�cients from just the experi-

mentally used mixing time Tmix, and the experimentally determined longitudinal relaxation time
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Figure 8.7: RIDME with Gd(III)-DOTA and nitroxide labelled poly-proline samples; samples were

measured at 20K, mixing times, and metal ion T1 are indicated, kernel coe�cients were calculated

according to Equation (8.10); poly-proline schemes and DEER distance distributions adapted from

Garbuio et al. [97]; (A-D) left panels: form factors and �ts for DEER (red) and RIDME (blue) scaled

to unit modulation depth and shifted vertically by 0.1; right panels: distance distributions;

T1of the metal ion spin. The distance distributions obtained with this empirical kernel gave the

expected narrow, single peak distance distributions for a large range of samples and experimen-

tal conditions, except when using experimental conditions where the modulation depth plateaus

were attenuated. This study suggests that it may be possible to derive a basically calibration-free

method to determine higher harmonics coe�cients for nitroxide-high-spin RIDME experiments.



Conclusions and outlook

The probabilistic interpretation of experimental results for the analysis of EPR data is well-

established, and we have demonstrated that it provides a powerful tool to study highly disordered

biological systems at the molecular level.

To assess the aggregation state, we performed experiments with the partially disordered protein

hnRNPA1, labelled at single sites, in apparently dispersed sample conditions. The DEER measure-

ments on �ash-frozen samples unexpectedly revealed that a small fraction of protein is constantly

interacting. The interactions between molecules of hnRNPA1 must at least be partially reversible

under the studied conditions, as was demonstrated by spin dilution experiments. Furthermore we

found that the interactions do not occur in a single, �xed conformation, but rather in a broadly

distributed manner. The protein-protein interactions are short-lived enough, that they could not,

or only weakly be detected by ambient temperature measurements (CW X-band EPR, as well as

paramagnetic relaxation enhancement NMR). The experiments with singly labelled hnRNPA1 also

allowed us to de�ne reference conditions where the protein is predominantly monomeric.

We consequently were able to systematically measure pair-wise distance distributions between

sites in the RRMs and the IDD of hnRNPA1 in the monomer-stabilised conditions. The observed

distance distributions were broad, as expected with at least one spin labelling site in the disor-

dered domain. Surprisingly, the observed distance distributions from the DEER experiments were

centred at shorter distances than expected, suggesting a preference of the IDD to adopt rather

compact conformations in the dispersed state. This was in agreement with intramolecular PRE

experiments, where we observed PRE e�ects in the RRMs of hnRNPA1 upon placing a spin label

in the IDD.

Based on the DEER distance distribution restraints, we performed force-�eld free model generation

of the full length hnRNPA1 protein. The resulting individual conformers in a DEER-restrained en-
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semble model of full length hnRNPA1 in combination reproduce the DEER results, but are highly

dissimilar from one another. The ensemble models could in addition to the DEER restraints be

re�ned against experimental ensemble SAXS curves, which provided additional validation of the

models. Analysis of the ensemble models in terms of known charge interactions revealed di�erences

in ensemble models generated with or without experimental restraints, which could in the future

be directly validated for example by mutation experiments. This in turn may reveal molecular

mechanisms that are responsible for the comparatively compact conformation of the IDD of hn-

RNPA1 in the dispersed state.

In contrast to the dispersed state, we could de�ne reference conditions under which solutions of

hnRNPA1 undergo LLPS at ambient temperature in vitro, as was demonstrated by confocal mi-

croscopy. Characterisation of the protein conformations and interaction in the LD state was also

investigated, and proved signi�cantly more challenging than in the dispersed state. The major ex-

perimental challenge is fast relaxation of the spins in the LD state, due to high local spin densities.

We found that the addition of even small amounts of short RNAs with optimised binding sites for

the RRMs of hnRNPA1 strongly increased the LLPS propensity of solutions of hnRNPA1. This

e�ect of RNA binding on LLPS of hnRNPA1 is of particular interest, due to the function of hn-

RNPA1 as splicing regulator. Characterisation by EPR of the RNA-induced LLPS state revealed

very high local spin densities also in the RNA-induced LD state. No strong trends were observed,

but we found weak indications that LLPS is slightly more enhanced by the short RNA with two

optimal binding sites than the short RNA with mutated binding sites. This indicates that a spe-

ci�c RNA recognition mechanism may be relevant, in combination with a mechanism driven by

unspeci�c RNA binding.

PDS methods with spectroscopically orthogonal spin labels were reviewed for their application to-

wards identifying biomolecular interactions. We found that orthogonal spin labelling EPR can be

used to investigate the diverse interactions observed in mixtures of RNA and hnRNPA1. To this

end we performed DEER experiments in the LLPS state with a short RNA and hnRNPA1 labelled

with the spectroscopically orthogonal spin labels nitroxide and Gd(III)-DOTA. In this particular

case the Gd(III) spin label, however, was not the optimal choice, due to its known relaxation

enhancement properties, which decreased the sensitivity. An alternative labelling strategy with

a Cu(II)-based spin label was proposed. In future experiments one may also consider to place a

spin label on the RNA. This may be particularly interesting because it has been proposed that

RNAs have more compact conformations in cells when they are associated with stress granules,

than when they are being translated. [6]

As a relatively new addition to the distance measurement PDS toolbox we showed an in-depth

analysis of the RIDME experiment with pairs of nitroxide and Cu(II)-ions based on experiments

with molecular rulers. This 'low-spin' case (both spins S=1/2) can be analysed with standard

kernel-based distance analysis methods, and has the advantage of potentially very high sensitivity

in Cu(II)-nitroxide pairs with a large spectral separation. In the case of the studied molecular



Chapter 8. Distance measurements by nitroxide-high spin metal ion RIDME 155

rulers, the spin label attachment was su�ciently rigid to observe orientation selection at Q-band.

For distance analysis this e�ect should be compensated, which could be achieved by a �eld-stepped,

as well as by a novel broadband pulse setup. In addition, the orientation information could also be

extracted from the EPR-correlated dipolar signals. The EPR-correlated dipolar information could

be conveniently accessed with the broadband version of the RIDME experiment with coherent,

AWG-synthesised broadband pulses.

Building on the 'low-spin' orthogonal RIDME, we performed benchmark experiments with Mn(II)-,

resp.Gd(III)-loaded molecular rulers to extend the orthogonal RIDME method to distance mea-

surements with nitroxide-high-spin metal ion pairs. Including a high-spin metal ion is a more

complicated experiment than the low-spin case, due to the appearance of higher harmonics of the

dipolar coupling in RIDME. Unlike with previously reported metal-metal RIDME, we found that

a large range of harmonic overtones contribute to the dipolar signal in nitroxide-detected RIDME,

which vary with the experimental mixing time. However, using an empirical kernel which includes

all possible orders of harmonics for each metal ion, we were able to recover the expected distance

distributions. The calibration of the kernel was based solely on the characteristic relaxation rate of

the high-spin metal ion (which can be experimentally determined). The experiments with molec-

ular rulers, and samples of spin-labelled oligo-proline peptides showed promising stability of the

model.

In summary, in this thesis we have demonstrated that site-directed spin labelling in combination

with pulsed dipolar EPR spectroscopy is a powerful tool to characterise disorder in biological sys-

tems. This is valid for both protein conformations, as well as protein-protein interaction or protein-

RNA interactions. Orthogonal spin labelling strategies open the doors towards detailed analysis

of multiple interactions in complex samples, and development of the RIDME experiment with

orthogonal spin labels provides a sensitive method that is complimentary to the well-established

DEER experiment.
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A.1 Puri�cation of the LCD construct

Sequence of the LCD construct ('HTLCD') that was puri�ed from e. coli (BL21, codon optimised,

Agilent). The engineered TEV-cleavage site is indicated by ‖:

MGSSHHHHHHSSGLVPRGSH

MENLYFQ‖GGSRGRSGSGNFG
GGRGGGFGGNDNFGRGGNFS

GRGGFGGSRGGGGYGGSGDG

YNGFGNDGSNFGGGGSYNDF

GNYNNQSSNFGPMKGGNFGG

RSSGPYGGGGQYFAKPRNQG

GYGGSSSSSSYGSGRRF

Cells carrying the construct cloned into the vector pET28a with included kanamycin resistance

were grown in LB-broth medium (Difco LB broth, Miller) supplemented with kanamycin (0.0005%

(w/v)) and induced at an O.D.≈0.8 with 0.5mM IPTG. Overexpression was performed for 3-5 h

at 37 ◦C. Cells were lysed by 10 x soni�cation (sonic dismembrator, Thermo Fisher) cycles and

cool-down cycles (in ice water bath). Lysate was pelleted and the supernatant was discarded. 15%-

SDS-PAGE results with aliquots of all following steps are shown in Figure A.1. The pellet from 1L

culture was washed in 30ml IB wash bu�er (50 mM Tris, pH 8.0, 1 M Nacl, 0.1%Triton-X) three

times (intermediate pelleting in 50 ml falcon tubes at 20 ◦C, 5000 x rcf for 20 min). Supernatants

were discarded. The detergent was then removed by washing three times with 30 mL Tris-wash
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A

--HTLCD

B

Figure A.1: SDS-PAGE of inclusion body puri�cation protocol for LCD construct of hnRNPA1;

20µ undiluted sample were loaded for each step, except for 'PU', where only 2µ were loaded (A)

cell lysis and IB wash steps: SN0-P2 IB wash bu�er pellets (P) and supernatants (SN); SNa-SNc

Tris-wash bu�er steps; PU: Urea bu�er (bu�er list see text); (B) Ni-NTA a�nity chromatography

after IB wash steps; PU is the loaded sample, FT the �ow-through during loading;

bu�er (50 mM Tris, pH 8.0, 1 M Nacl, 0.1%Triton-X), and the �nal pellet was dissolved in Urea

bu�er (50 mM Tris, pH 8.0, 1 M Nacl, 6M urea, 10 mM imidazole); The dissolved sample was

loaded on a gravity �ow Ni-NTA column, and the �ow-through was discarded. After 10 ml washing

with NTA-urea-wash bu�er (50 mM Tris, pH 8.0, 1 M NaCl, 6 M urea, 30 mM imidazole), the

protein was eluted with 5 ml NTA-urea-elution bu�er (50 mM Tris, pH 8.0, 1 M Nacl, 6M urea,

300 mM imidazole).

A.2 Additional results for CW X-band lineshape �tting

The anisotropic g-, and A-tensor values of MTSL in high ionic strength dispersion bu�er (50mM

sodium phosphate, pH 6.5, 100mM R/E) were determined by �tting the solid state CW X-

band spectrum acquired at 140K of MTSL (acquired at a Bruker Elexsys E500 spectrometer

with a Bruker super high Q resonator ER4122SHQ at 48 dB MW attenuation, with a custom

liquid nitrogen cooling and temperature stabilisation setup). The spectrum was �tted with the

EasySpin [280] pepper function, which an isotropic linewidth of lw = 0.8. The extracted parameters

with an axially symmetric �t for the hyper�ne tensor (Axx = Ayy) are g=[2.0109 2.0083 2.0050];

A(14N)=[15.45, 15.45, 103]MHz; with an anisotropic strain of H-strain=[32, 15, 20]MHz (also

indicated in Figure A.2).

The ambient temperature lineshape analysis in the main text (Figure 3.4) was performed using

these �tted spin label parameters with the EasySpin [280] function chili (intemediate motion

regime). Additional experimental conditions for the same spin mutant with MTSL are shown

in Figure A.3. We observed only very minor di�erences for repeated measurements with the same

spin labelling site (S231R1). Also the 15N-isotope enriched version of hnRNPA1 which was used for

the intramolecular PRE experiments shown in Figure 4.13 (Crefchap:ensemblesA1) are included,
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Figure A.2: CW X-band spectra of MTSL at 140K frozen in dispersion bu�er (100mM R/E) with

(black) an without (grey) 50%(v/v) glycerol, and EasySpin [280] powder spectrum simulations (red);

and show no signi�cant di�erence. However, we clearly observed a di�erence when measuring

in the low ionic strength (10mM sodium phosphate) vs. the high ionic strength dispersion bu�er

(50mM sodium phosphate). In the former we observe narrower lines (higher mobility) and a larger

hyper�ne splitting Azz (only visual inspection, no �ts available). In the low ionic strength bu�er

we furthermore observed narrower lineshapes at low labelling e�ciency. We also include a series

of spectra acquired with the same sample tube at lower temperatures (277 to 298K). As expected

we observe broadened lines at lower temperature.

A.3 Spin doping experiments

We here present experiments performed with 'spin-doping' conditions, where we added a small

quantity (5%) of spin-labelled protein to solutions of wild-type hnRNPA1. Due to sensitivity

limitations these measurements were performed at a total protein concentration of 100µM. Spin-

spin interactions should be signi�cantly attenuated even for high-density aggregates at these ratios

(e�ective 1:20 spin dilution). To have consistent conditions with the imaging we also admixed the

low-melting agarose bu�er. The results are shown in Figure A.4, which is an extended version of

Figure 3.4 in Chapter 3. As we have discussed in the main text, the dispersed state is characterised

by homogeneous samples in imaging, and comparatively high spin label mobility in MTSL-labelled

hnRNPA1 S231C. In panel (F) of Figure A.4 we additionally show the CW X-band spectra obtained

with spin labelled hnRNAP1 S231R1 into wild-type hnRNPA1. We observe very narrow lines that

appear shifted to higher �elds (small o�sets due to spectrometer inaccuracy are possible, but

smaller than the observed e�ect), and the hyper�ne splitting is signi�cantly smaller in the spin-

doping experiments (see dashed lines). The shifting and smaller splitting is more pronounced in

the low ionic strength bu�er. Such narrow lines indicate very fast spin label mobility (see �ts

in Figure A.5), which is on the same order as expected for free spin label. It therefore seems

very likely that the spin label was either cleaved o� by residual reducing agent in the wild-type

hnRNPA1 stock solution, or that the short exposure to elevated temperature during admixing of

the low melting agarose bu�er had an adverse e�ect on these particular protein samples.

We also performed DEER at Q-band with samples prepared in the same way as those for the CW
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Figure A.3: CW X-band ambient temperature spectra of MTSL-labelled hnRNPA1 S231R1 in the

dispersed state; (A) e�ect of labelling e�ciency and isotope enrichment; (B) e�ect of ionic strength

of dispersion bu�er; (C) e�ect of labelling e�ciency in low ionic strength bu�er; (D) temperature

dependence

X-band experiments. Interpretation of these experiments obtained with the spin-doping samples

remains preliminary, because the CW X-band measurements suggest that the spin label attachment

was not stable during the preparation of these samples. Thus, we unfortunately cannot directly

relate the distance information and local spin label concentration from the DEER experiment to

interactions of hnRNPA1.

The time-domain data (black) are shown in panel G of Figure A.4. DEER signal decay in these

experiments can only arise from inter-molecular dipole-dipole coupling, and the background decay

(coloured lines, colour consistent with sample conditions in panel (A)) can be used as a measure

for local spin concentration. If protein-protein interactions bring the spin labels closer together, we

expect higher local concentration and thus a faster decay. We �nd a low background density (3-

dimensional exponential �t) for the dispersed state stabilised with glycerol of kdispersed = 0.082, and

high background densities for the high concentration samples k100 mMR/E = 0.170, and k50 mMR/E =

0.323. To understand better, in which distance range the additional couplings appear, we �tted

the primary data directly with a single Gaussian �t (no background correction). Without glycerol,

and at higher total protein concentrations (but same spin concentrations, i.e. for spin-diluted

samples) we see a much faster decay (blue, 100mM R/E). The short distance contribution from

the 'dispersed' state measurement is still observed, but additional contribution from intermediate-

range distances is observed. The e�ect is even stronger in the LD state (green, 50mM R/E), where
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Figure A.4: Liquid-liquid phase separation of hnRNPA1; the sample conditions are persistently

colour-coded in all panels. The CW X-band spectra are shifted to correspond to νmw = 9.5GHz.

(A) EPR data in this �gure were obtained with (spin diluted) MTSL-labelled S231C mutant.

(B) Confocal transmission image (bright-�eld) of 20µM hnRNPA1 at ambient temperature in

high ionic strength dispersion bu�er supplied with 50%(v:v) glycerol; (C) bright-�eld image of

100µM hnRNPA1 at ambient temperature low ionic strength dispersion bu�er stabilised with 0.2%

agarose; the arrows highlight small droplets. (D) Bright-�eld image recorded at same conditions

as (C) except for reduced concentration of amino acids in bu�er: 50mM R/E (i.e. LLPS bu�er);

(E) ambient temperature CW X-band spectra of MTSL-labelled hnRNPA1-S231C (η = 75%)

in high ionic strength dispersion bu�er; (F) ambient temperature CW X-band spectra of the spin

labelled mutant S231R1 in spin-doping experiments (1:20) with hnRNPA1-wildtype (blue: 100mM

resp. green: 50mM R/E); (G) Primary DEER data V (t)/V (0) (shifted vertically by 0.1) and 3-

dimensional background �ts (coloured lines), form factors F (t)/F (0) and �ts (black) of full and

short-time range, and distance distributions P (R) obtained with single Gaussian �t to form factors

(area under distribution given by modulation depth);

even more and longer distances contribute to the decay.

We clearly observed that the local spin label densities obtained with these samples were very

high, which indicates that, even if the spin label is cleaved o� the protein chains, it is somehow
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accumulating in clusters. We can hypothesise that the spin label is cleaved, but it is still (weakly)

interacting with the protein, and thus accumulates in the high-density protein aggregates. More

experimental evidence is required to test this hypothesis.
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Figure A.5: EasySpin [280] chili �ts of the CW X-band spin doping results in low ionic strength

disperion bu�er (left) and LLPS bu�er (right)

A.4 Additional distance simulations with the dimer model of

UP1

The simulation with the dimer model were performed in MMM. [139] The starting structure �le

was obtained by generating the crystallographically related molecules of the pdb �le 1U1Q in the

Chimera [234] protein visualisation studio and exporting only two directly interacting protein chains

into a separate �le (RNA coordinates were excluded). The reduced coordinate �le was loaded into

MMM and in silico spin labelled at the indicated sites with MTSL at 298K. [237] The results for

intra-, and intermolecular distance distributions between the beacon sites are shown in Figure A.6.

Except for the inter-molecular distance between beacons 182, all expected distances are rather

long.

A.5 EDEPR spectra for spin dilution experiment with mu-

tants 231 and 271

In the spin dilution experiment we observed some contribution of very short distances, which may

fall into the exchange coupling regime (Figure 3.6). To exclude that large fractions of spins are

actually in this distance regime we show the Q-band EDEPR spectra acquired at 50K in Figure A.7.

Some very minor spectral changes are observed upon spin dilution (indicated by arrows), but the

lineshape and lineshape change do not suggest that the spectrum is dominated by strong exchange

coupling for both spin labelling sites (231 and 271).
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Figure A.6: Additional distance simulations between beacon sites in the context of the dimer

structure of UP1 from crystallisation with short DNAs; [223]
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Figure A.7: EDEPR for single-Cys DEER experiment at 34.4GHz, 50K with 16/32 ns pulses and

τ = 400ns; top: samples without spin dilution, bottom: samples with 1:1 spin dilution with Cys-

free hnRNPA1; the arrows indicate regions that are slightly di�erent in the mutant 271 compared

to 231.

A.6 Additional CW X-band spectra for hnRNPA1, UP1 and

circular dichroism results

A.7 Chemical shift di�erences for intermolecular PRE
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Figure A.8: (A) CW X-band spectra of MTSL-labelled hnRNPA1 at beacon sites in high ionic

strength dispersion bu�er; (B) CW X-band spectra of MTSL-labelled hnRNPA1 at beacon sites

in HEPES bu�er, as is often found in LLPS studies; [218]; (C) CW X-band spectra of double

MTSL-labelled hnRNPA1 at beacon sites in high ionic strength dispersion bu�er; (D) circular

dichroism measurements with wild-type UP1 and wild-type hnRNPA1 (A1-FL), as well as double

Cys-mutants of UP1;
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∆δ of 15N-chemical shift; red: combined chemical shift di�erence
√

∆δ(1H)2 + ∆δ(15H)2;
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Supplementary Information for Chapter 4

B.1 Spin labelling

The labelling e�ciency of each doubly spin labelled mutant of hnRNPA1 was determined by spin

counting and referencing to a 100µM solution of Tempo in HEPES bu�er. All CW X-band spectra

were acquired on a Bruker Elexsys E500 spectrometer including a Bruker super high Q resonator

ER4122SHQ at 23 dB MW attenuation.

B.2 Random coil model �ts for DEER

Two examples of �ts of the DEER data with doubly spin labelled hnRNPA1 are shown in Fig-

ure B.2. The �t qualities are good, but in the two situations it is necessary to use a very di�erent

scaling factor ν. The short distance between 182/192 requires a scaling factor larger than 0.5,

which indicates a more extended conformation than a fully ideal polymer. [91] The opposite is en-

countered for the distance between sites 182 and 316, which is shorter than an ideal random peptide

(ν < 0.5).

B.3 Primary DEER data and analysis

Here we show the data analysis for the single Gaussian �t distance distributions shown in Figure 4.4,

resp. Figure 4.5 in Chapter 4.
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Figure B.1: CW X-band ambient temperature EPR spectra of ∼ 25µM double Cys mutants of

hnRNPA1 labelled with MTSL in dispersion bu�er; labelling e�ciencies η (per protein, not per

site) are indicated
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Figure B.2: DEER experiments �tted with random coil model; left to right: primary data and

three dimensional background �t (red), form factors and random coil model �ts (red), and distance

distributions; labelling sites and distance in primary sequence are displayed in the primary data

panel; (A) labelling sites 182/197; (B) labelling sites 182/316.
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Figure B.3: DEER data analysis for trilateration of residues 231, 271 and 316 in the IDD from

beacons 32, 52, 144 and 182 in the RRMs; (A) normalised primary data V (t)/V (0) and background

�ts (black lines); the spacing of the divisions corresponds to a di�erence of 0.5; (B) modulation

depth scaled form factors F (t)/F (0) obtained after background division; (C) single Gaussian �t

distance distributions P (r)/Pmax normalised to unit intensity at the maximum of the distribution;
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Figure B.4: Additional DEER experiments; top: normalised primary data V (t)/V (0) and BG

�ts (black); middle: modulation depth scaled form factors F (t)/F (0) and �ts (black); bottom:

normalised distance distributions P (r)/Pmax; mutation positions are indicated in this row; (A)

distances between two residues within the IDD ('intra-IDD'), (B) auxiliary distances to residue

197; (C) additional distances measured from position 182;
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B.4 Input �les for DEER restrained ensemble generation

The following input �le was used for the generation of the ensembles 'A1 1' and 'A1 2' in the
main text. For the generation of unrestrained ensembles the experimental DEER restraints were
excluded from the �le.
%%%%%%%%%%%%%%%%%%%

% Generate Ensemble for C-terminal intrinsically disordered domain of hnRNP A1 188-320

# PDB mod1:A %�rst submodel of NMR ensemble [2LYV]

# DOMAIN 188 320

# NANCHOR [mod1](A)187

%A1wt 188-320

# SEQUENCE SASSSQRGRSGSGNFGGGRGGGFGGNDNFGRGGNFSGRGGFGGSRGGGGYGGSGDG-

YNGFGNDGSNFGGGGSYNDFGNYNNQSSNFGPMKGGNFGGRSSGPYGGGGQYFAKPRNQGGYG-

GSSSSSSYGSGRRF

# ENSEMBLE 1000 0.5

# DEER MTSL 298

%trilateration

52 231 3.75 1.81

144 231 4.97 1.54

182 231 3.33 1.48

52 271 2.81 1.97

144 271 4.57 1.86

182 271 3.05 1.88

52 316 3.75 1.81

144 316 4.41 1.17

182 316 3.48 1.57

% auxiliary

32 231 5.12 1.55

52 197 3.56 1.38

182 190 2.25 0.62

182 197 2.74 0.95

182 223 3.14 1.42

182 252 3.66 1.27

182 297 3.41 1.58

% intra-domain distances

231 271 2.01 1.53

231 316 2.71 1.65

271 316 2.26 1.58

# END

%%%%%%%%%%%%%%
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B.5 Ensemble characteristics

Structure alignment

Here we shown plot of the restrained and unrestrained ensemble models of hnRNPA1 aligned to

di�erent sub-ranges. When aligned to the full chain, we see that the average conformations of the

unrestrained ensembles adopt a more elongated shape than in the restrained ensembles. There

is a slight trend for the 'M9' sequence to be more aligned in the restrained ensembles than in

the reference ensembles, but it is weak compared to the di�erences between the ensembles of the

same type. The aligned models are visualised for di�erent alignment ranges (for details see �gure

caption) in Figure B.5. Clearly, no strongly preferred conformation is found. Nonetheless, to search

for potential patterns in the chains we are currently developing analyses with di�erent measures

of local protein order.

End-to-end distances

In Figure B.6 we plot the histogram of two e�ective end-to-end distances of the restrained and

the unrestrained ensemble model of hnRNPA1: (i) distance between residues 1 and 320, and (ii)

distance between residues 188 and 320. The former can be seen as an e�ective end-to-end distance

of full length hnRNPA1 RA1, while the latter is the e�ective end-to-end distance for the IDD RIDD.

The two distances are very broadly distributed (standard deviation σR for both RA1 and RIDD close

to ∼ 3nm), and we �nd both very short (R ∼ 1 nm), and very long (R ∼ 15 nm) contributions.

The maxima of both distributions (i.e. the most likely distance) is at approximately R ∼ 8−9 nm.

This value is in fact similar to what is expected for an RSA peptide chain model with ∼ 130 amino

acids (see Theory section). The average end-to-end distance of full-length hnRNPA1 RA1 is only

slightly shifted to longer distances compared to RIDD (see Table 4.4 in Chapter 4). This implies

that in the unrestrained ensembles both residue 1 (N-ter) and residue 188 (start residue of the

IDD) have very similar probabilities to be close to, or far away from the C-terminus of the full

length protein.

Charge interactions

We analysed the full structure of hnRNPA1 for charge interactions within the IDD residues (188-

320), as well as between the IDD residues and the RRMs. This was performed with 'salt bridge'

calculator in the 'timeline' tool in the vmd software package. [128] The default de�nition of a salt

bridge (with Rthreshold = 0.32 nm was used. The results for the unrestrained ensembles ('Ref 1'

and 'Ref 2', see main text), and the restrained ensembles ('A1 1' and 'A1 2') are shown in ??.

The frequency of each interaction is calculated as the number of chains in which the particular

interaction is found, divided by the total number of chains. Note that arginine has two nitrogens

for potential salt-bridge interactions, and it may happen that an individual salt-bridge is found

twice within the same chain by the vmd routine, if both fall into the threshold range. In our

calculation of the frequency of an interaction this was counted double.
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Secondary structure

The secondary structure of the IDD residues (188-320) in the unrestrained ensemble models, resp.

the DEER restrained ensemble models (19 distances) of full length hnRNPA1 are shown in Fig-

ure B.7.For each case we show two ensembles that were generated with di�erent NMR structure

sub-chains. The plots were generated with the 'timeline' tool in the vmd software package using the

default de�nitions of the secondary structure classi�cation. [128] The colour-code for the secondary

structure motifs is indicated in the �gure captions. Note that because the ensemble generation

happens is a stochastic manner, the chains are not sorted according to any criterion. We do not see

extended secondary structure motifs in either the unrestrained, or the restrained ensemble. Note

that short α-helical segments (pink) are found in all cases (also unrestrained ensembles), indicating

that they may just be observed by coincidence (re�ecting the Ramachandran statistics).

New ensemble alignment tools

In the course of the analysis to the IDD chains generated by the ensemble modeller we tried to

identify if particular sub-range of the IDD chain adopted preferred conformations. To this end we

did exhaustive RMSD analysis, by pair-wise chain comparison of variable length segments of the

IDD models. The results of this 'sliding window' averaged RMSD analysis are shown in Figure B.8

and Figure B.9. Within a user speci�ed range (here: the IDD of hnRNPA1, residues 188 to 320)

the algorithm makes all possible pair-wise alignments. The best alignment is then chosen as the

longest possible window that can be aligned with a resulting threshold RMSD.

B.6 SAXS data and analysis

Small angle X-ray scattering curves were measured on dilute samples of hnRNPA1 resp.UP1 (both

wild-type constructs) in high ionic strength dispersion bu�er (50mM sodium phosphate, pH 6.5,

100mM R/E). The results are shown in in Figure B.10. The signal to noise is better for the sample

of hnRNPA1 due to longer averaging (12 h, versus ∼4 h for UP1). The data were analysed with the

ATSAS software package [92] to obtain a molecular distance distribution and the radius of gyration

Rgyr. The �ts are shown in Figure B.11.

B.7 Additional PRE results

Additional intramolecular PRE experiments were recorded with two more labelling sites in the IDD:

271 and 316. Both showed in the DEER still signi�cant intensity below R ≈ 2.5nm for distances

measurements to some of the beacons in the RRMS (see Figure B.3), which is approximately

the cut-o� distance to observe signi�cant PRE e�ects. Indeed, we also saw intramolecular PRE

e�ects with these additional labelling sites, which are mapped to the structure of the RRMs in

Figure B.12.
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ensemble Nchains amino acid pair frequency [%]

Ref 1 200 'ASP214�ARG140' 1

'ASP214�ARG206' 2.5

'ASP214�ARG218' 3.5

'ASP214�ARG225' 0.5

'ASP242�ARG232' 0.5

'ASP262�ARG218' 1

'ASP262�LYS277' 0.5

Ref 2 200 'ASP214�ARG194' 0.5

'ASP214�ARG225' 1.5

'ASP242�ARG232' 0.5

'ASP250�ARG218' 0.5

'ASP262�HIS33' 1

'ASP262�LYS277' 0.5

'GLU132�ARG194' 0.5

'GLU24�ARG218' 1.5

'GLU85�ARG194' 0.5

Table B.1: Salt bridges by standard de�nition in vmd in unrestrained ensembles (background);
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A

B

C

E

D

F

Figure B.5: Partially aligned ensemble models of hnRNPA1; purple: M9 sequence; dark blue: steric

zipper sequence; (A-C) unrestrained ensemble 'Ref 1'; (D-F) DEER restrained ensemble 'A1 1';

(A,D) full chain alignment (residues 1-320); 20 chains are visualised; (B,E) partial alignment of the

IDD (residues 188 to 320), 20 chains are visualised, the RRMs are shown for only one chain; (C,F)

partial alignment of 'M9' sequence (residues 257-305), 50 chains are visualised, only the aligned

residues are shown;
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Figure B.6: Histograms of the end-to-end distance distribution for two end-point de�nitions with

four di�erent ensemble models; the mean distance < R > and standard deviation σ(R) for two

residue pairs (residue 1 to 320, resp. residue 188 to 320) are indicated. (A,B) Unrestrained reference

ensembles; (C,D) ensembles generated with 19 DEER distance restraints;
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Figure B.7: Secondary structure classi�cation (default values of vmd) of the IDD residues in the

restrained ensembles (19 distances) 'A1 1', and 'A1 2'(see main text); colour code is as follows: turn

(grey), extended conformation (yellow), isolated bridge (green) α-helix (pink), 310-helix (blue), π-

helix (red), random coil (white); two di�erent NMR structure sub-chains were used as starting

structures for the unrestrained (left), resp.DEER restrained (right) ensemble generation, top:

NMR1, bottom: NMR9
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201, length 19 264, length 18

…AGAGGGKGGYFARPYN …
.

(sliding) alignment of variable lengthA
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C

start residue
start residue

IDD of Ref 1 IDD of A1 1

Figure B.8: Sliding window alignment (A) representation of the algorithm (exhaustive alignment

search); (B) alignment length vs. average inter-conformer RMSD; the number of the �rst residue

of each alignment window is colour-coded; the horizontal line indicates a possible RMSD cuto�

(C) zoom-in on short alignment window size; the arrow indicates the longest possible alignment

window that results in a user-chosen RMSD;
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A IDD of Ref 1 IDD of A1 1B

aligned 201-220
(50 chains)

C-ter

aligned 264-282
(50 chains)

C-ter

Figure B.9: Final alignment after sliding window alignment analysis of unrestrained (A), resp.

DEER restrained (B) ensembles; the alignment range was automatically determined for a thresh-

old RMSD of 5Å(see arrow in Figure B.8) (A) representation of the chain selection scheme during

exhaustive alignment search; aligned to longest possible window that produces a user-chosen aver-

age RMSD cuto�; full IDD (yellow) was aligned with the transformation matrix identi�ed for the

optimal window range (purple)
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Figure B.10: Experimental SAXS curves obtained with hnRNPA1 resp. UP1 in dispersion bu�er;

(A) scattering curves after subtraction of the bu�er baseline and �ts with distance distributions;(B)

SDS-PAGE of the puri�ed proteins; (C) calculated distance distributions;
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UP1 hnRNP A1BA

Figure B.11: �tting of Rgyr with ATSAS [92];(A) for UP1; (B) for hnRNPA1

Figure B.12: Additional PRE results with the MTSL spin label at sites 231, 271 and 316; the plot

in 231 corresponds to a repetition of the experiment shown in the main text.
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ensemble Nchains amino acid pair frequency [%]

A1 1 186 'ASP214�ARG194' 1.1

'ASP214�ARG206' 1.1

'ASP214�ARG218' 2.7

'ASP214�ARG284' 0.5

'ASP242�ARG232' 1.6

'ASP250�ARG225' 1.6

'ASP250�ARG319' 1.1

'ASP262�ARG194' 0.5

'ASP262�ARG206' 0.5

'ASP42�ARG318' 1.1

'ASP48�ARG300' 0.5

'GLU132�LYS277' 0.5

'GLU85�ARG319' 0.5

A1 2 186 'ASP214�ARG194' 1.6

'ASP214�ARG196' 1.1

'ASP214�ARG206' 2.2

'ASP214�ARG218' 4.8

'ASP214�ARG225' 0.5

'ASP214�LYS105' 0.5

'ASP242�ARG218' 1.1

'ASP242�ARG225' 0.5

'ASP242�ARG232' 2.7

'ASP242�ARG319' 0.5

'ASP250�ARG232' 0.5

'ASP262�ARG225' 0.5

'ASP262�ARG232' 0.5

'ASP48�ARG194' 0.5

'GLU11�LYS277' 1.1

'GLU185�ARG194' 2.2

'GLU85�ARG194' 1.1

Table B.2: Salt bridges by standard de�nition in vmd in restrained ensembles;
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C.1 Additional EMSA results

Additional EMSA assays were performed in TBE-bu�ered acrylamide gels at pH 7.5 under reducing

conditions (1mM DTT). The RNA binding was performed in 50mM sodium phosphate, pH 6.5,

100mM arginine/glutamate (R/E), 1 mM DTT, unless stated otherwise. In Figure C.1 we show

that all RNAs (RNAaa, RNAag, RNAga, RNAgg, for sequences and de�nitions of abbreviations

see main text) are able to interact with UP1 and hnRNPA1.

In Figure C.2 we show that the absolute concentration of hnRNPA1, as well as the concentration

of the bu�er additives R/E matter. The central panel of Figure C.2 is the same as shown in

the main text, for comparison. Interestingly, the cooperative binding of RNAaa and RNAgg was

not observed with a lower concentration of hnRNPA1 (18µM), but more resolved bands of low

mobility are observed instead. Free RNA is still encountered in this assay. At higher hnRNPA1

concentration (36µM) we see a sequestering of the RNAs. This is observed even more strongly at

three times higher concentration of R/E (100mM vs. 300mM).

C.2 Additional confocal imaging results

C.3 Additional DEER results with spin dilution and single

Cys hnRNPA1

In Figure C.5(A-B) we show DEER results obtained with free hnRNPA1, which were already

mentioned brie�y in Chapter 3). Even in the absence of RNA in dispersion bu�er (100mM amino

183
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RNAgg CCAgCAUUAUGAAAgUGA

RNAag CCAaCAUUAUGAAAgUGA
RNAga CCAgCAUUAUGAAAaUGA

RNAaa CCAaCAUUAUGAAAaUGA

A

B 40 M hnRNPA1μ
100 mM R/E

40 M UP1μ
100 mM R/E

Figure C.1: RNA binding by UP1 and hnRNPA1 with the four studied RNAs; (A) RNA sequences;

(B) EMSA at low RNA excess; lane to the left is free RNA;

acids R/E) frozen without glycerol the background decay was comparatively fast, given that the

spin concentration was only 5µM. Note that these are conditions where almost no LDs were

observed by imaging. The DEER signal decay was even faster in conditions of free hnRNPA1

were many small droplets were observed (50mM amino acids R/E). This indicates that the (bound

or potentially cleaved) spin label is found at higher local concentrations when we observe LLPS.

The distance �ts of the short-distance range (form factor �t after background correction) give

more intensity (higher modulation depth) in the LD state. The �tted mean distance of the single

Gaussian �t Rm is shifted to slightly larger distances, and the �tted distribution is narrower

(smaller width σR) in the LD state than in the dispersed state.

In the presence of approximately 1:1 molar ratio of RNAgg in dispersion bu�er (100mM amino

acids R/E), we observe a less steep background decay than with the free protein. This is consistent

with a lower local spin density than in the absence of RNA. The e�ect is even stronger with

RNAaa, where we observed the slowest decay in the series. The form factor �ts with a single

Gaussian model of the data with RNA are not very good, indicating that this is not a very good

model. Unfortunately, with the given SNR we observed that model free analysis with Tikhonov

regularisation tended to lead to very fragmented distance distributions with the automatic choice

of regularisation parameter (results not shown), which did not allow more detailed interpretation.
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18 M hnRNPA1μ
100 mM R/E

36 M hnRNPA1μ
100 mM R/E

36 M hnRNPA1μ
300 mM R/E

Figure C.2: EMSA of hnRNAP1 with RNAgg and RNAaa concentration ramp in dispersion bu�er;

(A) 'low' hnRNPA1 concentration; (B) 'high' hnRNPA1 concentration; (C) with 3 x increased

amount of R/E in bu�er

C.4 Relaxation measurements with singly spin-labelled hn-

RNPA1

Relaxation measurements were performed with 16 ns π/2, and 32 ns π pulse lengths. Transverse

relaxation was quanti�ed with the Hahn echo decay experiment, and longitudinal relaxation with
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4 different sites, same sample1:2 RNAgg (RNA:protein)

1:1 RNAgg (RNA:protein) 4 different sites, same sample

A

B

Figure C.3: Confocal imaging with RNA-induced LLPS of hnRNPA1 (dispersion bu�er, 0.2%

agarose); images are 41x41µm; four di�erent sites of the same sample are shown per condition;

(A) RNAgg over hnRNPA1 excess; (B) approximately same concentration;

the inversion recovery experiment (see Chapter 2). Unless stated otherwise, data were acquired at

the maximum of the nitroxide Q-band spectrum. The data were phase-corrected to minimise the

norm (sum of absolute values) of the imaginary part, and the constant plotting (see Figure C.6).

Data �tting was performed with a single exponential, a bi-exponential, and a stretched exponential

model:

S(t) = c exp (−kt) (C.1)

S(t) = c1 exp (−k1t) + c2 exp (−k2t) (C.2)

S(t) = c exp (−kt)n (C.3)

The results for 5µM hnRNPA1-S231R1 added to 100µM wild-type hnRNAPA1 are shown in

Figure C.5 and summarised in Table C.1. We have previously presented results with droplet

formation assays by confocal imaging at these total protein concentrations and bu�er conditions.

Note that recently we discovered that these results are possibly biased by spin label cleavage due

to residual traces of reducing agent in the stock of wild-type hnRNPA1 (compare Chapter 3). This

naturally a�ects the interpretation of the observed spin label distribution with respect to protein-

protein interactions, and we are thus currently running control experiments. In this section we

will nonetheless present the di�erences we found in spin relaxation and spin label distribution in

samples prepared with singly-spin labelled hnRNPA1 under di�erent sample conditions.

We �rst characterised relaxation properties in the samples frozen with low-melting agarose. Note

that in all four samples we got slightly better results for �tting the longitudinal relaxation data

with a bi-exponential or stretched exponential �t model than with a single exponential �t model.
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Fluorescence

>500nm

+ 1 µM A1 -Fl-A488 labelled 4 different sites, same sample1:1 RNAgg RNA:protein

Transmission

(488nm)

Figure C.4: Confocal imaging with RNA-induced LLPS of hnRNPA1 doped with Alexa-488 labelled

hnRNPA1 (dispersion bu�er, 0.2% agarose); images are 41x41µm; four di�erent sites of the same

sample are shown top: transmission images, bottom: �uorescent images;

231 RNA conditions t2 BG dens. ∆ 〈Nspin〉 Rm σR

[µM] [µM] [µs] [nm] [nm]

5 0 100mM R/E 3.5 0.170 0.028 1.05 3.371 1.415

5 0 50mM R/E 3.5 0.323 0.030 1.06 4.258 0.9354

5 45 RNAgg, 100mM R/E 3.5 0.261 0.021 1.05 3.655 1.405

5 45 RNAaa, 100mM R/E 3.5 0.216 0.027 1.05 4.062 1.167

Table C.1: Measurement conditions and �t parameters from single-Cys DEER (S231R1) spin

doping experiments shown in Figure C.5; for parameter de�niton see main text; hnRNPA1 wild-

type concentration was 100µM in all measurements.

It is tempting to assign the two �tted components to two di�erent populations of spins in the

sample which are exposed to di�erent micro-environments (like dispersed and LD state), but note

that similar behaviour is also observed for spin labels in homogeneous environments, which is

usually explained by local inhomogeneities in the glassy frozen solvent. Nonetheless, we observed

signi�cant di�erences for the longitudinal relaxation between the samples without RNA and with

RNAgg (values shown in Figure C.5). Signi�cantly slower longitudinal relaxation than in the

absence of RNA was observed with RNAgg. This was not the case with RNAaa, where longitudinal

relaxation was similar to that of the free hnRNPA1 samples. We currently have no explanation

for the di�erence between the two types of RNA, and cannot exclude an artifact of e.g. sample

preparation. In all measurements, except for the one with RNAgg, the �tted T1 is rather short for

a nitroxide at 50K. For the transverse relaxation data the stretched exponential �t model gave the

best results. Interestingly, the �tted transverse relaxation time was approximately the same in all
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samples. In all cases it allowed detection of DEER traces with a total transverse evolution time of

at least τtot = τ1 + τ2 = 4.4µs (for ∼ 12 h acquisition time per trace).

With the bi-exponential �t model the samples without RNA we observed in roughly equal fractions

a fast relaxing (T1 ≈ 0.6ms) and a more slowly relaxing component (T1 ≈ 2ms). In the samples

with RNA we �nd in general slower longitudinal relaxation than in the samples without RNA.

The fractions of the fast and slow relaxing components in the bi-exponential �t are inverted for

the sample with RNAgg resp.RNAaa. With RNAgg the slowly relaxing component dominates,

whereas with RNAaa the fast relaxing component dominates. Both are comparatively short for

typically observed nitroxides.

Nonetheless, we did clearly observe better relaxation times than in the samples without spin

dilution, and we found that there were small di�erences observed in the samples prepared with

and without RNA in terms of the steepness of the DEER signal decays. The fastest DEER signal

decay in the series with singly spin labelled hnRNPA1 was observed in the LLPS sample without

RNA, which also featured the smallest LDs in imaging. Assuming a homogeneous distribution of

material in an LD this implies that the spin label density of the LD is decreased in the presence of

RNA, but keep in mind that we may be partially observing cleaved spin label in the experiment.

Another possible factor contributing to fast spin relaxation may be e�ects from the freezing pro-

cedure without glycerol as cryo-protectant, which could lead to partial crystallisation, and strong

sample inhomogeneity. [42] This could in future experiments be checked by spin probing with ni-

troxides in LLPS samples, and by freezing reference mixtures of spin label in dispersed conditions.

C.5 Additional DEER results with a double Cys mutant

We performed DEER experiments with the MTSL-labelled double Cys mutant 182/223, which was

found to have an intermediate mean distance in the dispersed state (see ?? in Chapter 4). The

results for spin doping experiments of this mutant into wild-type hnRNPA1 samples are shown

in Figure 4.5. Note that partial spin label cleavage might have occurred in these samples due to

residual reducing agent (see discussion in main text). Upon freezing in agarose stabilised conditions

we found a steeper background decay than in the dispersed state with glycerol. This is in agreement

with the single Cys-mutant experiments. Upon addition of RNAgg we see an enhanced modulation

depth, and a slightly larger contribution of longer distances compared to the free state. The e�ect

of RNAaa is weaker, but similar to that of RNAgg.

182/223 wt RNA conditions t2 BG ∆ < Nspin > Rm σR

[µM] [µM] [µM] [µs] dens. [nm] [nm]

10 0 0 100mM R/E, d8-glycerol 6.5 0.000 0.246 1.50 3.207 1.334

5 100 0 100mM R/E 4 0.353 0.190 1.40 3.308 1.525

5 100 100 RNAgg, 100mM R/E 4 0.601 0.276 1.58 3.763 1.229

5 100 100 RNAaa, 100mM R/E 4 0.509 0.222 1.45 3.963 1.085

Table C.2: Fit parameters from double-Cys (S182R1/S223R1) DEER spin doping experiments

shown in Figure C.8;
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Figure C.5: Comparing droplet images to DEER data measured with single-Cys mutants of hn-

RNPA1; DEER data were obtained with 5µMMTSL-labelled hnRNPA1-S231C doped into 100µM

wild-type hnRNPA1, left to right: agarose-stabilised confocal images obtained with 100µ wild-type

hnRNPA1; primary DEER data and background �t (coloured lines), in this panel we also give the

independently determined relaxation rates (mono-exponential and bi-exponential �ts). Form fac-

tors and Gaussian �t (black); �tted Gaussian distance distributions; (A) no RNA, 100mM R/E;

(B) no RNA, 50mM R/E; (C) + RNAgg, 100mM R/E; (D) + RNAaa, 100mM R/E;
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Figure C.7: Fit qualities and relaxation parameters; (A) rmsd of Tm �ts with the mono-, resp. bi-,
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D.1 RIDME background measurements for nitroxide detected

RIDME

We found that the stretched exponential �t of the RIDME background (BG) is often not a good

model for nitroxide-detected RIDME. This we observed not only for our model compounds, but

also on reference samples. In Figure D.1 we show RIDME background measurements on a mixture

of tempol with [Cu(II)-TAHA] in fully deuterated solvent at di�erent temperatures and varying

Tmix. Along the vertical axis we increased the length of the �rst refocusing delay t1, while keeping

t2 �xed. The dashed lines are a guide to the eye for a 'ridge'-like feature in the background shape

that leads to a deviation from the stretched exponential decay. This feature is present in a large

range of conditions, and moves with t1, until it disappears after t1 ≈ t2 in this case. This may

be a coincidence for this particular choice of t2. Note, that ESEEM modulations generally are

strongly suppressed when increasing t1. The same artifact is observed in samples of only tempol

(Figure D.2). Here we measured a series with di�erent solvent compositions with varying mixtures

of D2O and H2O. The percentage of H2O written in the �gure is given as the volume fraction of total

sample volume. In each vertically shifted trace we increased t1. The experimental temperature of

50 K is not optimal for nitroxide-detected RIDME, but was chosen for convenient sample exchange

during the measurement session. We observed that with higher degree of protonation, it is still

possible (if more challenging) to �nd a choice of t1 where the background is well approximated

by a single stretched exponential while maintaining a reasonable SNR (which decreases due to

transverse relaxation with longer t1). Although more rigorous testing is required to understand

this background issue, we observed that the t1 required to obtain a stretched exponential-type

193
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background shape coincides with the time t, after which the 3p-echo decay is a monotonously

decaying function. For this particular sample this happens at ∼ 4µs (Figure D.3). The background

�tting with a stretched exponential is empirically found to be much more stable with respect to

the �tting range when a su�ciently long t1 is used. We observed that in RIDME time-evolution

during t1 and t2 is not strictly equivalent. Even just using t1 > t2 with a constant tmax can slightly

suppress the unwanted background shape at early times in the trace. [250]

Figure D.1: RIDME background measurements on a mixture of tempol with [Cu(II)-TAHA] (20)

in aqueous deuterated solvent at di�erent temperatures and mixing times. The second refocusing

delay in all traces was t2 = 3500 ns. At 20K (A) we used an initial t1 of t1 = 400 ns, which

was incremented in steps of 310 ns to a �nal value of tmax
1 = 6290 ns. For the measurements at

50K (B,C) the same initial delay and increment was used, but we recorded traces only up to

tmax
1 = 3810ns. The dashed lines are a guide to the eye for a 'ridge'-like feature in the shape of the

background trace, which appears in all three tested conditions. The position of this component

moves with t1.

We tested the ESEEM-removal by division approach, [3] and found that this method, too, is able

to suppress the background artifact. The suppression, however, comes at the cost of modulation

depth, and thus sensitivity. In samples with high modulation depth, and fast transverse relaxation,

however, this approach may perform better than the increased t1 time method.

D.1.1 Orientation-Dependent Relaxation Measurements for Cu(II)

As is pointed out in the main text we can assume to average the RIDME contributions from all

orientations of the Cu(II) spins in nitroxide-detected RIDME as long as the mixing time exceeds the
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Figure D.2: RIDME background measurements on tempol in aqueous solvents of varying D2O:H2O

ratios. The percentage given for each panel is the approximate volume concentration of H2O in

the total sample volume. In the traces from top to bottom the delay t is incremented from the

starting value of t1 = 400ns in steps of 310 ns to a �nal value of t1 = 6290ns. t2 is �xed at 3500 ns

in all traces. The dashed lines are a guide to the eye for a 'ridge'-like feature in the shape of

the background trace. In the case of lowest degree of protonation (A) an additional dotted line

indicates where a spike-like feature appears in the traces. SNR decreases in each series, since also

ttot = t1 + t2 increases. This is most strongly observed in the case of highest solvent protonation

(C).

characteristic longitudinal relaxation time of all possible orientations of Cu(II). In SI1 Figure D.5

we demonstrate that, while there are di�erences in longitudinal relaxation at di�erent positions in

the Cu(II) spectrum, these are small compared to the mixing times that can be used in nitroxide-

detected RIDME. This is both the case for Cu(II) in model compound 1, and Cu(II) in the same

ligand environment, but not covalently linked to the nitroxide-spacer moiety.

D.1.2 Comparison of Cu(II)-nitroxide DEER and RIDMEmeasurements

at Q-band

We compared RIDME and DEER measurements on the [Cu(II)-TAHA]-nitroxide ruler 1, for which

the dipole-dipole interaction is dominant and the shape of the dipolar spectrum has clear features

of the canonical Pake pattern. For this ruler the separation between EPR absorption maxima

of the nitroxide spins and the Cu(II) ions is ∆B =33mT, which approximately translates to

the resonance frequency di�erence ∆ν ≈920MHz. Even with the recent major improvements in
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Figure D.3: RIDME background measurements on tempol in aqueous solvents of varying D2O:H2O

ratios. The percentage given for each panel is the approximate volume concentration of H2O in

the total sample volume. In the traces from top to bottom the delay t is incremented from the

starting value of t1 = 400ns in steps of 310 ns to a �nal value of t1 = 6290ns. t2 is �xed at 3500 ns

in all traces. The dashed lines are a guide to the eye for a 'ridge'-like feature in the shape of

the background trace. In the case of lowest degree of protonation (A) an additional dotted line

indicates where a spike-like feature appears in the traces. SNR decreases in each series, since also

ttot = t1 + t2 increases. This is most strongly observed in the case of highest solvent protonation

(C).

EPR-resonator technology [290] and UWB excitation [75,278] this large resonance frequency o�set

remains challenging for DEER spectroscopy. It is not a unique case: maximum absorption in

the Cu(II) EPR spectrum is observed at a similar �eld for [Cu(II)-PyMTA]-nitroxide 2 as well as

for [Cu(II)-terpyridine]-nitroxide. [208] At X-band frequencies, DEER measurements between the

maxima of the nitroxide and Cu(II) spectra are facile with commercial resonators and hardware,

but orientation averaging is challenging. [227]

In order to qualitatively compare the performance of the DEER and RIDME experiments in this

case, we conducted the following two measurements. Both experiments were set up in the same

spectrometer session on a 200µM sample of [Cu(II)-TAHA]-nitroxide 1. First, we set up a DEER

experiment with the shortest achievable 48/96 ns pulses for detection on the maximum of the

Cu(II) spectrum. For pumping the nitroxide spins we used a chirp pulse of duration tp = 150ns

and of bandwidth 450MHz. To have a pump pulse that is approximately centred in the nitroxide

EPR spectrum we used an o�set of pump and detection pulse of +900MHz. The refocusing delays

were set to t1 = 400 ns and t2 = 3500 ns. Due to the strong resonator over-coupling, the critical

adiabaticity of the chirp pulse was small, and the experimentally observed inversion e�ciency was

only 1% (Figure D.6). Note that higher resonator bandwidth and better power conversion could

have been achieved with a loop-gap resonator for 1.6mm samples, [290] albeit at the expense of a

reduction of the echo amplitude by about a factor of two.

Second, we performed a RIDME experiment in the following way. The resonator mode was changed

to a narrow pro�le (as seen in the tune picture). The detection frequency was set in the centre of the

resonator, to have maximum sensitivity. With such a setup, the detection (π/2)/(π) pulses of the
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Figure D.4: Removal of background artifact including division approach; all data measured at 20 K

with t2 = 3.5µs; (A-F) ruler 1; (A) normalised primary RIDME data with t1 = 0.4µs and (C) with

t1 = 4.1µs; mixing times are indicated in the legend. Blue traces correspond to the measurement

at short Tmix, red traces at long Tmix, yellow traces are obtained by division of the complex signals

after normalisation at the zero-time (to account for di�erent signal intensities); (A,C) black traces

are the background �t with a single stretched exponential function. Better �ts can be obtained

after division, or by measuring with long t1. (B,D) Experimental form factors (colored), and �t

(black) after background division; note that a longer Tmix than reported in the original study [3] is

used for division. We observe good removal of the BG artifact, but a signi�cant loss of modulation

depth. (E) spectra of traces with t1 = 0.4µs; (F) spectra of traces with t1 = 4.1µs;(G) RIDME

background measurement with unloaded ruler 1, resp. (H) tempol; Tmix indicated in legend, yellow

traces obtained by division, and shifted by 0.25 for visibility; background �t with single stretched

exponential in black
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Figure D.5: Orientation dependent longitudinal relaxation of Cu(II) in ruler 1 (left), and in a

reference sample (1:1 mixture of compound 18 and tempol) (right) at 20K; Cu(II) oriented with

the x/y-components of the hyper�ne-, and g-tensor along B0 (green curves) relaxes slightly more

slowly than when oriented along the z-component (dark blue and orange).
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Figure D.6: PDS on 200µM ruler 1 in deuterated solvent; (A) primary data; (B) form factors

scaled by modulation depth (C) distance distributions;

length of 12/24 ns could be used. The magnetic �eld was set to the maximum of the nitroxide EPR

spectrum at the detection frequency. The transverse evolution delays were set to t1 = t2 = 3500ns,

in order to avoid the background shape problem, which at the same time removed the ESEEM

artefacts from the RIDME trace. The mixing time of Tmix = 400µs was used.

The time-increment for shifting the position of both pump pulse (in DEER) and the mixing block

(in RIDME) was set to 8 ns. In the DEER experiment, a reduced number of data points was

detected, so that not the full range of available transverse evolution period was measured and thus

a small additional increase in SNR could be achieved.

The detected RIDME modulation depth was 46% against 1% in DEER, which ensured a major

SNR advantage for RIDME in the comparison of the form factor traces. Both measurements

revealed a sharp peak at 2.6 nm (2.59 nm for DEER), which was slightly broader in the DEER

case (FWHM of 0.08 nm) as compared to the RIDME data (FWHM of 0.06 nm). The small

di�erences in position and width of the distance peak from the DEER data are likely due to the

higher noise level in those data, but could be as well related to a stronger orientation selection

e�ect in this measurement. Furthermore, a smearing of the DEER time trace, due to the 150 ns
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Figure D.7: Calculated and experimental echo pathways (echo transient plots) in 5-pulse RIDME

long pump pulse is expected, which would also a�ect the shape of the distance distribution. [76]

Although a DEER experiment with a dedicated ultra-wideband resonator for 1.6 mm sample

tubes and systematic chirp pulse optimisation is expected to perform better, the comparison is

still representative for a large resonance o�set between the pumped and detected species. The

RIDME experiment outperforms DEER in this regime. Only the use of bimodal resonators with

tunable frequency o�set between the two modes could be expected to change this.

D.2 Echo crossing

For Np=5-pulse RIDME this amounts to 3Np−1=81 pathways. By nature of the detection method,

however, we only needed to consider pathways that end up in coherence order -1 after the �nal pulse.

In addition, we assumed that all coherence pathways, which are not in coherence order 0 during

the mixing block, are strongly attenuated due to transverse relaxation, and can be neglected.

With this approximation we arrived at 27 relevant pathways, for which the full list is given in

†SI1 Table 3. The refocusing condition as well as the time-step with which the echo moves with

respect to the stationary RIDME RVE echo for all identi�ed echos is also given. Note that from

these values it is possible to calculate the echo-crossing point for an arbitrary choice of delays

t1, t2 and time step dt, which may be useful in the identi�cation of echo crossing artefacts in

general for 5-pulse RIDME experiments. To determine which echo pathways are relevant in a real

RIDME experiment we detected echo transients (without phase cycling) for several time-points.

We found that for mixing times in the recommended range (see next section) we can assign all

experimentally relevant echo traces in the detection window to our calculated echo pathways, which

validates our assumption that the remaining pathways are strongly attenuated in nitroxide-Cu(II)

RIDME during Tmix (compare Figure D.7). Importantly, we can see that an echo-crossing is not

the cause for the low-frequency artifact reported above.
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Table D.1: Relaxation properties of [Cu(II)-TAHA]-nitroxide 1 in the temperature range 10K-50K;

�ts of the data with di�erent models can be found in the † SI1. Here we report the delays until a
given fraction of spins has relaxed towards equilibrium (indicated as dashed lines in †SI1 Figures

3-6).
10 K 20 K 30 K 40 K 50 K

(IR) signal recovered to nitroxide [ms]

1-1/e ≈ 0.63 31.3 4.3 1.3 0.5 0.4

Cu(II) (maximum) [µs]

1-1/e 2022 57 18 2 1

(Tm) signal decayed to nitroxide [µs]

1/e ≈ 0.37 8.7 9.1 7.3 4.4 3.2

Cu(II) (maximum) [µs]

1/e 7.7 6.7 4.2 2.4 1.7

D.2.1 Sensitivity

We determine the optimal measurement temperature for a sample given its relaxation properties

following the argumentation for the optimisation of nitroxide-nitroxide DEER in. Jeschke and

Polyhach [140] Note that we expect this optimisation to hold for a wide range of samples, if the

relevant relaxation properties are known. We de�ne the quantity Srmax

Srmax
(T ) ≈ 1

T
· exp(−5 T1,Cu/T1,NO) · exp(−2 trmax

/Tm,NO)

·
√
Tref/T1,NO · λmax (T ) (D.1)

which takes into account that the expected optimal experimental conditions depend on the longest

expected distance rmax, which manifests in a required minimum dipolar evolution trace length trmax
.

The optimisation is in terms of the temperature T , the longitudinal relaxation times of the two

spins T1,Cu and T1,NO, the transverse relaxation of time of the detected nitroxide spins Tm,NO, and

the empirical maximal modulation depth plateau value λmax (T ). The factor
√
Tref/T1,NO accounts

for the fact that at lower temperatures it is necessary to use lower shot repetition rates to avoid

saturation of the detected spin, and Tref is an arbitrary reference time to obtain a dimensionless

parameter. In eq. (D.1) we have already inserted Tmix = 5 · T1,Cu, which corresponds to the point

where the modulation depth plateau is reached at all tested temperatures. The experimental 1/e

times for transverse relaxation resp. the (1 − 1/e) times for inversion recovery are summarised in

Table D.1. Note that Cu(II) complexes feature weak anisotropy of the longitudinal relaxation time

(Figure D.5) , which we neglect in the following.

The Srmax reported in Chapter 7 for the tested temperature range was calculated using this equation

from the values reported in Table D.1.
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Figure D.8: Orientation selective RIDME at Q-band with ruler1; experimental conditions are

indicated; (A) experimental resonance �eld positions within the nitroxide spectrum; (B) selection

of two dipolar evolution traces (C) dipolar coupling spectra for all detected resonance �elds, and

summed spectrum;

D.3 Classical orientation selection

We used a π/2 pulse length of 50 ns and a π pulse length of 100 ns in these experiments in order

to have su�cient spectral resolution within the nitroxide spectrum, but still enough excitation

bandwidth to cover all dipolar frequencies, estimated from the single-position RIDME experiments

with hard MWpulses (12/24 ns). The RIDME detection positions within the nitroxide spectrum

are shown in Figure D.8(A).

RIDME time traces were measured with a long t1 delay, in order to obtain single stretched exponen-

tial background. The primary time traces were background corrected with the DeerAnalysis 2016

software, using a stretched exponential �t with varying dimension parameter nBG. The form fac-

tor traces and corresponding dipolar spectra are shown in Figure D.8(B,C). All the obtained form

factor traces have nearly the same modulation depth, which was equal to the corresponding modu-

lation depth in single-position RIDME measurements with hard MW pulses with the same mixing

time. First, this con�rms that our single-position measurements of the dipolar modulation buildup
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kinetics were accurate. Second, it con�rms that for long mixing times we obtain nearly isotropic

�ip probability over the entire Cu(II) spectrum and accordingly achieve the full modulation depth

also in the orientation-selective RIDME measurements.
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E.1 Numerical simulation of coe�cients build-up

In Figure E.1 we show an example of a numerical simulation for a range of mixing times relative

to the transverse relaxation time T1 for a S = 5/2 system, where we have used the build-up model

for harmonics

Pm>0(Tmix) = pmnfP
(lim)
m>0 [1− exp (−(Tmix/T1))] , (E.1)

pm = Pm/
∑
m>0

Pm. (E.2)

This model assumes that all transitions in principle build up with 1/T1, but build up to di�erent

levels. Compared to the equations given in the main text we have added an empirical term pmnf to

account for �ip-�ops, where pnf is the probability that the detected spin has undergone no �ip-�op

event for an e�ective spin inversion of m. For pnf = 1 no �ip �ops are observed. The exponent

m signi�es that increasingly high m has an increasingly higher probability of inducing a �ip-�op

event on the detected spin.

E�ectively, the �ip-�op terms in this model attenuate the plateau levels of the higher order spin

transition coe�cients faster than those of the lower harmonics. Because we also consider terms

with no �ip (m = 0) we see that also the modulation depth is attenuated, as can be seen in

Figure E.1.

203
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A B

( ) [1 ]pnf P Tlim mix 1(m) -exp(- /T )
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Figure E.1: Simulation for a simple model of coe�cients build-up in high-spin S = 5/2 RIDME

according to Equation (E.1), resp. Equation (E.2). (A,C) build-up of contributions PM (B,C)

build-up of the relative contributions pm to the modulation depth ∆; (A,B)

E.2 Extended coe�cients table for Mn(II)-ruler temperatures

series

The coe�cients for the temperature series in Figure 8.5 in the main text are reported in Table 8.1.

T Tmix T1 ∆ p1 p2 p3 p4 p5

K [µs] [µs]

10

88 15 0.165 0.42 0.22 0.15 0.11 0.09

88 50 0.255 0.40 0.23 0.16 0.12 0.10

88 500 0.662 0.24 0.22 0.20 0.18 0.16

30

3 10 0.367 0.28 0.23 0.19 0.16 0.14

3 100 0.638 0.20 0.20 0.20 0.20 0.20

3 500 0.649 0.20 0.20 0.20 0.20 0.20

50

1 5 0.181 0.24 0.22 0.20 0.18 0.16

1 20 0.500 0.20 0.20 0.20 0.20 0.20

1 50 0.557 0.20 0.20 0.20 0.20 0.20

Table E.1: Overtone coe�cients used in the analysis of RIDME with ruler 23-Mn(II) at di�erent

temperatures calculated with Equation (8.10);
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* Background artifact
with short t1 = 400 ns 20K

T1,Mn = 12 µs

*

Tmix =

20 µs

50 µs

100 µs

200 µs

400 µs

standard kernel T1,Mnadapted kernel
A B Cruler -Mn(II)21

Figure E.2: RIDME with ruler21-Mn(II) at 20K; (A) primary data and stretched exponential

background �t; (B) distance distribution with direct conversion of the form factor with the standard

kernel; (C) distance analysis with a higher harmonics adapted kernel according to Equation (8.10)

in Chapter 8;

E.3 RIDME with an additional Mn(II)-based ruler

In Figure E.2 we show RIDME results with ruler21-Mn(II). The distance distribution with direct

conversion of the form factor with the standard kernel is arti�cially broadened due to artifact

contributions at short distances. The adapted kernel gives the expected distance. Because a short

t1=400 ns was used we observed a known background-artifact which leads to an artifact peak

indicated by an asterisk in the distance distribution. The longitudinal relaxation time of Mn(II)

in this sample was T1,Mn = 12µs at 20K.

E.4 RIDME with additional Gd(III)-based rulers

As a proof of principle we also show RIDME data measured on rulers 11-Gd(III) and 21-Gd(III) in

Figure E.3. The di�erence between the two rulers is the Gd(III) ligand. The RIDME experiment

was measured at the maximum of the nitroxide spectrum without orientation averaging. The

data could be �tted with the same model for the overtone coe�cients as for the Mn(II) ruler (see

Equation (8.10)), including harmonics up to order m = 7.

E.5 DEER with the molecular rulers Gd(III)-based rulers

DEER was measurement for comparison with the RIDME experiments on the molecular rulers.

The results with the two short Gd(III)-based rulers are shown in Figure E.4, the result with the

short Mn(II)-based ruler is shown in Figure E.5.

The Gd(III)-based rulers we measured DEER at 10K with detection on the maximum of the

Gd(III) spectrum and a pump pulse on the nitroxide at 300MHz o�set. A slightly longer pump

pulse had to be used in the measurement with ruler 11-Gd(III) than with ruler 21-Gd(III) due to

a worse resonator pro�le quality in the measurement session. The longer pump pulse is expected
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Figure E.3: (A,B) RIDME with ruler11-Gd(III) at 30K; (A,B) RIDME with ruler21-Gd(III) at

20K; (A,C) form factor after stretched exponential background �t and adapted kernel �t; (B,D)

distance distribution with a higher harmonics adapted kernel according to Equation (8.10) in

Chapter 8in color, and without kernel adaptation (grey)

to have a slightly reduced pulse bandwidth, which may slightly reduce the modulation depth.

The resulting modulation depths are indicated in the �gures, and it is signi�cantly larger for the

TAHA-based ruler than for the PyMTA-based rulers. In both cases the modulation depth is low.

The distance observed with the TAHA-based ruler is slightly longer than the distance with the

PyMTA-based ruler.

For the Mn(II)-based rulers we measured DEER at 20K with a pump pulse on the maximum of

the nitroxide spectrum, and detection on Mn(II) with an o�set of 300MHz (no clear maximum

observed in the spectrum). The distance agrees well with the analogous Gd(III)-based ruler.
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Figure E.4: DEER measurements with the rulers at 10K; (A) 11-Gd(III), and 21-Gd(III); left to

right: primary data and background �ts, form factors and �ts, and distance distributions.
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