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Abstract

Solar technologies for producing hydrocarbon fuels from solar energy

have shown promising results in small-scale applications over the last

decade. A thermochemical redox reaction using ceria as reduction ma-

terial allows the splitting of H2O and CO2 and generating a mixture

of CO and H2, the precursors to liquid fuels. The shape of the ceria

structure in the solar reactor cavity plays a critical role for the overall

solar-to-fuel efficiency of the reactor. However, current ceria structures

suffer from large temperature gradients and scale-up problems. While

the design of these structures is based on simplified models and ex-

perience, sophisticated models are needed to analyze future structure

designs.

During this thesis, a virtual simulation environment for analyzing the

heat transfer in structured ceramic materials was developed. The simu-

lation is based on the Monte Carlo radiative heat transfer method and

allows to analyze the heating behavior of user-defined 3-D structures

under conditions that are expected in a solar reactor cavity. The pre-

dicted heat distributions can be used to distinguish good from bad

structure shapes, before the structures are physically manufactured.

The simulation application is implemented in C++ and can be used

on standard personal computers.

To illustrate the potential of the simulation environment, a novel or-

dered structure design is presented. Three basic structure shapes fol-

lowing this design scheme are analyzed and compared based on the

heat distributions predicted by the simulation. These experiments have

shown that the developed simulation environment can provide a basis

for future ceria structure design processes.
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Chapter 1

Introduction

1.1 Motivation

High expectation is placed on solar energy to reduce greenhouse gas emis-

sions and mitigate climate change. The development of solar technologies

over the past 30 years led to high efficiency increases and cost reductions

[2]. While direct solar energy amounts to a small fraction of the total energy

production today, it has the potential to become one of the major sources of

energy supply worldwide until 2050 [2].

The solar energy that arrives at the Earth exeeds the energy consumption

of humankind by a factor of about 10,000 [2]. Technologies such as photo-

voltaics (PV) and concentrating solar power (CSP) have proven to be able to

convert solar energy into electricity in large-scale industrial production. Pho-

tovoltaic cells produce electricity directly, CSP plants produce high-temperature

heat and use heat engines and generators to deliver electricity [2]. However,

not all energy demand sectors can easily be electrified. Additionally, solar

energy is variable and unpredictable up to some degree [12].

With the sun as a huge power source, the major challenge in the chain from

solar energy production to consumption is therefore the intermediate energy

carrier [18]. A highly promising field of research is the generation of hydro-

carbon fuels, also known as solar fuels. While solar fuels can be used as an

intermediate storage medium for electricity generation, their most valuable

application is probably in the transport sector, especially in aviation due to

their high volumetric and gravimetric energy density [10].
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1. Introduction

The three dominant technologies for producing solar fuels are elctrochemical,

photochemical/photobiological, and thermochemical processing [2]. The latter

uses solar heat, usually at high temperatures, combined with an endother-

mic thermochemical process [35]. A thermochemical redox reaction allows

the splitting of H2O and CO2 and generating a mixture of CO and H2, also

known as syngas. A Fischer-Tropsch synthesis can further process syngas to

liquid hydrocarbon fuels, such as diesel or kerosene [32].

In a solar chemical reactor, the reaction material plays a critical role. It has

shown that oxides based on cerium dioxide (ceria) fulfill some of the desired

properties, such as fast kinetics and chemical stability, even in long-term us-

age [14]. The geometrical structure of the ceria element is one of the key

factors that determine the overall efficiency of the solar reactor. The ceria

structure must be optimized for several conflicting goals: Generally, a high

mass load is needed for maximum fuel output. During the endothermic

reduction step, a structure allowing for uniform heating is desired. In the

exothermic oxidation step a high specific surface area supports rapid reac-

tion kinetics. Additionally, the structure should feature high mechanical

stability under fast heating rates and high temperatures [19].

The design of current ceria structures is based on simplified models and ex-

perience. The analysis of reticulated porous ceramic (RPC) foam-type struc-

tures with variable pore sizes [14] and ordered structures [19] indicates that

the main efficiency issue is the large temperature gradient across the struc-

ture that is observed during the endothermic reaction phase. Some parts of

the structure do not even reach reaction temperature and become undesired

heat sinks [14, 19].

Sophisticated models are needed to analyze and further improve current

structure designs. The analysis of digital prototypes usually saves time and

money compared to experiments with physical ones. Appropriate virtual

simulation environments and methods are therefore of special interest. In

this thesis a simulation environment based on the Monte Carlo radiative

heat transfer method was developed [21]. It is implemented in C++ and

allows to analyze the heat-up behavior and steady-state conditions of user-

defined 3D structures.
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1.2. Thesis outline

While commercial tools such as COMSOL [8], open source tools such as

openFOAM [38] and tools from other research groups [34, 6] are available,

an in-house developed software has multiple advantages: It is tailored for

the special needs of the research group and therefore minimize time and ef-

fort for researchers from this group to get familiar with the tool. Compared

to commercial software, in an in-house solution all assumptions, the entire

modeling and actual implementation are accessible and can be reviewed.

Furthermore, it can be gradually improved and extended, whenever new

research ideas come up in this group. To base a research project on non-

commercial, external software can run into problems as such software tends

to get outdated and lacks of support and maintenance unless a big commu-

nity is using it.

1.2 Thesis outline

Chapter 2 discusses some relevant theory for this project. This includes the

thermochemical redox-cycle in a solar reactor and covers problems with cur-

rent ceria structure designs. Furthermore, automated design procedures in

the field of topology optimization and the Monte Carlo ray tracing method

are covered.

Chapter 3 describes the model used for the simulation application. It dis-

cusses the assumptions and simplifications used for approximating the true

physical aspects of materials and heat transfer. The developed algorithms

for a heat-up and a steady state simulation are explained.

Chapter 4 covers the actual software implementation. It discusses how the

developed application was verified, presents some performance analysis and

describes how the current implementation could be improved further.

Chapter 5 discusses design guidelines for ordered ceria structure. A novel

structure design is presented. The potential of the developed simulation en-

vironment is demonstrated by the experimental analysis of three structure

shapes.

Chapter 6 contains a conclusion of this thesis and discusses how the devel-

oped application could be used in concrete design optimization procedures.
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Chapter 2

Theory

2.1 Two-step solar thermochemical redox-cycle

Among multiple pathways to generate fuels from sunlight, thermochemical

processes that use concentrated solar energy seem very promising [32]. As

solar thermal processes operate at high temperatures and make use of the

entire solar spectrum, they have the potential for achieving high solar-to-fuel

energy conversion efficiencies [32].

Thermochemical redox-reactions allow the splitting of H2O and CO2 to gen-

erate a mixture of CO and H2, which is also known as syngas [32]. Most

solar thermochemical reactors use a metal oxide as reactive intermediate

and operate in a cyclic rhythm, while each cycle consists of a reduction and

an oxidation step [32]. In the endothermic reduction step, the reaction mate-

rial is heated through concentrated solar energy which induces a reduction

of oxygen. The released oxygen leaves the solar reactor through gas outlets

[15]. For the exothermic oxidation step, the high flux irradiation is stopped

and H2O and/or CO2 enters the reactor through gas inlets [15].

The reduced metal oxide reacts with H2O and/or CO2 to produce H2 from

H2O and/or CO from CO2 [32]. This mixture of CO and H2 (syngas) can be

further processed to liquid hydrocarbon fuels, such as kerosene or diesel, e.g

via Fischer-Tropsch synthesis [32]. For producing syngas, splitting of CO2

and H2O in separate cycles seems to be a promising approach, as the H2 to

CO ratio in syngas is then easier controllable in a further mixing step [26].
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2. Theory

Among a wide range of metal oxides that has been studied for the usage

in solar reactors, nonstoichiometric cerium dioxide (ceria, CeO2) became the

current state-of-the-art [7, 19]. It has shown that oxides based on ceria fulfill

some of the desired properties, such as fast kinetics and chemical stability,

even in long-term usage [1, 7, 14].

The two steps of the redox reaction cycle of pure ceria are described as

follows:

1. High-temperature, endothermic reduction:

CeO2 −→ CeO2−δ +
δ

2
O2

2. Low-temperature, exothermic oxidation:

CeO2−δ + δH2O −→ CeO2 + δH2

CeO2−δ + δCO2 −→ CeO2 + δCO

where the non-stoichiometry δ denotes the reduction extent [1]. The entire

production chain from H2O and CO2 to solar fuels using nonstoichiometric

ceria has been demonstrated. Not chemistry but system scale and design

were identified as the major limiting components in the process [7]. The

efficiency of ceria can even be improved by doping its fluorite structure

with transition metals, which increases the amount of released oxygen for a

fixed oxygen partial pressure and temperature [19, 32].

The next section describes how a two-step solar thermochemical redox cycle

is realized in a solar reactor using ceria as reaction material.

2.2 Solar thermochemical reactor

Solar thermochemical reactors use concentrated solar radiation as energy

source. The core of the reactor is a well-insulated cavity that has only a

small aperture, through which the concentrated solar radiation enters. As

the aperture is relatively small compared to the cavity volume, incoming so-

lar radiation gets ”trapped” in the cavity and undergoes multiple reflections

with small probability of leaving the cavity through the aperture [30]. There-

fore, the fraction of absorbed energy is significantly larger than the actual
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2.2. Solar thermochemical reactor

Figure 2.1: (a) Schematic of a solar thermochemical reactor. It consists of an
insulated cavity with a small aperture for incoming concentrated solar irra-
diation. The aperture is sealed by a quartz window, allowing for operation
under controlled pressures. The cavity contains a reticulated porous ceramic
(RPC) structure made of ceria. Red arrow: Oxygen is released during the
endothermic reduction step. Blue arrows: CO is produced from CO2 dur-
ing the exothermic oxidation step. (b) Photographs of the High Flux Solar
Simulator (HFSS) of ETH Zurich showing the outer front and the interior
containing an octagonal RPC structure. This figure is adapted from [26].

surface absorptance of the structure inside the cavity [30].

In order to give a concrete example of a solar thermochemical reactor, the

High Flux Solar Simulator (HFSS) of ETH Zurich will be discussed next.

While other solar reactors have different designs and characteristics, they

share the main principles of this technology [30, 35]. A schematic of the

HFSS is shown in Figure 2.1. The reactor volume is sealed by a quartz disk

window, which allows to operate the reactor under controllable pressures.

The cavity is filled with a reaction material, in this case an RPC structure

which will be further described in a following section. An Al2O3-SiO2 ther-

mal insulation surrounds the cavity for minimizing energy loss by conduc-

tion through the reactor walls [26, 15].

The solar reactor is operated in cycles consisting of an endothermic reduc-

tion step and an exothermic oxidation step. Usually, the duration of each

step is around 15 minutes [26].

7



2. Theory

In the reduction step, concentrated solar energy enters the cavity through

the aperture and the ceria structure heats up. This induces a release of oxy-

gen which leaves the reactor through the gas outlet. Temperatures during

the reduction step are typically around 1773 K and total pressure is fixed

at 10 mbar using a vacuum pump [26]. Much higher average temperatures

should be avoided, as ceria sublimation could be observed at temperatures

around 2250 K [15].

For the subsequent exothermic oxidation step, the solar irradiation is stopped

and CO2 and/or H2O enters the reactor through the gas inlets. Thus, the

reactor is re-pressurized to a total pressure of 1 bar. The partially reduced

ceria is then re-oxidized at temperatures below 1273 K [26]. The produced

H2 and/or CO leaves the reactor through the gas outlets and when the ceria

structure is largely re-oxidized, the cycle can start over again.

In lab-scale experiments with 4 kW solar radiative power input a solar-to-

fuel energy efficiency of 5.25% could be achieved [26].

In most solar reactor designs, such as in the HFSS, the reaction material

(ceria) is directly exposed to the high-flux irradiation. The analysis of a

scaled-up model (50 kW solar reactor) showed that re-radiation that leaves

the cavity through the aperture is expected to be the dominant source of

heat loss [39]. The expected energy balance for a reduction step of around

12 minutes can be seen in Figure 2.2.

Re-radiation losses account for 31% of the total energy input on average

and 45% at the peak. The heating of the bulk materials, such as the Al2O3-

SiO2 insulation, consumed 21% of the total energy input on average. The

heating of the RPC structure consumed 31% and the endothermic reaction

accounts for 5.6% of the total energy input. Another significant heat loss is

the absorption and reflection of incoming radiation at the quartz window,

where 7.1% of the incoming energy is lost. The water cooling of the front

accounts for 2.7% of the energy consumption. The heat loss by conduction

through the reactor walls plays a minor role with less than 0.3% of the total

energy input [39].

A previous reactor design ([15]) was less insulated and therefore the heat

loss by conduction through the cavity walls was significant and accounted

8



2.2. Solar thermochemical reactor

Figure 2.2: Modeled energy fractions versus time during the reduction step
in a 50 kW solar reactor. Other heat losses include: convection and radiation
at the outer reactor surfaces, reflection of incoming solar radiation inside the
reactor cavity, absorption and reflection at the quartz window. This figure is
copied from [39].

for 17%. However, less energy was lost for heating up the insulation. The

heating of the ceria material and reactor components together accounted for

31% in the previous reactor design [15]. In the newer design, they account

for 54% together. It must be noted that the re-radiation loss differs a lot

(48% in the previous, 31% in the newer design) and the two reactor designs

also differ in dimension and mass loads, therefore such relative values can

easily lead to wrong interpretations. However, it can be seen that a thicker

insulation decreases the heat loss by conduction and convection at the reac-

tor wall, but consumes more energy to be heated. Insulation materials with

lower specific heat capacity would lower this energy loss [39].

It is notable that heat loss by conduction through the reactor walls plays a

minor role in large reactors compared to small reactors, due to the smaller

surface-to-volume ratio [26]. This could be experimentally verified [26, 39].

However, heat loss through re-radiation remains problematic in scaled-up

models. In order to minimize heat loss through re-radiation, optimized

reaction material layouts are needed. The next section describes the current

challenges in the design of such ceria structures.
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2. Theory

2.3 Problems with current ceria structures

The particular shape of the ceria structure is critical for the performance of a

solar reactor. [19] and [13] identified multiple conflicting topology goals for

the design of optimized ceria structures: To achieve maximal syngas output

from the redox-cycles, the mass of redox material should be maximized for

a given volume of the solar reactor cavity. The endothermic reduction step

depends on the heat distribution across the structure, which requires appro-

priate optical thickness that allows for a uniform heating behavior. As the

exothermic oxidation step is mainly surface/mass controlled, a high specific

surface area is desired.

Filling a given reactor volume with non-transparent mass inevitably de-

creases the amuont of radiation that reaches the rear part of the reaction

structure close to the cavity boundary. This indicates the conflict of the pre-

vious mentioned goals [19].

Furthermore, it is important that the structure features high mechanical sta-

bility over a large number of cycles. It must operate under fast heating rates

and is exposed to high temperatures. CeO2 starts to release oxygen at a

temperature around 1173 K [7] and is usually heated up to temperatures

exceeding 1773 K in current reactor designs [15, 29].

The shape of the reactor cavity, the distribution of the incident concentrated

solar radiation and material properties of the reactor are further boundary

constraints which must be considered when designing an optimized ceria

structure. Experiments have shown that depending on the reactor design,

a uniform distribution of the incident solar radiation on the ceria structure

cannot be guaranteed [15]. This leads to hotspots with undesired temper-

atures of up to 2250 K, which induces CeO2 sublimation and therefore a

deformation of the original structure shape [15].

2.3.1 Reticulated Porous Ceramic (RPC)

The current standard for ceria structures in solar reactors are so called retic-

ulated porous ceramic (RPC) foams [19]. The foam-like structure is not or-

dered and usually features dual-scale porosity. The mm-sized pores largely

10



2.3. Problems with current ceria structures

define radiation penetration depth and contribute to better radiative heat

transfer. The micron-sized pores on the RPC struts support faster oxidation

kinetics [29].

As the porosity is uniform in RPC structures, incident radiation undergoes

attenuation following Bouguer’s law, meaning that the intensity of solar radi-

ation decreases exponentially with the penetration depth [1, 13, 19, 23]. This

leads to large temperature gradients during the heat-up phase with hotspots

on the front side and undesired low temperatures on the rear side close to

the cavity boundary [15, 19, 39]. To overcome this problem, RPC structures

with different porosity and pore diameter have been tested in lab-scale and

designs with variable porosity and pore sizes were suggested [1, 39].

The current standard method to create RPC structures is the replication method

[33]. It uses polymer foam templates which are then coated with a ceria-

based slurry and sintered at a temperature around 1873 K [19, 29]. During

sintering the polymer template is burned and a solid RPC structure remains.

The fabrication of RPC structures with high porosity and large pore sizes

showed various challenges. The larger the pores, the more fragile the struc-

ture is [19]. Pore sizes which showed promising results in lab-scale would

have to be drastically increased for scaled-up applications and it is unclear

whether large-scale RPC structures will ever fulfill the stability and porosity

requirements at the same time [19, 39].

2.3.2 Ordered ceria structures

As discussed in the previous section, RPC structures mostly suffer from

scale-up problems, as it is difficult to fabricate a structure which features

appropriate optical thickness as well as high mechanical stability. [19] pre-

sented a structure design that follows a hierarchical ordering. Elementary

cell blocks of different sizes were used to enabled a non-uniform porosity in

the composed structure. Among different cell geometries, a cube skeleton

consisting of ceria struts for all edges and some diagonals was chosen based

on experimental results [19]. This basic cube cell geometry can be seen in

Figure 2.3 (a). The different-sized cell blocks were arranged so that large

cells (with low optical thickness) were placed at the front side and small

11



2. Theory

Figure 2.3: Design of an ordered structure made of ceria. (a) Base cell ge-
ometry. (b) Photograph of the entire structure composition, consisting of
multiple base cell geometries of different sizes. This figure is adapted from
[19].

cells (with high optical thickness) were placed at the rear side of the struc-

ture. A picture of the resulting composed structure can be seen in Figure 2.3

(b).

This composition results in a porosity which decreases from the front to the

rear part and therefore supports volumetric absorption. A smaller tempera-

ture gradient across the structure was expected compared to an RPC struc-

ture of similar mass [19]. However, measurements from the experiments

in a 4 kW solar reactor showed a significant lower temperature in the rear

side for the ordered structure compared to the RPC structure. This indicates

a higher temperature gradient for the ordered structure, in contrast to the

prior expectations [19]. As most of the mass in this composition is located at

the rear side, the overall performance (in terms of oxygen release) was calcu-

lated to be around 10% worse than in the RPC structure. The poor heating

of the rear part was attributed to blocking of radiation by ceria struts in the

front [19].

Additionally the designed ordered structure showed strongly damaged parts

after 26 cycles, as can be seen in Figure 2.4. The inner part collapsed to a

large amount, yielding a significantly different topology compared to the

original design.
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2.3. Problems with current ceria structures

Figure 2.4: Photograph of the damaged ordered structure after 26 cycles.
Fast heating rates and high temperatures led to thermal stress and sublima-
tion, which caused a partial collapse of the structure. This figure is copied
from [19].

The reasons for this deformation seem to be sublimation of ceria and thermal

stress induced by the fast heating rates [19]. Sublimation of ceria at hotspots

was also observed in pervious studies [15]. It seems that RPC structures can

handle small expansion and contraction from thermal stress and deforma-

tion from sublimation pretty well due to its foam-type structure. For further

structure design, these material properties should not be underestimated

when predicting mechanical stability.

2.3.3 Structure manufacturing

In the chain of production of ceria structures, the limiting factor with respect

to precision is the physical manufacturing. So far, ceria structures have usu-

ally been produced by coating a polymer structure with a ceria-based slurry,

followed by a sintering process. The precision of this process is limited to a

range above a tenth of a millimeter [19]. The ordered structure in Figure 2.3

(b) was fabricated with a polymer diameter of 0.4 mm. After several layers

of coating, the strut thickness (that should be uniform) largely varies, as can

be seen in Figure 2.3 (b).

A promising approach is the direct 3D-printing of ceria structures, which
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2. Theory

is technically feasible already [27]. However, it is not yet commercially es-

tablished, due to the limited field of application [19]. The mimimal layer

thickness that can be 3D-printed nowadays is around 0.35 mm, the minimal

wall thickness (based on a nozzle of size 0.41 mm) is around 0.37 mm after

sintering [11].

2.4 Topology optimization

As previously mentioned, current ceria structures are modeled based on

simplified models and experience. To reach a design process beyond that,

models which allow for mathematical optimization of the ceria structure be-

fore physical manufacturing are needed.

One rapidly growing field in heat transfer research is called topology optimiza-

tion (TO). TO is viewed as a highly promising automated design procedure,

in which optimized structures for various applications are generated [25].

Following a set of equations from physics theory and user-defined bound-

ary conditions and optimization goal, an optimized material layout in a

predefined volume can be found.

During the last three decades, computational design procedures made strong

progress due to the increased computational power and improvements in nu-

merical optimization methods [25]. Common modern solvers use a variant

of the Finite Element Method (FEM), where the design space is discretized

at a defined granularity. By iteratively choosing whether a finite element

should be ”filled” with material or left as ”void” space, a three dimensional

structure is generated [25]. Nowadays, the majority of TO solvers consider

only conduction and convection but not radiation [25, 9, 36]. However, as

we have seen in a previous section, heat transfer in ceria structures is mainly

driven by radiation.

As the shape of the structure changes continuously in an iterative optimiza-

tion method, the temperature distribution must be recalculated in each it-

eration. Especially view factor computation, which is crucial for estimating

radiative heat exchange, is non-trivial and very expensive to perform exactly

[25]. However, temperature distributions can be approximated with numer-

ical methods, such as the Monte Carlo Ray Tracing (MCRT) method which
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2.5. Monte Carlo simulations for radiation heat transfer

is described in the next section. The tool developed in this thesis could be

used as a component in a topology optimization method. Even though it

goes beyond the scope of this thesis, TO has great potential for designing

optimized reaction material layouts and will be picked-up in the outlook

section of this report again.

2.5 Monte Carlo simulations for radiation heat transfer

[19] analysed a basic cube geometry in an exemplary CFD simulation and

showed that conductive and convective heat transport within the ceria struc-

ture is negligible compared to the radiative transport. Under reasonable

temperature and gas velocity assumptions during operation of a solar reac-

tor, the fraction of conductive and convective heat transport together repre-

sented less than 2% of the incoming radiative flux [19]. The radiative heat

transfer in the reactor cavity is therefore of special interest.

For analyzing the heating behavior of a non-trivial structure, the mathemati-

cal equations which describe radiative heat transfer are complex and difficult

to solve with reasonable accuracy. Material and surface properties further

increase the complexity of calculations in deterministic methods [21].

Among several different computational methods with which radiative heat

transfer problems can be analyzed, Monte Carlo methods are very popular.

A Monte Carlo method is a numerical technique that allows the simulation

of physics-driven models based on statistical characteristics of the actual

physical processes [21].

To analyze radiative transfer processes, the radiative energy is discretized

into rays or bundles / packets of energy that leave a specific surface ele-

ment. A large number of rays, each carrying a small amount of energy, are

simulated, similar to the beahvior of photons [21]. Each ray is traced from

the source surface until it strikes a different surface element in the simula-

tion scene. Depending on the physical properties of the struck surface, a

fraction of energy is absorbed at the hit point while the remaining energy is

reflected, simulated by another ray. By the end of the simulation of all rays,

one can then analyze the energy distribution in the system.
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2. Theory

It is crucial that the distributions of the ray origins and directions follow the

underlying true distributions according to the laws of radiation [21]. The

ray origins and directions must therefore be sampled at random from dis-

tributions that approximate radiative behavior well. Due to the statistical

nature, the larger the number of rays considered, the more exact the heat

distribution of the Monte Carlo simulation is [21].

While the idea behind Monte Carlo methods is usually relatively simple and

intuitive, they often require a lot of computation. However, if each event

(e.g tracing of a single ray) can be computed independently of other events,

a high degree of parallelization is possible. The following sections about

the used simulation model and the actual implementation discuss how the

Monte Carlo ray tracing method is applied to the heat transfer problem cov-

ered in this thesis.
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Chapter 3

Model description

This chapter describes the model that was used to simulate the heating be-

havior of a ceria structure in a solar reactor. The main target of the sim-

ulation is to distinguish good from bad structure shapes before they are

physically manufactured, which enables an optimized design process. As

discussed before, the major objectives for the structure are high mass, large

specific surface are and uniform heating across the structure [19, 13]. The

developed model and simulation are both based on assumptions and sim-

plifications that differ from reality. Nevertheless, it is expected that it is still

possible to identify positive and negative design properties for real applica-

tions. Two different simulations were implemented: one that calculates a

heat distribution at steady state and one that simulates the heat-up process.

The heat-up process will eventually reach steady state as well, the direct

steady-state simulation is much faster, however. We have seen earlier that

the reactor is not heated until a complete steady state is achieved during

the reduction step. Therefore the heat-up simulation seems to yield more

valuable information for our structure design.

3.1 Geometries and materials

In the developed simulation, the actual physical properties of the reactor

components are approximated. This section describes assumptions and sim-

plifications that are relevant for radiation heat transfer.
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3. Model description

3.1.1 Triangulated surface mesh

Each geometry that is used in the simulation is represented as a triangu-

lated surface mesh, meaning the surface of an object is approximated by

a set of connected, two-dimensional triangles. A triangulated surface mesh

only consists of vertices (points in 3D space) and triangles (sometimes called

faces) which connect the vertices. Surface normals are usually derived from

the triangle normals.

The flat triangle is a constant curvature approximation for the curved sur-

face at a given location. Increasing the amount of triangles in a surface

mesh allows for a better approximation of the actual shape, as the triangles

get smaller and therefore the triangle normals get closer to the actual surface

normals.

As discussed earlier, the limiting factor for precision in the production of ce-

ria structures is the physical manufacturing part. Assuming that ceria struc-

tures can be printed with a precision of 0.35 mm, the mesh surface should

have at least this precision as well. The vertices of the surface mesh are po-

sitioned with floating point precision (32 bit, also known as single precision),

which is again much preciser than the physical manufacturing. Assuming

dimension units in meter are used, a precision below 1 micrometer can be

achieved with floating points.

3.1.2 Volume representation

While a surface representation (such as a triangulation) of an object is effi-

cient for a Monte Carlo ray tracing algorithm, it lacks of information about

the volume that is associated to a discrete surface area.

The developed steady-state simulation is based on the surface areas but not

on the associated volume of discrete elements, as we will see soon. For

that, the triangulation of the surface mesh is a sufficient representation of

the object to analyze. On the other hand, the developed heat-up simula-

tion depends on the volume that is associated with a surface element. For

that, a constant thickness is associated to each triangle of the surface. While

this approach is simple, it induces an error in curvy areas of the surface.

Neighboring volume elements would actually overlap in convex parts and
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3.1. Geometries and materials

therefore overestimate the actual volume behind this part of the surface area.

In concave regions, the actual volume associated to a surface patch would

be underestimated, as there will be gaps between neighboring volume ele-

ments. Additionally, if one part of the structure is very thin (less than two

times the triangle thickness), the volume elements associated to the opposite

walls would overlap in the middle of the structure.

As conduction is not considered in the used model, a volume representation

of the entire object seems to be an unneeded overhead. However, an im-

provement of the actual model would be to calculate the volume associated

to a triangle element on the surface based on the surface curvature at this

location. This would be one pre-processing step, if the structure is assumed

not to change its shape due to temperature changes during the simulation.

Options for this calculation have been discussed but it was not implemented

yet due to time limitations.

3.1.3 Material properties

For all materials in the simulation, the surfaces are assumed to be diffuse,

gray and opaque. The gas mixture in the reactor is assumed to be a non-

participating media.

Some material properties such as reflectivity, absorptivity / emissivity and

specific heat capacity are temperature dependent. In a first phase of the

model development, these properties are set to a constant value for the

steady-state and heat-up simulation.

In a second phase of the heat-up model development, these material prop-

erties should change with the corresponding temperature. This is not fully

implemented yet, and therefore average values for the expected temperature

range must be chosen by the user.

3.1.4 Simulation environment

The simulation environment consists of a light source and a variable amount

of solid objects. The light source and all solid objects are represented as

triangulated meshes which are specified by the user input. For example, as-
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3. Model description

Figure 3.1: Illustration of two example simulation environments. (a) 3-D
model of an entire solar reactor cavity. The yellow area indicates the aper-
ture (light source in the simulation), the light-blue area indicates the cavity
boundary. (b) 3-D model of a segment of a reactor cavity during the heat-up
simulation. The yellow area indicates the energy source in the simulation,
which is towards the cavity center. The red-purple geometry is the ceria
structure, the blue-violet area is the cavity boundary. Transparent faces are
mirrors in the simulation.

suming one would like to simulate the heating behavior in a solar reactor.

The light source would be a (flat) disk in the shape of the aperture, one (or

several) solid objects would represent the cavity boundary and one (or sev-

eral) solid objects would represent the ceria structure in the interior. Two

example simulation environments can be seen in Figure 3.1. Beside simulat-

ing the heating behaviour of an entire solar reactor cavity, it might also be

interesting to simulate only a specific segment in it. Using mirroring faces as

segment boundaries, multiple neighboring segments can be simulated that

way.

The user is responsible for providing meshes that do not contain holes and

are correctly oriented. Meshes do not have to be closed, meaning not actual

3D volumes must be enclosed by a mesh. This means, for the light source,

a flat disk and for the solids that represent the cavity boundary, the inner

walls are sufficient.
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3.2. Heat-up simulation

3.2 Heat-up simulation

To simulate the radiative heat transfer, a Monte Carlo ray tracing method

was implemented. The ray tracing is the fundament of both the steady

state and heat-up simulation. However, the actual algorithms differ in the

two scenarios. During the development, the steady state simulation was

implemented first, as it is easier to implement. However, for this report, the

heat-up simulation is discussed first, as it follows a rather intuitive idea and

seems therefore to be suited for being discussed foremost.

3.2.1 Basic algorithm

The simulation runs over a fixed number of rounds, each round has a prede-

fined round time. Each solid is initialized with a starting temperature, the

light source is assigned a constant radiant power.

At the beginning of a round, for all solid triangles the radiant power must

be emitted. This calculation follows the Stefan-Boltzmann law

Pi,j = Aiε i,jσT4
i,j (3.1)

where Pj,i denotes the radiant power, Ai the area, ε i,j the emissivity, σ the

Stefan Boltzmann constant and Ti,j the temperature of triangle i in round

j. Note that in this formula the emissivity is temperature dependent, even

though it is not yet fully implemented in the current version of our simula-

tion.

For light source triangles, the power per triangle is proportional to the trian-

gle area. Together with the round time, the amount of energy that must be

emitted from each triangle during the current round is found:

QE
i,j = Pi,j ∗ tj (3.2)

where QE
i,j denotes the emitted energy, Pi,j the radiant power of triangle i

and tj the round time in round j.
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3. Model description

The heat-up simulation then follows the ”classic” Monte Carlo ray tracing

scheme as it was introduced in the theory section. A predefined average ray

energy determines the amount of rays that are emitted from a triangle in this

round. The actual energy QE
i,j that must be emitted from triangle i is then

divided among the rays that will start form this triangle. This ensures that

the total amount of energy in the system follows the law of conservation of

energy.

Each ray starts at a position that is sampled uniformly at random from the

triangle. The direction of the ray is determined by the assumption of diffuse

surface radiation, meaning the ray directions are sampled cosine-weighted

from the unit hemisphere around the sampled starting position [21]. For

the light source, the user has the possibility to limit the angle of emissive

radiant flux, which is desired to simulate concentrated solar irradiation in

a solar reactor. For rays from light source triangles, the direction sampling

will then not be from the entire hemisphere, but only from a restricted angle

around the triangle normal.

Each ray is then traced from the sampled starting point along the sampled

direction. The first intersection of the ray with a solid object is computed,

which denotes the hit point of this ray. Based on the reflectivity/absorptivity

of the solid object, the amount of energy that is absorbed at the triangle is

calculated and deposited (added to the triangle’s absorbed energy of this

round). The remaining ray energy is reflected. A new direction is sampled

according to the distribution for diffuse reflection. A new ray is then traced

from the hit point along the new direction, determining the next intersection

point. This procedure repeats until the ray leaves the system through the

light source (meaning a ray hits the light source geometry and is stopped)

or the carrying energy drops below a certain threshold. If the ray energy is

below the threshold, the reflection / absorption at a triangle follows an ”all

or nothing” principle: The remaining energy is either fully absorbed and the

ray is stopped, or it is fully reflected. The probability for n more reflections

(without absorption) after the ray energy dropped below the threshold is

therefore

22



3.2. Heat-up simulation

Figure 3.2: An example ray path in a simple cube cavity with diffuse sur-
faces. The yellow area indicates the light source. The first sampling point
(start) is indicated by a green dot, red dots indicate intersections, where the
ray was absorbed and re-emitted or reflected.

Pr[Z = n] = ρn (3.3)

where Z is a random variable that denotes the number of reflections below

the threshold and ρ denotes the reflectiviy ∈ [0, 1). This probability function

is exponentially decreasing, meaning that rays that are not stopped for a

long period are very unlikely. An exemplary ray path for a ray that finally

left the simulation environment through the aperture (light source) can be

seen in Figure 3.2.

When all rays from all triangles have been fully traced until they were

stopped, the radiative heat transfer for this round is completed. At each

triangle, the net energy exchange (the difference between the emitted and

absorbed energy) for this round is calculated:

QA
i,j = ∑

r
qr,i,j (3.4)

Qnet
i,j = QA

i,j −QE
i,j (3.5)
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where QA
i,j is the total absorbed energy and qr,i,j denotes the amount of en-

ergy that was deposited by ray r at triangle i in round j. Qnet
i,j denotes the net

energy exchange at triangle i in round j. From that, an increase or decrease

of the triangle’s temperature is derived:

∆Ti,j = Qnet
i,j /ci,j (3.6)

Ti,j+1 = Ti,j + ∆Ti,j (3.7)

where ci,j denotes the heat capacity of triangle i in round j. ∆Ti,j denotes the

temperature difference of triangle i from round j to round j + 1 and Ti,j+1

the temperature in round j + 1 accordingly. Using these updated triangle’s

temperatures, the next simulation round starts.

As we have seen, the described algorithm assumes a constant temperature

across the entire area of a triangle. This is another approximation which can

be improved with smaller triangle sizes.

3.2.2 Heat sinks

As discussed earlier, in current solar reactor designs the major sources of

heat loss are the re-radiation through the aperture and the heating of the re-

actor components. Re-radiation, the heating of the ceria material and the re-

maining reactor components together accounts for around 85% of the energy

consumption during the reduction step [39]. With the previously described

simulation algorithm, these three heat sinks can already be approximated.

The heat losses by conduction and chemical reaction are currently under

development at the time of this report. They are not fully tested yet and

therefore not used in the experiments, their current state of implementation

is still described here.

Conduction through cavity boundary

As we have seen, with current insulation materials (such as Al2O3-SiO2) it

seems to be a trade-of between having less conductive heat loss with a thick

insulation layer and having less bulk material to heat up with a thin insula-

tion layer. Current reactor designs use rather thick insulation layers, which
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3.2. Heat-up simulation

leads to an almost perfect insulation.

Nevertheless, a heat sink for the cavity boundary was implemented. It ac-

counts for conduction through the insulation layer and calculates the convec-

tive heat loss at the outer shell of the reactor. The implementation does not

account for the metal reactor shell due to its very high thermal conductiv-

ity. A constant temperature gradient across the insulation layer and natural

convection outside the reactor are assumed. For a cylindrical shell this as-

sumption is reasonable as long as the insulation thickness is small compared

to the cylinder radius. For one triangle, the conductive heat flux density per

unit area qcd (in [ W
m2 ]) can be found as follows:

qcd = α(TI − TO) =
k
L
(TI − TO) (3.8)

where k denotes the conductivity of the insulation material, L the thickness

of the insulation layer, TI and TO the temperatures at the inner and outer

wall of the insulation layer. The convective heat flux per unit area qcv (in

[ W
m2 ]) at the outer reactor wall is

qcv = h(TO − TA) (3.9)

where h is the convective heat transfer coefficient and TA is the ambient

temperature. We known that the energy lost by conduction can only leave

the outer reactor wall by convection. Therefore

qcd = qcv (3.10)

=⇒ α(TI − TO) = h(TO − TA) (3.11)

must hold. Solving this for TO yields

TO =
αTI + hTA

h + α
(3.12)

Due to the constant temperatrue gradient, the average (mean) temperature

TM of the insulation material is

TM =
TI + TO

2
(3.13)

When we plug in the formula for TO and solve it for TI we get

TI =
2(h + α)TM − hTA

2α + h
(3.14)
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A fixed ambient temperature (e.g 273 K) is assumed. A common value for

h is 15 W
m2K for such simulations [39]. The conductivity k depends on the

material (and temperature).

Each segment of the cavity boundary (represented as a triangle) has an as-

signed mean temperature TM,j at the start of round j. Based on that, the inner

and outer wall temperatures for this segment TI,j and TO,j can be found as

showed previously. Using TI,j, the radiative power for this segment at the

inner wall can be found using the Stefan Boltzmann law (Eq. 3.1). Similarly,

using TO,j, the energy loss by convection at the outer wall can be found.

After each simulation round, the mean temperature TM,j+1 of a discrete in-

sulation element (triangle) for round j + 1 is found based on the emitted

and absorbed energy inside the cavity and loss by convection at the outside

(using Eq. 3.6 and 3.7). The idea for this implementation of conduction heat

losses is from [11].

Chemical reaction heat sinks

In each round, some energy is lost due to the chemical reaction in the ceria

structure during the reduction step. As the used discretization for the ceria

structure is a set of triangles with associated mass, the energy loss due to the

chemical redaction must be calculated for each triangle. [4] analyzed how

the oxygen release in ceria changes with temperature and pressure. Based

on that, the energy loss due to the chemical reaction can be implemented

as a function of temperature and ceria mass for a given triangle, assuming

a constant pressure. This energy loss then contributes to the net energy of

a triangle for the current round, together with the absorbed and emitted

energy from the radiation simulation.

3.2.3 Adaptive round time

While radiation heat transfer is actually a continuous process, for the sim-

ulation some time discretization must be defined in order to get discrete

amounts of energy that can be transferred from one point to another. Over

this time period, the triangle is assumed to radiate at a constant tempera-

ture. The larger the time period, the larger the induced error, as if the net

heat flux is not zero, then the temperature should change and so should the
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3.2. Heat-up simulation

radiative power (assuming no incident radiation).

Given the emissive power of a triangle, the round time defines how much

energy is emitted from this triangle during the current round. The absorbed

energy in a round depends on how many rays hit that triangle, which is

stochastically determined in the ray sampling process and over- or underes-

timates the true value, due to the limited number of rays that are used. A

simulated triangle’s temperature therefore oscillates around the true value

over the rounds, and the amplitude of the oscillation depends on the tem-

perature and round time .

The first implementation used the same fixed round time for all rounds. This

algorithm design has the following issue: A round time that seems reason-

able for low temperatures might not be appropriate for high temperatures.

If the round time is too high, a triangle can emit so much energy during this

round that its temperature would potentially fall below 0 K, if not enough

energy is received by absorption. The temperatures then oscillate so heavy

that the entire system starts to diverge. Using only very conservative, low

round times would lead to a very slow heat up progress for lower tem-

peratures and therefore highly increase the number of heat-up rounds and

computation time needed.

To overcome this issue, an adaptive round time was implemented. The idea

is, that the user can define a maximal energy loss (relative, e.g 20%) that

is allowed for any triangle in a round. Before a round starts, the maximal

allowed round time is then computed for every triangle, using its associated

radiative power and heat capacity:

tmax
i,j = Ti,jLci,j/Pi,j (3.15)

where tmax
i,j is the maximal allowed round time for triangle i in round j and

L is the maximal energy loss that is allowed for any triangle during one

round. The other symbols are defined as above. The reference temperature

for E = 0J would be at T = 0K. The minimum of these values tmax
i,j then

defines the current round time tround
j :
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tround
j = min

i
tmax
i,j (3.16)

In this way it is ensured that the amount of emitted energy is limited for

every triangle and heavy temperature oscillations and temperatures below

0 K can be avoided. A best possible round time for the given constraints is

found therefore. However, it must be noted that the round time can get very

small, when the scene objects have small triangle areas, as the heat capacity

is small as well in that case. Additionally, the round time strongly decreases

with increasing temperature. This solution could therefore be improved in

further development.

3.2.4 Energy saturation problem

Another interesting property that has to be taken into account is the impact

of the limited amount of rays in the simulation. It is obvious that a simula-

tion using a Monte Carlo ray tracing scheme gets more accurate, the more

rays are used. In the described algorithm this means, the less the average

ray energy is, the more rays will be used in the simulation. Initially it was

expected that the simulation would heat up a system to its steady-state and

then the temperature values would oscillate around the true steady-state val-

ues. The number of rays would determine the accuracy of the simulation

and therefore define the amplitude of the oscillation.

During some verification tests, it was observed that the true steady-state val-

ues are not reached, however. The simulation had converged in the sense

that in each round, the amount of energy that enters through the light source

equals the amount of energy that leaves through the light source (assuming

no other heat losses). But the observed temperature values were too low,

clearly also the total energy that was absorbed in the system since the start

of the simulation was too low.

What initially looked like an implementation bug is rather an approximation

error from the model and can be explained as follows: Assuming two identi-

cal objects A and B start with the same, uniformly distributed temperature.

Both surfaces are exposed to the same amount of radiative flux. Assuming
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both surfaces absorb the same amount incoming radiation, but surface A

absorbs it uniformly, while surface B does not (in our case: some triangles

absorb more energy than others). Object A now has a homogeneous temper-

ature distribution, while object B now has an inhomogeneous temperature

distribution. But the radiative power of object B with the inhomogeneous

temperature distribution is now larger than the radiative power of object A.

This follows from the fact that the temperature increase of a triangle is linear

with the absorbed energy, the radiative power however follows Stefan Boltz-

mann law which says P ∝ T4, with P indicating the radiative power and T

the temperature.

Let’s consider a simple example with a system that only contains two trian-

gles X and Y that have an initial temperature of TX = TY = 10 K. Assuming

both triangles have equal size and a heat capacity of 1 J/K, and the energy

that enters the system over a given time period is 10 J. In system A, the in-

coming energy is distributed equally (TX = 15, TY = 15), while in system B

it is not (TX = 10, TY = 20). The sums of the radiative powers (in [W]) yields

(154 + 154) ∗ const = 101250 ∗ const < (104 + 204) ∗ const = 170000 ∗ const.

A proof sketch for this behavior follows below, let us analyze first what this

means for the simulation. In steady state, the radiative power from the light

source is equal to the re-radiative power of the objects, so that the net radia-

tion of the system vanishes (the energy that enters through the light source

equals the energy that leaves the system through the light source).

As the temperature distribution at steady state is always inhomogeneous

(oscillating temperatures due to the limited amount of rays), the system is

already ”saturated” with energy before it could actually absorb the amount

of energy needed, so that all triangles could reach the true temperature. This

explains the observations described in the beginning of this section. A sys-

tem with a homogeneous temperature gradient would re-radiate less, mean-

ing more energy can be absorbed until it reaches a steady state re-radiation.

To overcome this problem, a larger amount of rays with lower average ray en-

ergy is needed. This obviously increases computation time. However, a high

accuracy of the temperature distribution is maybe not required throughout

the entire simulation. In case some ”checkpoints” are defined in time at
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which one would like to evaluate the system, a high amount of rays could

be used only during a few rounds before the checkpoints, and much less

rays during all the other rounds. Compared to increase the amount of rays

for the entire simulation, this speeds up the simulation but still yields good

approximations for the evaluation at the checkpoints.

Two Figures (Fig. A.1 and Fig. A.2) that show the heat-up simulation behav-

ior as described in this section are included in the Appendix A.1.

Proof sketch

A proof sketch for the described relation would include the following:

Given a constant s. For a function f ,

f (x1, x2, ..., xn) = x4
1 + x4

2 + ... + x4
n

with constrained input space so that

x1 + x2 + ... + xn = s

the minima is found at the location where x1 = x2 = ... = xn.

Assuming there would be a minimum at x∗ with at least two variables

x∗i 6= x∗j . Then, a different solution x̂∗ where x̂∗i = x̂∗j = (x∗j + x∗j )/2

would yield f (x̂∗) < f (x∗). This can be geometrically shown as for two

variables the constraint xi + xj = const is a straight line in two dimensional

space between (xi, 0) and (0, xj), and the function g(x1, x2) = x4
1 + x4

2 + const

has axis-symmetric, convex contour lines (nearly circular) around the origin.

The intersection of the constraint with the lowest contour line is therefore at

the point where x1 = x2. The fact f (x̂∗) < f (x∗) is a contradiction to the

assumption that the inhomogeneous x∗ is a minimum.

3.3 Steady state simulation

The aim of the steady state simulation is to directly predict the heat distri-

bution when a system is in radiative equilibrium, without simulating the

heat-up process. This simulation was implemented before the heat-up simu-

lation and is very useful for verifying the implemented ray tracing functions.

For the analysis of ceria structures, the steady state simulation might be less
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appropriate than the heat-up simulation, as during the reduction step the

reactor cavity is in a continuous heat-up process and does not even reach

steady state [15, 19, 39].

The algorithm for the steady state simulation differs from the one for the

heat-up simulation. The steady state simulation is based on the fact that in

radiative equilibrium, at each surface point the net radiation is zero. In the

simulation environment this means, at each triangle the incoming and out-

going radiation must be equal. The idea for this algorithm was presented in

[19] and will be described next.

In the steady state simulation, a ray does not carry an amount of energy, but

each ray represents one unit of radiant power:

pray = PLS/n (3.17)

where pray denotes the power that one ray represents, PLS is the total power

emitted by the light source and n the total number of rays. For example,

assuming a light source with radiant power of 4000 Watts. If the simulation

uses 2000 rays, each ray would represent 2 Watts of radiant flux from the

ray source to the ray destination.

A fixed amount of rays are started from the light source (only light source,

but not from other solid objects) and traced until they hit a solid geometry.

The sampling of the starting point and direction is the same as in the heat-

up simulation. At the hit point, it is determined whether the ray is absorbed

or reflected. If the ray is reflected, just a reflection direction is sampled and

the ray tracing continues.

If the ray is absorbed, one major difference in the two algorithms happens

at this point: As previously stated, in steady state the incoming radiative

flux must be equal to the outgoing radiant flux for each triangle. So if a

ray is absorbed, a counter at this triangle is increased by one and the ray

is re-emitted. There is no deposition of energy, as only the number of rays

absorbed (which is equal to the number of rays re-emitted) at the triangle

is of interest. Knowing the number of rays that are re-emitted at a triangle

allows to derive the outgoing radiative flux for this triangle:
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Pi = ∑
r

1r,i ∗ pray (3.18)

where Pi denotes the radiative power of triangle i and pray is the power that

is represented by one ray. 1r,i is an indicator function that is 1 if a ray r is ab-

sorbed by triangle i and 0 otherwise. Note that reflections and re-emissions

count as separate rays r in 3.18.

In our example, assuming that during the simulation 1000 rays were ab-

sorbed and re-emitted at a triangle. It can be derived then that this triangle

must radiate with a radiant power of 2000 Watts at steady state. Together

with the triangle area and the solid emissivity, the temperature of each tri-

angle can be calculated by the Stefan Boltzmann law 3.1.

Ti = (Pi/(Aiε iσ))
1
4 (3.19)

where Ti denotes the temperature, Pi the radiative power, Ai the area and ε i

the emissivity of triangle i and σ the Stefan Boltzmann constant.

In the steady state simulation, each ray is traced until it leaves the simula-

tion environment through the aperture. This means a ray is stopped once it

hits the light source geometry.

The steady state simulation does not run over several rounds. However, this

is only possible as all the material properties are assumed to be temperature

independent. In order to use temperature dependent emissivity and heat

sinks, a steady state simulation would also have to run over several rounds.

In each round these temperature dependent values would be adapted with

the temperature estimated in the previous round, until the algorithm con-

verges.
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Chapter 4

Implementation

4.1 Software properties

The simulation software is written in C++ and was developed on macOS.

It uses CMake to manage the build process and complies with the C++11

standard, therefore cross-platform usability is prepared, even though the

software was not yet tested on a different operating system due to time lim-

itations. The development largely followed a test-driven approach, using

the unit testing library Google Test [16]. The developed code is therefore

divided into two parts, the main application and the testing section. Both

are compiled into separate executable files so that the testing section can run

as a standalone application.

The ray tracing is based on Intel R©, Embree, which is an Open Source collec-

tion of high-performance ray tracing methods developed at Intel [37]. Em-

bree is used for the geometrical representation of the 3D objects and enables

efficient computation of ray intersections with object surfaces. Additionally,

the Open Source geometry processing library libigl [22] is used for oper-

ations such as reading, writing and preprocessing of triangulated meshes.

Libigl additionally features some visualization tools that were used in the

testing section to visually inspect the program behavior.

The software is based on the C++ template library Eigen which is designed

for linear algebra [17]. Eigen comes with a variety of functions for matrix

and vector calculus and allows data structure access similar to other pro-

gramming languages. This should make it easier for programmers with
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different backgrounds to get familiar with and extend the written code.

4.1.1 Input: Configuration

To launch the application, the user has to provide a configuration file for the

simulation. The configuration file uses an INI file format which is well read-

able for humans and easy to parse. First, the user needs to define whether

the steady state or heat-up simulation should be performed. Depending on

the simulation type, the two configuration file structures differ, as some pa-

rameters are only needed in either the steady state or the heat-up simulation

but not in both.

For each object in the simulation environment an STL-file containing the

triangulated surface mesh must be provided. The simulation configuration

requires some general parameters, such as the number of rays that should

be casted in the steady state simulation or the average ray energy in the

heat-up simulation.

For each object in the simulation environment, some specific settings are

required. In the heat-up simulation for example, for all solid objects some

physical properties such as density, specific heat-capacity or initial tempera-

ture must be provided.

4.1.2 Output: Simulation results

The output format is similar for both simulations. During the simulation,

some information about the simulation progress is printed into the standard

output. In both simulations, the simulation results can be written to disk in

HDF5 file format. In the heat-up simulation, the simulation results of each

round are saved. For each triangle, the amount of emitted and absorbed

energy as well as the new temperature is logged. While this slows down

computation and can easily lead to large output files, it helped to verify the

simulation algorithm, as properties such as energy conservation could be

analyzed afterwards. In a further development step, one could include the

option to define ”checkpoints” at which the round results should be stored.

Additionally, some information such as the round time and the energy lost

through the aperture is logged as well for each round.
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4.2. Verification

Figure 4.1: Two simple geometrical realations based on rectangles used for
configuration factor verification. The source surface is colored yellow (light
source), the destination surface is colored light-blue (solid object). (a) Two
unequal rectangles connected at an angle of 90◦. (b) Two identical, parallel
rectangles.

The output for the steady state simulation consists mainly of the absorption

counter for each triangle. In both simulations, the area per triangle and the

triangle’s centroid is logged, so that insights about the heat distribution in

3D space can be inferred without the need of the input STL files.

4.2 Verification

As the testing section was build up together with the main application, the

incrementally developed code was tested on a regular basis. This section

describes the methods used so far to verify the model and implementation.

4.2.1 Configuration factors

The configuration factor FA→B denotes the fraction of radiation leaving sur-

face A which arrives at surface B [20]. While generally the computation of

configuration factors (also known as view factors) is difficult, for some sim-

ple geometries closed-form expressions or tabulated forms exist [20]. Two

simple geometrical relations based on rectangles can be seen in Figure 4.1.

The ray tracing can be verified by approximating the configuration factors

for such simple geometrical relations. For the scenarios in Figure 4.1 the

steady state simulation is used with a full-angle diffuse light source (yellow)
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and a perfect absorbing plate (light-blue, reflectivity = 0). We can count

how many rays are absorbed at the plate compared to the total number of

rays, which is an approximation for the configuration factor FL→P, where

L denotes the light source and P the plate. Additionally, by counting how

many rays hit the light source from all rays that were re-emitted at the plate,

we can get the inverse configuration factor FP→L. Note that in the scenario

in Figure 4.1 (b) FL→P = FP→L due to symmetry, which is not true for the

scenario displayed in in Figure 4.1 (a).

4.2.2 Steady state temperatures

When using a light source which diffusely radiates at the full angle (180◦) in

a closed, perfectly insulated system, the entire system will reach a tempera-

ture equivalent to the black body temperature of the light source. This is a

trivial fact as there is no other heat source or sink in the system.

This fact was used to check whether (a) the steady state simulation will reach

this temperature at every triangle in the scene and (b) whether the heat up

simulation will eventually converge to this state when the simulation time

is large enough. For both simulations this could be verified with different

cavity geometries, the accuracy depends on the number of rays. In the heat

up simulation also initial temperatures that were higher than the black body

equivalent temperature of the light source were used and a cool-down to the

correct temperature was observed.

4.2.3 Energy balances

Additionally, for the heat up simulation the temperature change based on

the emitted and absorbed energy was verified. One way of doing that was

to use a closed solid object (cube) and an external light source (at a small

distance outside the cube) and ensured that the entire radiation from the

light source would hit the cube. The radiation from the light source was

fully absorbed by the cube walls and re-radiation from the cube walls was

restricted to be to the interior of the cube, therefore no rays could leave

the system. In this scenario, it was checked after each round whether the

temperature of the cube walls matches with the total energy added to the
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system so far.

Similarly, in a regular heat up scenario where the light source is part of the

cavity (in the sense of an aperture), the energy balances with the aperture as

heat loss at each triangle were analyzed and could it could be verified that

no energy is created or lost unintentionally.

As discussed previously, the inhomogeneous energy distribution due to the

limited number of rays leads to an ”early energy saturation” of the system.

4.3 Performance

4.3.1 Computation time

The performance measurements were performed on a standard MacBook

Pro (Late 2013, 2.4 GHz Intel Core i5, 8 GB RAM). To analyze the ray tracing

performance, a simulation environment similar to the HFSS cavity was cho-

sen, which was presented earlier in Figure 3.1 (a). The reactor cavity mesh

consisted of 25100 triangles, the light source of 100 triangles. The steady

state simulation was initialized with 1 million rays that were started from

the light source. The cavity boundary was initialized with a reflectivity of

0.5, each ray was traced until it left the cavity through the aperture (when

a ray hit the light source geometry). The simulation was repeated 10 times.

The total amount of rays that were casted, considering all re-emissions and

reflections, was 68.29 million rays with a standard deviation of 0.50 millions.

The mean time for this simulation was 45.72 seconds with a standard devia-

tion of 0.78 seconds.

On average, 4.8 rays were lost in the simulation environment, meaning they

could escape the closed simulation environment due to numerical issues in

the ray-surface-intersection method from Embree. This value is negligible

compared to 68 million rays of a simulation run.

Using a profiler, it was observed that most computation time is spent for

the calculation for ray-surface-intersections performed by Embree. In the

steady state simulation, it consists of around 80% of the total simulation

time. The ray sampling process consumed around 12% and post-intersection

calculations (counter updates etc.) around 8%. Similarly, in the heat-up
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simulation, the intersection calculations were responsible for 70%, the ray

sampling process for 11% and the post-intersection calculations for 19% of

the total simulation time.

The computation time for the heat-up simulation is determined by the num-

ber of rays that are used. The number of rays that are casted in each round

depends on the heat distribution and the round time. As discussed earlier,

both of these values depend on the meshing, as very small triangles are

problematic in the current implementation. Additionally, the minimal ray

energy threshold defines the number of re-emissions a ray undergoes. For

the same simulation environment as described before, a heat-up simulation

with the following settings was initialized: Light radiant power = 4000 K,

average ray energy = 10 J, minimal ray energy threshold = 0.1 J, maximal

time per round = 10 sec, maximal energy loss per triangle per round = 20%.

The solid was initialized with a temperature of 1073 K. The total number

of heat-up rounds was set to 1000, the experiment was repeated 10 times.

The simulation time was 47.56 seconds with a standard deviation of 4.3 sec-

onds. The total virtually simulated time of the heat-up process was around

53 seconds for this 1000 rounds.

4.3.2 Numerical issues

Generally, all computations in the simulation use double precision. Embree

uses floating point precision to represent 3D objects, which allows faster

intersection computation than double precision would. As discussed previ-

ously, floating point precision is still much higher than the precision that

can be achieved for physically producing ceria structures. In the ray tracing

algorithm, this numerical limitation has a notable impact, however. An in-

tersection point of a ray with a triangle (or the ray starting point sampled

from a triangle) can slightly differ from the plane spanned by the three tri-

angle vertices. It therefore happened in the first implementation that the

starting point of some rays was slightly behind the triangle from which the

ray should start and therefore the ray directly intersected with this triangle

(again).

Therefore, a check was added in the intersection routine that disallows the
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start and hit triangle to be equal, which solved the problem.

One remaining numerical issue observed so far is the size of the triangle area.

Due to the numerical limitation of the vertices precision (floating point), it

might happen that two triangle vertices collapse onto the same, rounded

position. The triangle area then is zero, and therefore the associated mass

and heat capacity of the triangle is zero as well. Not only vanishing but also

very small triangles are problematic.

Firstly, only one ray hitting this very small triangle and depositing some en-

ergy might be enough to unnaturally boost the temperature of this triangle.

Secondly, the small heat capacity limits the possible round time, as only a

maximal temperature drop per triangle per round is allowed. Triangles with

zero area are neglected in the current implementation, however otherwise

the user is responsible for providing inputs with appropriate meshes.

4.4 Further improvements

Some options for further development were already mentioned during this

report, which have not yet been implemented due to the limited amount of

time. This include for example a better volume representation in the model,

temperature dependent physical properties of the materials and cross-platform

support.

One goal that could not be achieved so far is the parallelization of the ray

tracing. As all the rays in one round can be treated as individual events,

there is a lot of potential for increasing the performance. The calculation for

finding the intersections, performed by Embree, is parallelized, the remain-

ing parts of one ray tracing round happens sequentially so far.
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Chapter 5

Design guidelines for ceria structures

5.1 Insights from related work

Beside the ordered structures presented in Figure 2.3, [19] analysed different

RPC structures that can be seen in Figure 5.1. For all structures a better tem-

perature gradient could be observed compared to a reference RPC element,

as less radiation was blocked at the front. The ”Frame” structure yielded a

better oxygen release per gram ceria than the ”Reference” structure. How-

ever, the ”Reference” RPC block had the highest mass which led to the best

performance overall, regarding oxygen release. The concave interior shape

of the ”Frame” layout leads to a beneficial cavity effect. This positive effect

could also be observed in the ordered structure layout that is shown in 2.3

and should be considered in the design of new structures [19].

As the production of ordered ceria structures for volumetric heat absorbers

is a rather young field of research, extensive studies are missing yet. How-

ever, there is interesting related work with other materials than ceria, which

will be covered next.

5.1.1 Honeycombs

A honeycomb layout consists of a lot of small, equal sized channels that go

through the entire receiver from the front to the back. Generally, honeycomb

structures have the same problem as RPC structures: the porosity is constant

over the depth and therefore a lot of radiation is attenuated in the front. [28]
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Figure 5.1: Six modified RPC structures. This figure is copied from [19].

analyzed a solar radiation receiver made of an iron based alloy that can be

seen in Figure 5.2 (a).

A parameter study was performed for a round receiver with 40mm depth

and a layout similar to a honeycomb structure. Various wall thicknesses and

channel diameters were tested. It was found that the efficiency is increas-

ing with decreasing wall thickness. An optimum was found for a channel

diameter of 0.5 mm and a wall thickness of 0.05 mm. While this cannot

be produced with current ceria manufacturing procedures, it would most

likely not meet stability requirements as well. However, the ratio of 1:10 for

material (wall size) to empty space is interesting and could guide the design

for similar structures made of ceria.

5.1.2 Multi-layer designs

[24] presented a multi-layer design for a solar receiver made of stainless

steel, featuring volumetric absorption, which can be seen in Figure 5.2 (c).
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5.1. Insights from related work

(a) Honeycomb structure made of
an iron based alloy. This figure is
copied from [28].

(b) ”Spike” based design for vol-
umetric solar receivers made of
metals. This figure is copied from
[5].

(c) Multi-layer structure with decreasing porosity from top to bot-
tom layers. This figure is copied from [24].

Figure 5.2: Illustrations of volumetric solar receiver designs from related
work.
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5. Design guidelines for ceria structures

The idea of having multiple layers with different porosities is similar to the

one that we have discussed previously with the ordered structures made

of ceria by [19]. As discussed earlier, the front struts in the ordered ceria

structure blocked too much radiation, while the mass was mainly located

at the rear part. It could be that the volume directly behind the front struts

could have been filled with ceria material, as this part was mostly in the

”shadow” region of the front struts anyway and would not have contributed

to direct re-radiation too much. This seems to be the idea behind the design

showed in 5.2 (c), which uses triangle-shaped side walls (parallel to the

incident radiation direction) for the base geometry, instead of only struts.

In both multi-layer designs (2.3 and 5.2 (c)) it was observed, that the most

radiation attenuation happens at the layer boundaries. This seems intuitive,

as the surface area there is orthogonal to radiation direction.

5.1.3 Spikes

[5] analyzed the common honeycomb structures for volumetric solar re-

ceivers made of ceramics or metals and presented a ”spike” based design

that can be seen in Figure 5.2 (b). It is basically a honeycomb structure,

where the side walls of the channels have been eliminated to a vast amount.

The remaining structure consists of many thin spikes, which reminds of a

nail board. This design showed a performance increase of around 12% com-

pared to a conventional honeycomb absorber. Such a design is most likely

hard to achieve with ceria, as thin spikes might be too fragile. However, the

idea behind this structure seems promising, as there are no layer boundaries

at which a lot of incoming radiation would be stopped.

5.2 Design goals

As previously discussed, an optimal ceria structure for a given volume fea-

tures a high mass, high specific surface area and a shape that allows a large

fraction of incoming radiation to penetrate till the rear part. The analysis of

related work confirmed the intuition that the major sources of undesired re-

radiation are surface parts which are orthogonal to the incoming radiation.
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5.2. Design goals

Figure 5.3: Basic tree element. (a) 3-D illustration. The yellow arrow denotes
the main direction of radiation. (b) Top-view of the basic tree element.

Such areas should therefore be minimized in a shape design. Additionally,

a structure which can somehow ”trap” incoming radiation would lead to a

desired cavity effect.

A concrete design suggestion that follows these guidelines is presented now.

Instead of using a multi-layer setup with constant porosity at each layer, the

novel design idea for a structure features a continuously decreasing porosity

from the front to the back. The structure is built up from basic elements

which will be called trees in the following. Such a basic tree element can

be seen in Figure 5.3 (a). The yellow arrow denotes the main direction of

radiation, which is from the cavity center to the cavity boundary.

Multiple trees would then be arranged in the solar reactor, so that the tree

tips point towards the center of the reactor. A possible arrangement of trees

in a solar reactor cavity can be seen in Figure 5.4. The pattern to align

neighboring trees could for example be just simple squares or a hexagonal

layout. However, it is important to gain insights about the optimal shape of

a single tree first, the study of arrangements of multiple trees in the reactor

will be a second step.

Each tree consists of a set of lamellas which are allocated circularly around

the tree center. Each lamella has a fixed thickness (e.g 1 mm), width (e.g.

15 mm) and height (e.g. 50 mm). The lamella width defines the radius of

the tree at the bottom, the lamella height defines the height of the tree. An

illustration of a single lamella can be seen in Figure 5.5 (b).
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5. Design guidelines for ceria structures

Figure 5.4: Illustration of a possible tree arrangement layout in a cylindric
reactor cavity. (a) Front-view (or vertical cross-section) of the cavity. (b) Top-
view (or horizontal cross-section) of the cavity. The yellow arrow denotes
the incoming light through the aperture.
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(a) Width versus height for the
”Reference” shape.

(b) 3-D illustration of a single
lamella with ”Reference” shape.
The lamella height and width de-
fine the tree size.
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(c) Width versus height for the
”Thin” shape.
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(d) Width versus height for the
”Thick” shape.

Figure 5.5: Illustrations of the three lamella shapes ”Reference”, ”Thin” and
”Thick”. In (a), (c), and (d), the red dotted lines indicate form constraints,
the blue dashed line indicates the start of the offset-area.
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By using a tree as described above as a basic element, the following benefi-

cial design feature is expected: With varying the number and shape of the

lamellas, one can gradually control the mass distribution and average ray

penetration depth. The tree in Figure 5.3 (a) is built up from 6 equal lamel-

las with height 50 mm and would fit into a hexagon with inner radius of 15

mm at the bottom.

Three possible lamella shapes are illustrated in Figure 5.5. The ”Reference”

lamella shape in Figure 5.5 (a) is a simple triangle. For the ”Thin” and

”Thick” lamella shapes the outer edge (hypotenuse) of the triangle was al-

tered to a smooth curve (Figures 5.5 (c) and 5.5 (d)). This shrinks or enlarges

the volume of the lamella.

Each lamella has an offset part at the bottom, which is indicated by the blue

dashed line. An offset part is needed so that neighboring trees are physically

connected at the bottom. For these shape designs it was assumed that the

reactor cavity would have the form of a sphere instead of the actual cylinder.

This is a simplification for a tree arrangement like in Figure 5.4 (b), where

all trees would point towards the reactor center. This assumption induces

some form constraints that are indicated by the red lines. It is assumed that

the sphere has a radius of 75 mm (radius of the HFSS at ETH Zurich [11]).

Each each tree would therefore have to fit into a hexagonal cone (with tip

at the center of the sphere) of height 75 mm and inner radius of 15 mm.

With a tree height of 50 mm and an empty space between the tree bottom

and the reactor cavity of 5mm, an empty area with radius of 20 mm would

be in the center of the sphere. For an acutal tree arrangement these values

would change, however it serves as a uniform setup for analyzing different

tree shapes.

5.3 Experimental

The heat-up behavior of three different tree structures was analyzed using

the heat-up simulation developed in this thesis. The corresponding lamella

shape designs for the ”Reference”, ”Thin” and ”Thick” tree structure were

introduced in the previous chapter in figure 5.5. The number of lamellas per

tree was set to 12 for the experiments.
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5.3.1 Experimental setup

The triangulated surface mesh for each structure was generated using the

geometry processing library libigl ([22]) in C++. As the surfaces showed

some undesired artifacts and triangle sizes that strongly varied, the objects

were re-meshed using the software Meshmixer [3]. In each simulation, not

a full tree but only one-third (120◦) of a tree was used in combination with

mirror planes (fully specular reflective walls) due to rotational symmetry

for saving computation time. A simulation segment had therefore the shape

of a third of a hexagonal cone and each tree segment consisted of 4 lamel-

las. The three simulation environments can be seen in Figure 5.6. The outer

walls of the hexagonal cone were implemented with mirror planes as well

for simulating the spherical form of the tree arrangement. All four mirror

planes are transparent in each illustration of Figure 5.6. Note that this mir-

roring is not perfect, as a sphere cannot be made of unique sized hexagons.

However, this was assumed to be a better approximation than for example

an infinite cylinder that could be simulated with approximately similar ef-

fort with mirrors.

Furthermore, a reactor cavity with 75 mm radius and a tree of height 50 mm

with 15 mm radius at the bottom were assumed. Under these constraints,

a hexagonal cone has an angle of 23.07◦. Using a tree layout as in Figure

5.4 (b) one could fit approximately 48 trees into a cavity similar to the HFSS

(space for cerium laminate is ignored here).

Light source

A light source with 4 kW power was assumed for the full reactor. The power

for the light source in the segment was adjusted so that the ratio of power to

area was equal for the full reactor and the simulation segment light source.

In this configuration, the steady-state temperature in the simulation segment

equals the steady-state temperature in the full reactor under the assumption

of perfect insulation and diffuse radiation from both light sources. Note

that the concentrated solar irradiation is actually not equally distributed

in the reactor cavity. However, at some point in the heat-up process, the

re-radiation from other ceria segments dominates the irradiation from the

aperture for one segment.
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Figure 5.6: 3-D illustrations of the three simulation segments. (a) ”Refer-
ence” tree segment. (b) ”Thin” tree segment. (c) ”Thick” tree segment. The
yellow area deontes the light source, the light-blue area denotes the cavity
boundary. Transparent planes are mirrors.

The chosen setup can be thought of as a spherical light source (with 4 kW

power) in the center of a spherical reactor. The area of the segment light

source was chosen to be 1
3∗48 of the aperture size of the full reactor (48

trees, one-third of a tree is simulated). The size of the light source area in

the segment defines the amount of re-radiation loss and has therefore an

influence on the heat-up time.

Cavity boundary

For the cavity boundary (which is colored light-blue in the illustrations of

Figure 5.6), an Al2O3-SiO2 material with the following parameters were as-

sumed: thickness = 20 mm, reflectivity = 0.72, density = 560.65 kg/m3, spe-
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Structure # Triangles Total mass [g] Avg. mass per triangle [mg]

Reference 6931 6.557835 0.94616
Thin 4480 3.332916 0.7439544
Thick 11722 7.624902 0.6504779

Table 5.1: Number of triangles, total mass and average mass per triangle for
the three analyzed structures.

cific heat capacity = 1109 J/(kg * K). The values for reflectivity and density

are obtained from [15] directly, the values for specific heat capacity are in

the range of 1096 - 1118 J/(kg * K) for a temperature range of 1100 - 1800 K,

an average value for the temperature of 1500 K was chosen [15].

Ceria structure

For the ceria material (which is colored green in the illustrations of Figure

5.6) the following parameters were chosen: thickness = 0.5 mm, reflectivity

= 0.24, density = 5415 kg/m3, specific heat capacity = 418 J/(kg * K). The

value for reflectivity is obtained from [15] directly. The value for the density

is calculated assuming a microporosity of 25% ([31]) and a ceria density of

7220 kg/m3 [15]. The value for the specific heat capacity is computed for a

temperature of 1500 K analogue to that of the cavity boundary.

5.3.2 Mass distribution

The number of triangles after re-meshing, total mass of the structure and

average mass per triangle can be see in table 5.1. Note that the total mass

represents one-third of a tree.

The distribution of the masses within the structures can be seen in Figure

5.7. A binning with bin size of 0.5 mm in the direction of the height of the

tree was used. The mass distributions are as expected, when compared with

the design of the tree shapes from Figure 5.5. It can be seen that the mass

at the bottom of the tree (at height = 50 mm) does not follow the trend of

the previous bins and is much higher. This is due to the simplified volume

representation, as the volume area at the very bottom is counted twice. At

the sharp edge at the bottom, the volumes associated to triangles from the
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Figure 5.7: Mass versus height for the three analyzed structures. Values
were calculated from a binning in direction of height with 0.5 mm bin-size.
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Figure 5.8: Total elapsed time versus round numbers for the three simulation
runs.

side and bottom walls of each lamella overlap.

5.3.3 Temperature analysis

Figure 5.8 shows the total time evolvement for the three simulation runs.

The simulation for the ”Thick” tree structure shows a much larger average
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Figure 5.9: Temperature versus height for the three analyzed structures at
the checkpoint when half of the mass exceeds 1500 K. Values were calculated
from a binning in direction of height with 0.5 mm bin-size.

round time. It is expected that after the re-meshing, the ”Thick” structure

had generally a more uniform triangulation than the other structures, lead-

ing to less small triangles which may dump the round time. This effect was

underestimated in the re-meshing process.

For illustrating the temperature analysis, a specific checkpoint was defined

as ”the point in time when half of the mass of a structure exceeds 1500

K”. For the ”Reference” structure, this was after 89.5 seconds, for the ”Thin”

structure after 57.1 seconds and for the ”Thick” structure after 176.8 seconds

of virtual simulated time. The temperature distributions at this checkpoint

for each structure are compared in Figure 5.9. It can be seen that the ”Thick”

structure has the largest temperature gradient at this checkpoint, followed

by the ”Reference”. The ”Thin” structure shows the lowest temperature gra-

dient which matches with the expectations. It must be noted that all three

simulations will eventually converge to a steady state temperature of around

2727 K, due to the chosen light source representation. This is much higher

than maximal temperatures usually observed in real experiments, which are

around 2250 K [15]. In these experiments, a ceria structure thickness of 0.5

mm was chosen based on the lamella thickness of 1 mm. For the tip of the
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5.3. Experimental
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(a) Temperature distributions after 10 seconds.
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(b) Temperature distributions after 50 seconds

Figure 5.10: Temperature versus height for the three analyzed structures at
a specific point in time. Values were calculated from a binning in direction
of height with 0.5 mm bin-size.

structures, this results in triangles with low mass which are directly exposed

to high radiative flux, which might explain the extremely fast heating and

hot temperatures predicted at these locations (above sublimation tempera-

ture of ceria).

Similar temperature distributions can be found when comparing the heat-up

processes at a given time for all structures. Figure 5.10 shows the tempera-

ture differences observed in the three structures after 10 and 50 seconds.
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5. Design guidelines for ceria structures

Using the mass and temperature predictions for all triangles, one can then

find the specific oxygen release for a structure [4]. This could then be used as

a metric for evaluating the performance of a certain structure. Additionally,

one could analyse the energy balances such as the energy loss at the aperture,

similar to how it is shown in Figure A.2 that illustrates the energy saturation

problem.
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Chapter 6

Conclusion and Outlook

During this thesis, a virtual simulation environment for the analysis of the

heating behavior of ceria structures in solar reactor cavities was developed.

The potential of the simulation was demonstrated by experimental simula-

tion runs with ordered structures following a novel design scheme. While

some aspects of the simulation algorithm could be verified, a validation pro-

cess with actual measurements from real experiments in solar reactors is

needed. This could be achieved by using 3-D models from structure layouts

which were already analyzed experimentally in a solar reactor.

The design suggestion presented in this thesis is based on guidelines de-

rived from related work and consists of basic elements called trees, which

are made of a set of lamellas. To find an optimal structure based on this de-

sign scheme, design parameter studies are needed. For an optimized shape

of a single tree one could vary the number and shapes of lamellas. The

lamella thickness was set to a constant value in the experiments. This could

be changed, so that the lamella is thinner on the top and thicker on the

bottom of the tree, for example. Another interesting approach would be to

combine different lamella shapes for one tree. Furthermore, the actual tree

arrangement in the reactor cavity must be optimized. It might be interesting

to use some optimization techniques from the field of topology optimization.

A randomized algorithm to find an optimized tree structure, could look as

follows:

A set L of n different lamella shapes is generated. A tree is defined to consist
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6. Conclusion and Outlook

of m lamellas, which would be initialized randomly with lamellas from L.

The optimization procedure would run over several rounds. In each round,

one lamella of the tree would be replaced by a different lamella from L that

leads to a better performance for the tree (using a metric such as oxygen re-

lease after a specific heat-up time). The lamella to replace would be chosen

randomly, the new lamella candidates would be a subset of L. Convergence

is achieved when no performance improvement happens over some rounds.

Such a randomized algorithm could be beneficial, as testing all different

combinations for m lamellas with n possible shapes would be expensive to

compute. Furthermore, many combinations would be very similar for sym-

metry reasons in the tree, but finding only relevant combinations might be

hard to compute, however. For such an algorithm to work, the performance

metric must be computed multiple times in each round. As the heat-up

procedure runs itself over several rounds, this would result in large com-

putation time. Therefore some optimizations concerning computation time

(such as parallelization) are of specific interest.

Generally, it will be beneficial to run virtual simulations with novel structure

designs before the physical manufacturing. This can lead to a significant per-

formance increase of solar reactors in the near future and help to establish

solar fuels as energy carriers.
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Appendix A

Appendix

A.1 Energy saturation problem
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A. Appendix
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Figure A.1: Plots for illustrating the total energy absorbed in the system,
showing the energy saturation problem. Exemplary environment was an
empty cavity in the shape of the HFSS. After 1500 rounds (blue dashed line),
the average energy per ray was decreased.
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A.1. Energy saturation problem
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Figure A.2: Plots of the the heat-up simulation for illustrating the energy
saturation problem. Exemplary environment was an empty cavity in the
shape of the HFSS. After 1500 rounds (blue dashed line), the average energy
per ray was decreased.
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