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Abstract 
Illness management among married adults is mainly shared 
with their spouses and it involves social support. Social 
support among couples has been shown to affect emotional 
well-being positively or negatively and result in healthier 
habits among diabetes patients. Hence, through automatic 
emotion recognition, we could have an assessment of the 
emotional well-being of couples which could inform the de- 
velopment and triggering of interventions to help couples 
better manage chronic diseases. We are developing an 
emotion recognition system to recognize the emotions of 
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real couples in everyday life and in this paper, we describe 
our approach to collecting sensor and self-report emotion 
data among Swiss-based German-speaking couples in ev- 
eryday life. We also discuss various aspects of the study 
such as our novel approach of triggering data collection 
based on detecting that the partners are close and speak- 
ing, the self-reports and multimodal data as well as privacy 
concerns with our method. 
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Introduction 
Evidence suggests that for married adults, illness manage- 
ment is mainly shared with their spouses and it involves 
social support [16, 12]. Social support among spouses is 
associated with healthier habits among diabetes patients 
[9] and has been shown to have positive or negative effects 
on emotional well-being [11, 6, 4]. Hence through emotion 
recognition, we could have an assessment of the emotional 
well-being of couples which could inform the development 
and triggering of interventions to help couples better man- 
age chronic diseases. In effect, the development of a sys- 
tem for automatic recognition of couples’ emotions could  
aid social psychology researchers to understand various 
dynamics of couples’ relationships and their impact on well- 
being. 

Currently, psychologists measure emotions through various 
self-reports such as the PANAS  [18].  These  self-reports 
are however not practical for continuous emotion measure- 
ment in everyday life because completing self-reports fre- 
quently will be obtrusive. Several works in the area of emo- 
tion recognition use data from actors reading texts in a spe- 
cific emotional tone [10] or acting out dyadic interactions  
like couples [5]. It is not clear whether the algorithms devel- 
oped using these data will work well for the use case of the 
naturalistic interactions of real couples. 

We are developing an emotion recognition system to rec- 
ognize the emotions of real couples in everyday life and in 
this paper, we describe our approach to collecting sensor 
and self-report emotion data among Swiss-based German- 
speaking couples in everyday life. We then discuss various 
aspects of the study such as our novel approach of trigger- 
ing data collection based on detecting that the partners are 

close and speaking, the self-reports and multimodal data as 
well as privacy concerns with our method. 

Data Collection 
We are running a field study in which we collect sensor and 
self-report emotion data in the context of chronic disease 
management among couples. Specifically, we collect data 
for seven days from German-speaking couples in Switzer- 
land in which one partner has type-2 diabetes [7]. We have 
collected data from eight (8) couples so far. 

Each partner is given a smartwatch and smartphone run- 
ning the DyMand system, a novel open-source mobile and 
wearable system that we developed for ambulatory assess- 
ment of couples’ chronic disease management [2]. The 
DyMand system triggers the collection of sensor and self- 
report data for 5 minutes each hour during the hours that 
subjects pick. We collect the following sensor data from 
the smartwatch: audio, heart rate, accelerometer, gyro- 
scope, Bluetooth low energy (BLE) signal strength between 
watches and ambient light. After the sensor data collection, 
a self-report is triggered on the smartphone that asks about 
emotions over the last 5 minutes using the Affective Slider 
[1] which assesses the valence and arousal dimensions of 
their emotions. We also record a 3-second video of their 
facial expression while they complete the self-report on the 
smartphone. 

We trigger sensor data collection when the partners are 
close and speaking in two steps. First, we determine close- 
ness using the BLE signal strength between the smart- 
watches. We check if the signal strength is within a certain 
threshold, which corresponds to a distance estimate [2]. 
Then, we determine if the partners are speaking by using a 
voice activity detection (VAD) machine learning model that 
classifies speech versus non-speech, which we developed 



 
 
 
 

and implemented to run in real-time on the smartwatch [3]. 
 

Discussion 
Our hypothesis is that we are likely to collect high-quality 
sensor and self-report emotion data during times that the 
partners are interacting. Hence, rather than trigger data 
collection at some random times in the hour which is the 
standard approach [8, 14], we use a novel method entailing 
triggering data collection after we detect that the partners 
are close and speaking. If none of these conditions are met 
in the hour, we do a backup recording by triggering data 
collection in the last 15 minutes of the hour. This approach 
has the potential to collect data that contain several conver- 
sation moments which would provide several data for devel- 
oping the emotion recognition system. Other researchers 
can use our DyMand system for their data collection as the 
code is open source [2]. Additionally, the methods we use 
could also be used by other researchers to optimize the 
collection of sensor and self-report data among couples or 
other dyads in daily life. 

We use the Affective Slider as opposed to other self-reports 
like the PANAS because it can be easily and quickly com- 
pleted. Additionally, the valence and arousal dimensions 
based on Russell’s circumplex model of emotions [15] can 
be used to place various emotions. Currently, we collect 
self-report emotion data on the smartphones which are 
given to the couples. It is possible to implement the Affec- 
tive Slider on the smartwatch to ease the burden of com- 
pleting the self-report and make the process quicker. 

We collect multimodal sensor data using a smartwatch 
because previous works have shown that multimodal ap- 
proaches to emotion recognition perform better than uni- 
modal approaches [10]. Additionally, in an everyday life 
context, certain data modalities might not be available and 

hence, emotion recognition systems need to be developed 
that can perform well with subsets of these data modali- 
ties. Also, in the future, to aid in the recognition task, other 
sensor data about behavioral patterns could be collected 
such as phone unlock frequency, frequency of phone calls, 
messages sent, among others [17]. 

There are huge privacy concerns and ethical implications   
as sensitive data such as audio are collected frequently.   
We address these concerns by first subjecting our study 
protocol to review and resulting in approval by the ethics 
committee of the canton of Zurich. Also, we ensure that we 
collect a maximum of 5-minute of audio data per hour in or- 
der not to record a significant percentage of the couples’ 
everyday life. Additionally, to protect the privacy of subjects 
not taking part in the study, we ask subjects to wear a tag  
we give to them indicating to others around them that they 
may be recorded. Finally, when the couples return the de- 
vices after the study, we give them the option to listen to the 
recorded audios and to request the deletion of any as they 
wish without any explanation. This approach has been used 
in other studies [13, 14]. 

 
Conclusion 
In this work, we described our approach to collecting sen-  
sor and self-report emotion data from Swiss-based German- 
speaking couples in everyday life. We discussed various 
aspects of the study. First, we discussed the use of a novel 
approach of triggering data collection based on detecting  
that the partners are close and speaking rather than just 
randomly in the hour. Next, we discussed using a smartphone- 
based Affective Slider self-report because it is quick to com- 
plete. Then, we discussed collecting multimodal sensor 
data with a smartwatch because it could produce more ac- 
curate emotion recognition models. Finally, we discussed 
our approach to addressing privacy concerns such as giv- 



 
 
 
 

ing subjects the option to request the deletion of any of their 
audio upon returning the devices. 
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