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Abstract

This thesis deals with the development and application of a novel method for seismic
interferometry, referred to as full waveform ambient noise inversion. It incorporates the
heterogeneous nature of ambient noise sources in space and frequency, and models the
full wave propagation physics. By dropping the principle of Green’s function retrieval, the
basis of traditional ambient noise tomography, we establish correlation functions as self-
consistent observables. A more accurate description of the physics of the problem allows us
to extract additional information, to advance our understanding of correlation wavefields
and to quantify inherent source-structure trade-offs.
We generalize the theoretical formulation, thus facilitating the application of adjoint tech-
niques, and investigate the prerequisites for its application to real data in a synthetic 2-D
study. We then follow with a framework for modeling correlations in 3-D attenuating media
with arbitrary noise source distributions and for the computation of sensitivity kernels for
changes in source and structure. In a pilot use case, we look into a commonly encountered
difference between the observation of body waves and surface waves, and reveal fundamen-
tally different conditions for their reconstruction. For a final synthesis of all results and
a proof of concept we invert a global dataset focusing on the long-period ambient noise
field, called the Earth’s Hum, for the distribution of ambient noise sources, and for Earth
structure. We confirm existing models for the source power-spectral density and recover
tomographic features well known from global Earth models.
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Zusammenfassung

Diese Arbeit befasst sich mit der Entwicklung und Anwendung einer neuartigen Methode
für seismische Interferometrie, die als full waveform ambient noise inversion bezeichnet
wird. Der Ansatz berücksichtig die Raum- und Frequenzabhängigkeit der Quellverteilungen
des seismischen Rauschens und durch numerische Simulationen auch die Physik der Wellen-
ausbreitung. Indem wir mit dem Prinzip für die Ermittlung einer Greenschen Funktion die
Grundlage bisheriger Tomographien, die auf seismischem Rauschen basieren, fallen lassen,
etablieren wir Kreuzkorrelationen als selbstkonsistente Observablen. Mit einer präziseren
Beschreibung der Physik des Problems können wir zusätzliche Informationen extrahieren,
Korrelationswellenfelder besser verstehen und das unvermeidbare Wechselspiel zwischen
Quelle und Struktur quantifizieren.
Zu Beginn stellen wir eine Verallgemeinerung der zugrundeliegenden Theorie vor, wodurch
der Einsatz von adjungierten Methoden vereinfacht wird. Darauf aufbauend untersuchen
wir in einer synthetischen Studie in 2-D die Voraussetzungen für die Anwendung mit echten
Daten. Das Konzept für die Modellierung von Kreuzkorrelationen in 3-D unter Berücksich-
tigung von Dämpfung, sowie für die Berechnung von Sensitivitäten bezüglich Änderungen
von Quelle und Struktur wird im Anschluss präsentiert und umgesetzt. In einem ersten
Anwendungsfall untersuchen wir Unterschiede, die typischerweise in der Beobachtung von
Raum- und Oberflächenwellen auftreten, und legen fundamental unterschiedliche Bedin-
gungen für deren Rekonstruktion offen. Für eine abschliessende Synthese aller Ergebnisse
führen wir eine Machtbarkeitsstudie durch und invertieren einen globalen Datensatz, der
sich auf das langperiodische seismische Rauschen, auch als Earth’s Hum bekannt, bezieht,
nach der räumlichen Verteilung der Quellstärke und nach Erdstruktur. Damit bestätigen
wir existierende Modelle für die Quellverteilung und tomographische Strukturen treten
hervor, die von globalen Geschwindigkeitsmodellen bekannt sind.
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Introduction 1
The ambient noise field was long regarded as "not of great seismological interest in itself"
(Agnew and Berger , 1978), but has in recent years attracted considerable attention as a
valuable source of information on 3-D Earth structure. This paradigm shift was possible
due to the rising awareness in seismology that the system response can be extracted from
noise recordings. As pointed out by Snieder and Larose (2013), the underlying principle ac-
tually dates back more than a century to the paper by Einstein (1906) on Brownian motion.
Although Aki (1957) and Claerbout (1968) used similar approaches to study surface waves
propagating in the near surface or to relate the reflection response to the transmission
response, this field of research only gained momentum after the work by Lobkis and Weaver
(2001), who derived and demonstrated in a laboratory experiment that the inter-station
correlation of recordings of a diffuse field with random and uncorrelated modes is propor-
tional to the Green’s function1 between the respective receivers.

Campillo and Paul (2003) applied the principle of Green’s function retrieval first to earth-
quake coda and extracted the Green’s tensor for surface waves. Follow-up studies then
confirmed the emergence of surface waveforms from correlations of microseismic noise
(Shapiro and Campillo, 2004; Sabra et al., 2005a) and prompted a large number of regional
and also global tomographic studies (Shapiro et al., 2005; Sabra et al., 2005b; Nishida
et al., 2009). While seismic tomography based on ambient noise flourished, theoretical
derivations established that the equality of the inter-station correlation and the Green’s
function only holds under specific conditions, including wavefield diffusivity and equiparti-
tioning (Lobkis and Weaver , 2001; Sánchez-Sesma and Campillo, 2006; Weaver and Lobkis,
2004; Snieder et al., 2007; Tsai, 2009) or, equivalently, the isotropic distribution of both
mono- and dipolar uncorrelated noise sources (Wapenaar , 2004; Wapenaar and Fokkema,
2006; Snieder , 2007). Despite the strong empirical evidence that at least fundamental-mode
surface waves can be extracted and although tomographic images are broadly consistent
with models based on earthquake data (Stehly et al., 2009; Nishida et al., 2009; Haned
et al., 2016; Castellanos et al., 2018), the specific nature of the assumptions necessary for
Green’s function retrieval required research on the characteristics of the ambient noise field
and on potential consequences and limitations for ambient noise tomography.

1Deciding between “Green function” and “Green’s function” we follow the recommendation by Wright
(2006). Although the use of “Green’s function” together with a definite article is slightly inconsistent, it
does not suggest the existence of one universal entity in the following.
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1. Introduction

The ambient seismic noise field is excited by a heterogeneous and non-stationary distri-
bution of noise sources. Commonly, three peaks are observed in the power spectrum at
most seismic stations (Pederson, 1993). They are referred to as the Earth’s Hum (∼2 to
15 mHz), the primary microseism (∼0.05 to 0.1 Hz) and the secondary microseism (∼0.1
to 1 Hz). The primary and secondary microseisms likely originate from the interaction
of ocean waves with the bathymetry and from the non-linear interaction of ocean waves
traveling in opposite directions, respectively (Longuet-Higgins, 1950; Hasselmann, 1963;
Ardhuin et al., 2015). The excitation mechanism of the Earth’s Hum has been the subject
of considerable debate. While some authors argue for atmospheric pressure fluctuations
(Nishida and Kobayashi, 1999; Tanimoto and Um, 1999; Nishida, 2014), other studies in-
dicate interactions between the atmosphere, the oceans and the solid Earth (Rhie and
Romanowicz, 2004; Webb, 2007; Bromirski and Gerstoft, 2009). Latest research favors its
generation in the ocean by infragravity waves propagating over a sloping ocean floor close
to the coast (Ardhuin et al., 2015; Deen et al., 2018). Noise above 1 Hz is considered to
be dominated by anthropogenic activities and local meteorological conditions (e.g. Díaz,
2016). Irrespective of the excitation type, the magnitude of ambient noise sources varies
considerably in space and depends on the ocean state, atmospheric conditions, etc. which
may vary over short timescales.

The discrepancy between the assumptions invoked for the principle of Green’s function
retrieval and the nature of the ambient noise sources has various consequences. Amplitudes
of noise correlation functions are difficult to interpret and complicate attenuation studies
(Prieto et al., 2011; Tsai, 2011; Harmon et al., 2010; Stehly and Boué, 2017). Heterogeneous
noise source distributions affect traveltime measurements (Tsai, 2009; Weaver et al., 2009;
Yao and van der Hilst, 2009; Harmon et al., 2010; Froment et al., 2010; Delaney et al., 2017;
Sadeghisorkhani et al., 2017) and introduce spurious arrivals, which can be mistaken as
reliable information (Snieder et al., 2006). In addition, certain seismic phases such as body
waves and higher-mode surfaces waves are not excited correctly in correlation functions
(Halliday and Curtis, 2008; Kimman and Trampert, 2010), which leads to a poor depth
resolution in tomographic images.

Besides correction factors presented in some of the studies above, numerous processing
and stacking schemes have been proposed to mitigate the difference between reality and
the assumptions necessary for Green’s function retrieval (Bensen et al., 2007; Groos et al.,
2012). A common approach is to select correlation functions that resemble plausible Green’s
functions and to discard the rest, which may affect up to 70 percent of a data set (Stehly
et al., 2009). Correlation functions that are strongly altered by heterogeneous noise source
distributions may therefore be excluded although they contain valuable information on 3-D
Earth structure (Landès et al., 2010). For example, strong noise sources perpendicular to
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the line connecting two stations manifest themselves in wave packets around zero lag, which
cannot be interpreted reasonably as a feature of a Green’s function. Other processing steps
vary for each data set and are usually guided by the objective of the respective study. The
specific choices change the actual waveforms in correlation functions, which unavoidably
changes the sensitivity to noise sources and Earth structure, and processed correlation
functions do not necessarily fulfill the wave equation (Fichtner , 2014; Fichtner et al., 2017).
Further approaches trying to reduce the imprint of the ambient noise field include decon-
volution (Snieder and Şafak, 2006; Vasconcelos and Snieder , 2008a,b), multi-dimensional
deconvolution (Wapenaar et al., 2008; Wapenaar and van der Neut, 2010; van der Neut
et al., 2011; Wapenaar et al., 2011a,b), higher-order correlations (Stehly et al., 2008; Spica
et al., 2016; Sheng et al., 2018) and wavefront tracking (Lin et al., 2012; Bowden et al.,
2015, 2017). For large and dense networks de Ridder and Maddison (2018) even skip the
extraction of response functions and extract medium parameters by reconstructing the
actual ambient noise field. They all, however, only work under specific circumstances and
require a certain receiver geometry or density.

During the last decade, great progress has been made in ambient noise tomography based
on the principle of Green’s function retrieval. The discussed shortcomings and the multi-
tude of ways to circumvent them, however, reflect that this principle cannot usually be
readily invoked and ambient noise tomography reaches a limit. Modern tomographic meth-
ods exploiting details in waveforms for the benefit of improved resolution (Pratt, 1999;
Chen et al., 2007a; Tape et al., 2009; Fichtner et al., 2009) cannot be applied directly, since
Green’s function retrieval does not account for the influence of the distribution of noise
sources on the actual waveforms in correlation functions.

In order to address these limitations, we develop and apply a method - in the following
referred to as full waveform ambient noise inversion - that is capable of accounting for the
distribution of noise sources in space and frequency, 3-D heterogeneous Earth structure and
the full seismic wave propagation physics. The fundamental idea is to drop the principle of
Green’s function retrieval, to extract information directly from correlation functions and
to establish them as self-consistent observables in seismology.
A similar approach is used in helioseismology to study solar structure and dynamics
(Woodard, 1997; Gizon and Birch, 2002; Hanasoge et al., 2011) and has recently been
applied to terrestrial seismology (Tromp et al., 2010; Hanasoge, 2013; Basini et al., 2013;
Hanasoge, 2014; Fichtner , 2014; Ermert et al., 2017). In contrast to the previous studies,
we generalize and extend the underlying theory, and the forward modeling study, as well as
the synthetic inversion in 2-D are more comprehensive. In addition, the developed frame-
work for 3-D media with arbitrary distributions of the ambient noise sources allows us to
perform an inversion of observed data for the first time for both sources and structure.
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1. Introduction

Outline
In chapters 2 and 3 we lay the foundation of full waveform ambient noise inversion. We
introduce the theory and generalize its formulation, which facilitates the application of
adjoint techniques. We derive expressions for the efficient evaluation of first and second
derivatives. In a synthetic study in 2-D we train our physical intuition, explore the potential
of our approach and investigate the requirements necessary for the application to observed
data. Both chapters as well as the introduction are adapted2 from:

Sager, K., L. Ermert, C. Boehm, and A. Fichtner (2018a),
Towards full waveform ambient noise inversion,
Geophysical Journal International, 212 (1), 566–590,
doi: 10.1093/gji/ggx429.

In chapter 4 we implement a framework for the computation of correlations in 3-D media
with arbitrary distributions of the source power-spectral density. It was written in collabo-
ration with Christian Boehm, Lion Krischer, Michael Afanasiev and Andreas Fichtner.
The new implementation opens the door for many studies that were previously impossible
or tedious to conduct. By studying the sensitivity of correlations to local and global noise
source in chapter 5, we advance our understanding of the generation of signals in correlation
functions. We do not only confirm the robustness of ambient noise tomography based on
surface waves, but provide insight into the commonly experienced difficulty to observe
body waves. Except for section 5.6, this chapter is published in:2

Sager, K., C. Boehm, L. Ermert, L. Krischer, and A. Fichtner (2018b),
Sensitivity of seismic noise correlation functions to global noise sources,
Journal of Geophysical Research: Solid Earth, 123 (8), 6911–6921,
doi: 10.1029/2018JB016042.

In chapter 6 we provide a proof of concept for the developments presented above and invert
a global dataset focusing on the Earth’s Hum for the distribution of the ambient noise
sources and for Earth structure. It was written in collaboration with Christian Boehm,
Laura Ermert, Lion Krischer and Andreas Fichtner. A corresponding publication is cur-
rently in preparation.
A summary of ideas for future research is given in chapter 7. Section 7.7 on monitoring with
full waveform ambient noise inversion is part of a proposal funded by the Swiss National
Science Foundation in the framework of an Early PostDoc.Mobility fellowship.

2Major changes compared to the original publication are indicated with footnotes.
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Forward and Inverse Theory 2
2.1 Forward theory

To forward model inter-station correlations of ambient noise, we adopt the method de-
veloped by Woodard (1997) in helioseismology and recently transported to terrestrial
seismology by Tromp et al. (2010).
We start with the definition of the frequency-domain Green’s function Gi,n(x, ξ) as the
solution of the governing equations when the right-hand side equals a point-localized force
at position ξ in n-direction, i.e.

L[Gi,n(x, ξ) ] = δinδ(x− ξ), (2.1)

with the Kronecker delta δin and the forward modeling operator L. In the interest of a
condensed notation, dependencies are omitted wherever possible, i.e. here on the angular
frequency ω. The operator notation allows us to develop a general theory independent of
the specific choice of the forward problem. In seismology, for example, it could stand for
any type of wave equation. We limit ourselves, however, to operators that are linear in
their argument. The operator contains all model parameters m, in our case the material
parameters, that determine the response of the physical system to an external force given
by the right-hand side in equation (2.1).
The i-component of the seismic displacement field ui(x) is connected with the Green’s
function Gi,n(x, ξ) and the forcing term Nn(ξ), in our case the source field of ambient
noise, via an integral over the volume ⊕ of the Earth, i.e.

ui(x) =
∫
⊕

Gi,n(x, ξ)Nn(ξ) dξ, (2.2)

which is also known as representation theorem (Aki and Richards, 2002). Einstein’s sum-
mation convention applies to repeated lower-case subscripts. The cross-correlation of the
noise fields ui(x1) and uj(x0) is in the frequency domain given by

Cij(x1,x0) = ui(x1)u∗j (x0)

=
∫
⊕

∫
⊕

Gi,n(x1, ξ1)Nn(ξ1)G∗j,m(x0, ξ2)N∗m(ξ2) dξ1 dξ2.
(2.3)
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2. Forward and Inverse Theory

We then consider the average Cij(x1,x0) over many realizations

Cij(x1,x0) = Cij(x1,x0)

=
∫
⊕

∫
⊕

Gi,n(x1, ξ1)G∗j,m(x0, ξ2) Nn(ξ1)N∗m(ξ2) dξ1 dξ2,
(2.4)

which is estimated in standard processing of inter-station correlation functions by stacking
over many time intervals (Bensen et al., 2007). As pointed out by Snieder et al. (2010)
dissipation effectively resets the clock after a characteristic decay time so that consecu-
tive wavefield samples are practically independent. The evaluation of equation (2.4) is
prohibitively expensive, not only because of the double integral, but also since many re-
alizations of the noise sources are required. This has only been done for simplified wave
propagation scenarios (Cupillard and Capdeville, 2010; van Driel et al., 2015; Fichtner et al.,
2017). To reduce computational costs, we assume that the correlation between different
noise sources decays relatively quickly with distance compared to the seismic wavelength
and that the contribution from collocated noise sources to the correlation function is
dominant. We therefore approximate Nn(ξ1)N∗m(ξ2) with a delta function in space, i.e.

Nn(ξ1)N∗m(ξ2) = Snm(ξ1)δ(ξ1 − ξ2), (2.5)

with the power-spectral density Snm(ξ). This assumption is frequently made (Woodard,
1997; Tromp et al., 2010; Hanasoge, 2013, 2014; Nishida, 2014; Fichtner , 2014) and its
quality has to be assessed for each data set. With a finite correlation length in space,
the forward theory will remain computable, since the double integral has to be evaluated
only for a small region in space. A detailed discussion can be found in section 2.3. For
uncorrelated noise sources equation (2.3) condenses to

Cij(x1,x0) =
∫
⊕

Gi,n(x1, ξ)G∗j,m(x0, ξ)Snm(ξ) dξ. (2.6)

Comparing (2.6) to the representation theorem (2.2) we see that Cij(x1,x0) can be inter-
preted as the i-component of a correlation wavefield Cj(x,x0)

Cij(x,x0) =
∫
⊕

Gi,n(x, ξ)
[
G∗j,m(x0, ξ)Snm(ξ)

]
dξ, (2.7)

evaluated at position x = x1. Its numerical computation can be described with the following
recipe:
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2.1. Forward theory

step 1: Using source-receiver reciprocity, compute the Green’s function Gm,j(ξ,x0)
with source at x0.

step 2: Multiply its complex conjugate with the noise source power-spectral density
Snm(ξ).

step 3: Model the correlation wavefield as a solution of the wave equation with
G∗m,j(ξ,x0)Snm(ξ) as a distributed source and sample the correlation wave-
field at any position where another receiver is located.

We now have a forward model for the computation of inter-station correlation functions for
arbitrary distributions of the power-spectral density in frequency and space. It is important
to note that this approach does not require any assumptions on wavefield diffusivity and
equipartitioning (Lobkis and Weaver , 2001; Weaver and Lobkis, 2004; Sánchez-Sesma and
Campillo, 2006) or the isotropic distribution of both mono- and dipolar uncorrelated noise
sources (Wapenaar , 2004; Wapenaar and Fokkema, 2006; Snieder , 2007) that would be
necessary to equate correlations with Green’s functions.

2.1.1 General formulation of the forward theory

To facilitate further developments regarding sensitivity kernels and Hessian-vector products
and, in addition, to be independent of the choice of time or frequency domain, we propose
the following two PDEs for a general formulation describing the modeling of inter-station
correlation functions according to the recipe above:

L[Gm,j(x,x0) ] = δmj D( 0,x0 )︸ ︷︷ ︸
step 1

(2.8)

L[Cij(x,x0) ] = δin P [Snm(x), Gm,j(x,x0) ]︸ ︷︷ ︸
step 2︸ ︷︷ ︸

step 3

, (2.9)

where D( ts,xs) represents two delta functions, one at time ts or the respective frequency
domain equivalent and the other in space at xs. The term P denotes a bilinear function act-
ing on Snm(x) and Gm,j(x,x0). In the frequency domain P can simply be a multiplication
of Snm(x, ω) and G∗m,j(x,x0, ω), thereby again invoking Einstein’s summation convention.
This would translate to a correlation between Gm,j(x,x0, t) and the time domain equivalent
Snm(x, t) of the power-spectral density, and summing over m. These are only examples
and other definitions are possible (see next subsection).
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2. Forward and Inverse Theory

2.1.2 Example for membrane waves

After each paragraph covering theoretical developments, we apply the main findings to
membrane waves (Tanimoto, 1990; Peter et al., 2007; Tape et al., 2007) to give a better
understanding of the concepts. Since they can be interpreted as an analogue to fundamental
mode surface waves, we also refer to them as surface waves in the following. The operator
L describing membrane waves traveling in the x− y plane with vertical displacement u is
in the time domain given by

L(◦) = ρ ∂tt ◦ − ∂x
[
µ∂x ◦

]
, (2.10)

with density ρ, shear modulus µ and the (second) partial derivatives with respective to
space ∂x and time ∂tt. The symbol ◦ represents a place holder, in this case for a scalar
wavefield. Equations (2.8) and (2.9) take the specific form

ρ ∂ttG(x,x0, t)− ∂x
[
µ∂xG(x,x0, t)

]
= δ(t)δ(x− x0), (2.11)

ρ ∂ttC(x,x0, t)− ∂x
[
µ∂xC(x,x0, t)

]
= 1

2π Re
∞∫
−∞

S(x, ω)
[∫
τ

G(x,x0, t) e−iωt dt
]∗
eiωt dω

︸ ︷︷ ︸
=: P [S(x), G(x,x0) ]

. (2.12)

The innermost integral on the right-hand side of equation (2.12), bracketed with [.], is an
approximation of the Fourier transform of the Green’s function for a finite time interval
τ = [t1, t2]. The interval is chosen such that (t2− t1)−1 is much smaller than the minimum
frequency of interest in order to avoid contamination of the Fourier spectrum. The complex
conjugate of the Fourier transformed Green’s function, equivalent to its time reversed
version, is multiplied with the power-spectral density S(x, ω) and the product is transformed
back to the time domain. The final forcing term of the correlation wavefield is a time-
dependent quantity that is distributed in space.
In a realistic inverse problem, however, a continuous and infinite-dimensional frequency
dependence cannot be resolved. We therefore choose a parametrization of the power-spectral
density in terms of L basis functions Sl(x) that are constant within a period band given
by ωl and ωl+1 and zero outside. The integral over frequency is thus split up in a sum of
L integrals, each covering the frequency band of the respective basis function. Equation
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Figure 2.1: Correlation functions for different noise source distributions computed for a frequency
band of 0.05− 0.18 Hz and a homogeneous velocity model with v = 4000 km/s. The noise source
distributions for b) and c) are shown on the right. Each correlation function is normalized.

(2.12) changes accordingly to

ρ ∂ttC(x,x0, t)− ∂x
[
µ∂xC(x,x0, t)

]
= 1

2π Re
∑
l

Sl(x)
wl+1∫
wl

[∫
τ

G(x,x0, t) e−iωt dt
]∗
eiωt dω

︸ ︷︷ ︸
=: P [S(x), G(x,x0) ]

. (2.13)

This represents only one possibility to adapt P [S(x), G(x,x0) ] for inversions and other
definitions might be more feasible, but for clarity we base the following examples on
equation (2.13). Correlation functions for one frequency band are shown in figure 2.1 for
different distributions in space. The two heterogeneous noise source distributions lead to
asymmetric correlation functions with waves arriving earlier than the surface wave, which
cannot be interpreted reasonably by Green’s function retrieval.
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2. Forward and Inverse Theory

2.2 The continuous adjoint method for first and second
derivatives

2.2.1 First derivatives

The objective of full waveform ambient noise inversion is to find material parameters m
and a power-spectral density distribution Snm, which minimizes a misfit X used to quantify
the deviation of synthetic correlation functions and their corresponding observations. Since
X is generally a non-linear function of m and Snm, we approximate the optimum with the
help of iterative minimization algorithms. In order to obtain an efficient formulation to
compute directional derivatives of X with respect to the power-spectral density and Earth
structure, we apply the continuous adjoint method in the following (Tarantola, 1988; Tromp
et al., 2005; Fichtner et al., 2006) to the PDEs (2.8) and (2.9) describing the modeling of
correlation functions. For the sake of a clean notation we present the derivation only for
scalar wavefields. The extension to elastic media follows the same steps.

2.2.1.1 Source kernel

The choice of the misfit functional depends on the specific problem and influences to a large
extent the results of an inversion. Since the formalism described in the following, however,
can be applied to any differentiable misfit functional, we write the misfit in a generic form
by two integrals, which we denote by 〈.〉. One integral is over space x ∈ ⊕ ⊂ R3 and the
other over time t ∈ τ = [t1, t2] or equivalently over angular frequency ω ∈ W = [ω1, ω2]
(Fichtner , 2010). We therefore write

X (m, S) =
〈
χ(C

(
m, S)

)〉
, (2.14)

where χ is a space and time dependent evaluation of the discrepancy between synthetics
and observations. For observations at specific locations, e.g. at seismic stations, χ can
be defined by introducing δ functions in space. Without loss of generality, we consider a
time interval τ well suited for correlation functions, which is centered around time zero,
i.e. τ = [−tc, tc], where tc is the maximum lag of the correlation function. An improvement
of the fit translates to a decrease of the misfit functional X . In order to invert for the
distribution of noise sources in space, we are therefore interested in the directional derivative
of X with respect to S. Applying the chain rule we get

∇SX δS = ∇CX δSC =
〈
∇Cχ δSC

〉
, (2.15)

where
δSC = ∇SC δS (2.16)
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2.2. The continuous adjoint method for first and second derivatives

represents the first-order change of the correlation C for a variation in the source distribu-
tion δS. The difficulty of equation (2.15) lies in the appearance of δSC that is computation-
ally expensive to evaluate for all possible directions δS necessary for a complete evaluation
of the directional derivative. A first-order finite-difference approximation of ∇SX would
mean to evaluate C(m, S + δS) for all possible directions δS, which becomes infeasible for
expensive forward calculations or large model domains. Thus, the following considerations
are directed to eliminate δSC in equation (2.15). To achieve this, we differentiate equation
(2.9) with respect to S, which gives

L(δSC)− P ( δS,G ) = 0, (2.17)

where we use that L is linear in C and P linear in S, i.e.

∇CL(C) δSC = L(δSC), (2.18)

∇S P (S,G ) δS = P ( δS,G ). (2.19)

Multiplying equation (2.17) by an arbitrary test function u†, applying the integrals 〈.〉 and
adding it to equation (2.15) yields

∇SX δS =
〈
∇Cχ δSC + u† L(δSC)− u† P ( δS,G )

〉
. (2.20)

Invoking the adjoint variable defined by〈
∇Cχ δSC

〉
=
〈
δSC∇Cχ†

〉
, (2.21)

as well as the adjoint operator〈
u† L(δSC)

〉
=
〈
δSC L†(u†)

〉
(2.22)

for any u† and δSC, we obtain

∇SX δS =
〈
δSC∇Cχ† + δSC L†(u†)− u† P ( δS,G )

〉
=
〈
δSC [∇Cχ† + L†(u†) ]− u† P ( δS,G )

〉
.

(2.23)

We can now eliminate δSC when a field u† can be found such that the adjoint equation

L†(u†) = −∇Cχ† (2.24)

is satisfied. The right-hand side of equation (2.24) is usually referred to as adjoint source
time function and we denote it by f in the example sections below. The directional
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2. Forward and Inverse Theory

derivative of X in equation (2.15) then simplifies to

∇SX δS = −
〈
u† P ( δS,G )

〉
. (2.25)

Choosing the frequency domain for illustration, equation (2.25) can be written as

∇SX δS(x, ω) = −
∫
⊕

∫
W

u†(x, ω)P
[
δS(x, ω), G(x,x0, ω)

]
dx dω

=
∫
⊕

∫
W

K(x, ω) δS(x, ω) dx dω,
(2.26)

where we define the frequency dependent noise source kernel as

K(x, ω) = −u†(x, ω)P
[
◦, G(x,x0, ω)

]
. (2.27)

In the time domain, any definition of P includes an integral over angular frequency ω.
Consequently, a noise source kernel can be defined in a similar way in the time domain.
A kernel represents the first-order change of the measured misfit and tells us in our case
where changes in the source distribution have an influence on the misfit. By construction,
we can now compute ∇SX δS for any direction δS without the explicit knowledge of δSC.
The price we have to pay is to find the adjoint operator L† and to solve the adjoint problem
according to equation (2.24). In non-dissipative media, the wave equation operator is self-
adjoint, meaning that L = L†. The derivation of L† can be found, for example, in Fichtner
(2010). In the time domain, the adjoint equation (2.24) has to be solved subject to terminal
conditions, requiring that the adjoint wavefield is zero at time tc. In practice, it is solved
backwards in time, such that the terminal conditions act as initial conditions for the nu-
merical simulation (Tarantola, 1988; Tromp et al., 2005; Plessix , 2006; Fichtner et al., 2006).

Example for membrane waves
After the derivation of the source kernel, we come back to the example introduced in
section 2.1.2. Suppose we have a perfect Earth model for a certain study area and we
calculate synthetic correlation functions for a homogeneous distribution of noise sources.
Since noise sources at any frequency are heterogeneously distributed and non-stationary
(Ardhuin et al., 2011; Stutzmann et al., 2012; Ardhuin et al., 2015), there is a discrepancy
between synthetics and observations. We are therefore interested in how each basis function
Sl(x) has to be changed to improve the fit between synthetics and observations. According

14



2.2. The continuous adjoint method for first and second derivatives

to equation (2.25) this is given by

∇Sl
χ δSl = −

〈
u† P ( δSl, G )

〉
= − 1

2π Re
∫
⊕

∫
τ

u†(x, t) δSl(x)
wl+1∫
wl

[∫
τ

G(x,x0, t
′) e−iωt′dt′

]∗
eiωt dω dt dx.

(2.28)

Since Sl is constant in the corresponding frequency band, the kernel Kl can be defined as

Kl(x) = − 1
2π Re

∫
τ

u†(x, t)
wl+1∫
wl

[∫
τ

G(x,x0, t
′) e−iωt′ dt′

]∗
eiωt dω dt, (2.29)

such that
∇Sl

χ δSl =
∫
⊕

Kl(x)δSl(x) dx. (2.30)

The frequency dependence of the noise source is in this example honored by L noise source
kernels, one for each basis function. The adjoint wavefield u†(x) can be interpreted as a
time reversed Green’s function G(x,x1,−t), with its source at the receiver x1 where the
measurement is taken, convolved ? with the adjoint source time function f(t). We rewrite
equation (2.29) accordingly and obtain

Kl(x) = −
∫
τ

f(t) ? G(x,x1,−t)Gl(x,x0,−t) dt, (2.31)

where we abbreviate the complex conjugate of the finite Fourier transform and its band-
limited inverse, covering the angular frequencies of the corresponding basis function, with
Gl(x,x0,−t). Since the time reversed Green’s function is purely acausal, the kernel has
to be evaluated only for times t ≤ 0. Examples of source kernels are presented in figure
2.2. The general shape is governed by the interaction of two Green’s functions, one at
the reference station x0 and the other at the receiver x1, leading to a superposition of
hyperbolas with varying eccentricity (Hanasoge, 2013; Fichtner , 2015; Ermert et al., 2016).
Geometrically, a hyperbola can be defined as a set of points, for which the difference
between any point and two foci, in our case the two receivers, is constant. Therefore, any
source along one hyperbola contributes to the correlation waveform at a specific traveltime.
Taking a measurement in a specific time window thus selects a set of hyperbolas and the
measurement type can be interpreted as a weighting factor. The alternating signs of the
hyperbolas indicate different Fresnel zones. For infinite frequency, the kernels collapse into
rays starting at one focal point, directed away from the second.
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1

c)a)

b) d)

Figure 2.2: Effect of windowing and adjoint source time function on source kernels for a frequency
band of 0.02−0.2 Hz. a) The general shape of the source kernel, i.e. the hyperbolas are governed by
two Green’s functions. Windowing the correlation function, selects different parts of the sensitivity
kernel, e.g. b) for the surface wave signal from 73 to 127 s or c) for times around zero lag from -10
to 10 s. Whereas the kernels in a) to c) are calculated for waveform differences, the kernel in d)
corresponds to an asymmetry measurement, both computed without data. For details about the
specific misfit functionals see section 3. Each source kernel is normalized and the color scale clipped
at 0.5 to highlight more Fresnel zones.

2.2.1.2 Structure kernel

The assumption of having a perfect structure model as in the example above will, of
course, never be fulfilled and missing Earth structure in the model m will contribute
to discrepancies between synthetics and observations as well. Therefore, we follow the
procedure described in section 2.2.1.1 in order to derive sensitivity kernels for material
parameters m. The directional derivative of the misfit functional X with respect to δm is
given by

∇mX δm = ∇CX δmC =
〈
∇Cχ δmC

〉
, (2.32)

where
δmC = ∇mC δm (2.33)

denotes the derivative of the correlation function C with respect to m in the direction
of δm. The problem in equation (2.32) is this time the appearance of δmC, which is
computationally expensive to evaluate for all possible directions δm. In order to again
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2.2. The continuous adjoint method for first and second derivatives

eliminate the unpleasant term, we differentiate equation (2.9) with respect to m

∇mL(C) δm + L(δmC)− P (S, δmG ) = 0, (2.34)

where
δmG = ∇mGδm (2.35)

represents the derivative of the Green’s function G with respect to m in the direction
of δm. Please note that we obtain three terms in equation (2.34), because not only the
correlation function C and the Green’s function G depend on the material parameters m,
but also the operator L.
Multiplying equation (2.34) with the adjoint wavefield u† defined in equation (2.24), ap-
plying 〈.〉 and adding the term to equation (2.32) leads to

δmχ =
〈
∇Cχ δmC + u†∇mL(C) δm + u† L(δmC)− u† P (S, δmG )

〉
. (2.36)

With the same set of adjoint operators defined before in equations (2.21) and (2.22), we
eliminate terms one and three due to the definition of u† and obtain

∇mX δm =
〈
u†∇mL(C) δm− u† P (S, δmG )

〉
. (2.37)

Since the source term for the correlation wavefield also depends on the material parameters
m in terms of the Green’s function G, we still have the term δmG in equation (2.37) and the
directional derivative cannot be evaluated for arbitrary directions δm. Trying to eliminate
δmG, we consider the derivative of equation (2.8) with respect to m in the direction δm:

∇mL(G) δm + L(δmG) = 0 (2.38)

Following the procedure above, i.e. multiplying equation (2.38) with a test field c†, applying
the integrals 〈.〉 and adding the resulting term to equation (2.37), yields

∇mX δm =
〈
u†∇mL(C) δm− u† P (S, δmG ) + c†∇mL(G) δm + c†L(δmG)

〉
. (2.39)

Now invoking a second pair of adjoint operators〈
u† P (S, δmG )

〉
=
〈
δmG P †(S, u† )

〉
, (2.40)

〈
c† L(δmG)

〉
=
〈
δmGL†(c†)

〉
, (2.41)

we can alter equation (2.39) to

∇mX δm =
〈
u†∇mL(C) δm + c†∇mL(G) δm− δmG [P †(S, u† )− L†(c†) ]

〉
. (2.42)
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When a field c† can be found that satisfies the second adjoint equation given by

L†(c†) = P †(S, u† ), (2.43)

the term δmG is eliminated. The derivative of the misfit functional X with respect to
material parameters m can then be computed for any direction δm by

∇mX δm =
〈
u†∇mL(C) δm + c†∇mL(G) δm

〉
=
∫
⊕

K(x) δm dx, (2.44)

where the sensitivity kernel K is in the time domain defined as

K(x) =
∫
τ

u†∇mL(C) + c†∇mL(G) dt. (2.45)

For the computation of sensitivity kernels for Earth structure, two adjoint equations given
by equations (2.24) and (2.43) have to be solved. The steps in solving the adjoint equa-
tions follow the recipe introduced in section 2.1 to forward model correlation functions:
First, a wavefield u† is computed, which is then combined with the power-spectral density
distribution according to P †(S, u† ). The combination then drives in the last step a second
wavefield c† as a distributed source following equation (2.43). For a further interpretation
of the second adjoint wavefield, we first consider the right-hand side of equation (2.43) in
the frequency domain and for a self-adjoint operator P , meaning that P = P †. We can
then write

P †
[
S(x, ω), u†(x, ω)

]
= S(x, ω)u†∗(x, ω). (2.46)

Using equation (2.46) as the source term in the scalar version of the representation theorem
in equation (2.2) and writing again u† = f(ω) G∗(x,x1, ω), we obtain

c†(x, ω) = f∗(ω)
∫
⊕

G∗(x, ξ, ω)
[
S(x, ω)G(x1, ξ, ω)

]
dξ, (2.47)

where the first Green’s function G∗(x, ξ) is time reversed, since c† is an adjoint wavefield.
Comparing equation (2.47) to the correlation wavefield given by expression (2.7), c† can be
interpreted as an adjoint correlation wavefield with a reference station at x1, modulated
with the adjoint source time function f(ω).
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2.2. The continuous adjoint method for first and second derivatives

Link to formulation by Fichtner (2015)3

For a link between the derivation presented in section 2.2.1.2 and in Fichtner (2015), we
start from equation (2.44)

∇mX δm =
〈
u†(2)∇mL(C) δm + c†∇mL(G) δm

〉
, (2.48)

where we refer to u†(n) as the adjoint wavefield that corresponds to the correlation wavefield
at reference station xn. In the frequency domain it can be written as

∇mX δm =
∫
⊕

∞∫
−∞

u†(2)(x, ω)∇mL[C(x,x0, ω)] δm dω dx

︸ ︷︷ ︸
(1)

+
∫
⊕

∞∫
−∞

c†(x, ω)∇mL[G(x,x0, ω)] δm dω dx

︸ ︷︷ ︸
(2)

.

(2.49)

With the definition of the adjoint correlation wavefield c† according to equation (2.47),
which is defined by

c†(x, ω) =
∫
⊕

G∗(x, ξ, ω)S(ξ, ω)G(ξ,x1) f∗(ω) dξ, (2.50)

the second part of equation (2.49) is given by

(2) =
∫
⊕

∞∫
−∞

[∫
⊕

G∗(x, ξ, ω)S(ξ, ω)G(ξ,x1) f∗(ω) dξ
]
∇mL(G(x,x0, ω)) δm dω dx. (2.51)

Since ∇mL is linear, we write

(2) =
∫
⊕

∞∫
−∞

[∫
⊕

G∗(x, ξ, ω)S(ξ, ω)G(ξ,x1) dξ
]
∇mL(f∗(ω)G(x,x0, ω)) δm dω dx, (2.52)

and observe that∇mL is acting on f∗(ω)G(x,x0, ω), which is the adjoint wavefield u†∗(1)(x, ω)
for the reference station at x1 and the corresponding measurement at station x0. Equation
(2.52) thus changes to

(2) =
∫
⊕

∞∫
−∞

C(x,x1, ω)∇mL(u†∗(1)(x, ω)) δm dω dx. (2.53)

3This part is presented in the appendix of the original publication.
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Using the adjoint operator defined in equation (2.22), we obtain

(2) =
∫
⊕

∞∫
−∞

u†∗(1)(x, ω)∇mL†(C(x,x1, ω)) δm dω dx. (2.54)

Part 1 of equation (2.49) together with expression (2.54) correspond to equation (32) in
Fichtner (2015). As expected due to the nature of correlation functions, the final expression
is Hermitian in the exchange of x1 and x0. For a full evaluation of the gradient according
to the expression by Fichtner (2015), the wavefield for all reference stations has to be
computed. Our derivation allows us to optimize the array in terms of simulations and
coverage, convenient due to the high computational costs of full waveform ambient noise
inversion.

Example for membrane waves4

Similar to the derivation of the adjoint operator L†, the explicit form of P † depends on
the definition of P . A derivation for our example case is given in the following.
Starting from expression (2.40), we use the definition of P in equation (2.13) and write〈
u† P (S, δmG )

〉
= − 1

2π Re
∫
⊕

∫
τ

u†(x, t)
∑
l

Sl(x)
wl+1∫
wl

[∫
τ

δmG(x,x0, t
′) e−iωt′dt′

]∗
eiωt dω dt dx.

(2.55)

Reordering the integrals and the summation over basis functions, we obtain

− 1
2π Re

∑
l

∫
⊕

Sl(x)
∫
τ

wl+1∫
wl

∫
τ

u†(x, t) δmG(x,x0, t
′)eiωt′eiωt dt′ dω dt dx. (2.56)

Isolating the adjoint wavefield u† together with the exponential function eiωt, equation
(2.56) changes to

− 1
2π Re

∑
l

∫
⊕

Sl(x)
∫
τ

δmG(x,x0, t
′)

wl+1∫
wl

∫
τ

u†(x, t)eiωt dt eiωt′ dω dt′ dx. (2.57)

The innermost integral is a Fourier transform of the adjoint wavefield u†. If we take the
complex conjugate of the Fourier transform, taking into account that u†(x, t) is real, and

4The derivation of P † is presented in the appendix of the original publication.
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reordering the integrals and summation, we get

− 1
2π Re

∫
⊕

∫
τ

δmG(x,x0, t
′)
∑
l

Sl(x)
wl+1∫
wl

[∫
τ

u†(x, t) e−iωtdt
]∗
eiωt

′
dω dt′ dx

=
〈
δmG P †(S, u† )

〉
.

(2.58)

For the last step, we compare equation (2.58) to (2.55) and observe that this is exactly
what we try to retrieve. In this case, the definitions of P and P † are the same and P is
therefore self-adjoint.

In addition, we apply the general expression for the derivative of the objective function X in
direction δm (equation (2.44)) to membrane waves and, for simplicity, only to variations in
density ρ. Using the wave operator defined in equation (2.10), we obtain for the derivative
of the wave equation operator with respect to ρ

∇ρL(◦) δρ = δρ ∂tt ◦ . (2.59)

Consequently, we find

∇mX δm =
〈
u† ∂ttC δρ+ c† ∂ttGδρ

〉
=
∫
⊕

Kρ(x) δρ dx. (2.60)

Integration by parts and using the terminal conditions for the adjoint wavefield provides a
more symmetric version of the density kernel, which is convenient for numerical simulations,
and is given by

Kρ(x) = −
∫
τ

∂tu
†(x, t) ∂tC(x, t) + ∂tc

†(x, t) ∂tG(x, t) dt. (2.61)5

Following the same recipe, kernels can be derived for elastic parameters or seismic velocities.
Examples for structure kernels for different source distributions are illustrated in figure
2.3. Inherent in each structure kernel are elliptical features. For any point along an ellipse,
the sum of the distances to two foci is constant. A change of the medium at any of these
points therefore affects the waveforms at a specific traveltime. For a point source and two
receivers, the structure kernel is composed of ellipses, each with one focal point at the
source position and the other at one of the receivers. Any other source distribution can
be explained by a superposition of point sources. For the special case of a homogeneous
distribution of noise sources, the sensitivity to each noise source location vanishes and the
two focal points are located at the receivers. The kernel then resembles finite-frequency

5Error in the original publication. The minus from the integration by parts is missing. We thank Zongbo
Xu for pointing it out.
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kernels for earthquake tomography (Dahlen et al., 2000; Dahlen and Baig, 2002; Zhou
et al., 2004; Tromp et al., 2005). The kernel width is again determined by the frequency
content.

1

c)

b)

a)

d)

Figure 2.3: Structure kernels for four different source distributions: a) homogeneous, b) Gaussian
anomaly and two point sources in c) and d). In the last three scenarios, the source anomalies are
indicated in green colors. All kernels are calculated for a frequency band of 0.02 to 0.2 Hz using
waveform differences as misfit functional, computed without data. Each source kernel is normalized
and the color scale clipped at 0.5 to highlight more Fresnel zones.

2.2.2 Second derivatives6

With the developments above, we can attribute differences in synthetic and observed
correlation functions either to the material parameters m or to the power-spectral density
distribution Snm. In order to establish the foundation of a resolution analysis that accounts
for the resulting trade-offs between noise sources and Earth structure, we extend the theory
to the computation of second derivatives. In the context of probabilistic inverse problems,
the inverse Hessian matrix in the vicinity of the global model and under the assumption
of Gaussian statistics can be interpreted as an approximation of the posterior covariance
matrix (Tarantola, 2005; Fichtner and Trampert, 2011). The Hessian matrix therefore
contains all the information on resolution and trade-offs that we are trying to retrieve. For
the sake of a clean notation we again present the derivation only for the scalar case, while
the same recipe applies for the extension to elastic media.

6Expect for mixed source-structure derivatives applied to a perturbation δm, second derivatives are
presented in the appendix of the original publication.

22



2.2. The continuous adjoint method for first and second derivatives

2.2.2.1 Mixed source-structure derivative Hms

The basic principles of the adjoint method applied above to get an efficient formulation
for the computation of first derivatives, are reused in the following to compute second
derivatives. We start with the directional derivative of the misfit functional X with respect
to δm, which is given by

∇mX δm = ∇CX δmC =
〈
∇Cχ δmC

〉
. (2.62)

Since we are interested in mixed derivatives, we differentiate equation (2.62) again, but
now with respect to S, i.e. we get

Hms( δm, δS ) = ∇S∇mX δm δS =
〈
∇C∇Cχ δmC δSC +∇Cχ δmSC

〉
, (2.63)

where
δmSC = ∇S∇mC δm δS (2.64)

denotes the second-order variation of the correlation function C with a perturbation in
m and in S, and Hms( δm, δS ) denotes the Hessian with mixed derivatives applied to the
directions δm and δS. The problem in equation (2.63) is not only the combined appearance
of δmC and δSC, but also the second derivative of the correlation function δmSC, which
would be even more expensive to evaluate for all possible directions δm and δS. Trying to
eliminate the latter, we differentiate equation (2.9) with respect to S and then again with
respect to m, yielding

L(δSC)− P ( δS,G ) = 0, (2.65)

∇mL(δSC) δm + L(δmSC)− P ( δS, δmG ) = 0. (2.66)

Using again the adjoint wavefield u† and the two integrals over space and time/frequency
〈.〉 introduced in equation (2.14) in the same manner as before, but now with equation
(2.63), leads to

Hms( δm, δS ) =
〈
∇C∇Cχ δmC δSC +∇Cχ δmSC

+ u†∇mL(δSC) δm + u† L(δmSC)− u† P ( δS, δmG )
〉
.

(2.67)

With the set of adjoint operators defined in equations (2.21) and (2.22), we can eliminate
terms two and four due to the definition of u† in equation (2.24) and obtain

Hms( δm, δS ) =
〈
∇C∇Cχ δmC δSC + u†∇mL(δSC) δm− u† P ( δS, δmG )

〉
, (2.68)

where only first derivatives of the correlation function and the Green’s function are involved.
Unfortunately, the choice of the first direction determines the effect of the second and it
is therefore not possible to get a general expression for the Hessian operator that can be
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2. Forward and Inverse Theory

evaluated easily for all possible directions for δm and for δS. Our strategy is therefore to
choose one direction either for δm or δS and try to get an expression for Hms( δm, ◦ ) or
Hms( ◦, δS ), also known as Hessian-vector product, which can be evaluated for all possible
directions δS or δm, respectively. We use the same order of the subscripts for both cases,
i.e. Hms, since the Hessian matrix is symmetric.

Direction chosen for δm
We define the adjoint wavefield p† by

L†(p†) = −∇C∇Cχ† δmC −∇mL†(u†), (2.69)

and invoke the adjoint operators〈
[∇C∇Cχ δmC] δSC = δSC [∇C∇Cχ† δmC]

〉
(2.70)

and 〈
u†∇mL(δSC) = δSC∇mL†(u†)

〉
. (2.71)

With the definition of p† and the two adjoint operators, we can change equation (2.68) to

Hms( δm, δS ) =
〈
−δSC L†(p†)− u† P ( δS, δmG )

〉
=
〈
−p† L(δSC)− u† P ( δS, δmG )

〉
.

(2.72)

With equation (2.65) we remove L(δSC) from equation (2.72) and replace it with P ( δS,G ).
Since δS then only appears explicitly, we write

Hms( δm, ◦ ) =
〈
−p† P ( ◦, G )− u† P ( ◦, δmG )

〉
(2.73)

to illustrate that it can be evaluated for all possible directions δS. Following the idea used
in expression (2.26), a Hessian kernel can be defined in a similar way. The Hessian-vector
product Hms( δm, ◦ ) can be interpreted as the first-order change in the sensitivity to the
distribution of noise sources caused by a perturbation δm in the structure model, which
we can think of as a scatterer without loss of generality. The source kernel according to
equation (2.27) is composed of two components: the adjoint wavefield u† and the Green’s
function G. The change of either one of them is accounted for by the two terms in equation
(2.73). The wavefield p† describes the change of the adjoint wavefield u† caused by scattering
of the adjoint and the correlation wavefield, where the latter affects the misfit that drives
the adjoint wavefield u†. The second term in equation (2.73) accounts for the scattering of
the Green’s function. A direct interaction of the change in the adjoint wavefield and the
change in the Green’s function would lead to higher order terms.
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2.2. The continuous adjoint method for first and second derivatives

Direction chosen for δS
We again define the adjoint wavefield p†, but now as

L†(p†) = −∇C∇Cχ† δSC. (2.74)

Following the same procedure as before, we obtain

Hms( δm, δS ) =
〈
−p† L(δmC) + u†∇mL(δSC) δm− u† P ( δS, δmG )

〉
. (2.75)

Replacing L(δmC) in the first term using the first derivative of equation (2.9) with respect
to structure, changes the expression for Hms accordingly to

Hms( δm, δS ) =
〈
p†∇mL(C) δm + u†∇mL(δSC) δm

− p† P (S, δmG )− u† P ( δS, δmG )
〉
.

(2.76)

Term three and four in equation (2.76) prohibit the evaluation ofHms( ◦, δS ) for all possible
directions δm. To eliminate the third term, we multiply the first derivative of the PDE
describing the computation of the Green’s function in equation (2.8) with the adjoint
wavefield z†, apply 〈.〉 and add it to equation (2.76). To facilitate the understanding, we
only write down the terms of interest, which are given by〈

−p† P (S, δmG )
〉

=
〈
−p† P (S, δmG ) + z†∇mL(G) δm + z† L(δmG)

〉
=
〈
−δmGP

†(S, p† ) + z†∇mL(G) δm + δmGL†(z†)
〉
,

(2.77)

where we invoke again the adjoint operators in the second line defined in equations (2.40)
and (2.41). If we can now find a wavefield z† that satisfies

L†(z†) = P †(S, p† ), (2.78)

we can eliminate the first appearance of δmG in equation (2.76) and the third term is
replaced by z†∇mL(G) δm. Following the exact same procedure for the fourth term, now
naming the adjoint wavefield q†, we obtain〈

−u† P ( δS, δmG )
〉

=
〈
−u† P ( δS, δmG ) + q†∇mL(G) δm + q† L(δmG)

〉
, (2.79)

and the unpleasant term δmG vanishes, if a wavefield can be found that satisfies

L†(q†) = P †( δS, u† ). (2.80)
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Bringing it all together, equation (2.76) changes to

Hms( δm, δS ) =
〈
p†∇mL(C) δm + u†∇mL(δSC) δm

+ z†∇mL(G) δm + q†∇mL(G) δm
〉
,

(2.81)

and the Hessian-vector product Hms( ◦, δS ) can be defined as

Hms( ◦, δS ) =
〈
p†∇mL(C) ◦

〉
+
〈
u†∇mL(δSC) ◦

〉
+
〈
z†∇mL(G) ◦

〉
+
〈
q†∇mL(G) ◦

〉
.

(2.82)

To interpret Hms( ◦, δS ), we first study the expression (2.44) for the computation of the
structure kernel. In the first term, the adjoint wavefield u† interacts with the correlation
wavefield C and, in the second term, the adjoint correlation wavefield c† with the Green’s
function G. As a consequence, the first-order change of the structure kernel given by
equation (2.82), has four terms: interaction of 1) C with the change p† of the adjoint
wavefield due to the altered misfit functional, 2) the adjoint wavefield with the altered
correlation wavefield δSC, 3) G with the modified adjoint correlation wavefield z†7 because
of the change of its forcing term in terms of p† (equation (2.78)) and 4) G with the modified
adjoint correlation wavefield q† due to a change in S (equation (2.80)). Since both z† and
q† interact with the Green’s function G and due to the linearity of the wave equation to
the right-hand side, the two adjoint wavefields can be simulated simultaneously.

2.2.2.2 Second derivative with respect to the distribution of sources

In order to derive second derivatives only with respect to source, we start with the directional
derivative of the misfit function X with respect to S in the direction of δS1

∇SX δS1 =
〈
∇Cχ δS1C

〉
. (2.83)

We differentiate equation (2.83) again with respect to S, but now in the second direction
δS2, which is given by

Hss( δS1, δS2 ) = ∇S∇SX δS1 δS2

=
〈
∇C∇Cχ δS1C δS2C +∇Cχ δS1S2C

〉
,

(2.84)

where
δS1S2C = ∇S∇S C δS1 δS2 (2.85)

7Error in the original publication. Corrected from p† to z†.
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denotes the second-order variation of the correlation function C due to two perturbations
δS1 and δS2. Since the correlation function is linear in S, we have

δS1S2C = 0, (2.86)

and equation (2.84) simplifies to

Hss( δS1, δS2 ) =
〈
∇C∇Cχ δS1C δS2C

〉
. (2.87)

Invoking the adjoint operator in equation (2.70) and inserting the adjoint wavefield p†,
defined by

L†(p†) = −∇C∇Cχ† δS1C, (2.88)

into equation (2.87), we obtain for Hss applied to δS1 and δS2

Hss( δS1, δS2 ) =
〈
−δS2C L†(p†)

〉
. (2.89)

Using the adjoint operator in equation (2.22) and the first variation of the PDE describ-
ing the modeling of the correlation wavefield due to δS (equation (2.17)), Hss( δS1, δS2 )
changes to

Hss( δS1, δS2 ) =
〈
−p† L(δS2C)

〉
=
〈
−p† P ( δS2, G )

〉
, (2.90)

and the Hessian-vector product is given by

Hss( δS1, ◦ ) =
〈
−p† P ( ◦, G )

〉
. (2.91)

By design, equation (2.91) allows us to compute the change of the source kernel due to a
perturbation δS1 in the source distribution. The only term in equation (2.27) describing the
computation of the source kernel that is changed by a perturbation in the source distribution
is the adjoint wavefield u†. The source perturbation δS1 changes the correlation function
C to δS1C, which alters the misfit and consequently also the adjoint wavefield. The latter
is accounted for in equation (2.91) by the adjoint wavefield p†, driven by the change of
the misfit ∇Cχ δS1C. A convenient consequence is that the routines implemented for the
computation of the source kernel can be reused for equation (2.91) and only the adjoint
source time function has to be adapted accordingly.
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2.2.2.3 Second derivative with respect to structure

The last piece that is missing for a full assembly of the Hessian matrix is the computation
of second derivatives only with respect to structure. We start again with the first derivative
of the misfit function with respect to m in the direction δm1

∇mX δm1 =
〈
∇Cχ δm1C

〉
, (2.92)

and differentiate a second time, but now in the direction of δm2 to obtain

Hmm( δm1, δm2 ) = ∇m∇mX δm1 δm2

=
〈
∇C∇Cχ δm1C δm2C +∇Cχ δm1m2C

〉
,

(2.93)

where
δm1m2C = ∇m∇mC δm1 δm2 (2.94)

is the second-order variation of the correlation C due to δm1 and δm2. In the following,
we try again to eliminate unpleasant terms and therefore prepare convenient tools in terms
of the first and second derivative of the PDE describing the computation of correlation
functions C, given by

∇mL(C) δm1 + L(δm1C)− P (S, δm1G ) = 0, (2.95)

∇m∇mL(C) δm1 δm2 +∇mL(δm2C) δm1 +∇mL(δm1C) δm2 + . . .

· · ·+ L(δm1m2C)− P (S, δm1m2G ) = 0,
(2.96)

and the same for the PDE concerning the modeling of the Green’s function G, i.e.

∇mL(G) δm1 + L(δm1G) = 0. (2.97)

∇m∇mL(G) δm1 δm2 +∇mL(δm2G) δm1 + · · ·
· · ·+∇mL(δm1G) δm2 + L(δm1m2G) = 0.

(2.98)
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We first multiply equation (2.96) with the adjoint wavefield u†, apply 〈.〉 and add it to
equation (2.93), which yields

Hmm( δm1, δm2 ) =
〈
∇C∇Cχ δm1C δm2C +∇Cχ δm1m2C

+ u†∇m∇mL(C) δm1 δm2 + u†∇mL(δm2C) δm1

+ u†∇mL(δm1C) δm2 + u† L(δm1m2C)

− u† P (S, δm1m2G )
〉
.

(2.99)

Invoking again two adjoint operators for terms two and six in equation (2.99), we can
eliminate δm1m2C due to the definition of u† and equation (2.99) simplifies to

Hmm( δm1, δm2 ) =
〈
∇C∇Cχ δm1C δm2C + u†∇m∇mL(C) δm1 δm2

+ u†∇mL(δm2C) δm1 + u†∇mL(δm1C) δm2

− u† P (S, δm1m2G )
〉
.

(2.100)

Repeating the same procedure using equation (2.98) with the adjoint wavefield c† defined
in equation (2.43), we get

Hmm( δm1, δm2 ) =
〈
∇C∇Cχ δm1C δm2C + u†∇m∇mL(C) δm1 δm2

+ u†∇mL(δm2C) δm1 + u†∇mL(δm1C) δm2

− u† P (S, δm1m2G ) + c†∇m∇mL(G) δm1 δm2

+ c†∇mL(δm2G) δm1 + c†∇mL(δm1G) δm2

+ c†L(δm1m2G)
〉
.

(2.101)

Defining two adjoint operators for terms five and nine, we get rid of δm1m2G, because of
the definition of c† and equation (2.101) changes to

Hmm( δm1, δm2 ) =
〈
∇C∇Cχ δm1C δm2C + u†∇m∇mL(C) δm1 δm2

+ u†∇mL(δm2C) δm1 + u†∇mL(δm1C) δm2

+ c†∇m∇mL(G) δm1 δm2 + c†∇mL(δm2G) δm1

+ c†∇mL(δm1G) δm2
〉
.

(2.102)

Until now, we have not made any assumptions on the forward modeling operator L. For
simplicity, we consider in the following only operators that are linear in m. Therefore,
the two terms in the expression for Hmm( δm1, δm2 ) containing second derivatives of the
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operator L vanish, leading to

Hmm( δm1, δm2 ) =
〈
∇C∇Cχ δm1C δm2C + u†∇mL(δm2C) δm1

+ c†∇mL(δm2G) δm1 + u†∇mL(δm1C) δm2

+ c†∇mL(δm1G) δm2
〉
.

(2.103)

For an incorporation and interpretation of non-linear operators, we refer the reader to
Fichtner and Trampert (2011). The first three terms in equation (2.103) are unpleasant,
because the direction δm2 is contained implicitly in terms of δm2C. Trying to change that,
we define two adjoint wavefields p† and w† by

L†(p†) = −∇C∇Cχ† δm1C −∇mL†(u†) δm1, (2.104)

L†(w†) = −∇mL†(c†) δm1. (2.105)

Applying the principles used above several times, the first three terms in equation (2.103)
can be altered in the following way:〈

c†∇mL(δm2G) δm1 +∇C∇Cχ δm1C δm2C + u†∇mL(δm2C) δm1
〉

=
〈
−δm2GL†(w†)− δm2C L†(p†)

〉
=
〈
−w†L(δm2G)− p†L(δm2C)

〉
.

(2.106)

Replacing −w†L(δm2G) and −p†L(δm2C) using equations (2.97) and (2.95), respectively,
and then adding expression (2.97), multiplied with z† and 〈.〉 applied, equation (2.106)
changes to 〈

−w†L(δm2G)− p†L(δm2C)
〉

=
〈
w†∇mL(G) δm2 + p†∇mL(C) δm2 − p† P (S, δm2G )

〉
=
〈
w†∇mL(G) δm2 + p†∇mL(C) δm2 − p† P (S, δm2G )

+ z†∇mL(G) δm2 + z† L(δm2G)
〉
.

(2.107)

If we now define z† as the solution to

L†(z†) = P †(S, p† ), (2.108)
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we can write down the final expression for Hmm( δm1, δm2 ) as

Hmm( δm1, δm2 ) =
〈
u†∇mL(δm1C) δm2 + c†∇mL(δm1G) δm2

+ w†∇mL(G) δm2 + p†∇mL(C) δm2

+ z†∇mL(G) δm2
〉
.

(2.109)

The Hessian operator applied to the model perturbation δm1 is thus given by

Hmm( δm1, ◦ ) =
〈
u†∇mL(δm1C) ◦

〉
+
〈
c†∇mL(δm1G) ◦

〉
+
〈
w†∇mL(G) ◦

〉
+
〈
p†∇mL(C) ◦

〉
+
〈
z†∇mL(G) ◦

〉
.

(2.110)

The first two terms account for changes in the forward wavefields C and G caused by
the perturbation δm1, the last three terms for changes in the adjoint wavefields u† and
c†, caused by scattering and an altered adjoint source time function. The two adjoint
wavefields w† and z† can be computed simultaneously, since both interact with the Green’s
function G and the operator L is linear in its forcing term.
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2.3 Discussion8

Due to the general formulation of the problem in section 2.1.1 the derivations are equally
applicable to time and frequency domain, and various wave propagation physics, without
changing notation. The latter includes any type of medium, including 3-D elastic, het-
erogeneous and attenuating media. We cannot only reproduce specific derivations in the
frequency domain (Hanasoge, 2014; Fichtner , 2014; Ermert et al., 2016), but also derive
corresponding expressions in the time domain, well suited for implementation in modern
3-D wave propagation codes, such as the waveform modeling and inversion package Salvus
(Afanasiev et al., 2019) or SPECFEM (Komatitsch and Tromp, 2002a,b; Peter et al., 2011).
While the last point is also addressed by Tromp et al. (2010), the derivation of sensitivity
kernels for the distribution of noise sources and structure is more compact in our approach.
It furthermore renders the extension to second derivatives possible. Since the formulation
is based on principles applied in conventional source-receiver full waveform inversion, it
provides a foundation for collaboration and supports the re-use of already developed meth-
ods and tools.

Beyond that, the theory unifies the earthquake-based two station method and ambient
noise correlations, because we do not impose assumptions on the nature of the wavefield
source in equation (2.2). Without any processing that mitigates the effect of energetic
signals, the sensitivity to Earth structure will be dominated by large earthquakes (Fichtner
et al., 2017) and it might be more efficient to apply conventional two station work flows in
such cases. Therefore, the unification primarily loosens the requirement in ambient noise
tomography to exclude transient signals in order to be closer to the assumption of diffuse
wavefields.

In addition, with a function P in equation (2.9) that is not bilinear in Snm(x) and
Gm,j(x,x0), the same formulation can be applied to problems such as deconvolution
(Snieder and Şafak, 2006; Vasconcelos and Snieder , 2008a,b) and provides as such a possible
framework to generalize different approaches in interferometry.

The assumption on uncorrelated noise sources introduced in equation (2.5) facilitates the
forward computation of noise correlation functions. It is, however, not crucial for the ap-
plication of the method. The correlation length is finite and the evaluation of the double
integral in equation (2.4) remains feasible. The basic requirement for the theory to be
applicable is to get close to the assumption made on the correlation length in space. In a
real data application, one possibility to assess the quality of a specific choice might be to

8In contrast to the original publication, the theoretical developments are discussed before the synthetic
study.
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check if the data can be explained to within the observational uncertainties or if a change
of the correlation length, maybe in terms of an additional inversion parameter, is required.
To the best of the authors’ knowledge there is no observation yet about the quantitative
correlation length of different noise sources and since we work with seismic wavelengths
that are orders of magnitude larger than ocean waves that mostly generate noise, we use
the assumption of uncorrelated noise sources until further insight becomes available. It
is interesting to point out that a finite correlation length acts as a low-pass filter and its
inference based on correlation functions might not be possible and potentially not neces-
sary.9 Further constraints on the correlation function itself in terms of convergence are not
necessary.

The presented theory is only strictly valid for linearly processed data. The goal for suitable
processing is therefore inherently different from commonly applied schemes focusing mainly
on improving Green’s function recovery (Bensen et al., 2007). One possibility is either
to follow the approach proposed by Fichtner et al. (2017) and to account for non-linear
processing or to keep the processing to a minimum and as linear as possible.

2.4 Recipes for forward and inverse runs10

We briefly summarize the findings that will be of most interest for future studies and
present short recipes for the forward problem and the computation of sensitivity kernels.

2.4.1 Recipe for forward modeling correlation functions

step 1: Simulate the Green’s function using source-receiver reciprocity, i.e. with the
source at the reference station, and save the wavefield where the power-spectral
density is assumed to be non-zero (equation (2.8)).

step 2: Combine the stored Green’s function with the noise source distribution accord-
ing to the right-hand side of equation (2.9).

step 3: Model the correlation wavefield with the result of step 2 as a distributed source
and sample the correlation wavefield at any position where another receiver is
located (equation (2.9)).

9The last argument is not part of the original publication. It is the result of further discussions and
represents our current understanding.

10This section is not part of the original publication and is added due to its importance for the next
chapters.
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For the calculation of the sensitivity kernels, the resulting synthetic correlation functions
are compared to the observations in terms of specific misfit functionals and the respective
adjoint source time functions are evaluated. For the following recipes, we assume that either
a source kernel or a structure kernel is computed. Both can be merged with a suitable
combination of misfit functions (see chapter 3).

2.4.2 Recipe for the computation of source kernels

step 4: Run an adjoint simulation according to equation (2.24) with the adjoint source
time functions computed above and save the adjoint wavefield where the power-
spectral density is assumed to be non-zero.

step 5: Assemble the source kernels according to equation (2.27). This can, in principle,
be done in the course of step 4.

2.4.3 Recipe for the computation of structure kernels

step 4: Run an adjoint simulation according to equation (2.24) with the adjoint source
time functions computed above and save the adjoint wavefield where the power-
spectral density is non-zero.
During the simulation the interaction of the adjoint wavefield and the correla-
tion wavefield of step 3 is integrated over time to obtain the first part of the
structure kernel.

step 5: Combine the stored adjoint wavefield with the noise source distribution accord-
ing to the right-hand side of equation (2.43).

step 6: Run a second adjoint simulation with the result of step 5 as distributed source
(equation (2.43)).
During the simulation the interaction of the adjoint wavefield and the Green’s
function of step 1 is integrated over time to obtain the second part of the
structure kernel.

During steps 4 and 6 access to the forward wavefields of steps 1 and 3 are required, which
is typically done by saving the corresponding wavefields or by checkpointing techniques
(Griewank, 1992). The structure kernels resulting from step 4 and 6 are summed to obtain
the final kernel.
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2.5 Conclusions11

In the previous sections we extended the theoretical background for full waveform ambient
noise inversion that goes beyond Green’s function retrieval. It accounts for the distribution
of noise sources in space and frequency, operates for any type of medium, including a 3-D
elastic, heterogeneous Earth with attenuation and anisotropy, and models the full seismic
wave propagation physics. The general formulation of the forward problem of computing
correlation functions facilitates the application of adjoint techniques, which enables us to
compute first and also second derivatives efficiently.

11In contrast to the original publication, the conclusions regarding the theoretical developments are pre-
sented before the synthetic study.
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Synthetic Study in 2-D 3
With the theoretical developments presented above, we now try to understand the physics
of the problem in a numerical model in 2-D and study how structure and heterogeneous
noise source distributions express themselves in noise correlation functions in terms of mea-
surable quantities. We then use the 2-D examples in order to find suitable joint inversion
schemes and measurements that are likely to be useful in 3-D real-data problems. The
feasibility of the developed strategy is demonstrated in a synthetic inversion.
In the following, we use a 2-D finite-difference discretization of the PDE describing mem-
brane waves (equation (2.10)). The correlations are computed in the time domain for a
frequency band from 0.02 to 0.2 Hz.

3.1 Misfit study

A key element for the inversion of both noise sources and structure is the design of misfit
functionals that decouple the inversion as much as possible and the awareness of quanti-
ties that can only be recovered jointly. We therefore start our developments by studying
the effect of heterogeneous noise source distributions and of structure on noise correla-
tion functions in terms of four different misfit functionals. The first one is based on the
causal/acausal asymmetry of noise correlations, proposed by Ermert et al. (2016), for an
inference of the distribution of noise sources with the supposition that it is to first order
insensitive to unmodeled Earth structure. The asymmetry A is defined by

A = ln

∫
τ
[w+(t)C(t)]2dt∫
τ
[w−(t)C(t)]2dt

, (3.1)

where w+(t) and w−(t) are time windows centered around signals on the positive and
negative lag, respectively. The discrepancy between asymmetries of synthetic and observed
correlations can be quantified in terms of an L2-misfit. A closely related measurement,
referred to as energy differences E in the following, directly compares the absolute energy
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of windowed signals in synthetics and observations and is given by

E =

∫
τ
[w(t)C(t)]2dt−

∫
τ
[w(t)Co(t)]2dt∫

τ
[w(t)Co(t)]2dt

, (3.2)

where the superscript o denotes observations. These two misfits are complemented with
waveform differences using the L2-norm and cross-correlation traveltime measurements.
Following Luo and Schuster (1991) and Dahlen et al. (2000), we define the latter as the
traveltime shift, where the time domain cross-correlation between a synthetic and an ob-
served signal reaches its global maximum. With the exception of waveform differences,
the measurements are, for now, only performed on the surface wave arrival. In this study,
the measurement process is kept simplistic and information from other signals should be
exploited for an application with real data.

First, we compile a synthetic reference data set for an array of 16 stations for a homogeneous
velocity model and a homogeneous distribution of noise sources, and generate random mod-
els with varying degrees of complexity following the approach by Igel and Gudmundsson
(1997). The strength of the anomalies is chosen such that scattering potential remains
constant, i.e. size of the anomaly squared times strength. With this scaling the induced
traveltime shift of each anomaly is approximately the same independent of the complexity
of the medium. The specific choice for the scaling does not alter the conclusion drawn from
this study. The array and three velocity models with varying degrees of complexity are
shown in figure 3.1. We then perform two sets of experiments:

Series I: Effect of structure
We evaluate the effect of structural perturbations alone by forward modeling correlations
for the different velocity models with a homogeneous source distribution and compute the
discrepancy to the reference data set in terms of the four misfit functionals. The respective
values are shown as red lines in figure 3.2.

Series II: Effect of source
We repeat this procedure with the same velocity models, but now with a Gaussian-shaped
source anomaly superimposed on the homogeneous background. The Gaussian anomaly is
placed on the left side of the array (see figure 3.1), which mimics a frequent configuration
with strong sources near coasts (Stehly et al., 2006; Yang and Ritzwoller , 2008; Tian and
Ritzwoller , 2015).
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3.1. Misfit study

1

Figure 3.1: Source distribution (top left) and velocity model with lowest (top right), moderate
(bottom left) and highest complexity (bottom right) used in the misfit study. Receivers are indicated
with black triangles and absorbing boundaries with dashed lines. The source distribution and the
model with highest complexity are reused in the inversion example as target model.

The misfit values from this series of models show the combined effect of both noise sources
and structure on the measurements and are shown in figure 3.2 as blue line. The difference
between misfits caused by structure perturbations only (red lines) and those caused by
combined structure and source perturbations (blue lines) provides information on the effect
of the heterogeneous noise source.
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Figure 3.2: Effect of structure (red line) and the combined effect structure and noise sources (blue
line) for four different misfit functions: a) asymmetry, b) traveltimes, c) energy differences and d)
waveform differences. The misfit values are normalized by the number of recordings and their units
are given in the titles. The average size of the anomalies in the velocity models is given in terms of
the dominant wavelength.

The asymmetry measurement is mostly affected by the heterogeneous noise source distri-
bution and is insensitive, at least to first order, to Earth structure. We thus confirm the
plausibility argument by Ermert et al. (2016) that a misfit based on the asymmetry of
correlation functions is well suited to study the distribution of noise sources. In contrast,
primarily velocity anomalies lead to traveltime differences and, as expected by previous
studies (Tsai, 2009; Weaver et al., 2009; Froment et al., 2010), the heterogeneous noise
source has no profound effect for time-independent tomography. Monitoring applications,
which investigate small velocity changes over small time scales, typically use coda waves of
correlation functions (Brenguier et al., 2008a,b; Obermann et al., 2013, 2014), aiming at
reducing the effect of source variability. In cases where this is not possible, for example due
to strong attenuation or the lack of sufficiently strong scatterers, the effect of heterogeneous
noise distributions on traveltimes can, however, become significant or even dominant (Zhan
et al., 2013; Delaney et al., 2017). The behavior of the energy measurement changes with
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3.2. Inversion example

the complexity of the structure. For smooth velocity media, the energy of the signal is
essentially controlled by the noise source. In strongly heterogeneous media, however, energy
is altered through scattering, reflections and focusing effects. These phenomena also lead
to more and more complex waveforms, which is expressed by the increase of the misfit
based on waveform differences with higher complexity of the velocity model. The shift in
magnitude introduced by the source anomaly reflects the resulting amplitude change in
the correlation functions.

Inversion strategy
Based on the findings above, we propose the following inversion strategy. Since the influence
of heterogeneous noise sources on traveltimes is small, a wave equation traveltime inversion
(Luo and Schuster , 1991) can be performed first, assuming a homogeneous distribution of
noise sources. The resulting model can then be taken as background model for a source
inversion based on the asymmetry of noise correlation functions, because this misfit is
hardly affected by unmodeled Earth structure. Alternatively, the model inferred from
traveltimes serves as initial model for a joint inversion for noise sources and structure using
energy and waveform differences. In some cases, a joint inversion is not a straightforward
strategy. Updating the source and structure model sequentially is a viable option.12

3.2 Inversion example

To explore the potential and limitations of the proposed strategy, we extend the forward
solver with an iterative inversion framework that is based on L-BFGS (Nocedal and Wright,
2006). In order to deal with the ill-posedness of the inverse problem and to avoid high
oscillations in the inverted model, a Tikhonov regularization term (Tikhonov, 1963) is
added to the misfit function. After running several inversions with different scaling factors
for the regularization term, we choose an appropriate value using a pragmatic L-curve
approach (Hansen, 1992). In addition, we include a Gaussian smoothing operator in the
parametrization and choose the dominant wavelength as standard deviation. The inversion
is stopped when the norm of the gradient is reduced by a factor of 10−3, which can be
achieved with reasonable computational effort and is close to the first-order necessary
condition of optimality (Nocedal and Wright, 2006).
For the joint inversion of both noise sources and Earth structure, the two misfit functionals,
i.e. the energy measurement and waveform differences, are weighted using a convex combi-
nation. The weight is chosen based on the magnitude of the individual misfit functions, but
no significant changes are observed in the inversion results by varying the relative weight
by an order of magnitude. Combining different misfits aims at reducing the null space and

12The last point concerning the alternative for a joint inversion was added to include the application to
observed data in chapter 6.
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at making the misfit functional locally convex, which can lead to a higher convergence rate.
In our case, a weight favoring waveform differences does not exploit information about
the noise source distribution that energy differences provide, thus the inversion converges
slower. To compute synthetic data, we use the heterogeneous noise source distribution and
the most complex structure model generated for the misfit study (figure 3.1). The typical
size of the heterogeneities is approximately 1.5 times the dominant wavelength. Follow-
ing the proposed strategy, first traveltimes are exploited by a wave equation traveltime
inversion assuming a homogeneous distribution of noise sources. The inversion result is
presented in figure 3.3. A smooth representation of the velocity structure is recovered and
small scale features are lost. This demonstrates the limitation of traveltime tomography,
but also its robustness to retrieve the big picture, even when heterogeneous noise source
distributions are ignored.

1

Figure 3.3: Target velocity model (left) and inverted model (right) obtained by a wave equa-
tion traveltime tomography with a homogeneous distribution of noise sources. To facilitate their
comparison, the velocity models are shaded outside of the array, where low resolution is expected.

Using the velocity model obtained from traveltimes as background model, we invert for
the distribution of noise sources based on the asymmetry measurement (figure 3.4). It
is possible to locate the strong anomaly on the left side of the array. In regions with
only the background noise level, the energy is decreased. By dividing the energy on the
causal/acausal branch, the asymmetry of noise correlation functions is not sensitive to
the absolute energy level. In our example, the asymmetry can therefore be explained by
either introducing a corresponding change in the power-spectral density or with a similar
anomaly, but smaller in magnitude and in combination with a reduction of the background
noise level.
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3.2. Inversion example

1

Figure 3.4: Inverted source distribution using the asymmetry of noise correlation functions. The
velocity model from the wave equation traveltime inversion is used as a background model.

Instead of only focusing on the source distribution, we finally perform a joint inversion
starting with a homogeneous noise source distribution and the velocity model obtained
from traveltimes (figure 3.5). As misfit functional we use the proposed combination of
energy and waveform differences. Since the source inversion above based on the asymmetry
measurement is not sensitive to the absolute energy level and the misfit function for the
joint inversion also exploits amplitude information, we do not take the respective source
model as initial model and start from a homogeneous distribution of noise sources. Within
the array, a high resolution image of the target velocity model is recovered and the noise
source anomaly is located accurately.

1

Figure 3.5: Source distribution (left) and velocity model (right) recovered by the joint inversion.
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3.3 Trade-offs

3.3.1 Trade-offs and resolution for joint inversion model

In order to assess resolution and trade-offs in the joint inversion, we apply the theoretical
developments regarding second derivatives to the model obtained by the joint inversion for
the source distribution and velocity model presented above. Introducing a perturbation
in the structure model changes the sensitivity to Earth structure. Close to the vicinity of
the optimal model, this change in the sensitivity would be the first update in an iterative
inversion procedure. It therefore gives a conservative estimate of the resolution in terms of
a point spread function, also referred to as spatial intra-parameter trade-off. In figure 3.6,
we introduce a scatterer in the velocity model of approximately one third of the dominant
wavelength in the center of the array and compute the corresponding Hessian-vector product
for the misfit function used in the joint inversion, i.e. the convex combination of waveform
and energy differences (right panel in figure 3.6). We infer an approximate width of the
point spread function of three times the size of the scatterer, i.e. one dominant wavelength,
and a smearing of the perturbation in diagonal direction.

1

Figure 3.6: Hessian applied to a perturbation in the velocity model. Introducing a perturbation
in the velocity model in the center of the array (green dots) changes the source kernel (left) and
the structure kernel (right).

At the same time, the perturbation of the velocity model changes the sensitivity to the
distribution of noise sources (left panel in figure 3.6). Following the line of arguments above,
the change of the source kernel indicates how noise sources can compensate for variations
in Earth structure. It is interesting to note that no change in the source distribution is
proposed at the location of the scatterer.
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3.3.2 Source-structure trade-offs for different measurements

For a further investigation of the trade-offs for the asymmetry measurement and energy
differences, we compute Hessian-vector products for both measurements, but now for a
perturbation in the source distribution at the center of the array (figure 3.7). Comparing
the ratios between the change of the structure kernel and the change of the source kernel
is an indicator for the extent of trade-offs. The ratio for the asymmetry measurement is
approximately one order of magnitude smaller and thus confirming its capability to better
decouple the inverse problem than energy differences.

asymmetry measurement

energy differences

1

Figure 3.7: Hessian applied to a perturbation in the source distribution (green dots) for the asym-
metry measurement (top) and energy differences (bottom). Please note that absolute amplitudes
of Hessian-vector products are difficult to interpret.
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3.4 Discussion

In the following paragraphs we discuss further details of the developed method, including
benefits and limitations, as well as possible directions for further research.

3.4.1 Inversion strategy and example

We estimate the effect of heterogeneous noise sources and structure on four different misfit
functionals and then propose an inversion strategy. The misfit study is not meant to be
exhaustive and to cover all possible configurations. By the specific choice of the heteroge-
neous noise source distribution we intend to include the most common configuration with
strong noise sources near coasts. To validate the main finding regarding the capability
of the asymmetry measurement and energy differences to map noise sources, two related
Hessian-vector products are included.

After obtaining a model from a wave equation traveltime inversion assuming a homoge-
neous distribution of noise sources, further steps depend on the respective target. Either a
source inversion can be performed using the asymmetry measurement or a joint inversion
based on energy and waveform differences. In the latter, we include amplitude information,
which highly depends on the applied processing and whose information content is in general
up for debate (Prieto et al., 2011; Tsai, 2011). If one is, however, not specifically interested
in the absolute energy level of the noise sources, amplitude-based misfit functionals can
be used, since relative amplitudes within a carefully processed data set carry information.
A possible alternative for the inversion of observed correlation functions is a time- and
frequency-dependent phase misfit (Fichtner et al., 2008), which has been applied success-
fully in conventional source-receiver full waveform inversion (Fichtner et al., 2009, 2013;
Fichtner and Villaseñor , 2015; Simutė et al., 2016).
In general, an important component of a successful application of full waveform ambient
noise inversion is to explore more misfits and possibly develop new measurements. One
approach could be to extract "too-early-to-be-physical" arrivals. Under perfect conditions,
we would retrieve the Green’s function by correlating noise traces and the first arrivals
would be governed by the seismic velocity. Since we never fulfill the required assumptions,
spurious arrivals are introduced even before the first possible arrivals. These contain valu-
able information on noise source locations that could improve source inversions. Further
research in that direction is needed to assess its potential.

The presented joint inversion example illustrates that it is possible to go beyond tradi-
tional noise tomography, which mostly exploits fundamental-mode surface waves. A good
inference of the distribution of noise sources is essential, which is analogous to traditional
source-receiver methods. We expect that the benefit of full waveform ambient noise inver-
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sion will be even larger in 3-D, since higher-mode surface waves are not excited correctly
(Halliday and Curtis, 2008; Kimman and Trampert, 2010), which is necessary for their
exploitation in methods that assume a perfect retrieval of the Green’s function.

The presented inversion is performed only for one frequency band and we therefore only
include one distribution of noise sources. Since noise sources are frequency dependent, a
more complete approach would be to allow several distributions in space, for example in
terms of L basis functions as presented in the examples above, and invert for them at
the same time. The asymmetry measurement and also energy differences, however, do not
carry enough frequency information and the same asymmetry or energy can be obtained
by changing any basis function. For the application to data, we will for now honor the
frequency dependence by inverting for noise sources in subsequent frequency bands. A joint
approach is the topic for further research.

3.4.2 Trade-offs

Traditional ambient noise tomography works under the assumption of a homogeneous
distribution of noise sources and thereby seemingly avoids the necessity to constrain the
noise source distribution and to characterize trade-offs. The concept is simplistic, but
to some extent oversimplified, since it fails to describe the physical system where both
the distribution of noise sources and Earth structure determine the actual waveforms in
correlation functions. The proposed method allows us to jointly invert for the distribution
of noise sources and structure. Similar to earthquake tomography, errors in the inference
of source properties map into tomographic images of Earth structure (Valentine and
Woodhouse, 2010). Trade-offs between source and structure can never be avoided completely,
but to honor and to be able to interpret results obtained by joint inversion they have to be
quantified. Exactly for that purpose, we present a second-order adjoint approach, enabling
us to perform a resolution analysis that accounts for intra- and inter-parameter trade-offs.
The trade-off kernel in figure 3.6 indicates indeed that a change in the source distribution
can compensate for a scatterer introduced in the structure. In the inversion example, this
trade-off seems to be manageable, but it is likely to be larger when scattering is dominant.
A detailed and quantitative analysis of trade-offs will, however, only be possible with data
taking measurement errors into account and is subject for further research. The same
concepts can be applied to develop and characterize different misfit functionals aiming at
decoupling the inversion as much as possible.
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3.4.3 Application to data

For the application of the developed method to observed correlation functions, we extend
in chapter 4 the spectral element solver Salvus (Afanasiev et al., 2019), which allows us
to compute correlation functions in 3-D media with heterogeneous noise sources at the
surface and the corresponding sensitivity kernels for the distribution of noise sources and
Earth structure. The first goal is a global inversion for the Hum period band (chapter
6). The application to regional scales poses further challenges, because noise sources and
structure outside of the domain of interest affect the correlation functions. Further research
is needed to solve this problem.

3.5 Conclusions

The numerical study revealed that the sensitivity of different observables to the distribution
of noise sources and to structure varies. Based on that, we designed and implemented
an appropriate inversion scheme in order to constrain both of them. The presented joint
inversion example demonstrates that full waveform ambient noise inversion has the potential
to improve the resolution of tomographic images compared to traditional ambient noise
tomography and, in addition, to refine noise source location. An improvement of the latter
is essential for a better understanding of noise generation. Inherent trade-offs between
source and structure are quantified using Hessian-vector products.
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Extension to 3-D 4
The results of the synthetic study in 2-D reveal the potential of full waveform ambient noise
inversion. Being aware that the results of a synthetic study cannot prove that a method will
work equally well or with similar benefits with real data, the possible improvements with
our approach encourage us to continue in this direction and to extend our developments
to 3-D. An efficient framework for 3-D media with arbitrary noise source distributions is
crucial for the application to observed correlation functions.

4.1 Theory for vector-valued wavefields in the time domain13

Before defining what the desired framework is supposed to do, we have to take a closer
look at the theory for vector-valued wavefields. The theoretical developments in chapter 2
are for convenience mostly presented for scalar wavefields. We briefly work out the theory
for vector-valued wavefields in the following and include specific assumptions made in the
subsequent studies. We present it in the time-domain to ensure a close proximity to the
final implementation.

4.1.1 Forward theory

The correlation function Cij between the i- and j-components of two seismograms, one
recorded at x1 and the other at x0, is given by

Cij(x1,x0, t) =
∑
n,m

∫
⊕

∫
⊕

Gi,n(x1, ξ, t) ? Gj,m(x0, ξ
′,−t) ? F−1[Snm(ξ, ξ′, ω)] dξdξ′, (4.1)

where ? and ⊕ denote convolution and the volume of the Earth, respectively. The i-
component of the Green’s function with the source at ξ in n-direction is indicated with
Gi,n(x, ξ, t) and Snm(ξ, ξ′, ω) is the power-spectral density distribution of the noise sources.
We represent the inverse Fourier transform with F−1[◦], which is used to transform ◦ to
its time-domain equivalent. By averaging Cij over many realizations, which is typically
estimated by stacking over many time intervals (Bensen et al., 2007), we assume that

13Derivations regarding forward theory and source kernels are borrowed from the publication of chapter 5
and presented in slightly extended form.
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neighboring noise sources are temporally uncorrelated in the sense that

Snm(ξ, ξ′, ω) = Snm(ξ, ω) δ(ξ − ξ′). (4.2)

We argue that this assumption, which is also invoked for Green’s function retrieval, is
reasonable for the period band we consider and that the contribution from neighboring
noise sources decays relatively quickly with respect to the seismic wavelength. It reduces the
computational costs of the forward theory and is as such not necessary for the theoretical
developments (see section 2.3 for a detailed discussion). The correlation function in equation
(4.1) consequently changes to

Cij(x1,x0, t) =
∑
n,m

∫
⊕

Gi,n(x1, ξ, t) ? Gj,m(x0, ξ,−t) ? F−1[Snm(ξ, ω)] dξ. (4.3)

To reduce complexity, we confine ourselves in the following to the correlation between
vertical recordings and assume that the contribution of horizontally acting noise sources
and shear traction forces on the vertical component is negligible. In addition, we consider
noise sources to be located only in specific parts � ⊆ ⊕ of the domain, e.g. the surface of
the Earth (e.g. Gualtieri et al., 2013; Ardhuin et al., 2015). Equation (4.3) reduces to

Czz(x1,x0, t) =
∫
�

Gz,z(x1, ξ, t) ? Gz,z(x0, ξ,−t) ? F−1[Szz(ξ, ω)] dξ. (4.4)

The continuous frequency dependence of Szz(ξ, ω) cannot be resolved in a realistic inverse
problem. We therefore parameterize Szz(ξ, ω) in terms of L spectral basis functions sl(ω)
and corresponding distributions in space S lzz. The forward model is then given by

Czz(x1,x0, t) =
∫
�

Gz,z(x1, ξ, t) ?
{
Gz,z(x0, ξ,−t) ?

[ L∑
l=1
F−1[sl(ω)]S lzz(ξ)

]}
dξ. (4.5)

Interpreting x1 as a free space variable, we observe that equation (4.5) has the form of a
representation theorem (Aki and Richards, 2002). The cross-correlation Czz can be inter-
preted as a wavefield with Gz,z(x0, ξ,−t) ? [∑L

l=1F−1[sl(ω)]S lzz(ξ)] as forcing term, which
can be evaluated efficiently using source-receiver reciprocity. For each reference station
- in this case x0 - the corresponding correlation functions are obtained by sampling the
correlation wavefield at the respective receivers.
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4.1.2 Source kernels

To study the sensitivity with respect to noise sources, we follow the derivations in chapter
2 and derive kernels for the spatial distribution S lzz(ξ) for the forward problem defined in
equation (4.5). A kernel represents the first-order change of a misfit functional and tells us
in our case which noise sources have an influence on the measurement. The kernel K l(x)
is given by

K l(x) = −
∫
u†z(x, t)

{
F−1[sl(ω)] ? Gz,z(x,x0,−t)

}
dt, (4.6)

where u†z denotes the z-component of the adjoint wavefield (see equation (2.24)). We obtain
the adjoint wavefield by injecting the adjoint source time functions, which depend on the
specific choice of the measurement, at the receiver locations in the vertical direction. If we
consider one receiver at x1, we can rewrite equation (4.6) and obtain

K l(x) = −
∫ {

f(t) ? Gz,z(x,x1,−t)
}{
F−1[sl(ω)] ? Gz,z(x,x0,−t)

}
dt, (4.7)

where f(t) is the adjoint source time function. The first Green’s function Gz,z(x,x1,−t)
is time-reversed due to the terminal conditions of the adjoint operator (Tarantola, 1988;
Tromp et al., 2005; Plessix, 2006; Fichtner et al., 2006). The kernel is composed of two
Green’s functions, the first convolved with the adjoint source time function and with
its source at x1 and the second filtered in the period band of the basis function sl(ω)
and its source at x0. For an efficient source inversion, Ermert et al. (2017) proposed and
implemented a scheme that uses a precomputed Green’s function database, since only the
power-spectral density and the adjoint source time functions in equations (4.4) and (4.6)
change during an inversion.

4.1.3 Structure kernels

For the sensitivity to changes in structure, we follow again the developments in chapter 2.
The final kernel K(x) can be written as

K(x) =
∫
u†∇mL(C) + c†∇mL(G) dt, (4.8)

where G, C and u† denote the Green’s function, the correlation wavefield and the adjoint
wavefield according to equations (2.8), (2.9) and (2.24), respectively. The adjoint correlation
wavefield c† is defined by

c†i (x, t) =
∫
�

Gi,z(x, ξ,−t) ?
{
u†z(x,−t) ?

[ L∑
l=1
F−1[sl(ω)]S lzz(ξ)

]}
dξ. (4.9)
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4. Extension to 3-D

Equations (4.8) and (4.9) closely relate to equations (2.45) and (2.43). For a comprehensive
collection of expressions for sensitivities to different parameters for different physics, we
refer the reader to chapter 9 in Fichtner (2010).

4.2 Requirement list

The final implementation of the theory is by nature just one possible approach out of many.
In case someone is interested to implement their own approach, we list in the following the
requirements that shaped our framework. In addition, this is intended to help the reader
understand specific choices and also the effort spent on certain aspects.

a) Wavefield simulations in 3-D, visco-elastic media.

b) Arbitrary distribution of the power-spectral density Szz in both space and frequency.

c) Computation of sensitivity kernels with respect to structure and the distribution of
ambient noise sources.

d) Convenient work flow for computation of correlation functions and sensitivity kernels
due to multi-step forward and inverse runs:

3 steps for forward simulation (see recipe in section 2.4.1).

Evaluation of different misfit functionals and calculation of the respective adjoint
source time functions.

+ 2 steps for source kernel (see recipe in section 2.4.2).

+ 3 steps for structure kernel (see recipe in section 2.4.3).

e) Guarantee of consistency of work flow.

f) Exploitation of efficiencies due to potentially expensive simulations and large wave-
field files.

52



4.3. Implementation

4.3 Implementation

The choice that had the largest imprint on the implementation is the choice of the wave
propagation code. Fortunately, this phase of the project fell together with the development
of Salvus (Afanasiev et al., 2019). I hereby would like to thank the whole Salvus team
who were all involved in one way or another and especially Christian Boehm for his
commitment to implement specific features and to adapt the whole inversion framework. I
honestly believe that otherwise the following chapters would not have been possible in a
remotely comparable way.

4.3.1 Meeting the requirements

a) Wavefield simulations are based on Salvus. We can therefore account for 3-D hetero-
geneous and attenuating media, as well as for complex domains. Due to this choice,
we operate in the time domain.

b) Noise sources are defined as a superposition of different spectral basis functions and
their spatial distributions.

c) Structure kernels are based on Salvus. The assembly of source kernels is implemented
externally, because they depend on the definition and the choice of the spectral basis
functions.

d) SalvusFlow is used to manage and automate the interaction between simulations,
preparation of distributed sources, measurements and assembly of source kernels.

e) Test functions are implemented to validate the implementation and to guarantee the
consistency of the work flow. Gradient tests, for instance, are run on a routine basis.

f) Efficiencies are exploited on different levels and only some of them are explained in
the following:

We save the displacements of the Green’s functions and the adjoint wavefields
in steps 1 and 4 of the recipes in section 2.4 only where the power-spectral
densities are assumed to be non-zero. In most of the following cases, the noise
sources are assumed to be located on the surface of the domain, which reduces
the storage requirements significantly.

By default, Salvus saves wavefields at each time step and at each Gauss-Lobatto-
Legendre (GLL) point with polynomial order 4. Depending on the specific ap-
plication and the desired accuracy, the polynomial degree and the time interval
can be adapted to reduce storage requirements. During simulations distributed
sources are projected back to polynomial order 4 and interpolated linearly be-
tween stored time steps, e.g. for step 3 of recipe 2.4.1.
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4. Extension to 3-D

Inspired by SalvusFlow, simulations and their specific role in the recipe for the
forward or the inverse run are stored in a database. This enables us to keep track
of the various steps and to reuse existing simulations. The latter is extremely
useful for source inversions and mimics partly the approach taken by Ermert
et al. (2017).

The lengths of the acausal and the causal branches are treated independently. To
accurately capture the relative amplitudes on both branches, a long generating
wavefield, i.e. the Green’s function of the reference station, is necessary, which
translates to a long acausal branch. If it is possible to define a maximum time
for the latest measurement window, for instance if the data quality only allows
one to perform measurements on the minor-arc surface waves, the simulation
time for the causal branch can be cut off accordingly (Boehm and Fichtner ,
2018). This leads to a significant reduction of the compute time.

If only one spectral basis function is defined, step 2 in the recipe for the forward
problem given by the convolution of the Green’s function with the time domain
equivalent of the power-spectral density distribution is simplified by defining an
appropriate source time function for the simulation of the Green’s function. The
assembly of the distributed source for the correlation wavefield thus reduces to
the time reversal of the wavefield and the multiplication with the power-spectral
density distribution. This shortcut also reduces the costs for the composition of
the source kernel.

54



4.3. Implementation

4.3.2 Example for work flow

In order to show what the framework introduced above is capable of, we give a short
illustration of a typical scenario in the following. For this purpose, we assume that the
power-spectral densities are only non-zero at the surface of the domain.
The computation of correlation functions starts with the generation of the mesh with
SalvusMesh, in this case for a global domain for PREM with a minimum resolved period
of 100 s. SalvusMesh detects the surface of the domain, which is then used to set up the
distributions of noise sources for the spectral basis functions defined by the user. Here we
use a Gaussian basis function covering the period band from 100 to 300 s. With these
ingredients, we follow the recipe in section 2.4.1 for forward modeling correlation functions.
The resulting synthetic correlation functions are compared to the observations and the
respective adjoint source time functions are evaluated. Depending on the specific objective,
different misfit functionals can be used (see figure 4.1). We then compute a source kernel
(see figure 4.2a) and a structure kernel (see figure 4.2b) according to the recipes given in
section 2.4.

6.5 s-8.0 s

Period band: 
100 - 300 s

BK.CMB 
–

CN.DRLN

Synthetics are too slow.

Asymmetries: A = 0.0
Ao = -0.8

Figure 4.1: Observed (black) and synthetic (red) correlation functions for the station pair BK.CMB
- CN.DRLN for the period band between 100 and 300 s. The windows for the surface wave arrivals
are sketched with gray boxes. The cross-correlation time shifts reveal that the synthetics are a bit
too slow, -8.0 and 6.5 s on the acausal and the causal branch, respectively. Please note the different
sign convention for both branches. As expected and quantified by the asymmetry measurement
A according to equation (3.1), the synthetic correlation function is symmetric for a homogeneous
distribution of noise sources. The observed correlation function, however, is asymmetric indicating
stronger noise sources behind station CN.DRLN.
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Figure 4.2: Example of a) a source and b) a structure kernel for the station pair BK.CMB -
CN.DRLN for the period band between 100 and 300 s. The synthetics computed for PREM with a
homogeneous distribution of noise sources and the corresponding observations are shown together
with the measurement process in figure 4.1. The source kernel indicates stronger noise sources
behind station CN.DRLN and the structure kernel suggests that PREM is too slow on average for
the continental craton.
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Sensitivity of Seismic Noise Correlation
Functions to Global Noise Sources 5

For a first application of the developed framework we study source sensitivity kernels for
different time windows. Surface waves in seismic noise correlation functions are routinely
exploited for tomographic studies. However, the observation and proper interpretation
of body waves is considerably more difficult. To understand body-wave generation in
particular and the emergence of noise correlation signals in general, we investigate the
sensitivity of correlation functions with respect to global noise sources. Treating noise
correlation functions as self-consistent observables, without the enforcement of Green’s
function retrieval, enables us to investigate the quantitative contribution of different noise
sources in space to a signal in a specific time window.
The source sensitivity kernel for a surface wave reveals the expected dominant and broad
region of stationary phase, and thereby confirms the robustness of noise tomography in
its current state. In contrast, kernels for potential body waves are highly oscillatory and
indicate significant contributions from cross-terms, e.g. from body wave - surface wave
interactions. While the short-wavelength nature of the body wave kernel may in the future
allow us to infer noise sources with great detail, the importance of cross-terms combined with
the natural heterogeneity of noise sources renders an interpretation of such an arrival as a
pure body wave almost impossible. Furthermore, we show that even long-wavelength Earth
structure significantly distorts sensitivity kernels. It is therefore essential to incorporate
3-D heterogeneities into high-resolution imaging of ambient noise sources, especially at
higher frequencies.
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5. Sensitivity of Seismic Noise Correlation Functions to Global Noise Sources

5.1 Motivation

The evidence that empirical Green’s functions can be obtained from the ambient noise field
(Shapiro and Campillo, 2004; Sabra et al., 2005a) triggered a large number of tomographic
studies (e.g. Shapiro et al., 2005; Sabra et al., 2005b; Nishida et al., 2009; Mordret et al.,
2015; Green et al., 2017). Their success and the omnipresence of the ambient noise field
allow us to increase the illumination in tomographic studies, which was previously dictated
by the distribution of earthquakes. The most robust feature in noise correlation functions is
the fundamental-mode Rayleigh wave (Halliday and Curtis, 2008; Kimman and Trampert,
2010). The depth resolution in ambient noise tomography can therefore be relatively poor
compared to some forms of earthquake tomography that may use body and higher-mode
surface waves. Nonetheless, body waves are present in the ambient noise field (Schulte-
Pelkum et al., 2004; Gerstoft et al., 2006, 2008; Landès et al., 2010; Ruigrok et al., 2011;
Gal et al., 2015; Liu et al., 2016), and the excitation of secondary microseism P-waves can
be modeled following the approaches by Gualtieri et al. (2014); Farra et al. (2016). Their
emergence in correlation functions is also confirmed on local (Roux et al., 2005a; Draganov
et al., 2007, 2009; Ruigrok et al., 2011; Draganov et al., 2013; Panea et al., 2014; Nakata
et al., 2015; Olivier et al., 2015; Dantas et al., 2018), regional (Zhan et al., 2010; Poli et al.,
2012a) and global scales (Poli et al., 2012b; Nishida, 2013; Boué et al., 2013; Haned et al.,
2016). However, several problems are encountered with their observation and interpretation.
Body waves in correlation functions are mostly found under favorable conditions, which
cannot be met everywhere on Earth. Due to the difference in geometrical spreading and
attenuation compared to surface waves, the probability to detect them is higher in local
studies. Otherwise, specific geological settings that support certain seismic phases such
as Moho-reflected phases are required (Zhan et al., 2010; Poli et al., 2012a). For long
periods (25-100 s) earthquake coda waves contribute to the recovery of deep Earth phases
(Lin and Tsai, 2013; Lin et al., 2013; Boué et al., 2014; Poli et al., 2017) and pollute the
reconstruction from the ambient noise background field (Boué et al., 2014). For a thorough
study of body waves, a large dataset and/or careful processing are paramount (Panea
et al., 2014; Nakata et al., 2015; Olivier et al., 2015). To the best of the authors’ knowledge,
only a few studies have exploited body waves retrieved from noise correlation functions
for tomographic purposes (Nakata et al., 2015; Olivier et al., 2015) and due to the limita-
tions mentioned above it has not become a standard extension of ambient noise tomography.

The problems with retrieving body waves from ambient noise correlation functions arise
because Earth’s ambient seismic field does not generally fulfill the conditions needed for
Green’s function retrieval, which is the theoretical background of ambient noise tomogra-
phy. The correlation of wavefields that are diffuse and equipartitioned (Lobkis and Weaver ,
2001; Weaver and Lobkis, 2001) or, equivalently, caused by an isotropic distribution of both
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5.2. Ray-theoretical approach: Mapping differential traveltimes

mono- and dipolar uncorrelated noise sources (Wapenaar , 2004; Wapenaar and Fokkema,
2006) are equal to the inter-station Green’s function. On Earth, however, the ambient
seismic noise field is excited by a heterogeneous and time-variant distribution of noise
sources (Ardhuin et al., 2011, 2015). While many applications of ambient noise tomography
have been published to date, the attempt to force a correlation function into the corset
of a Green’s function is a limiting factor, particularly for applications using body waves,
higher-mode surface waves, or full waveform inversion.

The goal of this study is to advance our understanding of the generation of signals in a
correlation function in general and of body waves in particular. Deciphering the retrieval
of body waves in correlation functions is indispensable for their usage in ambient noise
tomography, which is necessary to improve its resolution capabilities. We follow the ap-
proach by Tromp et al. (2010); Hanasoge (2013); Fichtner (2014); Fichtner et al. (2017);
Ermert et al. (2017) - referred to as full waveform ambient noise inversion - and drop the
principle of Green’s function retrieval. Considering correlation functions as self-consistent
observables enables us to account for the distribution of noise sources, heterogeneous media
and the full seismic wave propagation physics. We do not rely on stationary phase analy-
sis, which is typically applied to understand the emergence of signals in Green’s function
reconstructions (Snieder , 2004; Ruigrok et al., 2008).
In the following, we first develop an intuition based on ray-theoretical considerations. We
then investigate noise correlation functions without the principle of Green’s function re-
trieval and study their sensitivity with respect to global noise sources. In addition, we
examine the effect of 3-D structure, before we discuss possible implications of our findings
for ambient noise tomography.

5.2 Ray-theoretical approach: Mapping differential traveltimes

In order to gain a first insight into the generation of signals in noise correlations, we begin
with a ray-theoretical approach. Despite the seeming randomness of the ambient seismic
field, the physics of wave propagation ensures that coherent arrivals can be extracted.
A noise source generates seismic waves that are successively recorded by several stations.
Cross-correlation detects the coherent arrivals and thereby reveals the differential traveltime
of this ambient signal between the stations (Wapenaar et al., 2010). If, for example, an
S-wave arrives at time t0 at one station and at time t1 at another station, we obtain the
differential traveltime t1 − t0 through the cross-correlation function, i.e.∫

δ(t′ − t0)δ(t′ − t1 + t) dt′ = δ(t− (t1 − t0)). (5.1)
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5. Sensitivity of Seismic Noise Correlation Functions to Global Noise Sources

1

Figure 5.1: For an illustration of the ray-theoretical approach, we trace surface waves (left) and
body waves (right) from potential noise source locations (yellow stars) to two stations (red squares),
which are 60◦ apart. Ray pairs that contribute to the defined traveltime of 1,102 s are plotted as
solid lines, others as dashed lines. The actual traveltimes are added next to the respective rays. In
order to facilitate the generalization of the few examples in the surface wave case, we indicate noise
sources that contribute to a time window from 1,000 to 1,200 s in black.

In addition, cross-terms between similar arrivals may occur. The cross-correlation may
see an S- and an SS-wave as a coherent arrival. In figure 5.1, we illustrate surface and
body waves that contribute to the differential traveltime of 1,102 s for two stations that
are located 60◦ apart on the equator. Body wave traveltimes are computed for PREM
(Dziewoński and Anderson, 1981) with the TauP module in ObsPy (Krischer et al., 2015)
and for surface waves we divide the great circle distance by a constant group velocity of
4 km/s. To map noise sources on the globe that contribute to a specific time window of a
correlation function, we avail ourselves of the ray-theoretical approach and go through a
regular latitude/longitude-grid for the noise sources and trace rays from each location to
the two stations. We make the assumption of spatially uncorrelated noise sources and only
include contributions from co-located noise sources (see section 4.1 and equation (4.2)).
For simplicity, we only consider minor- and major-arc (R1 and R2) surface waves, S-, SS-,
P- and PP-waves. If the differential traveltime of any ray pair, i.e. one ray from the noise
source to the first station and another ray from the noise source to the second station, falls
within a defined time window, we set the contribution of the noise source to 1, otherwise
to 0. Maps showing noise sources that contribute to the signal on the causal branch in a
window around the expected surface wave (window from 1,500 to 1,920 s) and in a window
around the expected S-wave (window from 1,000 to 1,200 s; expected arrival time in PREM
1,102 s) are presented in figure 5.2. Since we only consider ray traveltimes here, we define
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5.2. Ray-theoretical approach: Mapping differential traveltimes
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Figure 5.2: Noise sources in the colored regions lead to a signal in the surface wave (left) or in
the S-wave (right) window on the causal branch of a correlation function for two stations, which
are 60◦ apart. All possible combinations of different wave types for the displayed longitude-latitude
range are color-coded. For instance, the region where both surface wave - surface wave (s - s)
interactions and a body wave to station 0 and a surface wave to station 1 (b - s, note that the
order is important) contribute to a window is shown in dark green. Strong and pale colors are used
to distinguish combinations with and without pure surface wave contributions, respectively. Both
stations are plotted as red squares.

the latter window relatively broad to account for the band-limited nature of seismic waves.
Figure 5.2 illustrates which noise sources in space contribute to the signal in the surface
wave and the S-wave window. They contain features we expect, e.g. the broad region of
stationary phase for the surface wave signal or the hyperbola for the S-wave window, both
generated by surface wave - surface wave interactions. Cross-terms from different wave
types, e.g. surface wave - body wave interactions, are also possible. Their importance is,
however, hard to evaluate. It would be tedious and computationally expensive to account
for their amplitude behavior, attenuation and polarization, to include more waves types
and to incorporate finite-frequency effects. To address these limitations and to refine the
maps allowing for a thorough interpretation, we present a full waveform approach in the
following.
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5. Sensitivity of Seismic Noise Correlation Functions to Global Noise Sources

5.3 Full waveform ambient noise source sensitivities14

Interpreting noise correlation functions in terms of Green’s functions (e.g. Lobkis and
Weaver , 2001; Wapenaar , 2004; Sánchez-Sesma and Campillo, 2006) deceptively renders
the distribution of noise sources unimportant. Therefore, in order to study its influence,
we regard correlation functions as self-consistent observables.

The forward problem of modeling correlation functions for arbitrary noise source dis-
tributions in both space and frequency (equation (4.4)) and the computation of source
sensitivity kernels (equation (4.6)) is implemented based on the spectral-element solver
Salvus (Afanasiev et al., 2019). Our method is therefore capable of accounting for 3-D
heterogeneous and attenuating media, as well as for complex domains, and models the full
seismic wave propagation physics. For details on the theory and implementation the reader
is referred to chapters 2 and 4.

In the following, we consider noise sources to be located on the surface of the Earth and
we only use one spectral basis function, a Gaussian covering the period band from 50 to
100 s. We simulate correlation functions for a homogeneous distribution of noise sources in
PREM including attenuation. The corresponding noise correlation functions for receivers
along the equator are shown in figure 5.3. The correlation functions are symmetric with
respect to lag-time zero and the Rayleigh wave is dominant.

14The theoretical developments of the original paper are presented in extended form in chapter 4.
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Figure 5.3: Lower panel: correlation functions computed for a homogeneous distribution of noise
sources in PREM for a period band of 50 to 100 s. Top panel: zoom-in on the correlation function
at 60◦ distance. The gray boxes indicate the windows defined around the potential S-wave and the
surface wave. The window around the former is smaller compared to the ray-theoretical example
due to the band-limited nature of the simulations. The part in green is amplified by a factor of 10
to enhance visibility.

We select the correlation function Czz(x1,x0, t) at 60◦ distance, once again define two
windows, one around the surface wave and the other around the expected S-wave arrival
(see figure 5.3), and measure the energy of the windowed signals in terms of

E = 1
2

∫ [
w(t)Czz(x1,x0, t)

]2
dt, (5.2)

where E denotes the signal energy measured in the time window w(t). For the inversion
of observed correlation functions, different misfit functionals such as the asymmetry of
correlations are more suitable (Ermert et al., 2016, 2017) and their choice is topic of current
research. By using the corresponding adjoint source time function, which is

f(t) = −w2(t)Czz(x1,x0, t) (5.3)

(e.g. Fichtner , 2010), we ask ourselves, where changes in the noise source distribution
decrease the energy in the defined windows. We consequently see all noise sources that
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5. Sensitivity of Seismic Noise Correlation Functions to Global Noise Sources

potentially contribute to a specific time window. The kernels are shown in figure 5.4. In
addition, we compute sensitivity kernels for the same time windows for a model with
Moho topography from Crust 1.0 (Laske et al., 2013) and 3-D perturbations from S20RTS
(Ritsema et al., 1999). The latter are added to the S-velocity model and with the scaling
proposed by Ritsema and van Heijst (2002) also to the P-velocity model. A comparison
with the kernels computed for PREM is presented in figure 5.5. Kernels for the expected
P-wave arrival are shown in figure 5.615.

The sensitivity kernel for the surface wave signal in figure 5.4 reveals a broad and domi-
nant first Fresnel zone behind station 0, which is in this context typically referred to as
region of stationary phase (Snieder , 2004). R3 surface waves are necessary to explain the
sensitivity between both stations. According to figure 5.2, the tails branching off the region
of stationary phase are caused by body wave - surface wave interactions. Pure body wave
contributions are not visible. The nature of the sensitivity kernel for the potential S-wave
is completely different. We do not observe a broad region of stationary phase and the
kernel is highly oscillatory. Almost all the features can be explained by the wave types
considered in figure 5.2. Even for the window around a potential body wave, the hyperbola
from pure surface wave interactions is dominant. We also note a counterpart from multiple
orbit surfaces waves closer to station 1. While the main tails branching off the dominant
hyperbola are again body wave - surface wave interactions, small contributions from body
wave - body wave interactions might be visible in high latitudes. Behind station 0, we
observe a combination of pure body wave and surface wave - body wave contributions.
The model with S20RTS and Moho topography (figure 5.5) leads to an asymmetric sensi-
tivity structure for the surface wave signal and shifts the kernel towards North away from
the symmetry axis, i.e. the equator in our setup. For the S-wave window, 3-D structure
also induces changes in the sensitivity structure and in its amplitude distribution. Major
differences are highlighted. The hyperbola from surface wave - surface wave interactions is
altered significantly. Some of the oscillations of the kernel are shifted, e.g. behind station
0, and new ones are introduced.

5.4 Discussion

The sensitivity kernels computed for the surface wave signal confirm the robustness of
traditional ambient noise tomography. The requirements to obtain a physically meaningful
surface wave signal in a noise correlation function are relatively easy to meet due to the
broad region of stationary phase, as predicted by Snieder (2004) and Roux et al. (2005b),
and due to negligible contributions from cross-terms.

15Figure 5.6 is presented in the supporting information of the original publication.
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Figure 5.4: Source sensitivity kernels for a window around the surface wave (left) and around the
expected S-wave (right). Note that the upper and lower panels show the same normalized kernels,
but the color bars are clipped at different values to enhance certain features and to show their
relative importance. The maximum absolute value of the surface wave kernel is three orders of
magnitude larger compared to the respective value of the body wave kernel. The surface wave
window is again from 1,500 to 1,920 s, but the S-wave window is shorter, from 1,070 to 1,130 s
(expected arrival time in PREM 1,102.2 s). Both stations are indicated with red squares.
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Figure 5.5: Source sensitivity kernels for a window around the surface wave (left) and around
the expected S-wave (center) computed for PREM (top) and for S20RTS with Moho topography
(bottom). The time windows are defined as before. The symmetry axis for the surface wave kernel
is shifted towards North. Major differences for the S-wave window are indicated with boxes and
their blow-ups are shown on the right. Both kernels for the surface wave and both kernels for the
body wave are normalized with the same values, and the color bar is clipped at 0.02 to enhance
certain features. The stations are indicated with red squares.
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Figure 5.6: Source sensitivity kernel for a window around the expected P-wave (expected arrival
time 607.2 s) computed for PREM (left) and S20RTS with Moho topography (right). The window
is defined from 580 to 640 s. The kernel is normalized and the color bar is clipped at 0.03 to enhance
certain features. Both stations are indicated with red squares.

The kernel for a potential body wave is highly oscillatory and contributions from cross-
terms are significant. A spherical harmonic analysis (see figure 5.7) of the noise source
kernels in figure 5.4 confirms quantitatively that features up to spherical harmonic degree
10 are between 2 and 4 orders of magnitude smaller. Observed body wave arrivals in
cross-correlations are therefore obtained by either strong long-wavelength components of
the noise source distribution or by very localized sources. Filtered kernels corresponding to
both hypotheses are presented in figure 5.816. Since dominant long-wavelength components
in the source distribution would further amplify surface wave signals, we favor the second
scenario for the generation of arrivals before the surface wave signal. Potential localized
sources are for instance earthquakes (Lin and Tsai, 2013; Lin et al., 2013; Boué et al., 2014;
Poli et al., 2017), but also ambient noise sources in combination with the ocean source site
effect (Gualtieri et al., 2014; Farra et al., 2016; Retailleau et al., 2018).
As described by Forghani and Snieder (2010), the confinement of noise sources to the
Earth’s surface induces an underrepresentation of body waves in correlation functions,
which has to be taken into account for an interpretation of correlation functions in terms
of Green’s function retrieval. However, also considering the significance of cross-terms from
different wave types for signals before the surface wave renders this approach extremely
difficult, at least for the investigated period band. A physically meaningful body wave can

16Figure 5.8 is presented in the supporting information of the original publication.
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Figure 5.7: Spherical harmonic analysis of the kernel for the surface wave window (black) and
the S-wave window (gray) presented in figure 5.4. Both spectra are computed for the normalized
kernels. SHTOOLS (Wieczorek et al., 2017) was used for the spectral analysis of the kernels.

only be obtained if the noise sources are in the right location and if the contributions from
cross-terms are negligible or cancel out. For a legitimate interpretation of a signal as a body
wave, careful analysis and knowledge about the noise source distribution is indispensable.

The interpretation of the results strictly only holds for the studied period band from 50
to 100 s. The partitioning of the ambient noise field in terms of different wave types
varies with frequency and surface wave attenuation is often significantly stronger than
body wave attenuation (Coughlin et al., 2019). The relative importance of the cross-terms
consequently changes and a thorough analysis is necessary. Nevertheless, the physics of
the problem remains the same and sources at depth are required for the retrieval of body
waves in correlation functions (Halliday and Curtis, 2008; Kimman and Trampert, 2010).17

Even for the relatively long periods considered in this study, the 3-D velocity model com-
posed of S20RTS with Moho topography affects the sensitivity kernels. Note that the
perturbations of S20RTS are rather smooth and moderate in magnitude. The observed
shift of the fast oscillations of earlier arrivals can lead to erroneous inferences of the power-
spectral density distribution. For a high resolution imaging of ambient noise sources, 3-D
structure should be taken into account, especially for higher frequencies. This is practically
feasible with approaches such as the one by Ermert et al. (2017).

17This paragraph is not part of the original publication and was added to note that the results might
change for different frequencies.
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Figure 5.8: The kernel for a potential body wave (top) is filtered from spherical harmonic degrees
0 to 14 (center) and from 15 to 200 (bottom). The long-wavelength component of the kernel is two
orders of magnitude smaller and is in agreement with figure 5.7. SHTOOLS (Wieczorek et al., 2017)
was used for filtering the kernel.
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5. Sensitivity of Seismic Noise Correlation Functions to Global Noise Sources

Full waveform ambient noise inversion addresses the main problems discussed above. It
accounts for 3-D heterogeneous and attenuating media and cross-terms are included natu-
rally. The advantage of the latter is that an interpretation in terms of a certain wave type
is not necessary. In addition, we can take advantage of the oscillatory nature of the source
sensitivity kernels for signals outside the surface wave window in order to improve the res-
olution of current noise source inversions (Retailleau et al., 2017). The absolute difference
in magnitude of the kernels for different windows can be compensated by normalizing the
measurements correspondingly.

5.5 Conclusions

Studying the noise source sensitivity of correlation functions reveals that the interpretation
of signals in terms of surface and body wave arrivals is fundamentally different for periods
longer than 50 s. Due to a broad and dominant region of stationary phase, surface waves in
the respective noise correlations are a robust feature. The sensitivity kernel for a potential
body wave, however, is highly oscillatory and the contribution from different wave types
is significant. The observation of such an arrival is difficult and its identification as a pure
body wave is susceptible to misinterpretation. As a consequence, conclusions regarding the
partitioning of the ambient noise field in terms of surface waves and body waves are not
possible based on their occurrence in correlation functions.18

Incorporating the cross-terms as well as 3-D structure is crucial for improving the resolution
of ambient noise source inversions, which in turn is a key ingredient for full waveform
ambient noise inversion.

18The last point was added after a discussion with Daniel C. Bowden.
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5.6. Extension to volumetric sources

5.6 Extension to volumetric sources19

In the derivations of Green’s function retrieval in Wapenaar (2004) the receiver pair is
surrounded by both mono- and dipolar uncorrelated noise sources on a closed surface. In
most configurations, however, noise sources are assumed to be located on the surface of
the Earth. As mentioned in the introduction and above, there are various consequences.
The most important one in this context is that body waves and higher-mode surface waves
are not excited correctly in correlation functions (Halliday and Curtis, 2008; Kimman and
Trampert, 2010). A typical argument to trivialize this problem and to render the conse-
quences of the study above irrelevant is that scatterers act as secondary sources, which in
turn leads to a more homogeneous distribution of noise sources (Hadziioannou et al., 2009;
Colombi et al., 2014). In order to study this effect, we allow for sources throughout the
whole domain. For now, we keep the assumption that only Szz is non-zero (equation (4.4)).
A more comprehensive study in the future should include the remaining components and
the current results should be interpreted with caution.

We follow the line of thought from above, model correlation functions and investigate which
noise sources in space contribute to a specific window in time. The correlation functions
are simulated for a frequency band between 0.2 and 0.8 Hz in a box domain that is 300
km wide in both horizontal directions and 75 km deep (see figure 5.9). Initially, the P
and S velocities of the isotropic medium are homogeneous with 5.8 km/s and 4.0 km/s,
respectively. The boundaries are absorbing except for the free surface, where the receivers
are located at a distance of 50 km from each other.

19This section is not part of the original publication and can be seen as a follow-up investigation triggered
by further discussions and by reactions to the conclusions drawn above.
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5. Sensitivity of Seismic Noise Correlation Functions to Global Noise Sources

The source sensitivity kernel for the window around the surface wave (this time measured
on both branches) depicts again a dominant broad region of stationary phase with negligible
contributions from cross-terms and from sources at depth (figure 5.9).

VS [km/s]4.0

VP [km/s]

5.2

5.8 7.5

norm. sensitivity kernel

-0.03 0.03

300 km

75 km

30
0 k

m

50 km

Figure 5.9: Volumetric source sensitivity kernel for the surface wave window. The top figure shows
the domain together with the velocity model and the normalized sensitivity kernel at the surface.
The effect of the absorbing boundaries can be observed on the sides. The receivers, indicated with
red boxes, are located at the surface with a distance of 50 km from each other. Their center point is
in the center of the domain. The bottom figure presents a vertical slice through the plane containing
both receivers.
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5.6. Extension to volumetric sources

For the S-wave window, the source sensitivity kernel (figure 5.10) shows similar features
on the surface compared to figure 5.4 and the same interpretation holds. We observe a
strong contribution from surface wave - surface wave interactions and energy coming from
body waves and interactions between body and surface waves. The vertical slice through
the domain additionally reveals significant contributions at depth. For their interpretation
we adapt the ray-theoretical approach used above, which confirms that body wave - body
wave interactions are expected in this form (figure 5.11).
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Figure 5.10: Same as figure 5.9, but now for a window defined on the correlation function around
the expected S-wave.
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Ray-Theoretical Approach
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Figure 5.11: Ray-theoretical explanation for the source sensitivity at depth observed in figure
5.10 for the S-wave window. The body wave - body wave interactions are colored in green and the
receivers are indicated again with red boxes.

In a homogeneous velocity model, however, the contribution from turning waves is missing.
We therefore introduce a velocity gradient in our model and compute again the source
sensitivity kernel for the S-wave window (figure 5.12). The hyperbolas behind the stations
are then more pronounced and the contribution from turning waves can also be seen in
the vertical slice.

The conclusion that we can draw here even with our simplified approach where we only
consider Szz to be non-zero (see equation (4.4)) is that only specific regions at depth
contribute to a certain time window and different scatterers might even cancel out due to
the oscillatory nature of the sensitivity kernel also at depth. As a consequence, the presence
of scatterers throughout the medium might not, by itself, cause enough contributions to
explain the presence of body waves.

74



5.6. Extension to volumetric sources
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Figure 5.12: Same as figure 5.10, but now with a gradient in the velocity model.
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Global-scale Full Waveform Ambient
Noise Inversion Applied to Earth’s Hum 6

For a first application, we consider a global dataset focusing on the Earth’s Hum (Nishida
et al., 2000; Rhie and Romanowicz, 2006; Traer and Gerstoft, 2014; Ardhuin et al., 2015)
and invert for the source power-spectral density and for Earth structure. Noise sources
can be observed coherently over large distances (Schulte-Pelkum et al., 2004; Hillers and
Ben-Zion, 2011), which renders full waveform ambient noise inversion an inherently global
problem. For the targeted period band between 100 and 300 s, we can afford to simulate
correlation functions for a global domain multiple times and circumvent complications for
the application to finite domains (see chapter 7 for a detailed discussion). In addition, the
Earth’s Hum is a suitable candidate for a proof of concept. The long-wavelength structure
of the Earth is generally well known and both Nishida et al. (2009) and Haned et al. (2016)
demonstrated that a global tomography is possible with signals emerging in correlations of
long period ambient noise recordings. Furthermore, Ermert et al. (2016, 2017) investigated
its power-spectral density distribution based on the inversion of correlation functions. A
thorough validation of the different aspects is thus possible.

6.1 Dataset

We use the dataset prepared by Ermert et al. (2016, 2017). Because of the relatively long
periods of the Earth’s Hum and its low magnitude, only data from STS-1 broadband seis-
mometers were considered. Continuous recordings for 146 stations between 2004 and 2013
were retrieved from the IRIS data management center (ds.iris.edu/mda/_STS-1). Cross-
correlations were computed for ∼9 h windows and then stacked, where each correlation
function was normalized by the energy of both traces to down-weight the contribution of
large-amplitude signals. Further non-linear processing steps, typically applied in ambient
noise studies (e.g. Bensen et al., 2007; Schimmel et al., 2011), were avoided specifically so
the resulting correlations can be interpreted as a solution of the wave equation (Fichtner
et al., 2017). In the following, we study the Northern Hemisphere winter, and so all De-
cembers, Januaries and Februaries of the 10 years were stacked in order to increase the
signal-to-noise ratio. The correlations were pre-filtered with a passband between 20 and 500
s. We narrow the frequency content and apply an additional zero-phase filter to focus on
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6. Global-scale Full Waveform Ambient Noise Inversion Applied to Earth’s Hum

the period band between 100 and 300 s. We argue that the correlations are contaminated
by earthquakes for periods smaller than 100 s and a more elaborate processing scheme
would be necessary for periods longer than 300 s, e.g. including barometric corrections
(Bormann, 2012). For a more detailed description of the data compilation and processing,
we refer the reader to Ermert et al. (2016, 2017).
Ermert et al. (2017, 20xx) estimated the data error by comparing asymmetry measure-
ments from correlations between quasi co-located stations of the Canadian Yellowknife
array and all other stations. The maximum distance between the stations of the array is
10 km and consequently much less than the seismic wavelength used in this study, which
is on the order of 1000 km. The correlation between individual recordings of the array
and a common reference station should yield similar values for the asymmetry. Differences
are expected due to instrumental noise and site-specific effects. For the considered period
band, the data variance is relatively high and we estimate that the misfit should only be
reduced by ∼30 percent. In contrast, phase measurements seem relatively stable (figure 2
in Ermert et al. (2017)) and the variance is smaller than the misfit residual expected for
the final model.

6.2 Inversion setup

The inversion is based on limited-memory BFGS (L-BFGS) (Nocedal and Wright, 2006)
and we apply a diffusion-based smoothing operator to the gradients, where the smoothing
length is based on the dominant wavelength. We enforce power-spectral densities larger
than zero and stop the source inversion once the misfit reaches the level of the estimated
error of the asymmetry measurement.

Even though we only consider relatively long periods, the simulations are rather expensive.
To accurately capture the symmetry of the correlation functions, we require a generating
wavefield, i.e. an acausal branch of ∼6 h. We thus reduce the computational costs with
the following measures: (i) Since the data quality only allows us to make measurements on
the minor-arc surface wave, we limit the causal branch to 7,000 s. (ii) We approximate the
power-spectral density distribution for the period band between 100 and 300 s with one
Gaussian spectral basis function and one corresponding spatial distribution. The Green’s
function in step 1 of the recipe in section 2.4.1 is thus already modeled for the appropriate
frequency range, which simplifies the convolution in step 2 and the assembly of the source
kernel significantly. (iii) Only 50 receivers act as reference stations, typically referred to
as virtual sources (figure 6.1), while trying to ensure a good coverage. This selection
is only possible with the new formulation of the theory in chapter 2, which does not
require simulations for all reference stations for a full evaluation of the gradient. (iv) The
computational domain is reduced to a spherical shell with 1,000 km depth, which is possible
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6.2. Inversion setup

Figure 6.1: Distribution of STS-1 stations used in the inversion. Both red triangles and yellow
stars indicate receivers. The latter also denotes their transformation to virtual sources.

because the correlations are dominated by fundamental surface waves. For a maximum
period of 300 s, they are hardly sensitive to structure deeper than 700 km (Boschi et al.,
2009). We do not observe changes in the correlation waveforms by increasing the depth of
the spherical shell.
The source inversion is based on the asymmetry of the correlation functions (equation
(3.1)) and for the structure inversion cross-correlation time shifts (Luo and Schuster , 1991;
Dahlen et al., 2000) are measured on the surface wave packages on the causal and the
acausal branches. Due to the relatively high level of incoherent noise, we apply different
quality criteria to ensure extraction of meaningful information. We only consider correlation
functions with a minimum number of 200 stacked windows. For the asymmetry calculation,
we require a signal-to-noise ratio of 2 on either the causal or the acausal branch. Time
shifts larger than half a dominant period are rejected and we demand a cross-correlation
coefficient of at least 0.6 between the windowed synthetics and observations. The windows
for the source and structure inversions are 1,200 s wide and centered on the arrival of
a Rayleigh wave with a group velocity of 3,700 m/s. Measurements with overlapping
windows are discarded. Ermert et al. (2017) applied a similar strategy for the definition of
the windows and reported satisfactory results for this simplistic approach.
Considering all the different quality criteria, we measure the asymmetry of 2,732 correlations
and 1,658 time shifts. The number of the latter fluctuates on the order of tens in the course of
the inversion. In 415 cases, traveltime information can be extracted on both the causal and
the acausal branch of the same correlation function. Since the distribution of ambient noise
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sources is not homogeneous, differences in both time shifts are expected. The asymmetry
in time contains valuable information on the noise source distribution and its usage is
currently under investigation (see section 7.3).
In order to estimate the potential resolution of the final models, we plot the ray density for
both the source and the structure inversions in figures 6.2 and 6.3, where we account for
the respective quality control. Although finite-frequency effects exploited in full waveform
ambient noise inversion are neglected, ray coverage provides a useful proxy.
The approach in figure 6.2 is inspired by the ray-based source imaging method introduced
by Ermert et al. (2016). Since the source sensitivity for the asymmetry measurement is
mostly located behind both stations (see figure 4.2a), we plot rays along the great-circle
major arc starting from each receiver. To imitate attenuation, we restrict the length of
the rays to 10,000 km. Figure 6.2 reveals a relatively good coverage in general. The
concentration of stations on the continents of the Northern Hemisphere leads to two broad
bands of rays connecting Europe - South America - South Pacific - Asia - Europe and
South America - North America - Asia - Indian/Atlantic Ocean - South America. The
center of the Pacific Ocean and the southern part of the Atlantic Ocean are covered less,
but still show a significant crossing of rays.
For the ray density plot for the structure inversion in figure 6.3, the station pairs are
connected by rays on the great-circle minor arc, which mimics the sensitivity to structure
(see figure 4.2a). The resulting coverage is significantly different with a higher density on the
Northern Hemisphere, especially on the continents, compared to the Southern Hemisphere.
We will thus mostly focus on the Northern Hemisphere for the interpretation of the final
velocity model. An interesting feature worth pointing out is that we get a relatively good
coverage in North Asia, a region normally problematic in tomographic studies due to the
lack of earthquakes.
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6.2. Inversion setup

Figure 6.2: Ray density plot for the inversion of the distribution of ambient noise sources. The
rays are approximated as lines along the great-circle major arc starting from both receivers (red
triangles) and with a length of 10,000 km. The data selection based on the criteria described in the
text is accounted for in this plot.

Figure 6.3: Ray density plot for the structure inversion. In contrast to figure 6.2, the rays connect
both stations along the great-circle minor arc in order to mimic the sensitivity to structure. The
data selection based on the criteria described in the text is accounted for in this plot. The intensity
gives an indication of the coverage of a specific region.
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6.3 Proof of concept

For a proof of concept, we start with a model that is as unbiased as possible. The initial
model is thus composed of a homogeneous distribution of noise sources on the Earth’s
surface and PREM, including anisotropy and attenuation (Dziewoński and Anderson, 1981).
We remove the layer at 15 km depth for computational efficiency and extend the first layer
to the next discontinuity at 24.4 km depth.
Although feasible in principle and also employed in the synthetic study in chapter 3, we do
not perform a joint inversion, but update the source and the structure model in sequences.
Finding an appropriate weighting necessary for a joint inversion is not straightforward, in
general, and especially not in this study due to the high computational costs. The approach
taken here seems, however, reasonable, since the asymmetry is to first order insensitive to
unmodeled Earth structure and the traveltime bias due to sources is considered to be small
(Tsai, 2009; Weaver et al., 2009; Yao and van der Hilst, 2009; Froment et al., 2010). In
total, we perform 6 iterations for the distribution of the ambient noise sources and 8 itera-
tions for structure. The order of the different updates is at this stage of the developments
arbitrary and is chosen such that we can reuse simulations of the Green’s functions several
times for the source inversion (see section 4.3), while still allowing us to investigate the
interdependence of the different updates. The final order and the evolution of the misfits
is plotted in figure 6.4. While the traveltime misfit is reduced by ∼55 percent and further
updates are possible, we reach the error level estimated for the asymmetry measurement
after 6 iterations, which translates to a final misfit reduction of ∼30 percent. Each sequence
of source updates has a minor influence on the following sequence of structure updates
and vice versa. The related misfit changes are on the order of ∼1 percent (dashed lines in
figure 6.4).

The final model for the distribution of the power-spectral density is shown in figure 6.5.
The interpretation is not straightforward due to the two-sided nature of the sensitivity
kernels of the asymmetry measurement (figures 2.3 and 4.2a). We thus mostly focus on
the anomalies with high power-spectral density and avoid interpreting regions with mag-
nitudes lower than average. Smearing effects along the two broad bands of rays described
above that connect Europe and South America with Asia are visible, but do not dominate
the features that we interpret in the following. The strongest sources are imaged in the
oceans on the Northern Hemisphere, i.e. along the coasts of the northern Pacific and in
the Northeast Atlantic. We also observe strong contributions in the Coral and Tasman
Sea, in the southern parts of the Pacific, Atlantic and Indian Ocean. In general, sources
on continents are weak, except for an anomaly in North Asia.
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Figure 6.4: Misfit evolution for the source inversion (blue line) and for the structure inversion (red
line). The dashed lines connect sequences of the same kind. Misfit values are given at the beginning
and at the end of each sequence.

Most of the described features can be linked to the result obtained by Ermert et al. (2017).
They use a precomputed database of Green’s functions computed for S40RTS (Ritsema
et al., 2011) and Crust2.0 (Bassin et al., 2000) to calculate correlation functions and source
sensitivity kernels. Their final model is shown in figure 6.6. The anomalies in our study
are more confined in space and more regions have zero power-spectral density, which are
probably consequences of reducing the misfit more, i.e. by ∼30 percent instead of ∼18
percent in Ermert et al. (2017). This illustrates the benefit of choosing L-BFGS over
steepest descent, since the models are updated 6 times in both cases. Major differences
in our inversion result are weaker sources at the coast of Chile, stronger contributions in
the southern Atlantic and in North Asia. All in all, we argue that our model supports the
interpretation by Ermert et al. (2017) and their conclusions drawn regarding the excitation
of the Earth’s Hum. We refer the reader to their publication for more details.
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This study
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Figure 6.5: Final inversion model for the power-spectral density (PSD) distribution of the Earth’s
Hum. The values are normalized and the color bar is clipped to highlight regions with strong
contributions.
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Figure 6.6: Hum source model (normalized) by Ermert et al. (2017). The color bar is clipped such
that the mean has a similar color compared to figure 6.5.
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6.3. Proof of concept

The final VSV velocity model from the inversion of correlation functions for a period band
between 100 and 300 s is presented in figure 6.7. In order to facilitate its interpretation
we plot S20RTS (Ritsema et al., 1999) at 100 km depth in figure 6.8. The depth for the
comparison could be chosen differently to better match the depth sensitivity of Rayleigh
waves (e.g. Boschi et al., 2009), but we expect a strong imprint of the crust and upper
mantle, since we do not account for its variability in our 1D starting model. A higher mag-
nitude of the deviations from the mean in S20RTS can be explained by the exploitation of
higher-frequencies and a different inversion approach.
Considering the wavelengths of several hundreds of kilometers and the relatively small
number of time shift measurements in this study, we get a good agreement with S20RTS.
The continental cratons are faster on average, i.e. North America, Australia and to a large
extent also Eurasia, South America and Africa. We image a slow Pacific belt, the African
rift system and the northern part of the Mid-Atlantic Ridge. Strong undulations of the crust
caused by mountain ranges are imaged as slow anomalies, e.g. the Himalayas, the Andes and
potentially also the Urals. Nishida et al. (2009) estimated a crustal correction for the con-
sidered period band and we observe a strong correlation with the features described above.
As expected by the ray coverage (figure 6.3), the resolution in the Northern Hemisphere
is significantly better compared to the Southern Hemisphere. We therefore present the
additional comparison to the Collaborative Seismic Earth Model CSEM (Afanasiev et al.,
2016; Fichtner et al., 2018) in figures 6.9 and 6.10 focusing on the Northern Hemisphere.
We observe similar anomalies where CSEM is not updated since it starts from S20RTS
and regional refinements appear as smooth versions in our model. For the identification of
specific features, we refer the reader to the interpretation above. A smaller magnitude of
the deviations from the mean is expected again for our inversion result, since information
from higher frequency waveforms and more iterations are used for the regional refinements
in CSEM.
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This study
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Figure 6.7: Final inversion result for VSV presented in deviations from the mean in percent.
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Figure 6.8: S20RTS plotted at 100 km depth in deviations from the mean. The velocity model
was downloaded from Submachine (https://www.earth.ox.ac.uk/∼ smachine, Hosseini et al., 2018).
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Figure 6.9: Final inversion result for VSV with a focus on the Northern Hemisphere.
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Figure 6.10: VSV velocity model of CSEM at 100 km depth with a focus on the Northern
Hemisphere.
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6.4 CSEM update

With the successful proof of concept in section 6.3, we take the opportunity and contribute
to the Collaborative Seismic Earth Model CSEM (Afanasiev et al., 2016; Fichtner et al.,
2018). The goal of CSEM is to provide a collaborative and evolutionary framework for the
construction of a 3-D model of the internal structure of the Earth. At the current stage,
the model is mostly based on waveforms from earthquakes. Noise correlations are also
included for the Iberian Peninsula and for Southeast Asia, however, under the simplifying
assumption of Green’s function retrieval. Full waveform ambient noise inversion enables
us to include correlation functions in a more consistent way.
The first-generation CSEM contains 12 regional refinements built from waveform data
with varying minimum period. One global inversion was performed to ensure the consis-
tency of the different sub-regions. Similarly, we use the existing CSEM model and apply
a global update using the dataset and framework described above. In order to represent
the small-scale features in the regional refinements, small elements are necessary if the
velocity model is defined on their vertices and the simulations would be expensive. We
thus use the Gauss-Lobatto-Legendre (GLL) basis of the discretized model to define the
velocity model, which allows us to keep large elements and to represent most features in
CSEM. We acknowledge support and effort from Sölvi Thrastarson and Dirk-Philip van
Herwaarden as well as Christian Boehm, who made it possible on the CSEM- and the
Salvus-side, respectively.

We start again from a homogeneous distribution of noise sources, follow the procedure for
the first sequence in section 6.3 and update the source distribution 4 times. The misfit
reduction and resulting model are presented in figures 6.11 and 6.12. Although a compar-
ison of models that have not converged is difficult, we also show the source model after
4 iterations with PREM as structure model in figure 6.13. As expected, the features in
the latter are less pronounced compared to the final model presented in section 6.3. While
with PREM we observe sources in North Asia that are stronger than imaged by Ermert
et al. (2017), using CSEM reduces the difference. In addition, the strong contribution close
to Japan and in the North Atlantic are slightly more focused.

The structure update (see figure 6.14) is meant to ensure the consistency of the different
models and should not be the dominant feature of CSEM. We thus follow Afanasiev
et al. (2016) (see figure 9 therein) and only allow maximum perturbations of ∼1 percent.
Comparing the gradients with PREM as starting model, we conclude that there is no clear
correlation between the regional refinements in CSEM and our global update. We restrain
ourselves and do not go into details with the interpretation of the gradient.
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Figure 6.11: Misfit evolution for the source inversion (cyan line) and traveltime misfit reduction
by updating CSEM with a maximal absolute perturbation of 1 percent (orange line). The evolution
of the first source inversion sequence with PREM as structure model is shown in blue. The misfit
values are presented relatively to the respective initial misfits with PREM as starting model (section
6.3). The dashed line connects the initial traveltime misfit and the value after the source inversion.
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Structure model: CSEM

0 1

normalized PSD

Figure 6.12: Distribution (normalized) of the power-spectral density of the Earth’s Hum after 4
iterations with CSEM as structure model.

Structure model: PREM

0 1

normalized PSD

Figure 6.13: Same as figure 6.12, but with PREM as structure model. Its maximum value (3.61e10)
is slightly lower than the maximum (3.63e10) in figure 6.12. The latter is used for the normalization
in both figures. The maximum value of the final inversion model shown in figure 6.5 is almost twice
as large (5.61e10).
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CSEM Update, Depth 100 km

decrease increase

update for VSV [normalized]-0.6 1.0

Figure 6.14: VSV update for CSEM at 100 km depth. The update is normalized and the color bar
is clipped to enhance certain features. Blue (red) indicates that the velocity is increased (decreased)
in order to reduce the misfit.

6.5 Conclusions

The inversion for the distribution of noise sources and for structure reveals reasonable
results. Full waveform ambient noise inversion can thus be used as a tomographic method
by itself and has the potential to provide complementary information in regions with
poor earthquake coverage, e.g. in North Asia. We are able to confirm the findings by
Ermert et al. (2017) and identify tomographic features that are known from global velocity
models. For the tomography it is important to point out that we only use ∼1,600 time shift
measurements, which is orders of magnitude less than typically considered for global scale
inversions (e.g. Ritsema et al., 1999; Simmons et al., 2010; Ritsema et al., 2011; Lebedev
and Schaeffer , 2013; Auer et al., 2014; French and Romanowicz, 2014; Bozdağ et al., 2016).
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Ideas for Future Research 7
This chapter is supposed to summarize different projects that we started and to give ideas
for possible future research directions. The selection of topics represents our current state
of knowledge and is as such, of course, biased. We recommend to take it with a grain of
salt and hope that it does not narrow the reader’s creativity. New ideas and innovative
approaches can render our thoughts below superfluous relatively quickly. Please keep that
in mind while reading it (also addressed to ourselves).

7.1 Joint inversion of earthquake data and noise correlation
functions

Ambient noise tomography is generally accepted as a tomographic method and also believed
to provide complementary information compared to earthquake tomography in terms of
coverage in space and frequency. In the inversion presented in chapter 6, for instance,
North Asia is covered relatively well, where the distribution of earthquakes is sparse. A
joint inversion of earthquake data and ambient noise correlations is thus a logical next step.
It is already done by means of dispersion curve analysis (Yang et al., 2008; Zhou et al.,
2012) and is, in principle, possible with full waveform inversion by means of ambient noise
adjoint tomography (Chen et al., 2014; Lu et al., 2018), since it is based on exactly the same
framework used for earthquakes (Simutė et al., 2016; Krischer et al., 2018). Independent of
the applied tomographic method, errors in the source properties deteriorate tomographic
reconstructions (Valentine and Woodhouse, 2010). Violating the assumptions necessary for
Green’s function retrieval is a source of uncertainty and we argue that the effects become
more critical when the extraction of waveform information is increased. Full waveform
ambient noise inversion consequently provides a more consistent framework for the proposed
joint inversion. Since our implementation is based on Salvus, a first attempt to combine
both data types is straightforward.
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7.2 Source distribution in finite domains

A crucial component that determines to a large extent the success of full waveform ambient
noise inversion is the inference of the distribution of noise sources. As stated above, errors
in the source properties are mapped into tomographic images of Earth structure. Ambient
noise source studies see contributions from far away (Schulte-Pelkum et al., 2004; Hillers
and Ben-Zion, 2011), which impedes a straightforward truncation of the computational
domain. While attenuation reduces the effect of distant sources, current processing tech-
niques applied in ambient noise tomography try to homogenize the azimuthal coverage
(Bensen et al., 2007), which can have the tendency to down-weight local sources and to
enhance distant contributions. For specific period bands and noise source distributions
keeping the processing as minimal as possible might thus already allow a restriction of the
domain. From the point of view of tomography, an alternative representation of the ambient
noise source distribution that captures the illumination but forbids an interpretation of
the source distribution as a physically meaningful quantity is a viable approach. The idea
presented in the following falls into this category.
Delaney et al. (2017) investigated the effect of heterogeneous and non-stationary noise
sources on traveltime estimates of surface waves in the context of noise-based monitoring.
They proposed to quantify the source-induced bias, which may induce velocity changes of
up to 0.25 percent within one day, and then correct for it in either the data or model space.
The source distribution was parameterized simplistically in terms of an annulus surround-
ing the investigated array, which encompasses the azimuthal variation of the power-spectral
density distribution.

First steps towards a new source parameterization
Preliminary work on improving the source parameterization favors a representation with
a superposition of eigenvectors of the Hessian matrix (see figures 7.1 and 7.2), i.e. based
on the second derivatives derived in chapter 2. This source parameterization has several
advantages:

(i) Sources within and potentially also outside the computational domain can be incor-
porated, both not possible with a ring of sources. Waves from distant noise sources,
for instance, basically arrive as plane waves and it might be possible to capture them
with this parameterization.

(ii) The eigenvectors describe what is possible to resolve with the station geometry,
similar to array response functions (Rost and Thomas, 2002).

(iii) The parameterization adapts to the physical content of the observed correlation
functions.
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eigenvector 1 eigenvector 2 eigenvector 3 eigenvector 4

eigenvector 5 eigenvector 6 eigenvector 7 eigenvalue spectrum

1

Figure 7.1: Examples of eigenvectors proposed for the improved parameterization of the noise
source distribution. The eigenvectors and eigenvalues describe what is resolvable with the available
data. They change, for instance, with station geometry and with the employed measurement (wave-
form differences in this case). With increasing number, the complexity of the eigenvectors increases
and the respective eigenvalue, i.e. the inverse of the associated uncertainty, decreases (bottom right).
Data errors define a threshold for the maximum eigenvectors resolvable in an inversion and thus
only a limited number is required.

eigenvector 1 eigenvector 2 eigenvector 3 eigenvector 4

eigenvector 5 eigenvector 6 eigenvector 7 eigenvalue spectrum

1

Figure 7.2: Same as figure 7.1, but for the asymmetry misfit function defined in equation (3.1).
.
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(iv) A probabilistic inversion for the distribution of noise sources is rendered feasible.
Due to data errors and the exponential decay of the eigenvalue spectrum, only a
limited number of eigenvectors can be resolved in a realistic inverse problem. With
a precomputed set of correlation functions for each eigenvector, which is possible
since our forward problem is linear in the power-spectral density distribution, the
computational costs remain easily manageable.

This novel approach to set up the source distribution opens the door to go beyond De-
laney et al. (2017) and potentially to account for space- and time-dependent noise source
distributions in finite domains.

7.3 Different ways to extract information from cross-correlations

The applications to real data only focus on Rayleigh wave signals so far and the rest of
the correlation functions is discarded (chapter 6, Ermert et al., 2017). This is a choice
made at the current stage of the developments to reduce the complexity. For conventional
approaches based on Green’s function retrieval, however, this can be seen as a necessity
enforced by the “imperfect” nature of ambient noise sources (see chapter 5). New ways to
extract reliable information from cross-correlation functions is an important next step to
exploit the potential of full waveform ambient noise inversion and to keep the promises
made above. We present ideas and first attempts in the following.

7.3.1 Comparison relative to reference correlation

A common approach in coda wave interferometry is to compute reference correlation
functions by stacking over a long time period, e.g. for temporal station deployments the
entire time data was recorded, and then to compare averages computed for short time
scales (typically on the order of few days) to the reference (Obermann et al., 2013, 2014;
Hillers et al., 2015). This enables an extraction of information that would not be possible
by studying short-term averages directly. For full waveform ambient noise inversion this
translates to an inversion of a reference dataset for both a source and a structure model.
Short-term averages can then be inverted relative to the reference dataset and model. This
has the potential to facilitate the investigation of the time evolution of ambient noise
sources and of structural changes.
Considering different averaging times raises questions about the minimum averaging length
required for a meaningful extraction of information. Understanding correlation functions
as a representation of a certain time period renders a criterion in terms of convergence
redundant. Nevertheless, a certain averaging length is required to detect the coherency in
the ambient noise field. For the current theoretical formulation with the assumption of
spatially uncorrelated noise sources (see equation (2.5)), their cross-talk should have a small
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contribution. A correlation between neighboring noise sources is incorporated implicitly,
since it can be interpreted as a low-pass filter acting on the distribution of the ambient noise
sources. A cross-talk between noise sources that are spatially separated and independent
of each other is, however, difficult to capture and assumed to be reduced by increasing
the averaging length. There are numerous studies investigating effects of the averaging
length with respect to the retrieval of Green’s functions (e.g. Bensen et al., 2007), but
full waveform ambient noise inversion opens news doors and requires different objectives
(Fichtner et al., 2017).

7.3.2 New misfit functionals

7.3.2.1 Time asymmetry measurement

Besides the asymmetry in amplitude used for the inversion for ambient noise sources in
chapter 6, heterogeneous noise source distributions also introduce an asymmetry in time of
the surface wave packages. Clock errors and changes in the phase response of a station have
the same effect, but Stehly et al. (2007) showed that it is feasible to detect and correct for
them. They hypothesize that the residual is due to heterogeneous noise sources. Although
the asymmetry in time is small in magnitude, its measurement has the advantage that it
does not rely on physically meaningful absolute amplitudes. In the following, we present
the misfit function and derive the corresponding adjoint source time function.
We use the definition of traveltime shifts employed in the chapters above and measure
time shifts on the causal and acausal surface wave packages. Since the sign convention
is different for both branches (see figure 4.1), the misfit X is based on the sum of both
measurements Tcaus and Tacaus and we define it as

X = 1
2(Tcaus + Tacaus)2, (7.1)

where the subscripts here and in the following indicate the windowing of the arrivals of
interest. The first-order change of the misfit for a variation in the correlation function δC
is given by

∇CX δC = (Tcaus + Tacaus) · (∇CTcaus δCcaus +∇CTacaus δCacaus). (7.2)

We follow the derivations in chapter 11 of Fichtner (2010) and write the variation of the
traveltime shift due to δC as

∇CT δC =
∫ ∫ 1

N
∂tC

o(x, t− T ) δC(x, t) δ(x− xr) dtdx, (7.3)
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where Co(x, t− T ) denotes the observed correlation function shifted in time by T and N
is given by

N =
∫
∂ttC

o(xr, t− T )C(xr, t) dt. (7.4)

Combining equations (7.2) and (7.3) with (2.14) and (2.24), the adjoint source time function
f is given by

f(x, t) = −(Tcaus + Tacaus) ·
(∂tCocaus(x, t− T )

Ncaus
+ ∂tC

o
acaus(x, t− T )
Nacaus

)
δ(x− xr). (7.5)

Both the misfit and the adjoint source time function are implemented in the 2-D framework
used in chapter 3. We use the same model setup, now with a homogeneous velocity model,
consider two receivers 400 km apart and simulate synthetic observations for a homogeneous
distribution of noise sources perturbed with a Gaussian anomaly behind one of the two
stations. We then compute synthetics without the source perturbation and compare them
to the observations in terms of three misfit functions: (i) amplitude asymmetry according
to equation (3.1), (ii) time asymmetry and (iii) cross-correlation time shifts. The resulting
source and structure kernels are presented in figure 7.3. Measurements exploiting asymme-
tries in correlation functions lead to a two-sided nature of the source sensitivity kernels.
The ratios between source and structure kernels give an indication of the trade-off behavior
of the measurements. For both asymmetry measurements, we observe a similar relative
importance of the structure kernels, which is approximately one order of magnitude less
compared to the misfit based on cross-correlation time shifts. In contrast to the amplitude
asymmetry, the structure kernel for the time asymmetry shows a pronounced first Fresnel
zone, which might lead to a more constructive build-up of structure anomalies. On the
other hand, the first Fresnel zone of the respective source kernel is narrower, which may
help to locate noise sources more precisely.
Further research is required to assess the full potential of time asymmetry measurements.
In conclusion, it is, however, worth pointing out that apparent imperfections in the in-
terpretation of noise correlation functions in terms of Green’s functions contain valuable
information and can be exploited with our approach.

7.3.2.2 Non-physical arrivals

In chapter 5 we reveal that signals before the surface wave, including “too-early-to-be-
physical” arrivals, contain valuable information on the distribution of ambient noise sources
and Retailleau et al. (2017) demonstrated their potential to improve the resolution of source
inversions. Our hypothesis is that signals before the surface wave arrival are an indication of
spatially localized sources. The final source model in chapter 6 is presumably too smooth for
these signals to emerge. Including them in the inversion in terms of energy measurements
has the flaw of including absolute amplitude information. Its interpretation is up for debate
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Figure 7.3: Sensitivity kernels in 2-D for source (left) and structure (right) for measurements based
on the a) amplitude asymmetry, b) time asymmetry and c) cross-correlation time shifts. In order
to allow for conclusions regarding trade-offs, we normalize the structure kernels with the maximum
absolute value of the corresponding source kernel. Specifics of the model setup are described in
chapter 3.
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(Prieto et al., 2011; Tsai, 2011; Stehly and Boué, 2017), but relative amplitudes of spurious
arrivals compared to surface wave signals should have a physical meaning. Including these
arrivals is a crucial next step to harness the possibilities full waveform ambient noise
inversion provides.

7.4 Trade-off analysis in 3-D

The extension of the trade-off analysis presented in chapter 3 to 3-D is in our opinion
essential to advance our understanding of the physics of the problem and to explore
the limitations of full waveform ambient noise inversion. Studying how scatterers can be
interpreted as sources and vice versa by means of trade-off kernels can provide new insights.
In addition, second derivatives pave the way for resolution analysis. The discrepancies
between our inversion result presented in chapter 6 and the model by Ermert et al. (2017),
for instance, would benefit from quantitative resolution estimates.

7.5 Full correlation tensor and horizontally acting noise sources

For this thesis we limited ourselves to correlations between vertical recordings and only
included vertically acting noise sources. Observations, however, require an extension of
the framework to horizontally acting noise sources and the analysis typically involves the
full correlation tensor, preferably in terms of radial, transverse and vertical components
(Xu et al., 2019). Kurrle and Widmer-Schnidrig (2008) reported a permanent excitation
of toroidal modes, which was confirmed by Nishida (2014). Also in both primary and
secondary microseisms Love and SH waves have been observed (Rind and Down, 1979;
Nishida et al., 2008; Tanimoto et al., 2015; Juretzek and Hadziioannou, 2016; Nishida and
Takagi, 2016). Different models for the excitation of microseim Love waves are discussed
(Fukao et al., 2010; Saito, 2010) and at least for the secondary micorseism, for instance,
multiple scattering with wave conversions is not sufficient to explain observed Love to
Rayleigh wave ratios (Ziane and Hadziioannou, 2019). The proposed extension of our
framework could thus contribute to the understanding of the generation of ambient noise.
It mostly requires a generalization of the developed framework and major complications
are not expected.
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7.6 Auto-correlation functions

Claerbout (1968) showed in his seminal paper that the reflection response can be retrieved
by the auto-correlation of the transmission response. Quite recently, studies picked up
on the topic again in the context of crustal imaging (Tibuleac and von Seggern, 2012;
Gorbatov et al., 2012; Clayton, 2018; Romero and Schimmel, 2018; Viens et al., 2018).
Auto-correlations are used to investigate reflectors and have the potential to also reveal
changes in time due to the ubiquity of the ambient noise field. The energy at zero-time
lag and the side lobes can mask reflections of interest and from our experience from
cross-correlations we argue that heterogeneous noise source distributions may introduce
spurious arrivals. Insight by studying the sensitivity to source and structure may be helpful
for future studies. The developed framework for cross-correlations works out of the box
also for auto-correlations. In figure 7.4 we consider a box domain with a homogeneous
distribution of noise sources at the free surface, a reflecting boundary at the bottom and
absorbing boundaries at the sides. We place a receiver at the top and simulate a synthetic
auto-correlation for a maximum frequency of 4 Hz. We then measure the energy in a
window defined around the expected P-wave reflection and compute the corresponding
source and structure kernels. We observe sensitivity to sources in ring-shaped features
with a dominant contribution at the receiver location. The ray-theoretical interpretation
borrowed from chapter 5 suggests an interaction between P-/S-wave reflections with direct
P-/S-waves and surface waves. The structure kernel is dominated by sources at the receiver
and has the shape of a cone. Sensitivity to structure from cross-terms is small and mostly
constrained to the surface. Further investigations are necessary before drawing definite
conclusions. Removing the sources at the receiver location and increasing the complexity
of the model by introducing more layers are obvious next steps.
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Figure 7.4: Source and structure kernel (left) for the P-wave reflection time defined on an auto-
correlation function. The box domain is 30 km deep and the P- and S-wave velocities are set to 5.8
and 4.0 km/s. The receiver is located at the surface of the domain (red square). The ray-theoretical
interpretation of the source kernel (right) reveals the interaction of different wave types.
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7.7 Monitoring with Full Waveform Ambient Noise Inversion

Parts of this section were submitted as a proposal for an Early PostDoc.Mobility fellowship
offered by the Swiss National Science Foundation. Having read the previous chapters, some
background information is redundant, but it allows one to read this section independently
and potentially helps the reader to understand the reasoning behind the project.
Monitoring is a challenging field of application, since a high resolution is essential not only
in space, but also in time. We see it as a final enemy and its defeat probably requires a
combination of the ideas presented above.

7.7.1 Motivation

Monitoring of time-variable systems, such as geothermal and hydrocarbon reservoirs,
aquifers, active faults and volcanoes, is crucial for hazard and risk management and allows
for decisions at an early stage that can save lives and prevent damage. In the context of
deep geothermal reservoirs, for example, which recently attracted considerable attention
as an alternative energy source (e.g. International Energy Agency, 2011), earthquakes can
be induced by the injection of high-pressure fluids necessary for an efficient extraction of
thermal energy stored in the Earth. The induced seismicity cannot only lead to significant
damage, but also to the loss of support by the society (Kraft et al., 2009). Two recent
projects in Switzerland (Basel, 2006 and St. Gallen, 2013) had to be stopped. Continuous
monitoring that is not based on already induced seismicity and that allows for a precise
localization of (induced) subsurface changes in both space and time is indispensable to
assess reservoir dynamics and to react as early as possible. The ambient seismic field,
persistent in time and ubiquitous in space, is a promising candidate for such an endeavor,
but current techniques are limited in temporal and spatial resolution or require a vast
amount of seismic stations. An extension of full waveform ambient noise inversion to ac-
count for the time-variability of ambient noise sources has the potential to overcome these
limitations. Given the same amount of data we will be able to extract more information,
since our model with heterogeneous and time-variable noise sources captures the actual
physics more accurately. We can thus achieve a higher temporal resolution compared to
current techniques.

7.7.2 Seismic tomography with ambient noise

Recordings of the ambient noise field appear entirely random without any hope that useful
information can be extracted. Nevertheless, the physics of wave propagation introduces
a coherency that can be detected by computing the cross-correlation function between
different recordings. For linear processes like seismic wave propagation, the correlation
function of random output time series approximates the system response to an impulse,
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i.e. the Green’s function. The empirical confirmation that this concept can be applied
to ambient field recordings to extract surface waves (Shapiro and Campillo, 2004; Sabra
et al., 2005a) prompted a large number of regional and also global tomographic studies
relating cross-correlations with Green’s functions (e.g. Shapiro et al., 2005; Sabra et al.,
2005b; Nishida et al., 2009). The transformation of receivers into virtual sources allows
us to control and increase the illumination in tomographic studies, which was previously
dictated by the sparse distribution of earthquakes. Correlations and Green’s functions
are, however, only identical under specific conditions, including wavefield diffusivity and
equipartitioning (Lobkis and Weaver , 2001; Weaver and Lobkis, 2001) or, equivalently, the
isotropic distribution of both monopolar and dipolar uncorrelated noise sources (Wapenaar ,
2004; Snieder , 2007). Realizing the low probability to meet these conditions, subsequent
studies focused on the nature of the ambient noise field and its impact on the accuracy of
ambient noise tomography.

7.7.3 The nature of seismic noise - setting limits for noise tomography

The ambient seismic noise field is excited by a heterogeneous and non-stationary distribution
of noise sources. As explained in the introduction, the primary and secondary microseism
as well as the Earth’s Hum originate in the oceans. Irrespective of the excitation type,
the magnitude of ambient noise sources varies considerably in space and depends on
the ocean state, atmospheric conditions, etc. which may vary over short timescales. The
assumptions necessary for Green’s function retrieval are consequently not met and the
discrepancy between reality and theory unavoidably affects ambient noise tomography.
Heterogeneous and non-stationary noise source distributions deteriorate the recovery of
the Green’s function and represent a source of uncertainty. Body waves and higher-mode
surface waves are not excited correctly (Halliday and Curtis, 2008; Kimman and Trampert,
2010), spurious arrivals are introduced (Snieder et al., 2006) and amplitudes as well as
traveltimes are biased (Weaver et al., 2009; Yao and van der Hilst, 2009; Tsai, 2009, 2011).
Great progress has been made in the last decade based on Green’s function retrieval.
The discussed deficiencies are, however, a limiting factor and prohibit the application of
modern tomographic techniques, which exploit details in waveforms for the benefit of an
improved resolution (Pratt, 1999; Chen et al., 2007b; Fichtner et al., 2009; Tape et al.,
2009). Full waveform ambient noise inversion addresses this limitation and improves the
resolution of tomographic images by modeling the full seismic wave propagation physics
in 3-D heterogeneous and attenuating media, and by incorporating the distribution of
noise sources in space and frequency. For tomographic purposes, correlation functions are
averaged over time and it suffices to account for the effective noise source distribution. An
extension of the method to also account for the time-variability of noise sources can pave
the way for an improved temporal resolution in monitoring studies.
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7.7.4 Monitoring with ambient noise

For monitoring purposes repeated sources are required. Since the ambient seismic noise
field is present at all times, we can extract correlation functions repeatedly and thus image
possible time-lapse changes. This idea has been applied to monitor volcanoes (Brenguier
et al., 2008a; Obermann et al., 2013), active faults (Brenguier et al., 2008b; Obermann et al.,
2014), geothermal reservoirs (Hillers et al., 2015; Obermann et al., 2015) and hydrocarbon
reservoirs (Bakulin and Calvert, 2004; de Ridder and Biondi, 2013). Before the emergence
of ambient noise tomography, such studies were limited to expensive 4-D seismic surveys
or to the rare occurrence of earthquake doublets (Sens-Schönfelder and Brenguier , 2018).
The estimated Green’s functions are inevitably affected by the time-variant nature of
the noise sources, which pollutes images of potential velocity changes. Apparent velocity
variations of 0.25 percent within one day may be induced, which likely mask realistic sub-
surface changes (Daskalakis et al., 2016; Delaney et al., 2017). To reduce these artifacts,
monitoring primarily focuses on multiply scattered waves in seismograms, referred to as
coda waves, with the heuristic argument that they are affected less by heterogeneous and
non-stationary noise sources (Hadziioannou et al., 2009; Colombi et al., 2014). Nevertheless,
either heavy data processing and data selection (Brenguier et al., 2008a; Obermann et al.,
2013, 2015; Hillers et al., 2015) or long averaging intervals, typically between 30 and 60
days (Brenguier et al., 2008b; Meier et al., 2010; Obermann et al., 2014) are necessary in
order to obtain stable coda waves in correlation functions. While heavy processing changes
not only the sensitivity to sources but also to structure (Fichtner et al., 2017), relevant
changes in a geothermal or hydrocarbon context are expected on timescales of few hours or
days, which cannot be resolved with long averaging intervals. In addition, the localization
of weak changes with coda wave interferometry is challenging and the spatial resolution
is relatively low (Kanu and Snieder , 2015; Obermann et al., 2016). The long and complex
travel path of coda waves renders them on the one hand more sensitive to small medium
changes compared to direct waves (Larose and Hall, 2009). On the other hand, it leads to
a complicated averaging of the medium, which is hard to capture physically and difficult
to use for localization purposes. Besides a low temporal and spatial resolution, coda wave
interferometry is often not an option due to the lack of sufficiently strong scatterers or to
high attenuation (e.g. Mordret et al., 2014; Lindner et al., 2018).
Wapenaar et al. (2008) introduced with multi-dimensional deconvolution a new approach to
account for heterogeneous noise source distributions. The quality of the retrieved Green’s
function is improved by deconvolving the cross-correlation function with a so-called point-
spread function that captures the illumination pattern of the sources (Wapenaar and van
der Neut, 2010; van der Neut et al., 2011; Wapenaar et al., 2011a,b). The correction of
phase inaccuracies caused by heterogeneous noise source distributions (van Dalen et al.,
2015; Weemstra et al., 2017a) may potentially increase the temporal resolution for mon-
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itoring purposes. In addition, virtual reflections can be introduced mimicking naturally
occurring coda (Weemstra et al., 2017b). However, a major drawback of multi-dimensional
deconvolution is that the estimate of the point-spread function and the reflecting boundary
condition require a dense receiver layout enclosing the medium of interest. Such a station
geometry is hardly ever available or expensive to set up and, additionally, it increases the
necessary number of stations substantially.

In summary, noise-based monitoring frequently relies on accurate reconstructions of sur-
faces waves, but they are significantly biased by the nature of the ambient noise sources.
Consistently accounting for heterogeneous and non-stationary noise source distributions
in combination with the extraction of waveform information has the potential to increase
both temporal and spatial resolution in monitoring studies.

7.7.5 Challenges

A first goal would be to present a data-driven proof of concept for the monitoring based on
full waveform ambient noise inversion with an improved temporal and spatial resolution.
Incorporating time-variable noise source distributions and adapting the averaging length
to the timescale of interest poses several challenges:

(i) There is an inherent trade-off between temporal and spatial resolution and a good
balance has to be found. Decreasing the averaging length affects the quality of
the data. Unavoidable errors in the inference of the noise source distribution are
consequently larger, which in turn leak into tomographic images and vice versa.
The quantification of this trade-off that is imposed by the physics of the problem
is essential and determines the maximum temporal resolution. Current monitoring
techniques that are based on ambient noise do not have the means to investigate this
trade-off, since they deceptively render the distribution of noise sources unimportant.
The physical model behind our method describes reality more accurately and we
will be able to extract more information. Improving both the temporal and spatial
resolution is thus feasible while properly accounting for physical limitations. This
step is crucial and needs to be done carefully in order to reduce the risk of costly
false alarms.
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7.7. Monitoring with Full Waveform Ambient Noise Inversion

(ii) New ways to identify and extract reliable information have to be found. Averaging
correlation functions over long-time intervals typically leads to a smooth average
distribution of noise sources and thus to stable correlations that are similar to earth-
quake recordings. Reducing the averaging length changes the nature of correlations.
Signals typically not known from Green’s functions appear and vary for different
time periods (see section 7.3).

(iii) An accurate way to incorporate the distribution of ambient noise sources for finite
domains has to be found (see section 7.2).

(iv) The amount of data to be investigated increases significantly, which leads to scaling
issues.
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Conclusions 8
With full waveform ambient noise inversion, we developed and applied a novel approach
for ambient noise tomography. It is the first interferometric technique that incorporates
heterogeneous noise source distributions. A major benefit compared to traditional ambient
noise tomography is that we capture the physics of the problem more accurately, not only
regarding the distribution of ambient noise sources, but also in terms of seismic wave
propagation. Treating correlation functions as self-consistent observables and dropping
the principle of Green’s function retrieval enables us to extract more information and to
quantify inherent source-structure trade-offs.

We worked on various aspects to make full waveform ambient noise more tractable:

A new formulation of the theory is introduced in chapter 2. It is valid for arbitrary
distributions of noise sources in both space and frequency, and for any type of medium,
including 3-D elastic, heterogeneous and attenuating media. The use of operators
facilitates the application of adjoint techniques and we derive efficient expressions
for the calculation of first and also second derivatives. Due to the latter, a resolution
analysis that accounts for intra- and inter-parameter trade-offs is possible.

In a synthetic study in 2-D presented in chapter 3, we investigate the prerequisites
for the application of full waveform ambient noise inversion to real data. Based on a
forward modeling study, we design and implement an inversion scheme, where the
extraction of waveform information is successively increased. A joint inversion for the
distribution of noise sources and structure has the potential to go beyond traditional
ambient noise tomography and to improve the resolution of tomographic images.

In chapter 4 we develop a framework for 3-D media with arbitrary distributions of
the power-spectral density distribution. It is the indispensable basis for the following
chapters and many studies that were previously impossible or tedious are rendered
feasible with the new tool.
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8. Conclusions

For a first use case, we investigate in chapter 5 the emergence of signals in correlation
functions in general and in particular of body waves. By studying the sensitivity to
global noise sources, we confirm the robustness of traditional ambient noise tomog-
raphy that is based on surface waves and shed light on the commonly experienced
difficulty to observe body waves in correlation functions. We thus advance our un-
derstanding of the physics behind correlation functions.

Designed as a proof of concept study, we invert in chapter 6 a global dataset focus-
ing on the Earth’s Hum for the distribution of the power-spectral density and for
Earth structure. We validate the source model by Ermert et al. (2017) and recover
tomographic features known from global Earth models. In addition, we use the new
capabilities and update the Collaborative Seismic Earth Model.

Including all the studies that have been conducted following a similar approach and inten-
tion, full waveform ambient noise inversion is still in its infancy and further research is
required to establish it as a standalone tomographic technique. Some of the challenges are
summarized in chapter 7 and more will, for sure, arise on the way.

I hope we could reveal and demonstrate some of the potentials of full waveform ambient
noise inversion and that more people will join and accelerate its development with creative
ideas and solutions.
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