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Abstract Heat waves lead to major impacts on human health, food production, and ecosystems.
To assess their predictability and how they are projected to change under global warming, it is crucial to
improve our understanding of the underlying processes affecting their occurrence and intensity under
present-day climate conditions. Beside greenhouse gas forcing, processes in the different components of
the climate system—in particular the land surface, atmospheric circulation, and the oceans—may play a
key role in changing the odds for a particular event. This study aims to identify the role of the individual
drivers for five heat waves (and, in some cases, of concurrent droughts) in the recent decade. Simulations
are performed with the Community Earth System Model using nudging of horizontal atmospheric
circulation and prescription of soil moisture. The fully constrained model accurately reproduces how
anomalous an event was. Factorial experiments, which force the model toward observations for one or
several key components at a time, allow us to identify how much of the observed temperature anomaly of
each event can be attributed to each driver. Considering all analyzed events, atmospheric circulation and
soil moisture play similarly important roles, each contributing between 20% and 70% to the events'
anomalies. This highlights that the role of thermodynamics can be just as important as that of the
dynamics for temperature extremes, a possibly underestimated feature. In addition, recent climate change
amplified the events and contributed between 10% and 40% of the events' anomalies.

1. Introduction
The recent decade has seen a variety of extreme heat events, some of which led to considerable impacts on
agriculture, economy, and society. Extreme conditions may result from the contribution of a single driving
mechanism as well as from the interplay of several drivers and processes. We distinguish here three main
physical drivers for land-based heat waves: (1) atmospheric circulation, (2) land surface conditions, and (3)
sea surface temperatures (SSTs). In addition, there is well-established evidence that greenhouse gas (GHG)
forcing affects not only the mean climate state but also climate variability, and the likelihood and intensity of
weather and climate extremes (Donat et al., 2013; Fischer & Knutti, 2015; Power & Delage, 2019; Seneviratne
et al., 2012). To improve forecasts and constrain projections, we need to better understand these contributing
factors, that is, the driving physical mechanisms under present-day climate conditions.

The likelihood of extreme events has changed since preindustrial times due to climate change mainly
induced by anthropogenic GHGs and to a smaller extent also due to land-use and land cover change (Deo
et al., 2009; Donat et al., 2013; Fischer & Knutti, 2015; Lejeune et al., 2018; Seneviratne et al., 2012; Thiery
et al., 2017). There is no deterministic answer to the question of whether climate change was the cause of a
specific event. It is, however, possible to assess and quantify the contribution of different factors to a change
in the odds of the event or a class of events (e.g., Hauser et al., 2016; Hope et al., 2015; Schaller et al., 2016).
Early studies on extreme events used a probabilistic attribution approach to determine the change in
likelihood resulting from GHG forcing (Shepherd, 2016). This approach requires the comparison of a
“factual” and a “counterfactual” probability for a class of events (e.g., Otto et al., 2012; Stott et al., 2004).
In contrast, a newer but complementary approach is based on “storylines.” It seeks the best estimate of the
contribution of anthropogenic forcing for a particular event and identifies a chain of factors leading to this
event in order to assess the role of each (Shepherd, 2016; Trenberth et al., 2015). This latter framework can
also be expanded to consider the attribution of extreme events to different atmospheric, oceanic, and land
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conditions, in a more mechanistic perspective (as in, e.g., Arblaster et al., 2014; Hauser et al., 2016; Hope
et al., 2015; Wang et al., 2016).

The ocean is a major driver of climate variability (Brönnimann, 2007). Anomalies in the SSTs can influence
local weather and climate through modifications of the atmospheric flow and can also have remote effects,
so-called teleconnections. SST anomalies associated with climate phenomena such as the El Niño Southern
Oscillation (ENSO; e.g., Ropelewski & Halpert, 1987; Su et al., 2001) are related to temperature and precipi-
tation anomalies all over the globe (e.g., Hoell et al., 2017; Kushnir et al., 2010; Power et al., 1999; Schubert
et al., 2009; Su et al., 2001). For northern Eurasia it has been suggested that certain SST patterns can increase
heat wave risk by modifying the atmospheric circulation (e.g., Schubert et al., 2014). However, SSTs may
play a weaker role in some events; for instance no clear role was identified in the case of the 2010 Russian
heat wave (Dole et al., 2011; Hauser et al., 2016).

Heat waves are often found to be linked to anomalies of the atmospheric flow (Meehl & Tebaldi, 2004;
Parker et al., 2014; Pfahl & Wernli, 2012). It was shown that in the northern midlatitudes hot extremes
are often related to persistent anticyclones (e.g., Pfahl & Wernli, 2012; Schubert et al., 2014). Quinting and
Reeder (2017) similarly find that heat waves in southeastern Australia are often related to anticyclones.
These anticyclones could be driven by the ocean conditions, as suggested above, but can also result from
internal variability of the atmospheric circulation.

Land surface feedbacks associated with soil moisture (SM) availability can play an important role in ampli-
fying hot extremes, especially in a warming climate (e.g., Hirschi et al., 2011; Mueller & Seneviratne, 2012;
Seneviratne et al., 2006, 2010, 2013; Vogel et al., 2017). Limited SM can enhance heat waves by a reduction
in evaporative cooling (Fischer et al., 2007; Seneviratne et al., 2006, 2010) and prolong the event duration
due to SM memory (e.g., Lorenz et al., 2010) and feedbacks with the atmospheric boundary layer (Miralles
et al., 2014). Severe heat waves are often found to co-occur with droughts, especially in transitional climate
regions, which is a consequence of the strong land-atmosphere coupling in these regions (Zscheischler &
Seneviratne, 2017).

A better understanding of the interplay of the processes driving a specific extreme event and their relative
importance can be attempted through observation-based studies. This is, however, generally difficult due to
the nonlinear interactions and manifold processes involved, as well as due to the short observational record
available for many types of extremes. Arblaster et al. (2014), Hope et al. (2015), and Wang et al. (2016), for
example, used multiple linear regression in observations to disentangle the role of large-scale climate drivers
and SM for heat waves. The impact of the observed initial conditions can be determined in forecast sensitivity
experiments as in Arblaster et al. (2014) and Hope et al. (2016). Another way to disentangle the role of the
drivers to single events is to constrain one (or several) of them in climate model simulations (Fischer et al.,
2007; Hauser et al., 2016; Jaeger & Seneviratne, 2011).

Here, we perform simulations with the Community Earth System Model (CESM; Hurrell et al., 2013). SSTs
are prescribed to quantify their role for various events. To prescribe the atmospheric circulation, we use a
nudging approach (Jeuken et al., 1996), which allows us to study the dynamic contribution in isolation. In
a second set of experiments, we condition on the state of the land surface by using SM prescription (Koster
et al., 2004). Within this framework we can quantitatively estimate the contributions of the atmospheric
dynamics and the land surface as well as the role of the ocean and of recent climate change. We choose five
recent heat waves that occurred between 2010 and 2016 in different continents of the world. Each event
received attention in the media, owing to drastic consequences such as damage caused to food production,
severe wildfires, and increased mortality. In chronological order the events investigated are as follows: the
2010 Russian heat wave, an extremely long-lasting heat wave with record-breaking temperatures in large
areas in Eastern Europe; the 2012 Midwest heat wave, which hit the United States simultaneously with
a record drought; the 2012/2013 Australian heat wave, which started out as a meteorological drought but
developed into a heat wave; the 2015 European heat wave, a sequence of heat waves co-occurring with
an unprecedented rainfall deficit; and the 2015/2016 South African heat wave, which was associated with
sudden drought conditions. The results presented herein shall contribute to increased understanding of the
main factors driving these record events. In the following, we will first give an overview of the model used,
and the experiments run and introduce the data sets and analysis strategy (section 2). In section 3 we validate
the SM prescription (section 3.1), review literature on the investigated events, and then present and discuss
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our results for each event, first separately (section 3.2) and then in a synthesized assessment (section 3.3).
We conclude and reflect on the analysis methodology in section 4.

2. Model and Methods
We conduct global climate model simulations with CESM Version 1.2 (Hurrell et al., 2013) for the period
1979 to 2016. CESM couples the Community Atmosphere Model Version 5.3 (CAM5; Neale et al., 2012) and
the Community Land Model version 4 (CLM4; Lawrence et al., 2011; Oleson et al., 2010), which are both
run on 0.9◦ × 1.25◦ horizontal resolution. In the vertical dimension there are 30 layers up to 2 hPa for the
atmosphere and 10 soil layers with active hydrology down to 3.8 m for the land component. SSTs and sea ice
fractions are prescribed using transient monthly observations (Hurrell et al., 2008). Solar forcing follows his-
toric data until the end of 2005; thereafter, we use Coupled Model Intercomparison Project Phase 6 (CMIP6)
solar forcing (observations for 2006–2014 and forecast from 2015; see Matthes et al., 2017). The atmospheric
chemistry, aerosols, and land-use change follow the representative concentration pathway 8.5 (RCP8.5; van
Vuuren et al., 2011) scenario after 2005. GHGs follow CMIP5 recommendations for 20th century simula-
tion until 2005. From 2006 until the end of the simulation period (December 2016) they are prescribed from
observed sources for CO2, CH4, N2O, and from RCP8.5 scenario data for other GHGs. The observed global
mean values of CO2, CH4, and N2O were obtained from the National Oceanic and Atmospheric Adminis-
tration (NOAA; CO2: Dlugokencky & Tans, 2018; CH4: Dlugokencky, 2018; and N2O: NOAA Earth System
Research Laboratory, 2018).

2.1. Atmospheric Nudging
Through atmospheric nudging, we aim to control the large-scale circulation in the model, following the
same approach as in Wehrli et al. (2018). To this end, we relax the horizontal winds toward observations
(similarly to Kooperman et al., 2012; Zhang et al., 2014). We use a height-dependent nudging, such that the
large-scale circulation in the upper atmosphere is forced to follow the observations (mostly above 700 hPa),
whereas the nudging strength is zero at the surface and thus the boundary layer can evolve freely (see Wehrli
et al., 2018, for the profile). This allows for interaction between land and atmosphere (i.e., surface climate
and winds) through surface turbulent fluxes. The target fields for the nudging are retrieved from 6-hourly
zonal and meridional winds from the ERA-Interim reanalysis (Dee et al., 2011). The approach is described
in detail and validated in Wehrli et al. (2018).

2.2. SM Prescription
To quantify the effect of soil water availability on each event, we perform simulations where we prescribe
SM. The employed SM prescription module for CLM4 was developed and evaluated by Hauser et al. (2017).
The hydrology is computed actively in the model, but at the end of each time step SM is overwritten by a
target value. We prescribe SM to (a) pseudo-observations and (b) the 1982–2008 climatology (i.e., repeated
mean seasonal cycle) of these pseudo-observations. The pseudo-observations are generated using the land
model, CLM4, in off-line mode forced by ERA-Interim atmospheric fields to produce daily SM fields. This is
necessary because SM as simulated by a land surface model is inherently dependent on the employed model,
not only due to differences in the parameterized soil properties but also due to different model climatologies
(Koster et al., 2009). The direct transfer of SM between models and from observational products to models
can thus lead to fundamental and deleterious inconsistencies. Using pseudo-observations overcomes these
problems, and the produced SM fields are consistent with the employed land model. SM is only prescribed
if the soil temperature in the model is above freezing. The soil liquid water is set to the total SM of the target
data set, that is, the sum of soil liquid and soil ice. In the case of soil temperatures below 0◦C the model
interactively computes the soil ice and water content. The advantage over an approach that prescribes soil
ice is that the model does not artificially create ice, which can result in an unrealistic ground heat flux from
the melting of that ice (Hauser et al., 2017). Thus, the simulations with prescribed SM have exactly the same
soil water content as the pseudo-observations, except when parts of the soil are at subzero temperatures (not
shown). We find only small differences between pseudo-observations derived with a different atmospheric
forcing data set (Text S1 and Figure S4 in the supporting information).

2.3. Reanalysis and Observation-Based Data Sets
We use a number of reanalysis and observational data sets to evaluate our simulations. Our main reference
data set is ERA-Interim, since the model is forced based on this data set in the constrained simulations.
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Figure 1. Schematic overview of model ensembles and effects isolated. In all cases, the anomaly relative to the
1982–2008 climatology is considered. Forced components are indicated by “F” and interactive components by “I”.
The atmospheric circulation (CIRC) is forced by applying a nudging of the horizontal winds toward ERA-Interim.
Soil moisture (SM) is forced by prescribing pseudo-observations. Sea surface temperatures (SSTs) are forced with
transient monthly observations (section 2). aI_smI_2010-16 refers to the years 2010–2016 of aI_smI (only nonevent
years), while in all other cases, only the event year is considered. The effects are computed by taking differences along
the arrows as indicated by the minus sign. The two approaches marked by the red letters A and B differ in how SM
effects are separated from circulation effects.

For SM we show data from ERA-Land, which corresponds to ERA-Interim/Land (Balsamo et al., 2015), but
without precipitation correction. ERA-Land was shown to have good agreement with in situ SM observations
(Rodríguez-Fernández et al., 2016).

We further compare our results to observation-based estimates. For temperature we use gridded daily maxi-
mum temperatures from Berkeley Earth (Rohde, Muller, Jacobsen, Muller, et al., 2013; Rohde, Muller, Jacob-
sen, Perlmutter, et al., 2013). For precipitation we show data from the Multi-Source Weighted-Ensemble
Precipitation data set, Version 2.2 (MSWEP; Beck et al., 2018) and the full data product from the Global Pre-
cipitation Climatology Centre, Version 2018 (GPCC; Ziese et al., 2018). We compare incoming shortwave
radiation (SWin) to the SYN1deg satellite product Version 4a by the Clouds and the Earth's Radiant Energy
System project (CERES; Doelling, 2017).

We validate the ERA-Interim surface turbulent fluxes of latent heat (LH) and sensible heat (SH) against
data from the Global Soil Wetness Project 2 (GSWP-2; Dirmeyer et al., 2006; see Figure S1). To validate the
SM pseudo-observations, we use the following observational products: The combined active and passive SM
product v04.4 from the European Space Agency Climate Change Initiative (ESA-CCI; Dorigo et al., 2017;
Gruber et al., 2017; Liu et al., 2012); global mass concentration blocks from the Gravity Recovery and Climate
Experiment (GRACE; Watkins et al., 2015; Wiese et al., 2016, 2018); and WFDEI atmospheric forcing from
the WATer and global CHange project (WATCH-WFDEI; Weedon et al., 2014, 2011).

2.4. Experiments
We perform four experiments that all use prescribed ocean temperatures but differ in whether the SM
and/or the atmospheric circulation are prescribed or interactive. To isolate the contribution of the different
considered drivers to the events, the first three experiments are progressively forced toward observations
(Figure 1). In the first experiment (aI_smI) we prescribe ocean temperatures only; in the second experiment
(aI_smF), we prescribe SSTs and SM toward observations; and in the third experiment (aF_smF), we addi-
tionally nudge the atmosphere. We do not run an experiment with nudged atmosphere and interactive SM
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because nudging the large-scale circulation in isolation also constrains SM (and, hence, land-atmosphere
interactions) similarly to the case where both are prescribed. Therefore, to assess the influence of the atmo-
spheric circulation without the effect of that year's SM, we have designed a fourth experiment (aF_smC),
where the atmosphere is nudged and SM conditions are prescribed to the 1982–2008 climatology of the
pseudo-observations (section 2.2).

All experiments cover the years 1979 to the end of 2016. The first 3 years are used as spin-up time, and
the years 1982–2008 are used to create a baseline (called climatology in the following). The effect of recent
climate change is estimated from the climatology of each experiment. The ensemble size over that period is
five members for the experiments with interactive atmosphere and one member for the experiments with
nudged atmosphere, as there is only negligible variability between ensemble members due to nudging. In
2009, the aI_smI and aI_smF experiments are enlarged to a total of 100 ensemble members by creating 19
additional members from each original member through the application of a perturbation of the temperature
field (Kay et al., 2015). To allow ensemble members to diverge the year 2009 is regarded as spin-up, and
events of the years 2010–2016 are considered in the analysis.

2.5. Data Analysis
To make the considered heat waves better comparable between the experiments and to focus on their respec-
tive severity, we compute anomalies from the climatology of the analyzed variable. The climatologies of SM,
temperature, precipitation, and connected variables show differences between the experiments even though
the global mean temperature is very similar (not shown). This arises from the prescription methodologies.
For example, in the annual climatological mean soils in Australia are drier in the experiments with pre-
scribed SM, while eastern Europe and Russia are generally wetter, especially in summer and fall (Figure S2).
This affects surface temperature due to a different amount of moisture available for LH fluxes. Similarly, the
atmospheric nudging does not only alter the timing and characteristics of a specific weather pattern but also
induces changes in the climatology of the large-scale circulation, such as changes to the path and frequency
of pressure systems and some of the precipitation patterns, which again results in a different climatology of
temperature (Wehrli et al., 2018). Using anomalies relative to the experiment's own climatology mitigates
these effects, hence allowing us to identify the contributions of the components to each event.

To validate surface SM, we compare ESA-CCI to the accumulated liquid and ice water content of the
upper 45 mm in the pseudo-observations. We regrid the SM pseudo-observations to the spatial resolution of
ESA-CCI (0.25◦). All grid points for all time steps that are not available in the satellite product are masked
out. Thus, some regions are less well sampled than others due to dense vegetation or snow. Surface SM is
then standardized (and hence deseasonalized) by the daily mean and standard deviation of the smoothed
(15-day running mean) climatology over 1995–2016. This allows us to compare SM data sets from different
sources (Koster et al., 2009). We compute correlations of the standardized surface SM between ESA-CCI and
the pseudo-observations. For the validation of total water storage we retrieve the surface mass change on
the Jet Propulsion Laboratory (JPL) mass concentration blocks (mascons) from GRACE. For the model we
compute the total water storage and remove the 2004–2009 mean, as is done for GRACE. Then we regrid
to 0.5◦ resolution and average to the footprint of each mascon. Total water storage from GRACE and the
pseudo-observations is deseasonalized relative to 2004–2009.

The events are analyzed by taking spatial averages over a region, whose extent is taken from literature. The
analysis excludes ocean grid points. For each event we focus on the 31-day period during which the event
was most extreme. To define this event period, we use near-surface temperatures from ERA-Interim and
look for the 31 hottest consecutive days for the defined region and the event year (for the events on the
Southern Hemisphere the event year is defined from July to June to encompass the entire summer season
from December to February). We examine daily maximum temperature (TX), daily mean precipitation, SM,
Evaporative Fraction (EF), 500-hPa Geopotential height, and SWin, all averaged over the 31-day event period.
We compute SM accumulated in the upper 1 m of the soil and standardize it with respect to 1982–2008, the
same way as for surface SM. We compute EF from LH and SH as LH

LH+SH
.

Note that, unlike in classical event attribution, we partly rely on existing literature to define the event instead
of using thresholds (i.e., for the choice of the year investigated). Also, because nudging leads to one realiza-
tion of the event, only the “mean” can be investigated. Hence, since we analyze the ensemble mean and full
range of ensemble members (for the nonnudged simulations), we follow a rather conservative approach to
analyze extreme events.
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2.6. Disentangling the Contributions to the Event Anomaly
In this study we want to disentangle the contributions of different physical drivers (recent climate change,
the ocean state, SM, and atmospheric circulation) to the event magnitude for temperature. Thereby, we
assume that the different contributions are additive. In our framework, the anomaly in aF_smF corresponds
to the event as simulated in the model (100%). We assess the effect of the various factors as follows (Figure 1):
First, the contribution of recent climate change is estimated as the mean anomaly of the years 2010–2016 of
aI_smI relative to its climatology (1982–2008). We call the resulting anomaly aI_smI_2010-16, and—as the
particular year of the event is always excluded—it has 6× 100 values (6 years; 100 ensemble members). This
period includes the La Niña events of 2010/2011 and 2011/2012 as well as the El Niño events of 2014/2015
and 2015/2016. Thus, we do not expect a bias toward one of the phases of ENSO. Although the variability
in the ocean is limited, the interactive atmosphere allows for variability between the 600 members. There-
fore, we assume that it is possible to estimate the recent climate forcing independently of a particular SST
pattern. We refer to this as the recent GHG effect; however, aerosol effects might play an important role as
well. Note that this does not correspond to the total climate change signal since preindustrial times (which
is expected to be larger), as it is only relative to a recent climatology (1982–2008). Second, to identify the sig-
nal of the different climate drivers, we form differences between the experiments. This was done similarly
for the ocean by Lim et al. (2016) in a seasonal forecast sensitivity study. The anomaly in aI_smI combines
both the ocean-induced effect and the recent GHG forcing. Hence, the contribution of SSTs of the event year
is estimated by subtracting the contemporaneous anomalies, which include recent GHG forcing: aI_smI -
aI_smI_2010-16. In doing so, we assess if SSTs of the particular event year led to warmer or colder event tem-
peratures in comparison to the nonevent years in 2010–2016. Finally, there are two approaches to estimate
the effects of SM and atmospheric circulation (Figure 1):

A. The effect of SM is quantified as aI_smF - aI_smI. That is, we isolate the SM effect by subtracting the con-
tributions from SSTs and recent GHG forcing from the event anomaly given the SM, SST, and GHGs. Note
that this may include indirect SM effects onto circulation. The circulation effect (given the event's SM) is
given by aF_smF - aI_smF. This corresponds to the total event anomaly minus the combined contribution
of SM, SSTs, and recent GHG forcing for the event year.

B. The effect of SM (given the event's atmospheric circulation) is quantified as aF_smF - aF_smC, which
corresponds to the total event anomaly minus the contributions of the event circulation on a climatolog-
ical SM year, the ocean-induced effects, and recent GHG forcing. The circulation effect is quantified by
aF_smC - aI_smI. That is we subtract the contributions from SSTs and recent GHG forcing from the event
anomaly given the circulation and a climatological SM year.

3. Results and Discussion
In the following, we first evaluate the SM pseudo-observations in section 3.1. Then we examine five extreme
heat waves in different regions of the world (left panels in Figure 3) with the aim to distinguish the individual
drivers. Where relevant, we further expand our discussion to concurrent drought conditions. In section 3.2
we examine each event individually and describe their evolution and characteristics. Section 3.3 gives a
synthesis of the main drivers of temperature anomalies for all events.

3.1. Evaluation of SM Pseudo-Observations
We validate the pseudo-observations against satellite products for surface SM and total water storage
(section 2.5). Overall, the pseudo-observations perform well compared to the satellite data (Figure 2). Dur-
ing the event period, both satellite and pseudo-observations show dry soil conditions that were among the
lowest observed for the time period shown. The surface SM anomaly correlation between ESA-CCI and the
pseudo-observations is 0.37 for the weighted global average (Figure 2a). Correlations are generally higher for
the considered event regions (Russia: 0.48, Europe: 0.49, Midwest: 0.49, Australia: 0.67, South Africa: 0.48).
Lower correlations are found mainly for regions with frozen soil or regions that are covered with snow or
dense vegetation for most of the year, which poses a challenge for microwave remote sensing (de Jeu et al.,
2008; Seneviratne et al., 2010). Correlations are also lower for mountainous regions (Alps and Himalaya),
which could be related either to issues with resolving heterogeneous SM patterns in CLM4 or to reduced
reliability of the satellite data over the partly frozen and snow-covered soil. The temporal evolution of sur-
face SM during the year of the event is well captured by the pseudo-observations for the 2010 Russian heat
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Figure 2. Validation of the SM pseudo-observations. (a) Anomaly correlation of standardized surface SM between
pseudo-observations and ESA-CCI for 1995–2016. The blue rectangle marks the region of the Russian heat wave; the
black shapes mark the other event regions. (b) Same but for total water storage anomalies relative to 2004–2009
(deseasonalized), shown for the years 2002–2016 and taking GRACE as reference. (c) Surface SM evolution for the
Russian heat wave 2010; the gray and blue shadings show the range for 1995–2016. The red shading marks the event
period. (d) Same but for total water storage anomalies (deseasonalized). For validation of the other regions see
Figure S5.

wave (Figure 2c) as well as for the other events (Text S2; Figure S5). The time series for surface SM shows
large short-term variability, which is likely related to the thin surface layer and to missing data.

The global weighted mean anomaly correlation between GRACE and the pseudo-observations for the total
water storage is 0.43 (Figure 2b). The correlation is higher for the event regions in Russia (0.77), Europe
(0.69), Midwest (0.52), and Australia (0.57). It is lower only for South Africa (0.39), where a negative trend
is present in the pseudo-observations but not in GRACE (not shown). The pseudo-observation follow the
temporal evolution of GRACE closely for 2010 in Russia (Figure 2d). The time series compare equally well
for the other events/ regions (Text S2; Figure S5).

3.2. Single Events
We introduce each event by reviewing literature, and then we show the results for the experiments. Figures 3
and 4 display the spatial distribution and time series of anomalies in TX and SM, respectively, while Figure 5
summarizes the main response of the experiments during the selected 31 days.
3.2.1. The 2010 Russian Heat Wave
We examine the Russian heat wave 2010 over a region from 50◦N to 60◦N and 35◦E to 55◦E (black box in
Figure 3, the same region as in Dole et al., 2011; Otto et al., 2012; Hauser et al., 2016). The event is char-
acterized by a long period of extremely high temperatures as shown in Figure 3 for the anomalies of TX in
ERA-Interim. The atmospheric feature associated with the heat wave was a persistent blocking anticyclone
(e.g., Barriopedro et al., 2011; Otto et al., 2012; Trenberth & Fasullo, 2012). The heat wave was exacerbated by
a lack of water available for evaporation, which resulted from early snow melt, a deficit of precipitation since
the beginning of the year, and, as a consequence, decreasing SM (Barriopedro et al., 2011). Miralles et al.
(2014) also point out the important indirect effects of the SM deficit, which are an enhanced entrainment
of warm air during the day and the formation of a persistent warm residual layer above the atmospheric
boundary layer during nighttime, where the heat can be stored and reenter the mixed layer the next day.
Already in April and May SM in ERA-Land decreases to around −1.7 𝜎 (Figure 4), which aligns well with
mild spring temperatures (Figure 3). After a short recovery in June the SM anomaly reaches about −3.5 𝜎 at
the peak of the heat wave.

We focus on the period from 15 July to 14 August 2010, which is temporally centered on the largest temper-
ature anomaly for the region and also shows large SM anomalies (maps in Figures 3 and 4). The average TX
anomaly corresponds to almost 10◦C above climatology in ERA-Interim and −3 𝜎 for SM in ERA-Land, as
indicated by the black dashed lines in Figures 5a and 5b. Among the model estimates, those with nudged
atmosphere get closest to the observed TX anomaly, which can be expected since they reproduce the block-
ing anticyclone (compare the height of the 500-hPa Geopotential in Figure S3a). aF_smF reproduces the
TX anomaly in ERA-Interim quite well; however, it is too warm compared to Berkeley Earth (Figure 5a).

WEHRLI ET AL. 11,752



Journal of Geophysical Research: Atmospheres 10.1029/2019JD030635

Figure 3. Daily maximum temperature (TX) for the five analyzed events. The maps to the left show the largest 31-day
average anomaly of 2-m temperature for ERA-Interim, which was used to define the event. The black box shows the
outline of the region investigated. The number in the upper right corner corresponds to the weighted average anomaly
for the box. The time series to the right show the anomaly of TX compared to the 1982–2008 climatology for all
experiments (line: ensemble mean; envelope: range) and for ERA-Interim (black line). The time period highlighted in
gray shows the 31-day event period.

Prescribing SM to the climatology (aF_smC) decreases the TX anomaly by 35%. The anomaly for the exper-
iment with only SM prescribed (aI_smF) is 32% of the anomaly in aF_smF. Both results indicate that SM
plays a role in making this event as extreme as it was. For the aI_smI experiments there is a small positive
TX anomaly for the ensemble mean. However, part of this anomaly is not due to the prescribed SSTs but
attributable to the global temperature increase forced by GHGs. This effect is estimated by using the anoma-
lies of aI_smI_2010-16. The best estimate for the increase in TX induced by recent climate change is roughly
1.2◦C with nearly 75% of the members showing a positive anomaly. This suggests that the ocean-induced
effect, that is, the effect of the SST pattern of 2010, is a cooling of −0.8◦C (i.e., aI_smI - aI_smI_2010-16).
However, large uncertainties are associated with these two estimates. Nevertheless, the result agrees with
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Figure 4. Same as Figure 3 but for standardized soil moisture (SM) in the upper 1 m. The reference for the time series
is ERA-Land, which is also shown in the maps to the left. For the maps SM is standardized grid point wise, while for
the time series we standardize for the region. We do not show the result for aF_smC as it is by definition always equal
to 0. The green line (aI_smF) is mostly behind the orange line (aF_smF) as SM is prescribed to the same values in both
experiments, except when (parts of) the soil is frozen.

the studies by Dole et al. (2011) and Hauser et al. (2016), which both found that the ocean forcing had no
strong influence on the heat wave and the latter study even found a smaller heat wave risk for the 2010 ocean
compared to other ocean states of the same decade.

The land surface in the experiments with SM prescription shows a larger dry anomaly than ERA-Land
(Figure 5b). However, surface SM and total water storage change is well represented (Figures 2c and 2d). The
anomalies of aI_smF and aF_smF are clearly outside the range encompassed by aI_smI (Figure 5b, com-
pare also Figure 4). In aI_smI there is a small positive SM anomaly, which links to a positive precipitation
anomaly (Figure 5c) and confirms that the ocean forcing was not favorable for a drought. The precipitation
deficit in aF_smF (−1.33 mm/day) is smaller than in MSWEP (−1.63 mm/day), GPCC (−1.68 mm/day), or
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Figure 5. Regionally and temporally averaged anomalies for the five events analyzed. Shown are (a) daily maximum
temperature (TX), (b) standardized soil moisture (SM), and (c) precipitation. The bars show the ensemble mean, the
black line the 25th to 75th percentile, and the stars mark the 5th and 95th percentile values. The black dashed line
indicates the value of the reference, which is ERA-Interim (ERAI) as well as Berkeley Earth (Berkeley) for TX;
ERA-Land for SM and GPCC as well as MSWEP for precipitation. aI_smI_2010-16 is shown for TX only because we use
it to estimate the GHG contribution to TX. SM for aF_smC is not shown, as the anomaly is 0 by definition.

ERA-Interim (−2 mm/day, not shown). In percentages this corresponds to a reduction with respect to clima-
tological precipitation of −71% for aF_smF, −85% for GPCC, −81% for MSWEP, and −84% for ERA-Interim.
Nevertheless, the response in the model is sensitive enough to reproduce the anomaly in TX and SM.

High surface temperatures during heat waves can be driven by anomalies in radiative fluxes or surface
turbulent fluxes. SWin in the fully prescribed experiment (aF_smF) is well over the 95th percentile of aI_smI
(Figure S3b). This is attributable to the particular atmospheric circulation state, which favors subsiding air
flow and inhibits cloud formation, thus leading to increased insolation of the land surface (Barriopedro et al.,
2011). Compared to CERES, SWin in aF_smF is too high (Figure S3b); however, it is close to ERA-Interim
(not shown). EF is strongly reduced below climatological values (Figure S3c), which can result from
increased SH or reduced LH or most likely both effects simultaneously. These anomalies in the surface
turbulent fluxes are attributable to the negative SM anomaly and indicative of the drought conditions.
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Literature on the 2010 Russian heat wave has identified the blocking anticyclone and the severe SM deficit
as important drivers, while the ocean did not contribute to making the event more extreme. Our results lead
us to the same conclusion. We demonstrate that while the atmospheric circulation did likely play the main
role, the event anomaly was substantially enhanced due to the SM conditions.
3.2.2. The 2015 European Heat Wave
To examine the European summer of 2015, we choose the Central European (CEU) region, defined in the
IPCC Special Report on Managing the Risks of Extreme Events and Disasters to Advance Climate Change
Adaptation (SREX; Seneviratne et al., 2012). The 2015 heat wave was not a single event, but instead, four
hot spells struck central continental Europe between the end of June and September (Sippel et al., 2016).
A simultaneous precipitation deficit and concurrent drought led to a drying of the soil and intensified the
event through land-atmosphere feedbacks (Dong et al., 2016; Hauser et al., 2017; Orth et al., 2016a). We
examine the 31-day period from 16 July to 15 August, which encompasses two peaks of the summer heat
wave interrupted by a few days of colder temperatures in the middle of the time period (Figure 3).

Due to the short and rainy (not shown) interruption of the heat wave in the middle of our event period, the
average anomaly in TX is only about 2.9◦C in ERA-Interim, 2.3◦C in Berkeley Earth, and 3.2◦C in aF_smF
(Figure 5a). The daily maximum anomaly reached during the event period is about 7◦C in ERA-Interim
(Figure 3). aF_smF reproduces the temporal evolution of TX well and, however, overestimates the severity
of the second peak. aF_smC reproduces 70% of the mean anomaly in aF_smF (Figure 5a) and follows the
temporal evolution very accurately (Figure 3). This implies that the atmospheric circulation is a strong driver
of the event. The average TX anomaly for aI_smF is about half of the anomaly in aF_smF (Figure 5a),
which is a consequence of the temporal averaging over a time period with a cooling in the middle. The best
estimate for the GHG-forced recent warming is about 1.3◦C (interquartile range 0.3–2.3◦C, aI_smI_2010-16).
On average, aI_smI is a bit colder, and consequently, the contribution of the ocean anomaly of that year to
the event is rather a very small cooling. This contradicts other hypotheses (e.g., Dong et al., 2016; Duchez
et al., 2016) saying that the cold North Atlantic Ocean temperatures and strong meridional SST gradient
might have been an important factor contributing to the heat wave. Whether this discrepancy is related to
our framework or the employed model is outside the scope of this paper. If ocean-atmosphere coupling was
important in this process, we might be unable to fully capture the impacts within a setup using prescribed
SSTs. We conclude that within our framework there is a cooling signal of the ocean but that there are large
uncertainties associated with this result. Even though there is a strong decrease in SM (Figures 5b and S5),
this does not strongly affect the partitioning of the heat fluxes (EF for aI_smI and aF_smF; Figure S3c). This
indicates that the contribution of the land surface to the TX anomaly in aF_smF is likely smaller than for the
2010 Russian heat wave. It might be due to the temporal averaging over 31 days and the rainy interruption
during this time period that we cannot identify severe drought conditions.

In summary, the atmospheric circulation and the GHG forcing are key drivers of the European heat wave
2015 with a smaller but important effect of SM. Other studies on the event (e.g., Orth et al., 2016a) emphasize
the role of SM deficit. Our results, however, indicate that SM had a smaller contribution than, for example,
for the 2010 Russian heat wave. The role of the ocean is highly uncertain, and we find a weakly negative
contribution.
3.2.3. The 2012 Midwest Heat Wave and Drought
In summer 2012 the Central Great Plains experienced a heat wave together with a severe drought, which
was exceptional in terms of the area affected, its rapid development and the absence of early warning signs
(Hoerling et al., 2014; Wang et al., 2014). The preceding winter and spring were characterized by unusually
warm conditions, especially during March 2012 (Dole et al., 2014), which led to early snow cover retreat in
the western and northern United States (PaiMazumder & Done, 2016; Wang et al., 2014). Already in 2011
the southern Plains—mainly Texas and Mexico—experienced a hot and dry summer, which was related to
the La Niña conditions of 2010/2011 (Hoerling et al., 2013; Seager et al., 2014; Wang et al., 2014). How-
ever, dry conditions did not continue into the following year and the La Niña event had almost decayed
(Hoerling et al., 2014; Wang et al., 2014). There are indications from model simulations (e.g., Schubert et al.,
2009) and observations (Kushnir et al., 2010) that the United States summer climate is sensitive to forc-
ing by the Atlantic, where indeed extraordinarily high SSTs occurred during 2012 (Hoerling et al., 2014).
However, Wang et al. (2014) find the contribution from SST forcing to be small for the 2012 Midwest heat
wave and drought and identify the atmospheric circulation as a main driver, which agrees with findings of
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Hoerling et al. (2014). A series of high-pressure anomalies in the upper-troposphere inhibited cyclone activ-
ity in spring and thunderstorm formation during summer, which created positive temperature anomalies
and an unprecedented deficit in rainfall (Hoerling et al., 2014; Wang et al., 2014). The drying of the soil
further exacerbated the intensity of the heat wave through land-atmosphere interactions (AghaKouchak,
2014; PaiMazumder & Done, 2016; Wang et al., 2014). In the following, we focus on a region in the mid-
western United States spanning 35◦N to 50◦N and 110◦W to 55◦W (the same region as in PaiMazumder &
Done, 2016).

The most extreme temperatures are found during the first half of the event period, which is from 25 June to
25 July 2012, whereas during the second half there is only a moderate warm anomaly in TX (Figure 3). For
the event period aF_smF overestimates the observed average anomaly in TX by more than 1◦C (Figure 5a).
This could be related to the surface turbulent fluxes, since the forced model shows too high values for SH
and slightly too low values for LH in the climatological mean compared to GSWP-2 (Figure S1). It could
also be related to biases in radiation that might be caused by erroneous cloud cover (Figure S3b). The TX
anomaly for both aI_smI_2010-16 and aI_smI is about 1◦C (Figure 5a), which indicates that there was a
contribution from recent global warming (over 75% of the aI_smI_2010-16 members agree on the positive
sign of the TX anomaly), but the ocean contribution is negligible, in agreement with Wang et al. (2014). Both
aI_smF and aF_smC capture over half of the TX anomaly in aF_smF, which suggests a similarly important
role of the atmospheric circulation and the land surface conditions. This is confirmed by the large anomalies
for EF (Figure S3c) and SWin (Figure S3b). For the SM anomaly there is a dry signal by the ocean (aI_smI,
Figure 5b). However, the precipitation is only a bit below climatology on average (Figure 5c). Thus, the
signal in SM is probably related to persisting dry conditions after the drought in 2011, where the ocean was
a contributing factor (Wang et al., 2014). Whether such dry conditions were present in the region prior to
the event is not consistent among different SM data sets. For ERA-Land we find an anomaly of around −1.5
to −2 𝜎 in spring (Figure 4) and around −2.6 𝜎 during the event (Figure 5b). Conversely, in ESA-CCI there
is no anomaly until April (Figure S5). As our pseudo-observations for SM prescription are derived from
ERA-Interim atmospheric forcing, which is also used to force ERA-Land, it is evident that our experiments
behave similarly. Total water storage compares well for aF_smF and GRACE, showing drier-than-normal
conditions starting from June for the model and from July for GRACE (Figure S5). AghaKouchak (2014)
and PaiMazumder and Done (2016) find evidence for a role of pre-summer SM on the 2012 event, which is
confirmed for root-zone SM (about 1-m depth) within our framework.

The results presented here suggest that SM and the atmospheric circulation were about equally important for
the 2012 Midwest heat wave and drought. We find a small but nonnegligible contribution by global warming
relative to the 1982–2008 climatology, but no strong effect of the 2012 SST patterns. In comparison, other
studies identify the atmospheric circulation as a main driver of the event, and some also find a contribution
of SM, while there is no consensus on the role of the ocean.
3.2.4. The 2012/2013 Australian Heat Wave and Drought
The summer of 2012/2013 in Australia was warmer than any summer before, with January 2013 being the
hottest month on record at the time of the event (Bureau of Meteorology, 2013), surpassed only by January
2019 (Bureau of Meteorology, 2019). Earlier record summers such as in 1997/1998 were preceded by dry
conditions caused by an El Niño event (Lewis & Karoly, 2013). In contrast, an extended La Niña event led
to heavy rainfalls during 2010 to 2011 (Bureau of Meteorology, 2012), and SSTs in the equatorial Pacific
Ocean were cool to neutral during the summer of 2012/2013 (NOAA Climate Prediction Center, 2019). Using
climate models, Lewis and Karoly (2013) find a strong influence of GHG forcing and that natural variability
alone would unlikely lead to the record event. Below-average rainfall had already occurred since July 2012
(Perkins et al., 2014) and strong correlations between precipitation and heat anomaly point to an important
contribution of dry soils to the extreme summer (King et al., 2014). We focus on a region in eastern Australia
from 18◦S to 30◦S and 133◦E to 147◦E (the same region as in King et al., 2014) and define the event period
from 27 December 2012 to 26 January 2013.

Wetter-than-normal conditions of the 1-m soil column are seen before the event in September and Octo-
ber for ERA-Land and the model (Figure 4). This might be due to the La Niña conditions of the previous
years, which would also agree with the experiment driven only by ocean conditions (aI_smI) having
higher-than-average SM as well. From November to January model and observations show a drying of the
soil. For the thin surface layer mostly drier-than-normal conditions are observed already from August on
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(Figure S5). The TX anomaly during the event is close to ERA-Interim, however a bit overestimated com-
pared to Berkeley Earth for the fully prescribed experiment (aF_smF, Figure 5a). Both aI_smF and aF_smC
explain about one half of the temperature anomaly, which indicates an equally important contribution by
atmospheric circulation and land surface conditions. There is a very small positive signal from recent GHG
forcing (aI_smI_2010-16). aI_smI shows a negative TX anomaly, while SM and precipitation are above nor-
mal (Figures 5a–5c). This indicates that the contribution by the SSTs is unfavorable for the event, which is
in line with the expected ENSO signal and with the findings of King et al. (2014). However, we do not find
such a large contribution by GHGs as suggested by Lewis and Karoly (2013). This can be explained by the
fact that they compare to conditions at the beginning of the 20th century while we only consider recent
climate change and our climatology already includes climate change effects.

SWin in aF_smF is anomalously high compared to aI_smI (Figure S3b), which results in anomalies of the
radiative fluxes (Figure S3c) and drives surface temperature anomalies. However, SWin in aF_smF is also
underestimated compared to CERES (Figure S3b). Despite the relatively small SM anomaly, EF is strongly
reduced (Figure S3c), which indicates that the region is experiencing drought conditions. The EF of aF_smC
is considerably smaller than that of aI_smI. This is a consequence of the SM climatology being drier in the
pseudo-observations compared to the model with interactive SM (Figure S2). Nevertheless, the dry anomaly
during the event and the high evaporative demand lead to a further reduction of EF and increased surface
temperature. Thus, the drought conditions were an important factor driving the extreme heat, which agrees
with King et al. (2014). Additionally, we also find a strong contribution by the atmospheric circulation.

In summary, our results align with other studies showing that the ocean was no factor for the extreme sum-
mer in Australia and likely decreased its likelihood. Other studies identify a strong contribution of long-term
climate change, which cannot be verified using our framework. We find that the atmospheric circulation
and SM conditions play a roughly equally important role.

3.2.5. The 2015/2016 South African Heat Wave and Drought
The South Africa heat wave and drought of summer 2015/2016 is the most recent event examined in this
study. The analysis is carried out over a region from 10◦S to 35◦S and 10◦E to 40◦E (same region as in
Yuan et al., 2018). Sudden heat wave periods occurred during the rain season from November to April and
led to the most extreme phase of the event in the beginning of December. Most parts of the region experi-
enced concurrent drought conditions (Yuan et al., 2018). October to December 2015 was the peak of one of
the strongest observed El Niño events, which lasted until spring 2016 (Iskandar et al., 2018). In an interplay
with the SSTs in the Indian Pacific ocean, these conditions bring high-pressure anomalies and precipitation
deficit to the southern part of the African continent (Hoell et al., 2015, 2017; Richard et al., 2000). Yuan et al.
(2018) identify the high-pressure anomaly as a second important driver of the event, next to the SSTs, and
show that it is positively correlated with temperature and negatively with precipitation. Indeed, an almost
persistent high-pressure anomaly prevails during our event period and already during the previous weeks
(not shown). The modeled average 500-hPa geopotential height for the event is not extremely anomalous
as it lies just below the 95th percentile of the interactive atmosphere model (Figure S3a). Nevertheless, the
persistence of the high-pressure anomaly some weeks ahead of the event can lead to the observed accu-
mulation of heat and suppression of precipitation. We define the event period from 9 December 2015 to 8
January 2016, where the highest temperature anomaly of the summer (Figure 3) and a moderate SM deficit
were observed (Figure 4).

The observed TX anomaly is well captured in aF_smF (Figure 5a). aI_smF can reproduce almost the
entire TX anomaly in aF_smF (83% on average; Figure 5a). The TX anomaly explained by aF_smC is 65%
of aF_smF, which is, however, not much more than explained by aI_smI on average. This suggests that
land-atmosphere feedbacks and SM preconditions had a more important role than atmospheric dynamics.
The contribution from recent GHG forcing is a warming of about 0.3◦C and consequently the ocean con-
tribution is a warming of another 0.7◦C in the mean. There is a dry SM signal during the event in aI_smI
(Figure 5b; 75% of the members agree on the sign), which can be due to the SST patterns, the conditions
prior to the event, and due to recent climate change.

Similarly to the 2012/2013 summer in Australia, SWin is strongly increased in aF_smF compared to aI_smI,
but it is still underestimated compared to CERES (Figure S3b). Also, there is a strong decrease of EF
for aI_smF and aF_smF, despite a moderate SM anomaly compared to the other events (Figures 5b and
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Figure 6. Contribution of the physical drivers and climate change to the TX anomaly. The individual contributions
are normalized by the modeled TX anomaly in aF_smF. Shown are two approaches to separate SM effects from
atmospheric circulation effects: (a) the SM effect with free atmospheric circulation (aI_smF - aI_smI) and the
atmospheric circulation effect given the observed SM (aF_smF - aI_smF); (b) the atmospheric circulation effect
without induced SM effects (aF_smC - aI_smI) and the SM effect given the observed circulation (aF_smF - aF_smC).
Not shown are the uncertainty ranges of the estimates for the SM effect with free circulation, the GHG effect, and the
effect of SSTs on the event year.

S3c). Together, this points to a high contribution of the land surface conditions but also some influence of
atmospheric dynamics to the extreme heat.

Overall, our results support the conclusions by Yuan et al. (2018) that the SSTs were an important driver
of the 2015/2016 South African heat wave and drought. Additionally, we identify a strong effect of the SM
preconditions. The role of atmospheric circulation is likely linked to ocean-atmosphere feedback processes
(due to the strong El Niño event). Persistent anticyclonic conditions were important to prolong the heat and
drought during the event period. Initially, however, the preconditions given by land and ocean were crucial
to bring about the event.

3.3. Synthesis of the Physical Processes Throughout Events
In the previous section we have discussed qualitatively which processes were the most important drivers
for each of the extreme events investigated. In the following, we give a quantitative estimate for the role of
each driver by analyzing its contribution to the TX anomaly during the event, in the model. The recent GHG
effect is estimated from aI_smI_2010-16, and the contributions of the other factors are computed from the
differences between the experiments as described in section 2.6. The results are summarized in Figure 6.
It is noteworthy that the two approaches to estimate the SM and atmospheric circulation contributions
give quite similar results, providing confidence in our framework. For the 2010 Russian heat wave the best
estimate for the recent GHG forcing signal explains around 10% of the event anomaly. The ocean has a small
negative contribution, while the rest of the TX anomaly can be attributed to atmospheric circulation and
SM conditions in a 70:30 ratio for approach A and roughly 60:40 for approach B. The 2015 European heat
wave has the largest climate change signal of all investigated events, explaining 40% of the event anomaly.
The ocean has again a small negative contribution. The contribution of the atmospheric circulation is larger
than that of SM with a ratio of nearly 60:40 for approach A and 70:30 for approach B. For the 2012 Midwest
heat wave and drought, the GHG forcing explains nearly 20% of the anomaly while the ocean contribution
is below 1%. The ratios between circulation and SM are 50:50 for approach A and 40:60 for approach B.
The 2012/2013 Australian heat wave and drought shows a strong negative ocean contribution while the
GHG forcing was about 9%. SM dominates the TX anomaly for approach A with a ratio of 40:60, but the
circulation contribution is larger for approach B with the opposite ratio (60:40). The 2015/2016 South African
heat wave and drought is the only event investigated with a positive ocean contribution, explaining 30% of
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the total anomaly. The GHG forcing explains around 13%. For both approaches the role of the atmospheric
circulation is less important compared to SM with the ratios being 30:70 and 40:60 for approaches A and B,
respectively. Note that these estimates are specific to the event and region investigated; that is, the “same”
event in another region might result from other drivers, and other events in the same region might result
from a different combination of the drivers.

Considering all analyzed events, atmospheric circulation and SM play similarly important roles, each con-
tributing around 20–70% to the total events' anomalies. The ocean contribution is generally small, except for
the 2015/2016 South African heat wave and drought and the 2012/2013 Australian heat wave and drought,
which were both driven by El Niño teleconnections. Recent climate change explains about 10–20% of the
anomalies. For the 2015 European heat wave, however, the recent GHG contribution is considerably larger,
suggesting a strong climate change signal for TX in that region, relative to the 1982–2008 climatology. The
results are qualitatively the same when repeating the analysis using a 15-day event period (Figure S6).

The majority of the investigated events is located in regions that are known as SM-temperature coupling hot
spots. Especially for the Midwestern United States, South Africa, and Australia, a strong land-atmosphere
coupling is found (Miralles et al., 2012; Seneviratne et al., 2006). These regions are located in transitional cli-
mate zones where evapotranspiration (and thus latent cooling) is strongly dependent on SM availability. This
might explain why we find the highest SM contribution to TX for the three events in these regions. Depend-
ing on the method and data set used, a medium to strong coupling is also identified for the Mediterranean
and Eastern Europe (Seneviratne et al., 2010, 2006).

4. Conclusions
This study was motivated by the recent occurrence of extreme heat waves in different regions of the globe.
We investigate the heat waves of 2010 in Russia, 2012 in the Midwest, 2012/2013 in Australia, 2015 in Europe,
and 2015/2016 in South Africa. To isolate the role of the physical processes, we perform factorial experi-
ments with the Earth System Model CESM, in which the atmospheric flow and/or land surface conditions
are forced toward observations. The large-scale atmospheric circulation is prescribed using atmospheric
nudging. Previous studies on nudging found a reliable adjustment of the atmospheric circulation with the
underlying climatology of the other variables in the model not being fundamentally affected (Lin et al., 2016;
Wehrli et al., 2018; Zhang et al., 2014). Thus, climatological biases remain after introducing nudging, which
was also found for CESM (Wehrli et al., 2018). We demonstrate that the nudged simulations can accurately
reproduce the observed anomalies of extreme heat waves. This result indicates that there might be bene-
fits from bias correction for the simulation of observed events and possibly also for the projection of future
extreme events.

The role of the physical drivers of the five heat waves discussed is summarized in Figure 6. Relative to the
reference climatology of 1982–2008, we find a positive contribution of recent climate change on TX for all
investigated events. The estimates range between 0.3 and 1.3◦C, for a global mean temperature increase of
0.3◦C in the model. However, the signal is not uniform for all ensemble members due to climate variability.
The biggest role of recent GHG forcing is found for the 2015 European heat wave, where it is a main driver of
the event. Similarly to the global warming signal, the contribution from the ocean conditions is highly vari-
able. We only see a strong signal for the 2012/2013 Australian heat wave and drought and for the 2015/2016
South African heat wave and drought. For the latter the ocean forcing explains nearly a third of the event
magnitude, whereas for Australia the SSTs induced adverse conditions for the event. Both effects are in line
with the expected ENSO signal for the two regions (Hoell et al., 2017, 2015; Power et al., 1999). Thus, the
ocean is a bigger factor for regions that are close to the coast and experience teleconnections from ENSO.

The largest part of the events' anomalies is explained by atmospheric circulation, SM, or a combination of
the two. We find that atmospheric circulation was the key driver of the 2010 Russian heat wave, while SM
had the biggest contribution to those heat waves that occurred simultaneously with extreme droughts, that
is, the ones in 2012 in the Midwest, 2012/2013 in Australia, and 2015/2016 in South Africa. For the 2012/2013
event in Australia either the circulation or SM is more important, depending on how the contributions are
computed. For all events, except Australia 2012/2013, we find a negative SM anomaly several months before
the heat wave in the observations as well as in the model. Hence, the preconditioning of the land surface is
an important factor. This is a result of the land-atmosphere coupling: SM is a response to earlier conditions
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of the atmospheric circulation and can then have an effect on circulation through modifying mesoscale cir-
culation, convection, radiation, cloud cover, boundary layer stability, and planetary wave structures (Guillod
et al., 2015; Koster et al., 2014; Santanello et al., 2018; Seneviratne et al., 2010; Taylor et al., 2011; Vogel et al.,
2018). This highlights the importance of an accurate representation of the land within weather prediction.
Unfortunately, land surface models employed in weather prediction often lag behind current state of the
art and also behind their atmospheric counterparts (Davin et al., 2016). Actions to be taken may include
improving the initialization of the land surface (e.g., Ardilouze et al., 2017; Koster et al., 2010; Prodhomme
et al., 2016) and implementing a better representation of land surface processes (e.g., Davin et al., 2016; Orth
et al., 2016b; Santanello et al., 2015).

Our framework allows us to to disentangle the contributions of different physical drivers to the heat waves,
but it also has limitations. Ideally, one would consider all feedback loops to understand each extreme event.
This is not possible in our conditional framework as feedback on components that are prescribed is missing.
Similarly, all experiments are run with prescribed SSTs; thus, ocean-atmosphere interactions cannot evolve.
It was shown that ensembles from such prescribed ocean experiments display less variability, for example,
of surface temperature compared to coupled experiments (Fischer et al., 2018). Another characteristic of the
nudged simulations is that atmospheric variability is strongly reduced within the nudged ensembles, which
does not allow to use probabilistic approaches such as risk ratios. Some of this latter problem is overcome
by following two different approaches to estimate the role of circulation versus that of the land surface. Fur-
ther, by computing differences to a fully forced model simulation, we assume that the effects we study are
additive. The two different approaches show that this is probably not fully accurate, although this appears
to be overall a reasonable approximation. Another caveat arises from the difference in the SM climatolo-
gies of the experiments with and without SM prescription. This is overcome by using anomalies instead of
absolute values in the analysis. Nonetheless, the differences in the SM climatologies might trigger a differ-
ent response to the same SM anomaly (e.g., if different SM regimes are reached). Also, we only estimate the
influence of recent climate change given by the anomaly compared to a 1982–2008 climatology. Lastly, we
use a rather simplistic approach to disentangle the contributions from SSTs and climate change. Despite
these drawbacks, our conditional approach provides insights in the qualitative role of the specific drivers.

In this study we quantify the role of the recent GHG forcing, ocean, atmospheric circulation, and SM for
five recent heat waves. We introduce a new experimental framework for disentangling the driving processes
of extreme events. This framework is shown to provide valuable mechanistic insight and information on
the causalities of the investigated events. While some events are mainly driven by global warming and the
atmospheric circulation, other events are identified where SM plays a key role with a contribution of up to
70% of the events' anomalies. This highlights that the role of the thermodynamics can be just as important as
that of the dynamics for temperature extremes, a possibly underestimated feature. On the other hand, SSTs
were found to play a minor to negligible role for the considered events, except in South Africa and Australia.
It would be useful to confirm the robustness of this result with a multimodel assessment. In conclusion, this
study highlights the combined role of thermodynamical and dynamical processes affecting heat extremes
in midlatitudes and the value of assessing these separate contributions in a changing climate.
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Erratum
In the originally published version of this article, due to a typesetting error the arrows beneath “circulation
effect” and “SM effect” in Figure 1B were incorrectly placed. The figure has since been corrected, and this
version may be considered the authoritative version of record.
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