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Abstract Water vapor is a key variable in numerical
weather prediction, as it plays an important role in atmo-
spheric processes. Nonetheless, the distribution of water
vapor in the atmosphere is observed with a coarse resolu-
tion in time and space compared to the resolution of numer-
ical weather models. GPS water vapor tomography is one
of the promising methods to improve the resolution of water
vapor measurements. This paper presents new parameterized
approaches for the determination of water vapor distribution
in the troposphere by GPS. We present the methods and give
first results validating the approaches. The parameterization
of voxels (volumetric pixels) by trilinear and spline func-
tions in ellipsoidal coordinates are introduced in this study.
The evolution in time of the refractivity field is modeled by a
Kalman filter with a temporal resolution of 30 s, which cor-
responds to the available GPS-data rate. The algorithms are
tested with simulated and with real data from more than 40
permanent GPS receiver stations in Switzerland and adjoin-
ing regions covering alpine areas. The investigations show
the potential of the new parameterized approaches to yield
superior results compared to the non parametric classical one.
The accuracy of the tomographic result is quantified by the
inter-quartile range (IQR), which is decreased by 10–20%
with the new approaches. Further, parameterized voxel solu-
tions have a substantially smaller maximal error than the non
parameterized ones. Simulations show a limited ability to
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resolve vertical structures above the top station of the net-
work with GPS tomography.

Keywords GPS · GPS meteorology · Water vapor ·
Tomography

1 Introduction

Urban growth and the advancing settlement of rural areas
increase the vulnerability to natural hazards (Clark 2002). It
is therefore of utmost interest to better understand the impact
of global climate change on natural hazards and to improve
hazard mitigation (Pilon 2005). In recent years, studies have
been carried out to investigate the extent and the occurrence
of natural hazards such as floods and landslides with highly
resolved climate simulations (see, for example Dankers et al.
2009). At the same time, high-resolution numerical weather
prediction models have been employed for natural hazard
mitigation (Falconer et al. 2009; Ranzi et al. 2009). To vali-
date and to initialize such models, appropriate meteorological
observations are needed (Jacob et al. 2007; Buzzi 2008; Clark
2009). GPS water vapor tomography is a promising method
providing information on the four-dimensional distribution
of the water vapor content in the troposphere.

GPS tomography is a technique providing water vapor
contents with high spatial and temporal resolution. Its abil-
ity has been demonstrated in numerous studies using GPS
slant delays (Flores et al. 2000, 2001; Hirahara 2000; Nilsson
2005) and double differences (Troller et al. 2002, 2006; Lutz
et al. 2010). Several studies indicate the limitations in verti-
cal resolution (Troller 2004; Champollion et al. 2005; Bastin
et al. 2007). Long-term studies have shown systematic differ-
ences between balloon soundings and tomographic solutions,
and between solutions computed by a numerical weather
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540 D. Perler et al.

model and tomographic solutions (Troller et al. 2007). These
authors suggested that the differences are due to the geom-
etry of the receiver station network. Investigations of high-
resolution tomography in mountainous regions have shown
that better results can be achieved by refining the vertical dis-
cretization (Lutz 2009). However, higher resolution increases
the computational costs and the influence of inter voxel (vol-
umetric pixel) constraints on the results. The latter may intro-
duce unintentional artifacts. The parameterization of voxels
is an approach that reduces the effects of discretization and
negligibly increases the computational costs. Moreover, the
interpolation of in situ measurements to voxel central points
becomes obsolete.

In this study, we introduce two new parameterizations of
voxels in the Kalman filter-based GPS tomography software
AWATOS 2 and their treatment in ellipsoidal coordinates.
In addition, inter voxel constraints are presented. The new
algorithms are investigated with simulated and real data over
a mountainous region covering approximately 50,000 km2.
The focus lies on the specific characteristics of different voxel
parameterizations. The results of the simulations are dis-
cussed in terms of accuracy and the solutions computed with
real data are compared with measurements of balloon sound-
ings. The question about the vertical resolvability of GPS
tomography is addressed and debated using simulated data.

2 Preprocessing of the GPS data

GPS satellites transmit at two or more frequencies in L-band.
On the way from the satellite to the receiver located on the
Earth’s surface, the rays are considerably influenced by the
atmosphere. There are atmospheric effects on the signals that
are related to the propagation of the signal through the iono-
sphere and troposphere. The ionospheric effect can be elim-
inated to a large extent by combining the carrier frequencies
due to the dispersive propagation of microwaves in the ion-
osphere. The second effect is induced by refractivity in the
troposphere and cannot be eliminated by combining frequen-
cies due to the non-dispersive behavior for frequencies below
30 GHz. Hence, an estimation process is needed and is taken
into account by modern GPS processing software. Usually,
one distinguishes between the slowly varying delays over
time caused by dry air and the rapidly varying ones by water
vapor. The relation between the meteorological description of
the atmosphere (partial pressure of dry air pd , partial pressure
of water vapor pw, and temperature T ) and refractivity can
be characterized by the formula published in Rüeger (2002)

Ntot = (ntot − 1)106 = 77.6890
pd

T
︸ ︷︷ ︸

dry part

+ 71.2952
pw

T
+ 375463

pw

T 2
︸ ︷︷ ︸

wet part

,

(1)

where Ntot is the total refractivity in (ppm) with refractive
index ntot. The unit of partial pressure is hPa and that of
temperature T is K. The propagation delay �P D from the
satellite to the receiver is defined by the integral of the refrac-
tivity N along the ray path from satellite r to receiver q:

�P D,r
q = 10−6

q
∫

r

Nds (2)

The Bernese GPS Software Version 5.0 (Dach et al. 2007)
is used to estimate the tropospheric path delays. For each
station, the time series of the zenith path delay (ZPD) are
modeled by piecewise linear functions. Thereby, a mapping
function relates a slant path delay to a ZPD. A fairly large
number of mapping functions have been developed by dif-
ferent authors. For the real data experiment in this study,
the setup of the operational processing at the Swiss Federal
Office of Topography was used. In this setup, Niell’s map-
ping functions are used (Niell 1996) neglecting the effect
of the difference between the dry and hydrostatic part on the
parameters of the mapping function (Troller 2004; Dach et al.
2007).

The double difference residuals used in this study have
been provided by the Swiss Federal Office of Topography
swisstopo using the Bernese GPS Software. A double differ-
ence is built by four slant path delays from satellites r and s
to stations p and q.

�2,P D,rs
pq =

(

�P D,r
q − �P D,r

p

)

−
(

�P D,s
q − �P D,s

p

)

. (3)

The tomography software uses double differences of wet path
delays as input data to compute the refractivity field. They
can be computed from the output of Bernese GPS Software
and meteorological parameters at the GPS receiver stations
in four steps:

1. Compute the isotropic part of the total slant path delays

�
P D,r
tot,p from the ZPD�P D

apr,p corresponding to the a priori

model, and ZPD �P D
corr,p corresponding to the correction

model according to

�
P D,r
tot,p = �P D

apr,p · mapr

(

ϕr
p

)

+ �P D
corr,p · mcorr

(

ϕr
p

)

,

where the ZPDs �P D
apr,p and �P D

corr,p are estimated by
the Bernese GPS Software using mapping functions
mapr(ϕ

r
p) (dry Niell) and mcorr(ϕ

r
p) (wet Niell) with ele-

vation angle ϕr
p at station p to satellite r . The overline

denotes the isotropic delays.
2. Eliminate the dry part of the slant path delay by

applying a modified version of Saastamoinen’s formula
s(pd , T, ϕr

p, h p) (Saastamoinen 1972; Troller 2004).
For this step, meteorological data at the receiver stations
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4D GPS water vapor tomography 541

and their altitudes are needed. For GPS stations which
are not equipped with meteorological sensors, the miss-
ing data are interpolated by the collocation approach
(Troller 2004). The isotropic part of the wet slant path
delay is computed by

�
P D,r
wet,p = �

P D,r
tot,p − s

(

pd , T, ϕr
p, h p

)

.

3. Build the isotropic double differences of the wet path
delays from the isotropic wet slant path delays using
Eq. 3.

4. Add the double difference residuals �
2,RE S,rs
pq from the

processing with Bernese GPS Software. As in Flores
et al. (2000) and Gradinarsky and Jarlemark (2004),
Troller et al. (2006), we assume that the residuals are
dominated by the effect of the non-isotropic distribu-
tion of the wet refractivity.

�
2,P D,rs
wet,pq = �

2,P D,rs
wet,pq + �2,RE S,rs

pq

3 Modeling the wet refractivity field with parameterized
GPS tomography

The wet refractivity field is discretized along the axes longi-
tude λ, latitude φ and height h with reference to the WGS84
ellipsoid and the current state of the field is denoted by the
vector x. The time evolution of the field is modeled as random
walk

ẋ = w, (4)

where w is the process noise. The noise, describing the pre-
diction error within a prediction step, is multivariate nor-
mally distributed with covariance matrix Q. To be capable of
sequentially assimilating observations, we use the Kalman
filter approach (see Gelb 1974) with prediction step from
time tm−1 to tm

x̂m|m−1 = Fm x̂m−1|m−1 (5)

Pm|m−1 = FmPm−1|m−1FT
m + Qm (6)

and update step

x̂m|m = x̂m|m−1 + Km
(

zm − Hm x̂m|m−1
)

(7)

Pm|m = (I − KmHm) Pm|m−1 (8)

with the Kalman gain

Km = Pm|m−1HT
m

(

HmPm|m−1HT
m + Rm

)−1
(9)

where x̂m−1|m−1 represents the estimated refractivity field at
time tm−1, and Pm−1|m−1 its covariance matrix. The matrix
Fm propagates the field one time step forward and Qm reflects

the uncertainty of the propagation. In the update step, the pre-
dicted state x̂m|m−1 is mapped by the observation matrix Hm

into the space of the observations. zm denotes the observation
vector and Rm the covariance matrix of the observations.

Modelling a Gaussian random walk (see Eq. 4), the
propagation matrix Fm is equal to the identity matrix. The
elements of the process noise matrix Qm are empirically
determined using measurements from balloon soundings.
Data of 68 European balloon sounding stations over a period
of 2 years were analyzed with a conventional autocovariance
estimation process (Perler 2011). In the update step, a noise
of 5 mm is assumed on the GPS ZPDs (see, e.g. Nilsson and
Gradinarsky 2006). This uncertainty is taken into account by
the covariance matrix of the observations Rm .

3.1 Parameterized voxels

There are several ways to discretize a three dimensional field.
Our software provides three different approaches:

Constant parameterization
This is the simplest of the provided approaches. The refrac-
tivity is constant within a voxel. Thus, one parameter per
voxel must be estimated in the Kalman filter. In the follow-
ing sections, we will refer to this approach as non-parametric
or as constant.

Trilinear parameterization
In the trilinear parameterization, the refractivity at the point
(λ, φ, h) is determined by a weighted sum of the 8 refractiv-
ity values at the corners of the voxel, in which the point is
located. The interpolation function is defined by

N(λ, φ, h) = ωωωT Nvoxel,i, j,k (10)

with

ωωω =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

λi+1−λ
λi+1−λi

φ j+1−φ

φ j+1−φ j

hk+1−h
hk+1−hk

λ−λi
λi+1−λi

φ j+1−φ

φ j+1−φ j

hk+1−h
hk+1−hk

...
λ−λi

λi+1−λi

φ−φ j
φ j+1−φ j

h−hk
hk+1−hk

⎤

⎥

⎥

⎥

⎥

⎥

⎦

Nvoxel,i, j,k =

⎡

⎢

⎢

⎢

⎣

Ni, j,k

Ni+1, j,k
...

Ni+1, j+1,k+1

⎤

⎥

⎥

⎥

⎦

In contrast to the first parameterization type, the parame-
ters to be estimated are located at the corners of the voxels.
Consequently, there are slightly more parameters to estimate
(nλ + 1)(nφ + 1)(nh + 1) instead of nλnφnh where nλ is the
number of voxels in longitudinal, nφ in latitudinal, and nh in
the vertical direction, respectively. In figures, we will often
use the term linear for this approach.
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Bilinear/spline parameterization
This approach uses direction dependent parameterization
techniques. In the horizontal directions λ and φ, the bilin-
ear form is used and, in the vertical one, natural splines
(Schwarz 1997). The refractivity is then interpolated from
values on the four adjoining vertical profiles. The refractiv-
ity at any point can be expressed by the refractivities and their
second derivatives in the vertical direction at the corners of
the corresponding voxel.

N(λ, φ, h) = ωωωT

⎡

⎢

⎢

⎣

Nk(λ, φ)

Nk+1(λ, φ)

N′′
k (λ, φ)

N′′
k+1(λ, φ)

⎤

⎥

⎥

⎦

(11)

with

ωωω =

⎡

⎢

⎢

⎢

⎢

⎣

1 − h−hk
dhk

h−hk
dhk

(h−hk)
2

2 − dhk(h−hk)
3 − (h−hk )

3

6dhk
(h−hk)

3

6dhk
− dhk(h−hk )

6

⎤

⎥

⎥

⎥

⎥

⎦

,

where dhk is the thickness of the kth layer. The Nk(λ, φ) and
N′′

k (λ, φ) are the bilinearly interpolated refractivity and sec-
ond derivative of the refractivity at height hk , respectively.
Note that ωωω is independent of λ and φ.
The vector N′′

i, j containing the second derivatives along a
vertical profile at (λi , φ j ) can be expressed by refractivity
values along the same profile using the spline condition

CN′′
i, j = −DNi, j (12)

with

C =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 0 · · · · · · · · · · · · 0
a0 c1 a1 0 · · · · · · 0
0 a1 c2 a2 0 · · · 0
...

. . .
. . .

. . .
. . .

. . .
...

0 · · · 0 an−4 cn−3 an−3 0
0 · · · · · · 0 an−3 cn−2 an−2

0 · · · · · · · · · · · · 0 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

D =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 · · · · · · · · · · · · · · · 0
b0 d1 b1 0 · · · · · · 0
0 b1 d2 b2 0 · · · 0
...

. . .
. . .

. . .
. . .

. . .
...

0 · · · 0 bn−4 dn−3 bn−3 0
0 · · · · · · 0 bn−3 dn−2 bn−2

0 · · · · · · · · · · · · · · · 0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

where ak = dhk, bk = 6
dhk

, ck = 2 (dhk−1 + dhk) and dk =
− 6

dhk−1
− 6

dhk
. Consequently, the second derivatives N ′′

k and

N ′′
k+1 in Eq. 11 can be expressed by the refractivity vector

Ni, j and, thus, the field of the second derivatives does not
have to be stored. The same number of parameters have to
be estimated as in the case of the trilinear approach. Since

C as well as D are the same for any (λi , φ j ) and the grid
geometry does not change over time, the matrix −C−1D has
to be computed only once. In figures, we often refer to this
method as spline.

3.2 Implementation of the observations in a parameterized
field

With the above equations, point observations can be directly
introduced into the update step of the Kalman filter. How can
integral observations like double-differences be taken into
account under the different parameterizations? For the non-
parametric approach, a slant wet delay as defined by Eq. 2 is
described by the sum of the distances of a ray �si crossing
the voxels along its path multiplied by the refractivity Nwet,i

of the voxel i :

�P D
wet = 10−6

∑

i

Nwet,i �si . (13)

In the parameterized cases, the discretization becomes more
difficult. The path is again subdivided into sections corre-
sponding to voxels.

�P D
wet = 10−6

∑

i

si+1
∫

si

Nwet,i (s) ds. (14)

The integral in Eq. 14 does generally not exist in closed
form because the path of the ray in ellipsoidal coordinates
cannot be expressed analytically in most cases. Therefore,
the integrals are solved by Newton-Cotes quadrature (see
Appendix A). This allows the integral in Eq. 14 to be
expressed as a weighted sum of the refractivities at the grid
nodes. Independent of the parameterization type, four slant
delay equations (Eq. 14) are finally combined into a dou-
ble difference observation according to Eq. 3. The resulting
double difference observation equation is a weighted sum of
refractivities. These weights go into the observation matrix
Hm and, hence, into the update step of the Kalman filter.

Besides the double difference observations, pseudo obser-
vations describing inter voxel relations might be introduced
to smooth and stabilize the update process (Ruffini et al.
1998). We apply inter-voxel constraints differently than
Ruffini et al. (1998). Instead of smoothing over all neigh-
bors of a voxel, we constrain the refractivity variation only
in the horizontal directions by

∂ N

∂λ
= 0 (15)

∂ N

∂φ
= 0. (16)

These constraints are introduced as weighted pseudo-
observations in the calculation. No restrictions are made in
the vertical direction. GPS tomography has a rather weak
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4D GPS water vapor tomography 543

resolution in the vertical direction due to no tangentially
propagating rays with respect to the Earth’s surface. Con-
straining in the vertical would decrease the influence of
the double difference observations on the already weakly
determined vertical resolution. Further investigations are in
progress to assess inter voxel constraints in more detail.

4 Results from experiments with synthetic and real data

We have carried out several tests to assess the new tomo-
graphic algorithms using GPS double difference observa-
tions. In a first part, we present results based on simulated
measurements and in a second part real observations are ana-
lyzed. For both parts, the same GPS station configuration is
used.

4.1 Network and voxel model

The stations belong to the AGNES (Automated GPS Net-
work for Switzerland) operated by the Swiss Federal Office
of Topography swisstopo, or to the EPN (EUREF Perma-
nent Network) operated by EUREF. The AGNES consists of
31 stations, and 15 additional stations belong to the EPN (see
Fig. 1). The AGNES stations are situated in the core area of
investigation and have a mean shortest inter station distance
of about 30 km. The EPN is much coarser than AGNES and
its stations are located towards the margin of the investigation
area. The stations of both networks are at many different alti-
tudes ranging from 310 m up to 3,584 m above the reference
ellipsoid (see Fig. 2).

The area of investigation ranges from 6.5◦ to 9.5◦ in lon-
gitude, 46◦ to 47.5◦ in latitude, and 0–15,000 m in WGS84
ellipsoidal height. In addition, the core area is surrounded by
a fringe of 10◦ to ensure that no ray path crosses the lateral
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Fig. 1 Map covering the core area of investigation with GPS stations
(black squares) and radio sounding station RS at Payerne (black tri-
angle). The gray lines indicate the floor plan of the grid used in the
tomographic processing
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Fig. 2 Height distribution of the GPS stations (black squares) and the
levels of the ellipsoidal voxel model used in the tomographic processing

boundaries of the model area. The horizontal discretization
is 0.5◦, which corresponds to a horizontal resolution of about
37 km. The thickness of the layers increases with height (see
Fig. 2).

4.2 Experiments with synthetic data

We investigate the question of how well the three param-
eterizations (constant voxel, trilinear, bilinear/spline) can
approximate two synthetic atmospheric patterns. The pat-
terns vary only in the vertical direction. This choice is moti-
vated by the fact that the resolution of vertical structures is
much more challenging in GPS tomography than horizon-
tal ones (see Bastin et al. 2007). Horizontal variations are
not considered even though they are certainly present in the
atmosphere within the area of interest. The first pattern is an
average refractivity profile computed from data of weather
balloons launched at Payerne. The motivation for this exper-
iment is to see how quickly the algorithms converge and
if they show systematic errors. The second experiment is
a spike layer test. The proper reconstruction of sharp ver-
tical refractivity changes is of importance, since they can
occur during inversions. Inversions are an atmospheric pat-
tern occasionally observed in the Swiss plains during winter
(Wanner 1979). By varying the height and the thickness of
the spike layers, the vertical resolution capabilities of the
tomographic algorithms are investigated.
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For the average profile, the following exponential function
with refractivity N and height h has been fitted to balloon
soundings:

N(h) = N0 exp

(

− h

hs

)

(17)

with the empirically determined parameters N0 = 77.5 ppm
and hs = 2,178 m. Given a wet refractivity field generated
by this function, we simulated double difference observations
with a sampling rate of 30 s using a ray tracing algorithm. The
ray tracer integrates the refractivity along the geometrical
path and uses Newton-Cotes quadrature (see Jehle et al. 2008
for more details). On each ray, normally distributed noise
of 5 mm in zenith direction is added. The double difference
observations are the only observations used in this simulation
and no inter voxel constraints are involved in these exper-
iments. The duration of the simulated period corresponds
to the full cycle of the GPS satellite constellation (approxi-
mately one day) from November 26, 2006. The Kalman filter
was initialized with a uniform zero refractivity.

We evaluated the tomographic solutions along the pro-
file ranging from 600 m (approximately Earth’s surface) to
15,000 m above the reference ellipsoid and located at 47.0◦N
and 8.5◦E. The profile is situated in the core area of investi-
gation, but not in the high mountains. This allows us to ana-
lyze the troposphere in the lower altitudes, too. Note that the
refractivity in the voxel column ranging from 8.0 to 8.5◦E
and 46.5 to 47◦N is evaluated for the constant parameter-
ized approach. The refractivities in the other three voxel col-
umns adjoining 8.5◦E and 47.0◦N do not significantly differ.
Figure 3a–c shows solutions along this profile for different
parameterizations. Solutions are plotted every 5 min with dif-
ferent grey shades beginning with light grey. The solutions
of all three parameterizations approximate well the model
profile already after about 15 min. However, the limitation
of the non-parametric approximation can be clearly seen in
Fig. 3d. The errors become as high as 3.8 ppm in the lower
troposphere and decrease with height. The maximal errors
are obviously smaller for the two parameterized solutions,
1.1 and 0.7 ppm for the trilinear and the bilinear/spline case,
respectively (see Fig. 3e, f). Considering the entire profile,
the standard errors are again significantly smaller for the
parameterized solutions than for the non-parameterized one
(see Table 1).

For the spike layer tests, the same parameter settings are
used as for the first test (sample rate of 30 s, noise level of
5 mm, simulation duration of 24 h, and initialization of the
Kalman filter with a uniform zero refractivity). The given
model atmosphere is everywhere 0 ppm except within one
layer, where the refractivity is 3.5 ppm. This value corre-
sponds to the accuracy achieved by in situ measurements
(see Flores et al. 2000). At a spike layer thickness of 200 m,
such vertical perturbations cause a change in the measured

tropospheric delays of the same order as the noise level
of a single path delay observations. We investigated spike
layer thicknesses of 200, 400, and 800 m located at different
heights. The lower bound of the layers are at 500 m up to
4,000 m in 500 m steps and, additionally, one on 5,000 m
and one on 6,000 m above the reference ellipsoid. Evalua-
tions are carried out along the same profile as in the previous
test. Examining other profiles yielded similar results.

The thickness of the spike layer in Fig. 4 approximately
corresponds to the height resolution of the grid at this alti-
tude. The discontinuities of the spike layer function cannot
be exactly resolved by the parameterized voxel modeling.
In contrast, the non-parameterized representation is capa-
ble to reproduce them exactly as long as the discontinuities
are at the borders of a voxel. On the one hand, the non-
parameterized approach smoothes out the spike layer much
more than the parameterized ones. On the other hand,
the parameterized approaches show much clearer negative
deflections below and above the layer than in the non-param-
eterized case. The maximum peak is aligned with voxels in
the solutions of the non-parametric approach and is shifted
to voxel boundaries in the trilinear parameterization. Con-
trary, the peak matches very well the middle height of the
layer in the bilinear/spline case. This is one of the major
advantages of the bilinear/spline parameterization over the
two others.

A more quantitative view of the accuracies is achieved by
evaluating the refractivity along the vertical test profile rang-
ing from 600 m to 15,000 altitude at 47.0◦N and 8.5◦E. To
assess the accuracy, the inter quartile range (IQR) was com-
puted from the differences between the model atmosphere
and the tomographic solution at points along the test pro-
file. Each solution is evaluated at 2,960 points. A smaller
IQR reflects better accuracy. Hypothesis testing is used to
decide if the IQRs among the parameterizations are signifi-
cantly different from each other. As the sample size is rather
small (30 different spike layer profiles for each parameteriza-
tion) and normal distribution cannot be assured, we used the
Wilcoxon signed rank test (Rice 1995) with a significance
level of 0.05. The IQR of the bilinear/spline parameterized
solutions is significantly smaller than the one from the trilin-
ear parameterized and the non-parameterized solutions. The
accuracy of the trilinear parameterized solutions is better than
the one of the non-parameterized solutions; however, not as
clear as in the previous comparisons.

How well a spike layer is resolved depends mainly on its
height and its contribution to slant delays. Spike layers with
a thickness of 800 m are well reproduced below 4,500 m
(see Fig. 5a). Thinner spike layers are not. They are only
well represented below 3,500 m, as shown by Fig. 5c. Our
investigations show that an insufficient grid spacing is not a
major cause for the poor retrieval of high altitude spike layers.
Solutions computed with an equidistant grid of 200 m
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Fig. 3 Tomographic results using simulated double difference obser-
vations with different parameterizations along the vertical profile at
47.0◦N and 8.5◦E in refractivity units. a–c Refractivity profiles. d–f
Differences between retrieved profiles and the synthetic model profiles
(computed minus model). Observations are generated from an atmo-

sphere with refractivities decreasing exponentially with height. Every
5 min, a profile is plotted starting from light grey shade at the beginning
to black at the end of one simulation day. a, d The result with constant
parameterization, b, e with trilinear, and c, f the hybrid of bilinear and
spline parameterization

vertical resolution show the same characteristics as the solu-
tions calculated with the grid displayed in Fig. 2. The IQRs
shown in Fig. 5b do not remarkably differ from the ones in
Fig. 5a although the finer grids have a much smaller grid reso-
lution than the thickness of the spike layer. Even for a thinner
spike layer of 200 m, no obvious difference in accuracy is

observed between the two different grid configurations (see
Fig. 5c, d).

The results plotted in Fig. 5a show that the layers below the
top station at 3,584 m altitude (see Fig. 2) are well resolved.
This is due to the good height distribution of the stations in
the network. Furthermore, Fig. 5a shows two well-resolved
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Table 1 Statistical comparison of the three parameterizations based on
simulated measurements

Parameterization Mean Std.error Max. error

Const 0.010 0.871 3.832
Trilinear 0.008 0.176 1.060
Bilinear/spline 0.004 0.209 0.716

Double difference observations were generated from an atmosphere
where the refractivity decreases exponentially with height. The simu-
lated data served as input for the tomographic software. The statistics
is based on 1,441 points distributed uniformly along the vertical profile
in the center of the area of investigation after one simulation day. All
values are given in (ppm) refractivity units
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Fig. 4 Refractivity values along a profile. The solid line represents the
given model atmosphere from which GPS double difference observa-
tions are generated. The spike has the lower bound at 1,500 m altitude
and a thickness of 400 m. The refractivity within the spike layer is 3.5
and 0 ppm elsewhere. Using the simulated observations, the dotted line
is the solution of the non-parameterized approach, the dashed one the
solution of the trilinear approach and the dash-dotted the solution of
the bilinear/spline approach. Note that neither vertical nor horizontal
constraints are used

spike layers located above the top station between 3,500 and
4,500 m altitude. This indicates that also above the top sta-
tion information about the vertical refractivity distribution
can still be gained. First investigations suggest that this can
be explained with the curvature of the ellipsoidal grid layer.
At altitudes above 4,500 m, the resolvability of perturbations
in the vertical rapidly decreases.

The influence of the Earth’s curvature in tomography
depends on the spatial extent of the network. The smaller
the area covered by the network the less the shell shaped
layer differs from its local plane-shaped approximation above
this area. As plane-shaped layers above the top station can-
not be resolved by a typical measurement setup of GPS
tomography, the resolvability of shell-shaped layers are more
limited using networks with a small spatial extent than
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Fig. 5 Box plots of the difference between computed and modeled
refractivities with different spike layer heights using the bilinear/spline
parametrization. In the first row, a spike layer thickness of 800 m is
given and in the second a thickness of 200 m. The columns show two
different grids. The first has exponential decreasing height resolution
ranging from 280 m up to 4,320 m and a second has a constant height
resolution of 200 m

networks with a larger extent. As a consequence, the
condition number of the observation matrix H is increased
and, accordingly, measurement errors have a stronger influ-
ence on the accuracy of the estimated refractivities. Obser-
vations providing vertically resolved data make the largest
contribution in improving the vertical resolution. Such obser-
vations could be included from balloon soundings, radio
occulations or LIDARs.
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4.3 Experiments using real network data

Data from the GPS network shown in Fig. 1 were processed
with the Bernese GPS Software Version 5.0 on the basis
of double differences (see Dach et al. 2007). The wet part
of the double differences are reconstructed using the esti-

mated ZPDs, the residuals of the double difference process-
ing, ground-based meteorological data, and the positions of
the receivers and satellites, as described in Sect. 2. Besides
the double difference observations, inter voxel pseudo obser-
vations as described in Sect. 3 by the Eqs. 15 and 16 are used
in the tomographic processing with a weight of 60−2. The

Fig. 6 Comparison of two
radio soundings (grey dots) with
the tomographic solutions
(black lines) of the different
parameterization approaches. In
the first row, data is compared at
2006-02-26 0 h UTC and, in the
second one, at 2006-02-26 12 h
UTC
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Table 2 Comparison from the results computed by different parameter-
izations to measurements of two radio sounding launches (GPS minus
radio sounding)

Configuration Bias (ppm) Std.dev. (ppm) IQR (ppm)

Const 0 h UTC −0.646 2.200 1.186
Linear 0 h UTC −0.863 2.137 1.095
Spline 0 h UTC −0.809 2.083 1.047
Const 12 h UTC −1.157 3.987 1.327
Linear 12 h UTC −1.174 2.069 1.504
Spline 12 h UTC −0.752 2.448 3.632

One balloon is launched on 2006-02-26 at midnight UTC and the second
12 h later

low weighting factor for the pseudo-observations enables that
horizontal variability can be still present in the estimated
refractivity field (see e.g. Troller 2004). The regularization
of the solution is the reason for the introduction of these
pseudo observations.

The tomographic solutions are compared to measurements
from radio soundings in Payerne (see Fig. 1). We computed
tomographic results starting at 2006-02-25 18 h UTC. We
compared them to the balloon sondes launched at 2006-02-
26 0 h UTC and 12 h, respectively. An overall good agreement
between the tomographic results and the radio soundings is
achieved (see Fig. 6). At midnight, all three solutions show a
rather smooth decrease of refractivity with increasing height.
At 750 m altitude, all three solutions feature an inversion
which is not present in the radio sounding of 2006-02-26 0h.
At noon, the solutions are more disturbed than at midnight.
This is especially true for the non-parameterized and for the
bilinear/spline parameterized solutions. It seems that the tri-
linear parameterization exerts a vertical smoothing effect. At
high altitudes, regions with small negative refractivities are
visible.

Ranking the different parameterizations is difficult
because the statistical measures are ambivalent. The statis-
tics are listed in Table 2. At midnight, the parameterized
configuration leads to more accurate results than the non-
parameterized one regarding the standard error and the IQR.
At daytime, the non-parametric approach gives better results
with respect to the IQR than the parameterized one. How-
ever, the non-parameterized approach contains some outliers.
Therefore, the non-parametric approach has a worse accuracy
than the parameterized ones regarding the standard error (see
Fig. 7). For both launches, the tomographic solution has a
negative bias compared to the profile above Payerne. The
results show that the tomographic results reach a remarkable
accuracy. For instance, the trilinear parameterized approach
shows no computed value that differs more than 5 ppm from
the observations of the balloon soundings.

In comparing wet refractivity estimated from GPS phase
differences with observations derived from balloon
soundings, the accuracy of the balloon sounding data has
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Fig. 7 Quantile–quantile-plot of tomographic solutions versus mea-
sured values retrieved from the radio soundings. a Compares data from
the launch in Payerne at 2006-02-26 00 h UTC and b at 2006-02-26
12 h UTC. a 2006-02-26 00 h, b 2006-02-26 12 h

to be considered, too. The accuracy of sensors mounted on
balloon soundings is studied by Miloshevich et al. (2001),
Wang et al. (2002) , Vömel et al. (2003) and Fujiwara et al.
(2003). A good overview of the accuracies is given in WMO
(2008). As the wet refractivity is not directly measured by
balloon soundings, it has to be computed using the wet part
of Eq. 1 depending on temperature and humidity measure-
ments. The most significant errors of temperature sensors are
due to the thermal lag of the sensor, heating by solar radia-
tion and deposition of ice or water on the sensor. The implied
errors are usually below 0.5◦C in the lower troposphere but
may exceed this value when the vertical temperature gradient
is large. Errors at this magnitude lead to a maximal wet
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refractivity error of about 3 ppm assuming a temperature of
20◦C. In case of humidity sensors, wetting or icing of the sen-
sors in clouds cause one of the most significant errors. Nash
et al. (1995) state that wetting or icing leads to a relative
humidity error of at least 10% on average. In wet refractivity
units, this is an error up to about 10 ppm at a temperature of
20◦C.

5 Conclusion and outlook

We presented new parameterized algorithms for GPS tomog-
raphy in ellipsoidal coordinates and demonstrated their abil-
ity to reconstruct a four-dimensional water vapor field with
high quality. These kinds of algorithms minimize discretiza-
tion effects without significantly increasing the number of
parameters to be estimated. Furthermore, the interpolation
of in situ measurements becomes superfluous. Tests within
this study indicated superior performance of the parame-
terized algorithms over the one without. The parameterized
approaches have achieved a better accuracy of about 10–20%
in all configurations with simulated data. The bilinear/spline
approach has resolved spike layers best compared to the two
other approaches regarding the overall accuracy, the posi-
tion of the layer, and the amplitude of the spike. Spike layer
tests have indicated that vertical structures above the top sta-
tion of the network can be reproduced by GPS tomography
taking the curvature of the Earth into account. The vertical
resolvability quickly decreases with height showing the lim-
itations of GPS tomography in terms of vertical resolution.
Layered perturbations with contributions to slant delays sim-
ilar to their noise level are hardly reproduced in the experi-
ments. This is in agreement with other studies that use real
data (Troller et al. 2006; Lutz et al. 2010) where fine vertical
structures are barely resolved. Besides the simulations, we
also processed real data from over 40 GPS stations. Here, the
parameterized approaches show superior performance com-
pared to the non-parametric one, too. In contrast to the tests
with simulated data, the most accurate solutions are obtained
by the trilinear parameterization. We achieved a standard
error below 2.5 ppm in refractivity units and the maximal
error was reduced from 17 ppm with the non-parametric
approach to less than 5 ppm with the parametric approaches.
All the performed validations showed the potential of the new
approaches to enhance the tomographic methods. In sum-
mary, the two new approaches show similar performances.
The bilinear/spline approach confirmed the superior theoret-
ical ability to reproduce spike layers in the simulation exper-
iments. On the other hand, the trilinear approach achieved
better results with real data. This suggests that the trilinear
approach is more robust than the bilinear/spline one. Fur-
ther investigations are needed to decide if the simpler tri-
linear approach should be favored over the more complex

bilinear/spline approach. Future investigations should focus
on the evaluation of longer periods and on comparisons with
additional test quantities like zenith wet delays. This would
also allow to assess the software in terms of systematic errors.
A second point to investigate is the assimilation of ground
based data and other integral measurements, such as obser-
vations from radiometers, LIDARs and solar spectrometers
which should increase the accuracy further.
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Appendix A: Newton–Cotes quadrature

Newton–Cotes quadrature is a numerical method to esti-
mate a definite integral. The Newton–Cotes quadrature for-
mulas approximate the integrand by Lagrange polynomi-
als (Schwarz 1997; Stoer and Bulirsch 1980). In our setup,
Lagrange polynomials of order 4 are used. An integral of the
function f(x) in the interval [a, b] is then approximated by

b
∫

a

f(x)dx = 2h

45

(

7 (f(a) + f(b)) + 32 (f(x1) + f(x3))

+12f(x2) +
∑N−1

k=1
(14f(x4k) + 32 (f(x4k+1)

+f(x4k+3)) + 12f4k+2)

)

with

h = b − a

4N
, x j = a + jh, ( j = 1, 2, . . . , 4N − 1).
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