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Abstract

Two-dimensional polymerization is a recent advance in polymer chemistry.
Using the anthracene-based trifunctional monomer studied in this thesis as an
example, two-dimensional polymerization is achieved by pre-organizing the
monomer molecules through crystallization in a layered and reactive packag-
ing. The reactive packing enables pairs of anthracene blades from adjacent
molecules to face each other. Exposition of the crystal to intense blue light
triggers and drives a thermally reversible photochemical reaction, thereby
achieving true long-range ordered, two-dimensional polymerization through
the gradual formation of anthracene dimers between individual monomer
molecules. Understanding the propagation mechanisms of two-dimensional
polymerization and depolymerization of these single-crystal-to-single-crystal
transformations is of crucial importance for fundamental and applied re-
search. Both processes can be suspended at any point by removing the
crystal from the triggering source, resulting in X-ray hard partially poly-
merized crystal structures. Monomer, polymer and intermediate states were
investigated using standard X-ray diffraction methods and by analyzing the
diffuse X-ray scattering. The first utilizes Bragg scattering to obtain the aver-
age crystal structures, while the second uses the three-dimensional difference
pair-distribution function method to study characteristics of the real crystal
structures. These experiments showed that polymerization and depolymer-
ization propagate predominantly in a random fashion, with a preference of
having anthracene dimers surrounded by pairs of anthracene blades.

The properties of the average structures of the monomer, polymer, and all
intermediate states were analyzed as a function of the conversion ratio. All
investigated crystal structures are described in space group R3. The axes of
the unit-cell show a particularly interesting behavior. Upon complete poly-
merization, the a- and c-axes have increased by about 0.15Å and 0.30Å
compared to the monomer. During the first heat treatment step to induce
and advance the depolymerization reaction, the a-axis expands by about
0.05Å, while the c-axis shrinks substantially by about 1.05Å. When depoly-
merization continues, the a-axis decreases, while the c-axis increases, and
when complete depolymerization is achieved, they are of almost the same
size as in the original monomer crystal.
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In order to understand the propagation mechanism, it is necessary to gain
knowledge about the changes in the real structure, as this provides, among
other things, the spatial distribution of the dimers in the crystal during poly-
merization. Typically, standard X-ray diffraction experiments are not able
to provide such insights. However, results from the reaction kinetics, derived
from the detailed analysis of the average structure of multiple intermediate
states were utilized to obtain a basic understanding of the polymerization
and depolymerization propagation mechanisms. These results are interpreted
using the Schmidt rules for photochemistry. They state that the reaction
probability between photoreactive units is inversely related to the distance
between these units. During polymerization, the distance between the un-
reacted anthracene blades increases by approximately 0.2Å, which leads to
the aforementioned random propagation where anthracene dimers prefer to
be surrounded by unreacted anthracene pairs. In analogy to polymeriza-
tion, depolymerization propagates in a similar fashion by anthracene dimers
breaking up and thereby isolating dimers from other dimers. The isolation
is achieved by local stress reduction through the breaking of bonds, which
increases the stability of the dimers in the immediate environment. The re-
sult of polymerization and depolymerization were supported by the Avrami
formalism and could be modeled with Monte Carlo simulations.

The evaluation of the diffuse scattering with the three-dimensional difference
pair-distribution function method provided additional insights into the real
structure. Its structural properties can be expressed by correlated atomic dis-
placements and correlated atomic substitutions. The first indicate a form of
interaction between molecules, while the second describe the distribution of
dimers in the crystal at a given conversion ratio. The results from analyzing
the diffuse scattering confirmed the findings of the average structure analysis
but provided a more detailed view on the distribution of dimers. This showed
that a dimer influences the reaction probabilities of anthracene pairs up to
its third neighborhood, about 45Å away, within the same layer. In addition,
dimerization within a layer also influences the reaction probabilities of an-
thracene pairs in adjacent layers, making two-dimensional polymerization a
three-dimensional process.

The combined results from the average and real structure analysis also showed
the crucial importance of mechanisms that reduce stress during polymer
growth and thus promote two-dimensional polymerization. Of particular
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importance is the mobility and the flexibility of the template and solvent
molecules incorporated into the structure. Stress relief is achieved by move-
ments of the template along the c-axis and by realignment of some solvent
molecules sandwiched between the layers. The correlations of the displacive
disorder between the template and the monomer/polymer moieties increase
with increasing conversion ratio, indicating that the template loses its ability
to dissipate local stress. In addition, the found polymerization and depoly-
merization mechanisms do not exhibit pronounced reaction fronts. This is
fortunate, because such a front would be a domain boundary that could ei-
ther drastically reduce the achievable sheet size, deform the crystal lattice
in such a way that (de-)polymerization propagation is prevented, or destroy
the crystal by stress build-up at the reaction front.

This work presents the first detailed structural investigation of the recently
discovered two-dimensional polymerization process in single-crystals. This
work also contributes to the further development of the three-dimensional
difference pair-distribution function method, which was able to model the
complex phase transformation from monomer to polymer.
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Riepilogo

Un recente progresso nella chimica dei polimeri è la polimerizzazione bidi-
mensionale. Utilizzando il monomero trifunzionale antracenetico studiato
in questa tesi, la polimerizzazione bidimensionale si ottiene preorganizzando
le molecole di monomero attraverso la cristallizzazione in un imballaggio
stratificato e reattivo. L’imballaggio reattivo permette a coppie di lame di
antracene di molecole adiacenti di fronteggiarsi. L’esposizione del cristallo
alla luce blu intenso innesca e alimenta una reazione fotochimica termica-
mente reversibile, consentendo di ottenere una polimerizzazione bidimen-
sionale realmente dotata di ordine a lungo raggio a lungo raggio attraverso la
graduale formazione di dimeri di antracene tra le singole molecole monomero.
La comprensione dei meccanismi di propagazione della Polimerizzazione e de-
polimerizzazione bidimensionale di queste trasformazioni da monocristallo a
monocristallo è di cruciale importanza per la ricerca fondamentale e appli-
cata. Entrambi i processi possono essere sospesi in qualsiasi punto rimuovendo
il cristallo dalla sorgente di innesco, ottenendo così stati intermedi resistenti
ai raggi X tra il monomero e le strutture cristalline polimeriche. I monomeri,
i polimeri e gli stati intermedi sono stati studiati utilizzando metodi stan-
dard di diffusione dei raggi X e analizzando la distribuzione dei raggi X
diffusi dal materiale. Nel primo caso si utilizza la diffusione di Bragg (i.e.
Bragg scattering) per ottenere Per ottenere informazioni riguardo alla strut-
tura cristallina tipica utilizza. Il metodo del differenziale tridimensionale
della funzione di distribuzione delle coppie per studiare le caratteristiche
delle strutture cristalline reali durante la polimerizzazione e la depolimeriz-
zazione. Questi esperimenti hanno dimostrato che la polimerizzazione e la
depolimerizzazione si propagano prevalentemente a caso, con una preferenza
per strutture formate da dimeri di antracene circondati da coppie di lame di
antracene.

Le proprietà Della struttura tipica del monomero, del polimero e di tutti gli
stati intermedi sono state analizzate in funzione al rapporto di conversione
tra monomero e polimero. Tutte le strutture cristalline indagate apparten-
gono al gruppo spaziale R3. Gli assi della cella-unitaria mostrano un com-
portamento particolarmente interessante. Con la polimerizzazione completa,
gli assi a e c sono aumentati di circa 0.15Å e 0.30Å. Durante la prima
fase del trattamento termico per indurre e far avanzare la reazione di de-
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polimerizzazione, l’asse a-si espande di circa 0.05Å, mentre l’asse c-si riduce
sostanzialmente di circa 1.05Å. Al procedere della depolimerizzazione, l’asse
a diminuisce, mentre l’asse c aumenta, e quando si ottiene la depolimeriz-
zazione complete, gli assi hanno circa le stesse dimensioni del cristallo di
monomeri originario.

Per comprendere il meccanismo di propagazione, è necessario conoscere i
cambiamenti nella struttura reale, in quanto questo fornisce, tra l’altro, la
distribuzione spaziale dei dimeri nel cristallo durante la polimerizzazione.
Tipicamente, gli esperimenti standard di diffrazione a raggi X non sono in
grado di fornire tali informazioni. Tuttavia risultati dai dati sulla cinetica di
reazione di reazione derivati dall’analisi dettagliata della struttura tipica di
stati intermedi multipli sono stati utilizzati per ottenere una comprensione
di base dei meccanismi di propagazione di polimerizzazione e depolimeriz-
zazione. Questi risultati sono interpretati utilizzando le regole di Schmidt
per la fotochimica, accettate a livello internazionale. Esse affermano che la
probabilità di reazione tra unità fotoreattive è inversamente correlata alla
distanza tra queste unità. Durante la polimerizzazione, la distanza tra le
lame di antracene non reagito aumenta di circa 0.2Å, il che porta alla sud-
detta propagazione casuale in cui i dimeri di antracene preferiscono essere
circondati da coppie di antracene non reagito. In analogia alla polimeriz-
zazione, la depolimerizzazione si propaga per mezzo di dimeri di antracene
che si spezzano e quindi isolano i dimeri da altri dimeri. L’isolamento si ot-
tiene attraverso la riduzione dello stress locale legato alla rottura dei legami,
che aumenta la stabilità dei dimeri nell’ambiente circostante. I risultati sulla
polimerizzazione e sono stati supportati dal formalismo Avrami e potrebbero
essere modellati con le simulazioni Monte Carlo.

La valutazione dello scattering diffuso, effettuata con il medoto del differen-
ziale tridimensionale della funzione di distribuzione delle coppie, ha fornito
ulteriori approfondimenti sulla struttura reale. Le sue proprietà strutturali
possono essere espresse da spostamenti atomici correlati e sostituzioni atom-
iche correlate. I primi indicano una forma di interazione tra le molecole,
mentre le seconde descrivono la distribuzione dei dimeri nel cristallo ad un
dato rapporto di conversione. I risultati ottenuti dall’analisi dello scattering
diffuso hanno confermato i risultati Riguardanti la struttura tipica, ma hanno
fornito una visione più dettagliata della distribuzione dei dimeri. Questo ha
mostrato che un dimero influenza le probabilità di reazione dell’antracene
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fino al suo terzo prossimo, a circa 45Å di distanza all’interno dello stesso
strato. Inoltre, la dimerizzazione all’interno di uno strato influenza le prob-
abilità di reazione delle coppie di antracene negli strati adiacenti, rendendo
la polimerizzazione bidimensionale un processo tridimensionale.

Combinati, i risultati sulle strutture tipica e reale hanno mostrato anche
l’importanza cruciale dei meccanismi che riducono gli sforzi formati du-
rante la crescita del polimero e che quindi supportano la polimerizzazione
bidimensionale. Di particolare importanza sono la mobilità e la flessibilità
della struttura di supporto e delle molecole di solvente incorporate nella
struttura stessa. Il rilascio degli sforzi è ottenuto è ottenuto attraverso
movimenti della struttura di supporto della struttura di supporto lungo c

e dall’inserimento di alcune molecole di solvente tra gli strati ottenuto grazie
al riallineamento. Le correlazioni del disordine dislocante tra il supporto e
i moti del monomero/polimero aumentano con l’aumentare del rapporto di
conversione, indicando che Il supporto perde la sua capacità di dissipare gli
sforzi locali. Inoltre, i meccanismi di polimerizzazione e depolimerizzazione
trovati non presentano fronti di reazione pronunciati. Questo è un caso for-
tunato, perché un tale fronte sarebbe un confine di dominio che potrebbe
ridurre drasticamente le dimensioni dello strato raggiungibile, deformando
il reticolo cristallino in modo tale da impedire la propagazione della (de-
)polimerizzazione, o distruggendo il cristallo per accumulo di sforzi sul fronte
di reazione.

In sintesi, questo lavoro presenta la prima indagine strutturale sostanziale
del recentemente scoperto processo di polimerizzazione bidimensionale in
monocristalli. Questo lavoro contribuisce anche all’ulteriore sviluppo del
metodo del differenziale tridimensionale della funzione di distribuzione delle
coppie, che è stato in grado di modellare la complessa trasformazione di fase
da monomero a polimero.
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1 Introduction and motivation

Since the conceptual introduction of polymers by Staudinger in 1920, they
have become a very important material class in daily life. The basic topologi-
cal element of a traditional polymer is a chain. These chains are constructed
from bifunctional molecules, which are connected to one another in great
numbers during the growth of the polymer. The growth mechanism is a
defining feature of polymers and understanding the different types of poly-
merization mechanisms allows further control over the properties of the final
polymer.

A breakthrough in polymer chemistry was achieved by the synthesis of tri-
functional molecules and their crystallization in layers with a specific molec-
ular orientation (Kissel et al., 2012). The arrangement allowed through the
use of an external trigger to laterally connect the molecules to form a stack
of covalently bonded, two-dimensional networks. This process is called two-
dimensional polymerization. The product of two-dimensional polymerization
is a two-dimensional polymer, which is a sheet-like macromolecule with a
thickness of a few atoms and theoretically infinite lateral expansion. They
are expected to be useful for various purposes ranging from molecular sieves
to components for advanced blends. Due to the power of organic synthe-
sis and chemical versatility of hydro-carbons, properties of two-dimensional
polymers are, theoretically, highly customizable for their intended task.

The analysis of the starting crystals and the final two-dimensional polymer
crystals is simple, as they are almost ideal crystals. Exposing an ideal crystal
to X-rays leads to Bragg scattering, a periodic pattern from which the average
crystal structure is derived. However, the bond formation during the growth
of a two-dimensional polymer in a crystal can be interrupted at any time.
The result is a disordered crystal which contains structural properties from
both the starting material and the end-product. Disordered crystals have
been known since the beginning of modern X-ray crystallography (Friedrich
et al., 1913; Debye, 1913; Laue, 1918), but even today, analyzing and un-
derstanding the local structure of disordered crystals is a very challenging
and time-consuming task. The local structure is often important to explain
chemical or physical properties of certain materials. For example, several
key technologies of the modern era, such as semiconductors, are made from
disordered crystals. Exposing a disordered crystal to X-rays leads to dif-
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1. Introduction and motivation

fuse scattering superimposed on top of the Bragg scattering. Unlike Bragg
scattering, diffuse scattering can occur at any position in the diffraction pat-
tern. The distribution, shape, and relative intensities of the diffuse scattering
reveal insights into the local ordering of atoms.

Due to the novelty of two-dimensional polymers, several fundamental and
applied research initiatives are currently underway. One central question for
understanding the nature of 2DPs is how polymerization propagates in the
crystalline state. Given the unprecedented number of bond formations as-
sociated with two-dimensional polymerization, it is also important to gain
insight into all the structural aspects associated with this unparalleled chem-
ical process. This in particular concerns the propagation mechanisms of
both polymerization and depolymerization in the single crystal and the un-
derstanding of the factors that enable such complex reactions. The aim of
this project is the identification and detailed characterization of the two-
dimensional polymerization and depolymerization mechanism of a monomer
capable of two-dimensional polymerization in the single crystal. Due to the
wide range of topological possibilities compared to linear polymers, different
mechanisms in two-dimensional polymers are expected. For this purpose,
two complementary X-ray techniques are utilized: standard single-crystal
Bragg scattering experiments and the recently developed three-dimensional
difference pair distribution function method for local structure determination
from diffuse scattering. The former method is expected to deliver the average
space-time properties during polymerization while the latter will unravel the
specific mechanisms involved.
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2 Concepts and theory

2.1 One-dimensional polymers

2.1.1 Definitions for one-dimensional polymers

Polymers created from bifunctional molecules are topolgical chains and are
referred to as linear, one-dimensional polymers (1DPs)1. The Polymer Di-
vision (formerly the Commission on Macromolecular Division) of the Inter-
national Union of Pure and Applied Chemistry has published the so-called
Purple Book (Jenkins et al., 1996; Jones et al., 2009) which contains rec-
ommendations regarding the definitions and nomenclature of 1DPs. In the
following some important definitions from the Purple Book are summarized
and put into the context of this work.

A monomer molecule is a molecule that can undergo polymerization. For
1DPs in general, it has exactly two reactive centers that participate in a poly-
merization reaction1. An oligomer molecule is a molecule of intermediate
relative molecular mass2 whose structure is derived, actually or conceptually,
from the monomer. Its physical properties are strongly dependent on the
number of incorporated monomer molecules and therefore also different from
the monomer or polymer properties. The number of incorporated monomer
molecules may be indicated by greek prefixes, e.g. an oligomer molecule cre-
ated from two monomer molecules is called a dimer. A polymer molecule
is a molecule of high relative molecular mass2, the structure of which essen-
tially comprises the multiple repetition of units derived, actually or concep-
tually, from monomer or oligomer molecules. Usually, a chemical or physical
stimulus is used to connect monomer molecules together to form a polymer
molecule in a process called polymerization. Adding or removing a small
number of monomer molecules to or from an already existing polymer has
negligible effects on the polymer’s properties. The length deviation between
individual polymer chains is called dispersity (Stepto, 2009). Depolymer-

1For practical purposes, polymeric materials are often branched or cross-linked, but
further differentiation would unnecessarily complicate the matter in this context without
adding useful content.

2Relative to the monomer.
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ization is the process of converting a polymer into many individual monomer
molecules.

2.1.2 Examples

Currently, all commercially exploited polymers belong to the group of 1DPs.
They have become ubiquitous in industrial and everyday applications with
a turnover on the European market alone of 350 billion euros in 2017 (Plas-
ticsEurope, 2019). Examples would be polyethylene terephthalate (PET),
which is used to produce drinking bottles, or polystyrene (PS), from which
several everyday appliances are manufactured.

2.2 Two-dimensional polymers

2.2.1 Concepts and definitions

Planar, two-dimensional polymers (2DPs) are conceptually different from
1DPs as they form nets rather than chains. The field of 2DPs is compara-
ble young; The first monomer designed for two-dimensional polymerization
and its successful polymerization were reported by Kissel et al. (2012), al-
though examples of 2DPs created from naturally occuring monomers have
been known since the 1990s, see Section 2.2.2. The vastly different topology
makes a straightforward application of the definitions for 1DPs difficult at
best. For instance, a monomer for two-dimensional polymerization requires
at least three reactive sites instead of exactly two. The novelty of the field
requires that the pre-existing synthesis principles, application areas, defini-
tions and mechanisms for 1DPs have to be critically reviewed and adjusted to
the second dimension. Synthesis principles have already been covered exten-
sively in the scientific literature (Sakamoto et al., 2009; Colson and Dichtel,
2013; Xiang et al., 2015; Peplow, 2016; Servalli and Schlüter, 2017; Yang
et al., 2017; Feng and Schlüter, 2018; Zhu et al., 2018; Wang and Schlüter,
2018). While the majority of these works also touch upon the subjects of
applications, definitions and mechanisms, dedicated research papers regard-
ing definitions and mechanisms are underrepresented. Only a few works deal
with mechanisms in 2DPs (Müller et al., 2017; Liu et al., 2017).
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2.2 Two-dimensional polymers

A particularly influential contribution to the topic of 2DPs was published
by Payamyar et al. (2016) because it presented the currently most widely
accepted definition of 2DPs, although this was not the first work attempting
to do so (Colson and Dichtel, 2013; Xiang et al., 2015). The definition of
Payamyar et al. (2016) comprises five key points:

1. Planarity: 2D polymers are topologically planar sheets.

2. Repeat units: 2D polymers have repeat units rendering them crys-
talline in at least one conformation.

3. Covalent bonds: the repeat units of 2D polymers are connected by
covalent bonds.

4. Thickness: 2D polymer molecules have the thickness of the constituent
repeat unit (monolayers).

5. Separability: 2D polymers are strong enough to be free - standing
under relevant gravitational conditions.

Payamyar et al. (2016) were also the first to speculate about the growth
mechanisms in 2DPs, a topic that has not been further studied since.

In order to obtain a 2DP, a certain amount of control over the molecular
orientation and arrangement is required, otherwise two-dimensional poly-
merization will not be possible at all (Servalli et al., 2017), or the resulting
sheets will have small diameters (Sakamoto et al., 2009). Solution polymer-
ization is currently not a viable option, as it does not allow control over
orientation and arrangement. The currently most successfull routes to ob-
tain 2DPs are the interface (Feng and Schlüter, 2018; Müller et al., 2018;
Servalli et al., 2018; Dong et al., 2018) and the single-crystal approach (Liu
and Loh, 2017; Lange et al., 2017; Feng and Schlüter, 2018; Servalli et al.,
2018). The single-crystal approach is of particular importance for this work
and is schematically explained in Figure 2.1. The key feature of this ap-
proach is the prearrangement of the monomer in a reactive packing, which
allows the monomers to form a polymer, by crystallization. Polymerization
is then carried out as a single-crystal-to-single-crystal (scsc) transformation.
Furthermore, this approach allows structure determination via diffraction
techniques of the initial monomer and final polymer state. Depending on the
chemistry used in polymerization, intermediate states may also be accessi-
ble by diffraction techniques. A drawback of the single-crystal approach is
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2. Concepts and theory

that, to obtain individual 2DP-sheets, a final dry or wet exfoliation step is
required.

Figure 2.1: Graphical representation of the single-crystal approach. First,
a monomer is pre-arranged in layers through crystallization in a reactive
packing to allow polymerization exclusively within their layer. Second, poly-
merization is achieved by using an external trigger to obtain a layered two-
dimensional polymer crystal. Finally, single 2DP-sheets are obtained through
exfoliation techniques.

2.2.2 Examples of known two-dimensional polymers

There are already several examples of 2DPs obtained from a large variety
of synthetic approaches. 2DPs were first mentioned by Rao et al. (1993),
when Fullerene crystals were subjected to geologically relevant pressures and
temperatures, under which they formed a layered 2DP crystal. Since then,
additional structures under comparable conditions have been discovered (Os-
zlányi and Forro, 1995; Moret et al., 2000). Graphene is another example of
a 2DP, which is typically obtained by exfoliation of the naturally occurring
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graphite (Novoselov et al., 2004) or by vapor deposition (Choi et al., 2010).
Liu and Loh (2017) provided a synthetic route to 2DPs via aromatic coupling
reactions.

Examples more relevant for this work exploit topochemical reactions trig-
gered by light. They include [4 + 4] cycloadditions (Kory et al., 2014b;
Kissel et al., 2014), [4 + 2] cycloadditions (Kissel et al., 2012) and [2 + 2]

cycloadditions (Lange et al., 2017). Note that the 2DPs described by Kory
et al. (2014b) and Lange et al. (2017) can be synthesized on the ten to hun-
dred gram scale under laboratory conditions and that the monomer of the
polymer provided by Kory et al. (2014b) was also obtained in significant
amounts using industrial equipment (Tanner et al., 2018).

2.2.3 Achieving polymerization and depolymerization

Topochemical photoreactions (Wegner, 1971; Schmidt, 1971; Hasegawa, 1983)
are very successful in realizing two-dimensional polymerization. This applies
in particular to the well-studied [4 + 4] photoinduced cycloaddition of an-
thracene (Greene et al., 1955; Bouas-Laurent et al., 1980; Becker et al., 1985;
Bouas-Laurent et al., 2000, 2001; Bhola et al., 2013; Payamyar et al., 2014)
which is used for polymerization of the monomer investigated in this work.
Although polymerization can be triggered by a wide range of wavelengths,
using a wavelength in tail-end of the absorption spectra (Novak et al., 1993;
Enkelmann et al., 1993) is preferred because it allows for a mild and con-
trolled polymerization as a scsc transformation. By turning-off the triggering
light source at any time before a full conversion from monomer and polymer
is reached, stable intermediate states are obtained.

A key feature of the anthracene cycloaddition is that is reversible with either
heat treatment or a shorter irradiation wavelength. Similar to photopoly-
merization, depolymerization can be paused by removing the crystal from
the triggering source.

2.2.4 Potential applications of two-dimensional polymers

Graphene showcases the impact of two-dimensional materials on scientific
and industrial applications, ranging from biomedicine (Chung et al., 2013)
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to battery materials (Bae et al., 2012) and solar cells (Perreault et al., 2015;
Zhang et al., 2018). In addition to examples known from graphene, 2DPs can
provide many possible applications that can be tailored to the desired appli-
cation. Frequently, 2DPs are porous materials, making them ideal molecular
sieves with a tunable mesh size (Zheng et al., 2016; Wang et al., 2017).
The highly customizable surface of 2DPs allows for custom-made surfaces
to achieve epitaxial crystallization of certain proteins (de Poel et al., 2019).
Finally, their chemical properties are exploited for holographic data storage
(Müller et al., 2017). In bulk, 2DPs can be utilized for gas storage and
super-capacitors (Liu et al., 2017).

2.2.5 Other two-dimensional materials

Two-dimensional materials such as 2DPs have several desirable properties
for modern applications. It is therefore not surprising that there are many
other types of two-dimensional materials. A few selected examples are briefly
discussed in this chapter.

Covalent and metal-organic frameworks These materials use the modularity
of two structural units, linkers and spacers, to create one-, two-, or three-
dimensional structures (Cote et al., 2005; Feng et al., 2012). In the case of
covalent organic frameworks, linkers and spacers are both organic molecules,
but in metal-organic frameworks the linker is a transition metal. The former
typically rely on the reversible bond formation between B - O, C - N, B -
N, or B - Si (Cote et al., 2005; Waller et al., 2015), although rare examples
based on C - C bond formation exist (Zhuang et al., 2016). 2D frameworks
are usually not exfoliated for applications and application studies are more
focused on catalytic reactions and ion/molecule storage (Eddaoudi et al.,
2002; Cote et al., 2005).

2D-Perovskites and PdSe2 Strictly speaking, these materials are not two-
dimensional because they violate the fourth rule introduced by Payamyar
et al. (2016), i.e. they are not one repeating unit thick. However, their typi-
cal thickness is in the single-digit nanometer range for the organic-inorganic
perovskites (Dou et al., 2015) and in the sub-nanometer range for PdSe2

(Oyedele et al., 2017). In either case, their electronic properties make them
interesting for applications in nano-scale electronics (Novoselov et al., 2016).
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2.3 Polymer growth mechanisms

2.3.1 Growth mechanisms in one-dimensional polymers

Polymerization in 1DPs proceeds via one of two topologically different classes
of growth mechanisms, called chain growth and step growth (Flory, 1953). In
step growth polymerization, all reactive sites have the same reaction prob-
ability, which leads to simultaneous growth of all chains, which can also
combine. Chain growth polymerization is characterized by an active species3

which has a much higher probability of reacting with monomer molecules
than monomer molecules among themselves, resulting in the growth of only
a few chains at any given time.

Chain and step growth are both achievable in solution and in the solid
state. Of particular interest for this work are solid-state photopolymeriza-
tions which are under investigation since the seventies of the last century
(Baughman, 1974; Baughman and Chance, 1980; Hoang et al., 2002; Sun,
2006; Dou et al., 2014; Medishetty et al., 2016). Usually, the authors concen-
trated on the monomer and polymer crystal structures obtained from X-ray
diffraction and on kinetic studies based on methods other than X-ray diffrac-
tion. Structure investigations of partially polymerized structures, which also
address the growth mechanism, are rare and often restricted to a single inter-
mediate state, e.g. Grimm et al. (1982). In this regard, the work by Albouy
et al. (1983) deserves special mention, because this is so far the only investiga-
tion of a growth mechanism using diffuse X-ray scattering. Works regarding
depolymerization are comparable rare, e.g. Johnston et al. (2012).

2.3.2 Growth mechanisms in two-dimensional polymers

At the time of writing, no explicit research on the growth mechanisms of
2DPs has been published, so a gedankenexperiment was conducted to formu-
late simple propagation models. An essential assumption was that propaga-
tion is dependent on the reactivity between functional groups. Even slight
variations in the functional group’s geometry or relative arrangement, for ex-
ample a variation of the distance between the groups (Schmidt, 1971; Kissel
et al., 2014), may change the reaction probabilities. In the following, three

3Usually an initiator molecule or an active chain end.
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simple models are introduced which differ in the way how the reactivity of
functional groups is influenced by the local environment. In the first case
it is assumed that the reactivity of a functional group does not depend on
whether or not other functional groups in the nearest neighborhood have
reacted. In the other cases, it is assumed that the reaction probability is
reduced or enhanced if functional groups have dimerized in the direct lateral
neighborhood. In the following, these models are called unchanged (Fig-
ure 2.2a), reduced (Figure 2.2b) and enhanced (Figure 2.2c), respectively.
The unchanged reactivity model results in a random growth mechanism, the
reduced reactivity model in a repulsive growth mechanism and the enhanced
reactivity in an island growth mechanism.

Figure 2.2: Concept drawings of simple (a) unchanged, (b) reduced and (c)
enhanced reactivity models. A white rhomb represents a reactive center
ready to dimerize while a red rhomb represents an already dimerized site.
Please note that all models have an equal amount of reactive centers and
dimers. Modified with permission from Hofer et al. (2018).

Note that the terms for propagation mechanisms in 1DPs, chain growth
and step growth, should not be used analogous or synonymous with the
here introduced terms. Besides avoiding confusion, a growth mechanism for
2DPs can be conceived which forms linear chains during an intermediate
state.

2.3.3 2D polymerization as phase transformation

Since polymerization is also a phase transformation, it can be described using
the Johnson-Mehl-Avrami-Kolmogorov model (Kolmogorov, 1937; Avrami,
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1939; Johnson and Mehl, 1939; Avrami, 1940, 1941), which is frequently
abbreviated as Avrami model. The Avrami equation correlates the transfor-
mation propagation Y with transformation time t via

Y (t) = 1− e−ωt
n

(2.1)

where ω > 0 is a system-specific constant and n is the Avrami exponent. The
Avrami exponent is an indicator for the propagation mechanism during any
phase transformation (Avrami, 1940; Hay, 1971; Gedde, 1995). Boldyreva
(Boldyreva and Salikhov 1985; Boldyreva 1987a, 1987b) used the Avrami
formalism along with Monte Carlo (MC) simulations to study the influence
of reactivity on kinetics and spatial distribution on a square lattice of an
arbitrary solid state reaction.

2.3.4 Implications from published research

The study of another 2DP by Kissel et al. (2014) is of particular importance
although two-dimensional polymerization propagation was neither explicitly
nor implicitly discussed. However, their detailed crystallographic analysis of
the two-step irradiation procedure provided several important insights into
the propagation mechanism, which relies on the distance differences between
two anthracene blades from neighboring monomer molecules. Two of the
three blades per monomer molecule are an almost equal distance away from
their direct opposite blades while the third is much closer to its neighbor.
Accordence with Schmidt’s rules (Schmidt, 1971), anthracene pairs separated
by the short distance were dimerized substantially faster than anthracene
pairs separated by a longer distance, resulting in a fully ordered, dimerized
intermediate state. Only a close inspection of the residual electron density
maps reveals that a very small percentage of anthracene blades separated by a
long distance were dimerized (Kissel et al., 2014, supporting information). By
using a second, much shorter wavelength, full polymerization was achieved.
This example clearly shows the importance of the distance between the photo-
reactive centers.

Studies revolving around 2DPs from fullerenes already utilized diffuse scat-
tering to investigate the disorder of the monomer (Ravy et al., 1996; Launois
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and Moret, 2000) and an intermediate structure (Moret et al., 2004). Un-
fortunately, the obtained intermediate structure is incompatible with two-
dimensional topology because dimerization occurs across layers, which em-
phasizes the importance of obtaining a reactive packing in the monomer
crystal. Another study on fullerene 2DPs by Moret et al. (2000) shows that
multiple 2DP phases can coexist within the same particle.

2.4 Crystalline order and disorder

2.4.1 Definitions for crystals and X-ray diffraction

The International Union of Crystallography (IUCr) and its commissions are
the accepted authority regarding definitions in crystallography. Unlike in
chemistry, there exists no single reference publication which only contains ter-
minology but the IUCr maintains an online dictionary, where it collects the
definitions for the most commonly used terms. Additional papers regarding
definitions are published in irregular intervals, e.g. Trueblood et al. (1996). In
the following, some important definitions are summarized and contextualized
for this work.

An ideal crystal is obtained by the infinite repetition of identical structural
units in space. Any deviations from the ideal structure are called defects
or disorder. The real crystal describes a crystal structure in its entirety,
including all defects and disorder. The average structure or Bragg struc-
ture describes a crystal structure in terms of the average location of atoms,
the average deviations4 from the average location of atoms, and site occu-
pation factor (SOF)4 of those atoms of a given crystal and is represented by
the unit cell and its contents. The atomic arrangement within the unit-cell
is subjected to inversion, rotational and translational symmetry. Standard
diffraction experiments give access to the average structure through Bragg
scattering (Bragg and Bragg, 1913). However, information on the distribu-
tion of disorder is not obtainable via Bragg scattering. The local deviations
from the ideal and average crystal structure give rise to diffuse scatter-
ing (Welberry and Weber, 2015) during diffraction experiments, from which
further information on the real structure is obtained. Experiments which

4The average deviation and the site-occupation factors describe the average disorder.
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combine information from Bragg and diffuse scattering are called total scat-
tering experiments. A typical scattering experiment for structure refinement
measures the total scattering. However, in the case of moderate disorder, the
real structure is almost equivalent with the ideal and average structure and
contributions from the diffuse scattering are therefore negligible. In cases
with significant contributions from the diffuse scattering, two-body corre-
lations of the real structure are obtainable. Many-body correlations are not
obtainable from diffuse scattering (Welberry and Withers, 1991).

2.4.2 Types of disorder

Disorder can be present in any crystalline structure and has several aspects
(Welberry and Butler, 1994; Keen and Goodwin, 2015; Welberry and Weber,
2015). These aspects are the short-range order parameters (Cowley 1950a,
1950b), the Warren size-effect (Warren et al., 1951), thermal diffuse scatter-
ing (Debye, 1913; Waller, 1923) and Huang scattering (Huang, 1947). In the
following, these terms are explained and sorted into three broader categories5

which will be used throughout the rest of this work.

Substitutional disorder describes the exchange of an atom or a group of
atoms in a certain arrangement with an atom or a group of atoms with dif-
fering chemical composition or in a different arrangement. Note that exactly
one of the substitution’s participants can also be a void. The short-range
order parameters belong to this group.

Displacive disorder describes the local deviation of an atom or a group
of atoms from their average positions. That deviation is caused by either
thermal motion or static displacement leading to thermal diffuse scattering
or Huang scattering, respectively.

The size effect describes a local deviation of an atom or group of atoms
from their average positions caused by an atom or group of atoms that have
a different local space requirement than the average structure provides for
them. The Warren size-effect belongs to this group.

In the average structure, the average substitutional disorder is contained
in the SOFs. The average displacive disorder is the space-time average of

5Equation 2.2 to Equation 2.5 later in this chapter are the foundation for these broader
categories as they do not descriminate between a single atom or group of atoms.
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static and thermal displacements and expressed by the atomic displacement
parameter (ADP). The size effect also contributes to the ADPs.

2.4.3 Properties derived from disorder

Disordered materials are encountered regularly in everyday life. For example,
doping, the intentional introduction of disorder, of silicon forms the basis for
all modern semiconductor materials. The majority of colorful gemstones rely
on similar concepts to obtain their color (Nassau, 1978, 1983). In a more
scientific context, Prussian blue has many applications in electro-chemistry
(Neff, 1978) which rely on the disorder of cyano groups. Also, some ferroic
materials function (Coates et al., 2018) because of the disorder. In protein
crystals, disorder and diffuse scattering is common (de Klijn et al., 2019). It
is worth noting that the vast majority of studies on disorder is done using
crystalline powders and that many synchrotron radiation facilities have ded-
icated beamlines for these experiments. However, recent advancements in
instrumentation, computing power and methodology made diffuse scattering
studies of single-crystals more and more common (Sangiorgio et al., 2018;
Paściak et al., 2019).

2.4.4 Three-dimensional difference pair-distribution function

Pair-distribution function (PDF) analysis uses vector pairs between objects
to describe a structure. PDF analysis has become a standard method in crys-
tallography and materials sciences to investigate disordered materials (Young
and Goodwin, 2011) but it is limited to crystalline powders and nano parti-
cles. The PDF method averages across all spatial directions, therefore only
the magnitude of vectors between pairs is available and directional informa-
tion is lost. Typically, the total scattering pattern is used for modeling and
analysis (Billinge, 2019).

An extension of the PDF method is the three-dimensional difference pair-
distribution function (3D-∆PDF) method (Weber and Simonov, 2012; Si-
monov et al., 2014a; Welberry and Weber, 2015) which extends the PDF
theory to single-crystals. A major advantage of the 3D-∆PDF method is
that it preserves direction and magnitude of vectors between pairs which al-
lows to resolve structures of greater complexity. Unlike standard PDF, only
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the diffuse scattering is used for modeling. Therefore, the 3D-∆PDF de-
scribes the real-structure properties as pair-correlations and highlights how
the real-structure pair-correlations differ from the average structure pair-
correlations.

In the following, the mathematical relation between diffuse scattering and the
3D-∆PDF is presented, which was developed by Weber and Simonov (2012).
In general, diffuse scattering arising from disorder (Welberry and Butler,
1994) is described as
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∑
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(2.2)

which is a summation over the atom pairs consisting of type s and t and over
all unique interatomic vectors lmn. The number of atom pairs in the crystal
is described by N . The relative concentrations of a given atom type are given
by cs and ct. The parameters fs and ft refer to atomic or molecular scattering
factors with the asterisk denoting the complex conjugate. The value αstlmn
is Cowley’s short range order parameter (Cowley, 1950a). Relative atomic
displacements are defined by Xst

lmn, Y st
lmn and Zst

lmn with terms containing ∞
in their subscript indicating that the average is taken for uncorrelated atoms,
i.e. separated by large distances. Angle brackets refer to the averages over
all atom pairs N with the same site separation. Equation 2.2 is expressed in
terms of pair correlations as
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(2.3)

which is the summation over all atomic pairs st in the unit cell obtained from
the average structure and all further correlated lattice vectors Ruvw. The
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joint probability pstuvw describes the likely hood to find an atom s separated
from an atom t by the vector Ruvw+rst, i.e. the vector R between individual
unit cells (u, v, w ∈ Z), modified by rst which represents the separation within
the average unit cell. The sum of the vectorsRuvw and rst is equivalent to lmn
from Equation 2.2. The difference of the real and average distance between
the atoms s and t separated by Ruvw + rst is expressed by ustuvw while us
and ut are the independent displacement distributions of these atoms. Angle
brackets denote space-time averages.

The Fourier transform of Equation 2.3 yields the 3D-∆PDF map as

P∆(x) =

crystal∑
Ruvw

cell∑
st

[
pstuvw

〈
δ
(
x− ustuvw

) 〉
− csct

〈
δ (x− us)

〉
∗
〈
δ (x− ut)

〉]
∗ ρs(x) ∗ ρt(−x) ∗ δ (x−Ruvw − rst)

(2.4)

with
〈
δ (x− us)

〉
and

〈
δ (x− ut)

〉
describing average atomic displacement

distributions while
〈
δ (x− ustuvw)

〉
is the joint probability density distribu-

tion that describes the deviation of real interatomic vectors from average
interatomic vectors. ρs and ρt are atomic or molecular scattering densities.
The asterisks represent convolution operations, which make computation in-
efficient. It is easier to remain in reciprocal space.

If the atomic displacements are assumed to be harmonic, Equation 2.3 is
approximated by

ID(h) =

crystal∑
Ruvw

cell∑
st

[
pstuvw exp

(
−hTβstuvwh

)
exp

(
i2πhūstuvw

)
− csct exp

(
−hT (βs + βt)h

)]
× fs(h)f ∗t (h) exp

[
i2πh (Ruvw + rst)

]
(2.5)

where βstuvw quantifies the joint probability displacement density of the real
structure for the atom pair st while βs and βt are the dimensionless displace-
ment parameters obtainable from the average structure. The size effect is
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2.4 Crystalline order and disorder

expressed by ūstuvw. The superscript T indicates the transposition. P∆(x) in
the harmonic approximation is obtained by the Fourier transform of Equa-
tion 2.5.
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3 The Kory-monomer and its crystal structures

For this study, the crystals obtained from the monomer described by Kory
et al. (2014b) are used to investigate polymerization and depolymerization
propagation. This chapter is intended to familiarize the reader with the av-
erage structure at various stages during polymerization. Understanding the
average structure forms the basis for the detailed analysis required to un-
derstand the polymerization and depolymerization mechanisms. With the
exception of Section 3.8 and unless otherwise noted, all structural informa-
tion is exclusively derived from the study of Kory et al. (2014b). Additional
details on the average structure obtained during this study are given in Sec-
tion 5.1.

3.1 Monomer and solvent molecules

Figure 3.1a depicts the utilized monomer molecule and Figure 3.1b the sol-
vent molecule 2-cyanopyridine (2cpy) which is incorporated into the monomer
and polymer crystal structures. The monomer features two triazine cores in
a double-decker arrangement that are connected via oxygen bridges to three
anthracene blades. These blades provide the functionality for the photo-
chemical reaction which yields the corresponding anthracene dimers through
a [4 + 4]-cycloaddition, Figure 3.1c. This product can undergo cyclorever-
sion at elevated temperatures, or by using a shorter wavelength compared to
polymerization, Figure 3.1c.

3.2 Monomer crystal structure model

The monomer crystal structure, which is described in space group R3, is re-
markable in that it can be viewed as a columnar and a layered structure at
the same time. In the column view, the monomer molecules are arranged on
top of each other along the c-axis, Figure 3.2a. Isolated columns belong to
the subperiodic rod group p 3 (Kopskỳ and Litvin, 2010), where each column
contains three symmetry-independent molecules. The monomer molecules
are not equidistantly spaced from each other, with the largest of the three
gaps being filled with disordered, sandwiched 2cpy molecules. The solvent’s
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3. The Kory-monomer and its crystal structures

Figure 3.1: Chemical structures of (a) the monomer molecule developed by
Kory et al. (2014b) and (b) the solvent 2-cyano-pyridine used for crystalliza-
tion. (c) Two anthracene moieties undergo a thermally reversible photochem-
ical reaction when placed face-to-face to each other. For clarity, hydrogen
atoms are omitted in all structure drawings. Reproduced with permission
from Hofer et al. (2018).

disorder is described by a three-fold symmetry-compatible excentric rota-
tion.

In the layer view, the molecules are arranged parallel to the ab-plane, Fig-
ure 3.2b, and the three symmetry-independent monomer molecules follow the
layer group symmetry p3 (Kopskỳ and Litvin, 2010). Two of them assume
the role of monomers, while the third serves as a template, which, in contrast
to the monomer, is embedded upside down, i.e. it has a different sense of ro-
tation. Symmetry-independent monomers have their triazine rings twisted
against each other in opposite directions by about 8◦ and have different envi-
ronments. The first is surrounded by solvent molecules (further referred to as
MS, shown in blue color in all figures) and the second by template molecules
(further referred to asMT , depicted in green). The packing allows anthracene
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3.2 Monomer crystal structure model

Figure 3.2: (a) Structure drawing of the monomer’s column aspect. The
sequence within the unit cell from top to bottom is MT , MS, template and
solvent molecule. Note that the molecules are perfectly aligned along the
threefold axis, which is in contrast to the impression left by the projection
of the anthracene molecules. (b) Structure drawing of the monomer’s layer
aspect. MS is located at the unit cell’s vertices, MT in the left half and the
template in the right half of the unit cell. The solvent molecule is located
aroundMS. (c) Drawing of the full monomer crystal structure. (d) Structure
drawing of the polymer’s column aspect. The sequence within the unit cell
is from top to bottom PT , PS, template and solvent molecule. (e) Structure
drawing of the polymer’s layer aspect. PS is located at the unit cell’s vertices,
PT in the left half and the template in the right half of the unit cell. The
solvent molecule is located around PS. (f) Drawing of the full polymer crystal
structure. Modified with permission from Hofer et al. (2018).

22



3. The Kory-monomer and its crystal structures

blades of adjacent monomers to face each other within the critical Schmidt
distance (Schmidt, 1971) for photodimerization which forms reactive centers.
The pores created by monomer and template are filled with 2cpy molecules
that are upright with respect to the ab-plane and are partially disordered.
Combining column and layer aspect to the whole crystal structure, the layers
are stacked in an ABC fashion, Figure 3.2c.

Monomer and template molecules are described in point group 3, which is
against the expectation coming from quantum chemical computations (Kory
et al., 2014a): The conformation with the lowest energy, which coincidentally
is also a desired conformation for two-dimensional polymerization, is undis-
torted and has point symmetry 6̄, but molecular distortions such as tilted
blades and twisted cores reduce the symmetry. Kory et al. (2014a) could
identify structures with the high-symmetry conformation, but the packings of
these structures were not suitable for two-dimensional polymerization.

3.3 Partially polymerized crystal structure model

Photopolymerization gradually establishes the connectivity of MS and MT .
By removing the crystals from the triggering light source before full con-
version is reached, stable and X-ray hard intermediate states between the
monomer and the polymer structure are obtained. In the average structure,
the monomer and polymer sub-structures are superimposed and are described
in space group R3. Intermediate states are characterized by their conversion
ratio (C̄n) which is the ratio of anthracene dimers formed with respect to
the maximum achievable number of anthracene dimers. Kory et al. (2014b)
presented one partially polymerized crystal structure model (C̄n = 0.33) with
lattice parameters larger than the monomer’s. Polymerization can be contin-
ued from any intermediate state all the way to full conversion to eventually
obtain a 2DP crystal. Despite extensive atomic movements and further in-
creased lattice parameters, the single crystal stays essentially intact.

3.4 Polymer crystal structure model

Eventually, all three functional groups of a particular monomer have reacted
and the term monomer is no longer applicable. The result is a layered 2DP
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3.6 Partially depolymerized crystal structure model

crystal, which is still described in space group R3. The former monomers
are of course still recognizable as moieties in the resulting 2DP. For the
structural description, it is helpful to verbally and visually distinguish the
moieties’ two different conformations that now form the 2DP sheet by re-
ferring to the moiety formed from MS as PS and the one from MT as PT .
No dimerization involving the template occured. Worth noting is that PS
and PT are both smaller by about 0.29Å along the c-axis compared to their
monomer counterparts, because of the kink introduced in the anthracene
blades by photodimerization. They essentially maintain their sizes in the
other two dimensions.

As a consequence of the lateral bond formation, the previously introduced
individual columns do no longer exist as such once polymerization has fin-
ished. For structural description and comparison, the former columns are
conceptually recovered by visually reducing the 2DP to its moieties PS and
PT , Figure 3.2d. Each column comprises PS, PT , the template and the ap-
parently unchanged sandwiched 2cpy. The rod group p 3 is maintained, but
the distances between template, PS and PT have changed compared to the
monomer crystal.

The layer view shows a single 2DP sheet, Figure 3.2e, which is still described
in layer group p3. The name-giving environments of MS and MT still exist
around PS and PT . During polymerization, the upright 2cpys have partially
reoriented themselves. Figure 3.2f shows the crystal structure with the com-
bined column and layer aspects, where the sheets stack in an ABC fashion
similar to the monomer structure.

3.5 Annealed polymer crystal structure model

Kory et al. (2014b) also presented the structure of a polymer crystal which
had been annealed at 60 ◦C and is described in space group P31, which is
a subgroup of R3. The symmetry reduction was introduced by tilting PS,
PT and the template with respect to the ab plane. Interestingly, the cell
parameters differ significantly from the un-annealed polymerized structure,
with the a-axis being larger and the c-axis being smaller by about 0.1Å and
1.2Å. Furthermore, the sandwiched 2cpys are completely delocalized and
very weak additional reflections of undetermined origin appear.
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3. The Kory-monomer and its crystal structures

3.6 Partially depolymerized crystal structure model

After three days of heat treatment at 453 K, the annealed polymer structure
was partially depolymerized to C̄n = 0.40 which is comparable to the par-
tially polymerized structure. The original space group R3 is recovered and
the molecular arrangement is similar to the partially polymerized structure.
Also, the previously delocalized 2cpys reappear at their original positions.
However, the unit cell parameters differ significantly from the partially poly-
merized structure. The a-axis larger and the c-axis is smaller when compared
to the partially polymerized crystal structure.

3.7 Fully depolymerized crystal structure model

Complete depolymerization was achieved after 21 days of heat treatment at
453 K. The molecular arrangement and unit cell parameters are comparable
to the pristine monomer structure. The only major difference is that the
ADPs of the depolymerized crystal structure are about two to three times
larger than in the original monomer structure.

3.8 The rhombille tiling

Understanding and visualizing the distribution of reactive centers within a
layer is essential when studying the growth mechanism. For this purpose, the
rhombille tiling is introduced for simplification. The monomer substructure
will be used as an example for constructing the rhombille tiling, Figure 3.3a.
The reactive centers of the monomer structure are located at the lattice points
of a Kagome lattice. These lattice points are visualized by either a point
lattice, with each reactive center located on a lattice point (Figure 3.3b),
or a lattice graph, where each reactive center is located at an intersection
of the mesh (Figure 3.3c). These are equivalent constructions and can be
transformed into each other. Through a Voronoi decomposition of the former
or a dual tiling transformation of the latter, the rhombille tiling is obtained
(Figure 3.3d). Each rhomb is used to describe a property of the site in the
crystal structure where the rhomb is located, e.g. whether the two anthracene
blades located at that site have reacted or not. When considering the three-
dimensional distribution of the reactive centers, they can be arranged on
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3.8 The rhombille tiling

Figure 3.3: Construction of the rhombille tiling. Starting with (a) a single
layer of the monomer, reactive centers are represented by constructing either
(b) a point lattice or (c) a lattice graph. Note that the point lattice and
lattice graph can be transformed into each other. (d) shows the rhombille
tiling where each reactive center is represented by rhomb. It is derived by
either applying a Voronoi decomposition to the point lattice or by forming
the dual tiling of the lattice mesh. Solvent molecules omitted for clarity.

four plane-parallel sets of Kagome-lattices, one within the layer and three,
distorted lattices out of the layer connected via the threefold symmetry.

Using the rhombille tiling, several geometric and topological relations be-
tween rhombs, and therefore of the overall structure, are derived. For this
purpose a reference point is required. Figure 3.4a shows the distribution of
geometric neighbors with the reference point being a dimer in the center. All
rhombs with the same geometric distance from the center belong to the same
neighborhood. Figure 3.4b shows the topological neighborhoods with respect
to a dimer in the center. Rhombs are grouped into the same neighborhood
if it takes an equal number of steps to reach the center along the shortest
path via edge-connected rhombs. By comparing geometric and topological

26



3. The Kory-monomer and its crystal structures

Figure 3.4: Geometric and topological properties of the rhombille tiling in
relation to a specific rhomb, here the center rhomb. (a) shows the neigh-
borhoods grouped by geometric and (b) by topological distances. Solvent
molecules omitted for clarity.

distances, it is clear that rhombs belonging to the same geometric neigh-
borhood do not necessarily belong to the same topological neighborhood and
vice versa. As a result, just knowing the order of either neighborhood is insuf-
ficient to describe the relationship with the reference rhomb and its relations
to its surrounding rhombs.
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4 Materials, experiments, software and model-
ing

4.1 Diffraction experiments and photo-reactions

4.1.1 Crystal shapes and appearance

The monomer crystal is of brownish to yellowish color which turns to pale
yellow upon polymerization. The morphology is derived from a rhombohe-
dron as shown in Figure 4.1a. However, these rhombohedra are very often
frustum truncated parallel to the ab-plane, Figure 4.1b. For the system in-
vestigated, the threefold axis of all crystal structures runs parallel to the
threefold axis of the crystal shapes leading to a very broad size distribution
of obtainable sheets, Figure 4.1c. Furthermore the occurrence of cleavage
plains in the monomer and in the polymer parallel to the ab-plane, i.e. par-
allel to the 2DP-sheets, are common, Figure 4.2. However, these cleavage
planes do not hinder structure analysis. Occasionally, cracks across layers
are observed, Figure 4.2a, which would further limit the size of obtainable
sheets.

4.1.2 Photopolymerization

Photopolymerization was carried out with a custom-made light reactor with
a wavelength of 465 nm. This wavelength was chosen because it is in the
tail-end of the absorption spectra of anthracene (Bouas-Laurent et al., 2000;
Kory et al., 2014b). Tail-end irradiation (Novak et al., 1993; Enkelmann
et al., 1993) allows for a more homogeneous light distribution within the
crystal during irradiation because of the reduced light absorption. The light
reactor was placed in a fridge to cool the high-powered LEDs and to protect
the eyes from the intense light. A dry run of the photo-reactor, where a
thermometer was placed at the point where the crystals would be, showed
that the temperature never exceeded 298 K. As outlined in Section 2.2.3,
polymerization of any crystal was done step-wise in order to investigate the
intermediate steps. During polymerization, crystals were attached to the
sample holders which were also used for diffraction experiments.
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Figure 4.1: Schematic drawing of the typically encountered crystal morpholo-
gies which were either shaped like (a) a rhombohedron or (b) frustum trun-
cated rhombohedron. (c) shows how differently sized and differently shaped
2DPs sheets are obtained from the single-crystal shown in (a).

4.1.3 Thermal depolymerization

A common furnace at a temperature of 453 K was used to achieve depoly-
merization, which was the same temperature as used by Kory et al. (2014b).
No temperature ramps were used for either heating up or cooling down the
crystal. Similar to polymerization, depolymerization was also done step wise,
as outlined in Section 2.2.3, to investigate the intermediate states. For prac-
tical reasons, crystals had to be detached from the sample holders used for
diffraction experiments during thermal depolymerization.

4.1.4 Used crystals and handling

To learn about the reproducibility of structural properties within and across
batches, several samples were investigated. Three crystals, CI1 , CI2 and
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4.1 Diffraction experiments and photo-reactions

Figure 4.2: (a) scanning electron image of monomer single-crystal (high-
lighted in yellow) and (b) optical microscope image of a polymer single-
crystal. Both images show clearly the rhombohdral-shape and cleavage
plains, with (a) showing additional cracks in the crystals which cut across
multiple 2DPs sheets. For demonstration purposes, crystals with an atypical
large number of cleavage planes are shown. Scanning electron image provided
by Gabriele Pagani.

CI3 , were measured with in-house instruments, while three additional crys-
tals, CS1 , CS2 and CS3 , were used in synchrotron experiments. The crystals
for the in-house and synchrotron experiments were obtained from different
crystallization batches. The only difference between these batches is that the
latter introduced a higher number of recrystallization steps.

Table 4.1 summarizes the number of used crystals, their dimensions, mea-
surement conditions and the deposition numbers of the average structures in
the database of the Cambridge Crystallographic Data Center . All crystals
were of frustum-truncated rhombohedral shape and chosen by their clarity
and sharpness of their Bragg reflections obtained from pre-experiments. The
repeated mounting and dismounting of the crystals for thermal depolymer-
ization led to the loss of CI2 and CS3 . CI3 was used to complete the
polymerization-depolymerization cycle of CI2 and was lost after the experi-
ments were finished.

Regardless of the experiment, all crystals were handled under red light when-
ever possible to prevent accidental and uncontrolled polymerization and mea-
sured with instruments that were shaded from ambient light. However, when
investigating the change in C̄n of a separate crystal which was deliberately
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Table 4.1: Summary of used crystals. Reproduced with permission from
Hofer et al. (2018).
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CI1 250× 200× 200 100 × × 1531119 to 1531128 10
CI2 220× 200× 170 298 × × 1531135 to 1531153 19
CI3 200× 180× 180 298 × 1531129 to 1531134 6
CS1 600× 350× 350 100 × × 1531155 to 1531162 8
CS2 700× 400× 350 100 × × 1531163 to 1531169 7
CS3 600× 200× 200 100 × × 1531170 to 1531175 6

exposed to ambient light of fluorescence lamps and sunlight for two days, no
conclusive evidence of polymerization by the ambient light was found.

4.1.5 Single-crystal X-ray diffraction experiments

In-house experiments were done with an Oxford Diffraction Xcalibur single-
crystal diffractometer in κ-geometry. It was equipped with a conventional
sealed tube and MoKα radiation was selected using a graphite monochro-
mator. The scattered X-rays were detected with a tappered ONYX CCD
detector. Data sets from CI1 were collected at 100 K, but equipment failure
only allowed for room temperature experiments with CI2 and CI3 . Note
that the equipment failure only affected the temperature of the diffraction
experiments, but did not have any impact on the polymerization and de-
polymerization conditions. The synchrotron measurements were done at the
Swiss-Norwegian Beam Lines at the European Synchrotron Radiation Facil-
ity, which was equipped with a dipole bending magnet. The monochromatic
beam (λ = 0.693 5Å) was focused on the sample. Bragg data sets were col-
lected at 100 K as 360◦ ϕ-scans with step-size of 0.1◦ and recorded with a
DECTRIS Pilatus 2M pixel detector (Henrich et al., 2009). Diffuse scattering
was collected with the same physical set-up, but with a ten-fold increased
exposure time and four 360◦ ϕ-scans with a step-size of 0.1◦. In total, 56
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data-sets Bragg data sets and 21 data-sets diffuse scattering data sets were
collected.

4.2 Software

4.2.1 The Yell program

The Yell program is the first general-purpose implementation of the 3D-
∆PDF method (Simonov et al. 2014b, 2014c) and therefore quintessential
for this work. The program is designed to model and simulate the diffuse
scattering and the 3D-∆PDF function of any desired structure. It uses the
Levenberg–Marquardt algorithm to refine model data against measured data.
Modeling is accomplished by utilizing the three basic types of disorder (dis-
placive disorder, the size-effect and substitutional disorder) to build models
of any complexity. The used Yell version was 1.2.1 which had to be recom-
piled against CentOS Linux (release 7.5.1804) to make it functional on ETH’s
computing cluster (EULER).

4.2.2 Self-written programs and scripts

Due to the novelty of the 3D-∆PDF method and Yell to investigate diffuse
scattering, completely standardized workflows and software pipelines for data
processing and evaluation are only partially developed. Problem-specific
scripts were written in the Python programming language (van Rossum,
1995), version 3, extended by numpy (Oliphant, 2006; Van Der Walt et al.,
2011) and scipy (Oliphant, 2007; Millman and Aivazis, 2011) run from the
Ipython (Pérez and Granger, 2007) and JupyterNotebook (Kluyver et al.,
2016) platform, and bash version 3.2.57 (Foundation, 2019) programming
languages to bridge processing gaps and to perform data analysis. For data
processing, the scripts had to handle data transfer between individual pro-
grams and semi-automation of these programs. Scripts for data evaluation
were written from scratch. They performed tasks such as consistency checks,
mathematical conversions as well as simulations.
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4.2.3 Third-party software

Data reduction, solution and refinement
Data reduction was done with CrysalisPro (Agilent, 2015) for in-house and
synchrotron experiments, the latter requiring preprocessing with the SNBL
Toolbox software (Dyadkin, 2015) and the FabIO toolkit (Knudsen et al.,
2013). The OLEX2 (Dolomanov et al., 2009) software suite was used as a
working environment and structures were solved using the charge-flipping
algorithm (Oszlányi and Süető, 2004) as implemented in superflip (Palatinus
and Chapuis, 2007). Structure completion was done by difference Fourier
analysis and structure refinement by least-squares fitting against intensities
using the program SHELXL (Sheldrick, 2015).

Reciprocal space visualizations and reconstructions
Inspecting and evaluation of raw data frames from measurements was done
using CrysalisPro (Agilent, 2015) and Albula (Volker, 2015). Reciprocal
space reconstructions for the average structure data-sets was performed in a
single step by using CrysalisPro. For diffuse scattering data-sets, the orienta-
tion matrix was determined with XDS (Kabsch, 1988, 2010), the reconstruc-
tion was be performed with Meerkat (Simonov, 2017). Finally, the results
were viewed with PDF Viewer (Simonov, 2016).

Structure and data visualizations
Structure drawings were made with CrystalMaker (Palmer, 2014). Data
analysis was done using OriginPro (OriginLab, 2015), PLATON (Spek, 2003,
2009), Vesta (Momma and Izumi, 2011) and the afore mentioned self-written
scripts.

4.3 Average structure modeling

4.3.1 Data reduction

Data reduction was straight forward for the in-house experiments, but the
occurrence of reflection splitting during the synchrotron experiments required
additional processing. Two types of reflection splittings were encountered,
one in the ω-direction and one in the 2θ-direction, with the later appearing
only during measurements which were concerned with the depolymerization
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of CS2 . Both types of reflection splittings were handled in the same way. If
the reflections could not be resolved, integration was done over both maxima.
When the reflections could be separated, the data was handled with the
multi-crystal approach as implemented in CrysalisPro, i.e. they were treated
as two separate crystals.

When the split reflections in ω direction could be resolved, their typical
intensities relative to the main reflections were below 10 %. The second
domain yielded quality indicators of Rint > 20 %, I/σ < 2 and completeness
� 100 % which did not allow usage structure analysis and only the better
data set was used. However, the unit-cell of the second phase could be
obtained and it yielded unit cell constants comparable to the main scattering
domain within the statistical errors, indicating that the second scattering
domain represents the same structure.

The observed reflection splitting during depolymerization in the 2θ-direction
gave much fewer insights. Furthermore, the splitting is much more com-
plex as additional peaks appear on both the low and high angle side of the
main reflections along c∗ with typical intensities of up to 15 % of the main
reflection. Indexation of these additional reflections using a multi-crystal
model as before failed completely and no information of the additional unit
cells could be obtained. Also, their distance to the main reflection increases
with increasing 2θ, therefore theses additional reflections are not satellite
reflections. Unfortunately, no further information could be obtained from
them.

4.3.2 Structure solution and refinement

All crystal structures were modeled in space group R3. Since the fully poly-
merized crystals were not annealed, transformation to the space group P31

as observed by Kory et al. (2014b) was not investigated.

Refinement of the intermediate structures posed some challenges. First,
only one average monomer and one average polymer state could be distin-
guished regardless of the anticipation that molecules having zero, one, two,
or three bonded anthracene blades. Corresponding local deviations from the
average monomer and polymer states were likely captured by the ADPs.
Second, the spatial proximity of the superimposed monomer and polymer
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in the average structure led to strong correlations between the ADPs and
SOFs. Resolving this problem was essential, since the SOFs directly affect
the degree of conversion, which is obtained from the average structure as
C̄n = SOFPolymer = 1− SOFMonomer.

The measurement series of CS1 was used to test multiple crystal structure
models with different constraints and restraints to monitor their influence on
the obtained ADPs and SOFs. The different structure models were evaluated
by their physical plausibility, crystallographic reliability indices (R-value)
and Hamilton’s R-test (Hamilton, 1965). Four models were tested.

(i) Refinement of the molecules with a rigid body model (Zucker and
Schulz, 1982; Schomaker et al., 1968) in the program Jana (Petříček
et al., 2014). This approach was unsuccessful because Jana did not
succeed in locating disordered atoms correctly and refining their SOFs.

(ii) All atoms of the monomer and polymer were described with anisotropic
ADPs, which in most cases yielded physically implausible ADPs. Only
the models with C̄n ≈ 0.50 gave reasonable results.

(iii) All atoms of the monomer and polymer were refined with isotropic
ADPs, which resulted in significantly higher R-values compared to
the other models.

(iv) Only the atoms of the perceived majority of either monomer or poly-
mer were modeled with anisotropic ADPs, while the ADPs of the mi-
nority were modeled isotropically. This approach yielded consistent
and reasonable results.

For the final data evaluation, model (iv) was used with the exception of data
sets where C̄n ≈ 0.50 for which model (ii) was used because it yields the
best R-value with physically plausible ADPs, presumably because monomer
and polymer phases are present in equal amounts. The largest observed
difference of C̄n between the different models is about six percentage points,
so the choice of model has only a small influence on the overall result. The
refinement of either the monomer or the fully polymerized crystal structure
posed no such problems and were modeled in analogy to model (ii).

Throughout this study, the 2cpy was modeled with two rotameric states
which differ by 180◦, i.e. the ring nitrogen atom is distributed with equal
probability over the 1- and 3-positions. The sandwiched 2cpy was disordered
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and modeled with a three-fold symmetry compatible excentric rotation. It
was found that the upright 2cpy is also disordered and modeled with chang-
ing orientations and SOFs. In the case of room temperature X-ray measure-
ments, none of the 2cpys could be properly located. Corresponding residual
electron densities were eliminated using the Squeeze algorithm (Rees et al.,
2005).

Although monomer and polymer crystal structures are both polar and chiral,
the Flack parameter (Flack and Bernardinelli, 2008) did not refine to an
accurate enough value to permit assumptions about the crystals chirality,
which is an expected result for light element structures.

4.4 Real structure modeling

4.4.1 Data selection

For modeling and refinement purposes, only a part of the data-sets that were
collected for real-crystal structure analysis was used because of time con-
straints. The selection of data-sets was based on the following three criteria.
First, all used data-sets should be from the same crystal in order to avoid
ambiguity originating from variations in crystal quality and batch quality.
Second, the recorded frames should have the highest quality possible. The
quality was evaluated on the basis of frames with high Bragg and diffuse scat-
tering intensities, negligible reflection splitting and a minimum of parasitic
scattering. Finally, the structure refinement results from the corresponding
average structures were also taken into account. They should be as good as
possible, because these results formed the basis for the real crystal structure
model. The data-sets from CS1 fit these criteria best and were therefore
selected, despite some minor reflection splitting. Due to time constraints,
however, it was only possible to evaluate three data sets from CS1 , with
conversion ratios of 0, 0.22 and 0.44, respectively.

4.4.2 Data reduction

During the measurements, the almost ubiquitous air scattering and scattering
from the sample holder was also recorded. This provided a challenge because
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background correction for diffuse scattering data is a non-standard prob-
lem. This was counteracted by collecting empty frames, i.e. by measuring an
empty sample holder under the same conditions as for a proper measurement.
The average of all empty frames yielded the background frame. This frame
was normalized to the flux of each data frame and then subtracted from each
data frame. However, there was still a residual convex and concave back-
ground afterwards. One of the sources of the former is most likely caused by
more resin on the crystal than during the actual background measurement or
uncorrelated disorder, while the latter was most likely caused by Compton
scattering.

The three-dimensional reciprocal space reconstruction with meerkat included
symmetry averaging according to Laue group 3̄. Removing the Bragg reflec-
tions and gaps in the detected areas was done by applying weights to each
voxel, where all Bragg positions and detector gaps where assigned with a
weight of zero and all other voxels with unit weights.

4.4.3 Refinement strategy

As the refinement of diffuse scattering in Yell is computationally expensive,
several technical measures were taken to reduce wall-clock computation time
as much as reasonable possible. As explained below, there were four main
factors that contributed to the reduction in computing time.

First, the voxel size of the reciprocal space data against which the model was
refined, was chosen to be 0.2 × 0.2 × 0.2 units of hkl with 210 × 210 × 310

voxels. This size kept memory consumption low while preserving the details
of diffuse scattering. In addition, this size ensured that all significant signals
in the PDF space were sufficiently resolved. The selected values covered the
reciprocal space between −21 ≤ h < +21, −21 ≤ k < +21, and −31 ≤ l <

+31, which is about three indices less in each direction than recorded. The
truncation removed areas that were not covered by the detector or did not
contain significant amounts of diffuse scattering. This made it possible to
cover the PDF space within the −2.50 ≤ u ≤ +2.48, −2.50 ≤ v ≤ +2.48

and −2.50 ≤ w ≤ +2.48 limits, which was sufficient to reslove all observed
features.
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Second, the final model would have initially required the calculation of about
400 000 atom pairs, but this number was drastically reduced by the introduc-
tion of molecular form factors6, which are an undocumented feature in Yell.
Instead of modeling each individual atom, groups of atoms that behave like
a rigid body are regarded as a unit with its own form factor. While molec-
ular form factors require increased computational effort at the beginning of
refinement, they reduced the number of pairs required to about 1 200, which
shortens the computation time in the long run. The drawback of using molec-
ular form factors is that the used version of Yell only allowed translations but
not librations of molecular scatterers. That was initially thought to be prob-
lematic for the template molecule because the template’s ADP suggested a
crescent-type displacement which would have required librations. However,
an atomistic model showed that there are no significant differences within
the given displacement magnitudes in the diffuse scattering when modeling
the displacement with a linear approximation versus a true libration.

Third, Yell ’s approximate method for calculating the diffuse scattering was
used, which offers a speed improvement by reducing accuracy (Simonov et al.,
2014b). It is based on a variation of the fast Fourier transform algorithm
developed by Sayre (1951) and Ten Eyck (1977) for structure factor cal-
culations. For that purpose, the interatomic vector between an atomic or
molecular pair is split into two components. The first is the grid component
and describes the 3D-∆PDF densities that can be resolved in the data. The
second is the residual component, which is the difference between the 3D-
∆PDF densities of the original vector and the grid component. A sampling
box is assigned to the grid component and the Fourier transform is applied
to the contents of the sampling box. The result is multiplied by the residual
component and a phase factor that takes possible shifts in the grid compo-
nent into account (Simonov et al., 2014b). This procedure is applied to all
vector pairs and the sum of the results yields the 3D-∆PDF, from which the
diffuse scattering is obtained via the inverse Fourier transform. The size of
the sampling box is a critical parameter for this calculation method as all
atoms of a molecular scatterer should fit inside the box. If it is too small,
artifacts and refinement errors are introduced and if it is too large, comput-
ing time savings will be insignificant. Additionally, its edge length should be

6Molecular form factor is a term to describe a group of atoms that behave like a rigid
body, regardless of chemical bonding.
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a power of 2 to maximize the speed gain. The final size of 64 pixels (about
30Å) was chosen based on the knowledge of size of the molecular scatterers
and through trial and error as artifacts were observed when using smaller
box sizes.

Finally, the used version of Yell is limited in memory allocation to 16 GB.
The refinement of the complete model requires the least-squares algorithm
to fit all of the about 4 000 model parameters, which consumes about 500 GB

of memory when all parameters are optimized at the same time. This hard
constraint forced the division of the model into multiple blocks so that only
a subset of the 4 000 parameters were refined together. They were divided
in up to 43 subsets which allowed the use of multiple computation nodes on
EULER to achieve a quasi-parallelization of the refinement. Choosing these
subsets was based on the proximity of signals in PDF-space and some trial
and error. As a rule of thumb, parameters referring to 3D-∆PDF signals
close together were refined in the same block in order to recognize numerical
correlations. However, the hard 16 GB memory constraint made this occa-
sionally impossible, because the number of parameters influencing signals in
relative close proximity to each other would have exceeded the memory limit.
Choosing the wrong parameters for a block can lead to overfitting of param-
eters or artifacts. Although several blocks could be refined simultaneously
on EULER, numerical correlations across blocks could not be resolved. In
order to find numerical parameter correlations across blocks, the parameters
per block were changed after each full refinement cycle.

While these measures entailed several simplifications and limitations, they
reduced the wall-clock computing time by about one to two orders of mag-
nitude. This allowed for 10 to 15 least-squares iterations per refinement to
run within 16 hours on EULER to refine all model parameters. Around 25

refinement cycles for each investigated degree of conversion were required to
achieve convergence of the least-squares fit.

4.4.4 Model design principles

The technical limitations described in the last chapter as well as some practi-
cal considerations had to be taken into account when creating the real crystal
structure model and are explained in this chapter.
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Background correction for diffuse scattering data is still a non-standard and
non-trivial problem, because, unlike Bragg scattering, diffuse scattering is
not restricted to integer positions in reciprocal space, which makes the sep-
aration of diffuse scattering and the background difficult. An additional
dummy atom was added and the background was modeled as uncorrelated
disorder. Uncorrelated substitutional disorder and uncorrelated displacive
disorder of this dummy atom in the zeroth neighborhood modelled the con-
vex and concave part of the background, respectively. The magnitude of each
uncorrelated disorder was refined against the data and yielded a good fit of
the residual background.

Two different kinds of molecular scatterers were defined for modeling disor-
der, one for displacive and one for substitutional disorder. For displacive
disorder, the molecular scatterer was defined as the asymmetric unit of
the monomer molecules and their polymerized counterparts, as seen in Fig-
ure 4.3a, b. In the context of this work, the asymmetric unit of the monomer
molecule will be referred to as blade and the asymmetric unit of the poly-
merized counterpart will be referred to as half-dimer. A total of five such
molecular scatterers were required, one each for MS, MT , PS, PT and the
template. Molecular scatterers for substitutional disorder were defined by
combining either two blades or two half-dimers directly opposite each other,
Figure 4.3c, d. In the context of this work, these structural units will be
referred to as blade pair and dimer, respectively. Two such molecular scat-
terers were required, one for the monomer and one for the polymer substruc-
ture.

Using molecular scatterers imposed some additional restrictions on the mod-
eling process. Rotational and inversion symmetry operations for molecular
scatterers are not implemented in the used Yell version and had to be im-
plemented by hand. Each molecular scatterer required the definition of a
molecular displacement parameter (MDP). These were calculated from the
average structure by using SHELX (Sheldrick, 2015) through constraining
the ADP matrices of all atoms belonging to the same blade or half-dimer to
be equivalent. The polymer substructure of the data-set with a C̄n of 0.22

was modeled with isotropic MDPs in the average structure rather than with
anisotropic MDPs as all other substructures. However, it was implemented
in Yell with anisotropic MDPs in order to fully model the interactions with
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Figure 4.3: Two conceptual subdivisions of the monomer and polymer struc-
tures to model and understand the occurring disorder. For the first type of
substitution, the asymmetric units ofMS,MT , and the template are used and
referred to as blade, shown exemplary for (a) MS. Similarly, the asymmetric
units of PS, PT are used and referred half-dimer, shown exemplary for (b)
PS. For the second type, two directly neighboring asymmetric units of dif-
ferent (c) monomers and (d) their polymerized counterparts were combined
for usage, referred to as blade pair and dimer. Note that these two units also
form the basis of the rhombille-tiling representation, see Section 3.8.

its neighbors. Finally, distortions within a molecular scatterer could not be
modeled.

Displacive disorder could be modeled up to the third neighbor inside and
outside the layer, which puts the longest interatomic vectors into the range
of 40 to 45Å which is in agreement with the observed 3D-∆PDF densities.
Substitutional disorder was modeled up to a subset of the third topological
neighbors with the shortest geometrical distances within the layer. Substi-
tutional disorder across layers was observed and modeled only in directly
adjacent layers, i.e. in layers directly above and below. Within these layers,
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correlations were modeled up to the second topological neighbor moieties,
with the longest interatomic vectors ranging from 25 to 30Å. No significant
contributions from the size effect or the solvent molecules were found, and
therefore neither was included in the model. Displacive and substitutional
disorder were modeled with two fundamentally different strategies which are
described in detail in Section 4.4.5 and Section 4.4.6.

None of the solvent molecules was included in the final model, since the
first Yell models showed that their contributions to the total diffuse scatter-
ing intensities were several magnitudes weaker than the contributions of the
monomer molecules and their polymerized counterparts.

4.4.5 Displacive Disorder

Displacive disorder is the concerted movement or the absence thereof between
a pair of blades, half-dimers or combinations thereof. The theory is similar
to normal mode analysis (Cyvin, 1968) and is put into context for diffuse
scattering analysis in the following paragraphs. Understanding displacive
disorder requires the knowledge of the mean fluctuations Uij of each of the
pair’s members, i.e. the average displacement of a moiety from the ideal
position. U is a symmetric, positive definite matrix obtained via Bragg
scattering from standard X-ray experiments and is defined as

Uij = 〈uiuj〉 =

〈δx2
i 〉 〈δxiδyj〉 〈δxiδzj〉

〈δy2
i 〉 〈δyiδzj〉

〈δz2
i 〉

 =

U11 U12 U13

U22 U23

U33

 (4.1)

where ui and uj denote small displacements for the average positions along
a given axis. The terms in angle brackets denote time and space averages.
The ellipsoid of joint atomic displacement between two moieties A and B is
described by

SABij =
〈 (
uAi − uBi

) (
uAj − uBj

) 〉
= 〈uAi uAj 〉+ 〈uBi uBj 〉 − 〈uAi uBj 〉 − 〈uAj uBi 〉

(4.2)
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where uA and uB are displacements for moiety A and B of the two correlated
sites. Similar to Equation 4.1, the joint displacements can be expressed as
covariance matrix by

UAB
ij = 〈uAi uBj 〉 =

〈δxAi δxBj 〉 〈δxAi δyBj 〉 〈δxAi δzBj 〉〈δyAi δxBj 〉 〈δyAi δyBj 〉 〈δyAi δzBj 〉
〈δzAi δxBj 〉 〈δzAi δyBj 〉 〈δzAi δzBj 〉


=

UAB
11 UAB

12 UAB
13

UAB
21 UAB

22 UAB
23

UAB
31 UAB

32 UAB
33


(4.3)

where UAB is the correlated displacement covariance between moiety A and
B. The UAB matrix needs to be neither positive definite nor symmetric.
Using Equation 4.1 and Equation 4.3 to simplify Equation 4.2 yields

SABij = UA
ij + UB

ij − UAB
ij − UAB

ji (4.4)

which is the notation used henceforth. Note that SABij is derivable from
Equation 2.5 through the term βABuvw as

βABuvw = 2π2a∗i a
∗
jS

AB
ij (4.5)

where a∗i and a∗j are the lengths of the corresponding reciprocal space vectors.
Although it would be desirable to obtain UAB, diffuse scattering gives only
access to the SABij matrix. When rearranging Equation 4.4, it is obvious that
only the symmetric part of UAB is unambiguously recovered. For the diagonal
elements of UAB this is achieved by rearranging Equation 4.4 to

UAB
ii =

UA
ii + UB

ii − SABii
2

(4.6)

which uniquely provides all diagonal elements UAB
ii . However, rearranging

Equation 4.4 to obtain the off-diagonals elements of UAB yields

UAB
ij + UAB

ji = UA
ij + UB

ij − SABij (4.7)
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which shows that only the sum of the elements UAB
ij and UAB

ji is known. No
further information about the off-diagonals could be gained except for the
inequality

|UAB
ij | ≤

√
UA
iiU

B
jj (4.8)

which must be fulfilled, because otherwise correlations would exceed +1 or
−1. This inequality, since |a+ b| ≤ |a|+ |b|, leads to

|UAB
ij + UAB

ji | ≤ 2
√
UA
iiU

B
jj (4.9)

which must also be fulfilled.

Within the scope of this project, attempts were made to gain further in-
sight into the properties or the relationships of the off-diagonal elements,
but failed ultimately and are summarized in the appendix. For the final
models, UAB

ij = UAB
ji was assumed. The consequence of this assumption is

that additional symmetry in the correlations was introduced as no other nat-
ural assumptions could be made about the asymmetry of UAB. As a result,
potentially independent displacements are constrained to be the same.

Parameterization of the displacive disorder in the model is straightforward.
A single UAB matrix with six independent parameters is required to de-
scribe the correlated displacements between a pair of blades, half-dimers and
their combinations per conversion step. For the partially polymerized struc-
tures, the displacive disorder of the longest interatomic vectors was modelled
with only one single value for the diagonal and one single value for the off-
diagonal due to the weak signal strength. As both monomer molecules, their
polymerized counterparts and the template are composed of three molecular
scatterers each (i.e. three blades are needed to form a monomer molecule),
nine UAB matrices are required to describe the interactions between two
monomers, their polymerized counterparts, the template, or combinations
thereof. There are two exceptions to this rule. First, intra-molecular dis-
placements required only one matrix per molecule because each molecule is
located on a threefold symmetry axis. Second, between directly neighboring
MS and PT as well as PS and MT only eight matrices are required beacause
a half-dimer opposite of a blade is physically impossible. Figure 4.4 shows
examples of subsets of such pairings.
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Figure 4.4: Several examples of how blades and half-dimers are paired. Some
of the possible pairings are between (a) all blades of MS with one blade of
MT , (b) all half-dimers of PS with a single blade from MT , (c) all possible
pairings between the blades from MS with a half dimer from PT (note that
it is physically impossible to have a blade directly next to a half-dimer and
vice versa) and (d) all half-dimers of PS with a half-dimer of PT .

4.4.6 Substitutional disorder

Substitutional disorder is modeled via the joint probability distribution of
blade pairs and dimers. This is achieved in two steps. First, a lattice vector
rAB is defined between each pair of sites which contain either a dimer or blade
pair. Second, for each such vector rAB, a joint probability matrix J(rAB) is
defined as

J(rAB) =

[
pDD pAD
pDA pAA

]
(4.10)
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where pij is the joint probability that both moieties i and j are present
at the same time. i and j are either a blade pair (A) or a dimer (D).
Joint probabilities for two entities should be consistent with the marginal
probabilities

C1 = p11 + p12 = p11 + p21

C2 = p22 + p12 = p22 + p21

C1 + C2 = 1

(4.11)

which can be reformulated in the context of two-dimensional polymerization
as

C̄n = pDD + pAD = pDD + pDA

1− C̄n = pAA + pAD = pAA + pDA
(4.12)

with C̄n being the a priori known degree of conversion. This simplifies Equa-
tion 4.10 to

J(rAB) =

[
pDD C̄n − pDD

C̄n − pDD 1− 2C̄n + pDD

]
(4.13)

and shows that the joint probability between two correlated sites can be rep-
resented by one independent variable. pDD was chosen because it describes
the probability to find two dimers separated in space by rAB which in turn de-
scribes the current state of polymerization propagation. One such parameter
per pair of blades would be required to describe all of the occurring substi-
tutional disorder. However, visual inspection of the experimental 3D-∆PDF
maps and statistical significance tests such as Hamilton’s R-test (Hamil-
ton, 1965) showed that the signal differences between symmetry-independent
neighbors, that share the same geometrical and topological distance, were too
insignificant to be of any useful meaning. Therefore, the topological super
group R3̄m, as defined in Section 3.8, was used for modeling instead of the
geometrical space group R3. This allowed additional symmetry constraints
on the joint probabilities and instead of the local geometrical site symmetry 1

between correlated sites, site symmetry 2/m was assumed, Figure 4.5. These
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simplifications made it possible to use only eight parameters to model all of
the observed substitutional disorder.

Figure 4.5: Visualization of the introduced substitutional correlation sym-
metry used for refinement. (a) shows the topological 2/m site symmetry for
in-layer correlations with respect to the site highlighted by the red box, with
the two-fold rotation axis running from top to bottom of the picture. Note
that without considering additional layers, site symmetry mm2 is mimicked.
(b) Side view of the local molecular arrangement above and below of the site
highlighted by a red box in (a) and (c). (c) Top view of (b), highlighting
the topological 2/m site symmetry of correlated sites. Color saturation indi-
cates different height offsets along the c-axis. The labels ’A’ to ’D’ and ’a’ to
’d’ indicate increasing geometrical and/or topological distances of correlated
sites within (upper case) and out-of layer (lower case).
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5 Results

5.1 Average crystal structure

5.1.1 Photopolymerization

Refinements of the crystal structures during polymerization gave acceptable
R-values7,8, given the amount of disorder and overlaps: R1 = 0.064 1 / 0.131

/ 0.092 2 (min / max / mean) and wR2 = 0.184 / 0.440 / 0.302. Table
5.1, 5.2 show each a selection of refinement results from the in-house and
synchrotron experiments, respectively.

Figures 5.1, 5.2 depict the irradiation-time dependent polymerization prop-
agation and the associated changes in the unit-cell parameters at low and
at room temperature. In contrast to the in-house measurements, complete
polymerization with the crystals measured at the synchrotron facility was
not achieved because the rate of polymerization turned out to be slower
than expected from preceding in-house measurements, Figures 5.1a, 5.2a.
The a-axis steadily increases upon polymerization, Figures 5.1b, 5.2b. The
same behavior is in general visible for the c-axis, but here room tempera-
ture measurements show a sudden decrease once full conversion is achieved,
Figure 5.2c. This behavior may also be present at low temperatures, Fig-
ure 5.1c data set CI1 , but due to the relatively strong variance of the lattice
parameters, the effect is not so prominent. There are significant fluctua-
tions in the unit-cell parameters, which are probably caused by systematic
errors introduced by reflection splitting or because of uncertainties in the
determination of C̄n, but a clear trend is visible. In first approximation,
unit-cell parameters increase linearly as a function of C̄n. Only in the case of
CS3 the unit-cell parameters appear to behave differently, i.e. they increase
exponentially.

The ADPs of all atoms increase during polymerization with respect to the
fresh crystals, with the U33 parameter showing the largest increase by a
factor of up to 2 in MS/MT/PS/PT and up to 3 in the template, Figure 5.3.
After C̄n has reached ≈ 0.70, the ADPs of the low- and room-temperature

7R1 =
∑ ||Fo| − |Fc|| /

∑ |Fo|
8wR2 =

{∑[
w
(
Fo

2 − Fc
2
)2]

/
∑[

w
(
Fo

2
)2]} 1

2
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5. Results

Figure 5.1: (a) Irradiation-time dependent conversion from monomer to poly-
mer at 100 K. Changes in the (b) a-axis, (c) c-axis and (d) unit cell volume
during polymerization propagation at 100 K. For comparison, the results
from Kory et al. (2014b) are included. Figure reproduced with permission
from Hofer et al. (2018).

measurements are of about the same magnitude. At that point, the ADPs
also show the largest displacement because they decrease afterwards to a
factor of 1.5 to 2 of their original value upon full conversion.

During polymerization MS, MT , PS, PT and the template also change their
relative offsets along the c-axis, Figures 5.4a,b, 5.5a,b. Since the formation of
anthracene dimers forces laterally neighbored molecules to occupy similar po-
sitions along the c-axis, polymer layers are less puckered than their monomer
counterparts, Figures 5.4c,d, 5.5c,d. The decrease in surface roughness dur-
ing polymerization correlates with an increase of the intermolecular distances
in the columns, Figures 5.4a,b, 5.5a,b.
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5.1 Average crystal structure

Figure 5.2: (a) Irradiation-time dependent conversion from monomer to poly-
mer and heating-time dependent conversion from polymer to monomer ob-
tained from room temperature X-ray experiments. Changes in the (b) a-
axis, (c) c-axis and (d) unit cell volume upon polymerization and depoly-
merization propagation at room temperature. The arrows in (b), (c) and (d)
are guides for the eyes, dotted arrows represent polymerization and dashed
arrows represent depolymerization. Figure modified with permission from
Hofer et al. (2018).

5.1.2 Thermal depolymerization

Crystal structure refinements concerning depolymerization turned out to be
more challenging and resulted in less complete models. This is reflected
in higher R-values: R1 = 0.959 / 0.123 / 0.114 (min / max / mean) and
wR2 = 0.337 / 0.423 / 0.380. An accurate determination of C̄n from the
crystal CS2 during depolymerization could not be accomplished. Using mul-
tiple ADP models to narrow down C̄n, as described in Section 4.3.2, revealed
in some cases differences in C̄n by more than 60 percentage points for the
same data set. An explanation for this strong inconsistency could not be
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5. Results

Figure 5.3: Change of the U33 parameter of some selected atoms in the tem-
plate’s anthracene and triazine moieties during polymerization at (a) 100 K

and (b) room temperature. Symbol color and shape refer to the data set,
the symbol interior to an atom. Atom C4T (anthracene moiety, filled sym-
bol) represents the largest, N16T (triazine moiety, right-half filled symbol)
the smallest and C8T and C11T (both in the anthracene moiety, open and
left-half filled symbols, respectively) represent a typical change during poly-
merization. Reproduced with permission from Hofer et al. (2018).

found. The results are therefore considered as unreliable and not reported
for that particular data set. In addition, very weak residual electron densi-
ties were observed. They resemble the shape of a monomer molecule slightly
shifted along the c-axis up to about 1.3Å with respect to MT , Figure 5.6.
This residual electron density disappears during the first steps of depolymer-
ization. The shape makes it implausible, that the residual electron density
belongs to the polymer as the typical kink in the anthracene dimer is not ob-
served. Inserting and refining an additional molecule at this position failed,
probably because the corresponding molecule is strongly disordered and has
a low concentration.

The following results about depolymerization are exclusively based on the
room temperature experiments with CI2 and CI3 , where no difficulties as
reported above were encountered. No additional residual densities similar
to those observed in the synchrotron measurements were found. However, it
cannot be excluded that corresponding residuals were eliminated when apply-
ing the Squeeze algorithm to the 2cpy molecules, due to the close proximity
of potential residuals to the 2cpy. Another possibility is that they are blurred
by additional thermal vibrations and therefore not visible. Figure 5.2a shows
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5.1 Average crystal structure

Figure 5.4: Change of the inter-molecular center-to-center distances between
molecules along the columns with increasing conversion in (a) the monomer
and (b) polymer portion at 100 K. Change of the inter-molecular center-to-
center distances with increasing conversion within a layer in (c) the monomer
and (d) polymer portion at 100 K. Note that color codes in the plots refer to
the data set and not to the molecules. Modified with permission from Hofer
et al. (2018).

the heating-time dependent conversion from polymer to monomer, which pro-
ceeds much faster than found by Kory et al. (2014b). While the a-axis shows
an initial increase and subsequent decrease, Figure 5.2b, the c-axis initially
shows a substantial decrease followed by a steady increase, Figure 5.2c. The
final ADPs are smaller compared to the late phases of polymerization, but
they never recover the values of the fresh crystal, Figure 5.3. The inter-
molecular distances between PT and the template in the column mimic the
behavior of the c-axis: after a significant distance shortening by about 1Å,
they move continuously further apart from each other and reach approxi-
mately their original offsets, Figure 5.5a,b. Also apparent by the overall unit
cell volume is that polymerization and depolymerization do not form a closed
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5. Results

Figure 5.5: Change of the inter-molecular center-to-center distances with
conversion between molecules along the columns in (a) the monomer and (b)
polymer portion at room temperature. Change of the inter-molecular center-
to-center distances with conversion within a layer in (c) the monomer and
(d) polymer portion at room temperature. The values for the P31 structure
are taken from Kory et al. (2014b). Modified with permission from Hofer
et al. (2018).

loop, Figure 5.2d. When comparing the monitored parameters when switch-
ing from polymerization to depolymerization, the overall spread of the data
points is larger during depolymerization.

5.1.3 Solvent molecules

Three different orientations of the upright 2cpy could be identified, Fig-
ure 5.7a, two of which were already reported by Kory et al. (2014b). They
can be easily distinguished by the angle between the c-axis and the 2cpy’s
pendant cyano group. Remarkable is the short interatomic distance of 0.91Å
between the terminal nitrogen atoms of a certain sandwich-like and an up-
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5.1 Average crystal structure

Figure 5.6: Residual electron density contour maps ranging from +0.8 [eÅ−3]

(solid red lines) to −0.6 [eÅ−3] (dashed blue lines) at three different locations
around MT during the first step of depolymerization. (a) Residual electron
density map centered on the anthracene blade, the maxima form the shape
of an additional anthracene blade (black overlay) that is shifted against MT

(ORTEP plot) and PT (not shown because most parts of it are outside of
the drawing plane) along the c-axis. (b) Residual electron density map taken
from a greater depth than (a) to highlight the distance offset of the triazine
core. The black line marks the location of the electron density map shown
in (c). (c) Residual electron density map focused above the triazine core.
The maxima form the distinctive shape of the triazine core (black overlay).
Note that negative electron densities appear at the exact location of the
modeled monomer, showing that the monomer’s modeled site occupation is
overestimated. Reproduced with permission from Hofer et al. (2018).
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5. Results

Figure 5.7: (a) Distribution of the disordered 2cpy molecules around the
template. Note that the 2cpy orientations pointed out by arrows can not be
present at the same time due to too short N - N distances. The sandwiched
2cpys below the template are symmetry-related via a threefold rotation axis.
(b) Change in site occupation factors (left y-axis) of the upright 2cpys (half
cyan symbols refer to the downward, open yellow symbols to the downward-
right and crossed magenta symbols to the upward-right positions shown in
(a)) and the calculated change of the dipole moment (right y-axis, solid black
symbols). For comparison, a single water molecule has an electric dipole
moment of 1.85 D (Clough et al., 1973). (c) The 2cpy’s short (dashed) and
long (dotted) axis along which the molecular tilt is described. (d) Change of
the 2cpy’s tilt during polymerization for the short (open red symbols) and
long (crossed blue symbols) axis. (e) Decreasing site occupation factors of
the sandwiched 2cpys as a function of C̄n. Modified with permission from
Hofer et al. (2018).
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5.1 Average crystal structure

right 2cpy, highlighted in the Figure 5.7a. That particular distance is much
shorter than any intra-molecular N - N distance, with the shortest being
1.10Å (Haynes, 2014), which means that these two orientations cannot be
present together. During polymerization, they reorient themselves, with one
orientation even completely disappearing, Figure 5.7b. The polar nature of
the crystal’s space group and of the 2cpy give the crystal structure an over-
all electric dipole moment that changes upon polymerization because of the
solvent’s reorientation. Figure 5.7b (filled black symbols) depicts calculated
values of that dipole moment and its changes during polymerization.

Upon polymerization, the initially tilted sandwiched 2cpys, Figure 5.7c,
change to an almost parallel arrangement with respect to the ab-plane, Fig-
ure 5.7d. Furthermore, they get partially dislocated and once the crystals
are fully polymerized, about one quarter of them have left their original site
and could not be localized anymore, Figure 5.7e.

5.1.4 Reproducibility and systematic errors

The spread in the obtained structure parameter values and inconsistencies
between repeated experiments are significantly larger than expected from
statistical uncertainties. In particular, there is a striking discrepancy be-
tween the irradiation-time dependent evolution of C̄n in the in-house and
the synchrotron measurements, which may be explained by the fact that the
measurements were done with crystals from two different batches. Subtle
environmental changes during synthesis and crystallization may have had an
impact on the crystal quality and thus on the reactivity. Also, radiation
damage from the intense synchrotron beam as well as variations in the en-
vironmental conditions during polymerization – the fridges for hosting the
reactor at the synchrotron facility and in-house were not the same – may
influence the reactivity and therefore the rate of conversion. Differing crystal
volumes are not expected to play a major role because of the tail-end irradia-
tion technique, which was selected to ensure homogeneous polymerization in-
dependent from the crystal volume (Enkelmann et al., 1993). However, such
an influence on the results obtained cannot be completely ruled out.

Inconsistencies in other structure parameter values within and among the
various data sets may be explained by systematic errors stemming from the
choices during data reduction and structure refinement strategies as discussed
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5. Results

above. The presence of split reflections certainly has an impact on the ac-
curate determination of lattice constants. Furthermore, the observed strong
numerical correlations between SOFs, ADPs, as well as overlapping electron
densities of monomer and polymer portions could be resolved only partly.
Despite these problems, consistent trends in the evolution of structure pa-
rameters could be identified. The comparison of repeated experiments helped
to estimate the robustness of the results.

5.2 Real crystal structure

5.2.1 Features in reciprocal space

The observed diffuse scattering features are quite diverse and summarized in
the following paragraph and shown in Figure 5.8. During the entire poly-
merization the diffuse scattering intensities increase with increasing C̄n. Fig-
ure 5.8a,b show the overall intensity increase of irregularly shaped diffuse
scattering in the hk0.2 and 0kl sections. Thermal diffuse-scattering (TDS)-
like maxima appear regardless of whether that position should be systemati-
cally extinct and vary in their intensity. Figure 5.8c,d show the intensifying
and the appearance of additional TDS-like diffuse scattering maxima in the
hk1.8 and hk3.2 sections. Figure 5.8e,f showcase both, the broadening and
and intensifying of different broader and irregular shaped diffuse scattering
and the increase of the TDS-like diffuse scattering in the hk5.6 and hk10.2

sections. Finally, Figure 5.8g,h show the appearance of incomplete hexagons
of diffuse scattering with vertices on integer h and k positions. At a C̄n of
0.44, Figure 5.9 shows the occurrence of reflection splitting in the tangential
direction.

5.2.2 Yell refinement results

The final R-values9 for the refinements with Yell of the monomer, 0.22 and
0.44 structures are 0.1294, 0.1397 and 0.1443 respectively. Figure 5.10a
shows the best results for a single section in reciprocal space together with

9Rw =
{∑[

w
(
Fo

2 − Fc
2
)2]

/
∑[

w
(
Fo

2
)2]} 1

2
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5.2 Real crystal structure

Figure 5.8: (Continued on next page)
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Figure 5.8: (Continued on next page)
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Figure 5.8: (Continued on next page)
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Figure 5.8: (Continued on next page)
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5.2 Real crystal structure

Figure 5.8 (Previous pages): Selection of symmetry-averaged reciprocal space
reconstructions of the observed diffuse scattering showing the wide range of
diffuse scattering features. Broad, white areas are regions not covered by
the detector. The presented sections show the development of the diffuse
scattering during polymerization in the (a) 0kl section, (b) hk0.2, (c) hk1.8

section, (d) hk3.2 section, (e) hk5.6 section, (f) hk10.2 section, (g) hk16.8

section and (h) hk17.4 section. The white dot-pattern in (a) are removed
pixels which contained Bragg scattering. The arrows in (g) and (h) mark
the appearance of fine diffuse scattering features connecting integer h and k
positions. Images have the same intensity scale.

Figure 5.9: Observed reflection splitting at a C̄n of 0.44 as seen in (a) raw
frames, (b) a reciprocal-space reconstruction of 0kl layer. (c) shows a mag-
nification of the highlighted area in (b). White spaces represent areas that
were not covered by the detector. Images have the same intensity scale.
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5. Results

the model of diffuse scattering and its difference at all investigated conver-
sion ratios. Figure 5.10b,c show typical results of the experimental diffuse
scattering and Figure 5.10d shows the worst result for an individual sections.
Note that most of weak features in the models are sharper than in the ex-
perimental patterns, which is especially noticeable in Figure 5.10d, making
the model data appear to be more dotted. The most likely cause is a small
overestimation of several refined disorder parameters or insufficient removal
of the tail-ends of Bragg reflections.

Standard uncertainties provided by Yell were usually in the fourth or fifth
significant position. Changes in the R-value reported by Yell usually only
become apparent when the numbers in the second or third significant position
vary. In addition, the conversion ratio is derived from the average structure,
which, as explained in Section 4.3.2, is already subject to a variation of single-
digit percentage points, showing that uncertainties are strongly dominated
by systematic errors.

In PDF space, density features are diverse, but well reproduced by the mod-
els. Figure 5.11a shows what is considered the best individual section in PDF
space. Figure 5.11b,c show examples of the uv0.37 and uv0.42 section and
are of typical model quality compared to the obtained data. Figure 5.11d
shows the apprently worst fit of an individual section in the model. This is
also the only section with strong systematic residual PDF densities, which
are highlighted in Figure 5.12. These PDF densities are close to the center
and present in all degrees of conversions investigated. They correspond to the
intra- and interatomic distances within or between the anthracene blades, but
could not be further refined due to the molecular scattering model. There
is an apparent decrease in PDF densities with increasing conversion ratio
because the features become wider and thereby seem to weaken the densi-
ties locally. However, the integral PDF densities increase with conversion
ratio.

The contributions of the displacive and substitutional disorder could be well
separated, both in reciprocal and in PDF space. An example is shown in
Figure 5.13 for a conversion ratio of 0.44. in reciprocal space, Figure 5.13a,
the experimental data shows a ring-like structure close to the center which
is present in the modeled substitutional disorder but not in the modeled dis-
placive disorder. Figure 5.13b highlights an example in PDF space where a
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5.2 Real crystal structure

Figure 5.10: (continued on next page)
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Figure 5.10: (continued on next page)
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5.2 Real crystal structure

Figure 5.10 (Previous pages): Selected comparisons of the experimental and
modeled diffuse scattering for all investigated degrees of conversion. (a) shows
the best fit of an individual section. (b) and (c) show different regions in
reciprocal space and are considered of typical quality. (d) shows the worst
fit of an individual section.

cluster of negative and positive densities in the experimental data are mod-
eled by a cluster of negative densities from the substitutional disorder over-
lapping a cluster of positive densities from the displacive disorder.

5.2.3 Displacive disorder

Displacive disorder is modeled as covariances and is transformed to correla-
tions as

corABij =
UAB
ij√
UA
iiU

B
jj

(5.1)

with corABij being elements in the correlation matrix describing the interac-
tions between the moieties A and B. Correlations can assume values in the
range from −1 to +1, where corABij = 0 indicates the absence of a concerted
displacement while positive and negative correlations indicate in-phase and
anti-phase displacements, respectively. An example for a positively correlated
displacement would be a joint translation of two objects. Generally speak-
ing, the covariance between two moieties is used to identify strong diffuse
scattering features because covariances are dependent on the displacement’s
amplitude. However, once sites with significant covariances were found, their
development throughout polymerization is best followed via correlations be-
cause correlations are normalized with respect to the moiety’s average dis-
placements.

The diffuse scattering caused by displacive disorder is the most prominent
and dominant feature throughout all polymerization steps. This is evident by
the fact that the majority of features in reciprocal space are already present
in the monomer structure, as seen in Figure 5.8. Understanding this kind of
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5. Results

Figure 5.11: (continued on next page)
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5.2 Real crystal structure

Figure 5.11: (continued on next page)
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5. Results

Figure 5.11 (Previous pages): Selected comparisons of the experimental,
modeled, and their difference 3D-∆PDF maps for all investigated conver-
sion ratios. (a) shows the best fit of individual section. (b) and (c) show
different regions in PDF-space which are considered of typical quality. (d)
shows the worst fit of individual section.

Figure 5.12: 3D-∆PDF maps of the uv0.08-layer, comparing the experimen-
tal data with the model data at increasing contrast settings. The blue tri-
angles close to the origin and highlighted by arrows are unassigned densities
and the only residuals resulting from model simplifications for all evaluated
data-sets.

disorder was therefore essential. UAB matrices for any given translation, li-
bration or stretching mode can be calculated, which would yield a fingerprint
for each mode. In practice, such calculations were of limited use, because
libration and stretching modes strongly depend on their relative rotation or
stretching axis in relation to the molecular moieties. Furthermore, the in-
complete understanding of the off-diagonal UAB elements, as discussed in
Section 4.4.5, might lead to over- or wrong interpretations. However, as de-
tailed later in this chapter, the most significant UAB matrices have negligible
off-diagonal values, typically by a factor ten or more smaller than the diag-
onal elements. Small off-diagonal values could mean two things, either that
they are actually small or that the matrix itself becomes skew-symmetric. In
the first case, displacements would be most likely simple translations, because
all considered librations and stretching modes have either significant contri-
butions from the off-diagonal elements or negative main-diagonal values. In
the second case, the off-diagonal contributions from the UAB matrix would
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5.2 Real crystal structure

Figure 5.13: (a) reciprocal space reconstruction of the hk3.2 section together
with modeled substitutional disorder and displacive disorder showing their
differing occurrences in reciprocal space. (b) uv0.03 section in 3D-∆PDF
space together with modeled substitutional disorder and displacive disorder.
Arrows highlight areas where modeled densities of displacive and substitu-
tional disorder contribute at different locations to the overall densities.

have canceled each other out according to Equation 4.4. In the absence of
further evidence, the former was assumed.

Given the number of parameters obtained for the displacive disorder, about
2 000 for the monomer and about 4 000 for each partially polymerized struc-
ture, and the limited knowledge about the UAB matrix, overall trends were
sought and investigated. The first and most striking trend is that the vast
majority of displacements are positively correlated. Also, correlations de-
crease with increasing distance, as expected. Furthermore, covariances, but
not necessarily correlations, increase with an increasing C̄n, meaning that
displacement amplitudes increase without an increase of a coordinated dis-
placement. The strongest covariances are found in the first neighborhood
around each molecule. In the second neighborhood, the covariances are al-
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5. Results

ready about two to five times weaker. The weakening of the covariances is
more pronounced within the layer than in the column.

Table 5.3 summarizes all displacive correlations along the major axes within
the individual molecules, their polymerized counterparts and the two di-
rectly face-to-face stacked blades. Note that they are all positive throughout
polymerization, with the exception of one correlation which is of insignifi-
cant negative magnitude. The largest covariance and strongest correlation
between two blades during conversion are the intramolecular correlations
within MS and MT in the monomer substructure. The strongest correla-
tions between two half-dimers are found between the two face-to-face stacked
half-dimers from PS and PT as well as within PS and PT themselves. To-
gether, they represent both, the strongest covariances and correlations in the
polymer substructure and the strongest correlations throughout the whole
polymerization. The displacive correlations within the partially polymerized
molecules, in Table 5.3 denoted as MPS and MPT , also become quite strong
over the course of polymerization.

There are also surprisingly large covariances and correlations developing be-
tween blades and half-dimers within the columns upon polymerization. Their
correlations are depicted in Table 5.4 with the UAB

33 component as the most
significant one. The values given refer to blades and half-dimers directly
above and below each other and are representative of the interactions of the
entire monomer molecules and their polymerized counterparts. Of remark-
able interest is the occurrence of negative correlations in three cases. First,
the correlations between the blades from MS and MT of the second neigh-
borhood turn from positive to negative upon conversion to 0.44. Second,
the initially negative correlations between half-dimers in the first and sec-
ond neighborhood become positive at an increasing conversion. Finally, the
correlations between PT and the template change from negative to weakly
positive upon polymerization. The strongest correlations, positive and neg-
ative, are found between two half-dimers, although at different conversions.
Within the columns, certain trends of correlated displacements parallel to
the ab plane were found. The correlations between the blades belonging to
MT/PT and the template separated by the solvent are weaker than between
the blades in direct contact with each other. This trend is observed through-
out the polymerization process. All first-neighbor correlations are given in
the appendix in Tables 10.1,10.2.
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5.2 Real crystal structure

Covariances and correlations comparable to the ones shown in Table 5.4 are
also found between the template and the moieties surrounding it, Table 5.5.
In the monomer substructure, the strongest covariances and correlations are
found between the edge-to-face stacked template and MS. Additionally, co-
variance and correlations between the polymer and the template increase.
The corAB11 component between MT and the template, which is along the
face-to-face contact between the individual blades, is dominant throughout
polymerization.

Between previously not discussed pairs, certain trends of displacements be-
tween molecules and moieties are observed. Predominantly, positive corre-
lations along the main axes with a magnitude smaller than 0.30 are found
although negative correlations and correlations with an corAB12 , corAB13 and
corAB23 component of similar magnitudes are also encountered. These dis-
placements are consistent throughout polymerization, i.e. no major qualita-
tive changes of the correlations were observed.

Table 5.5: Correlations between the template and its neighboring in-layer
blades and half-dimers. Shading indicates magnitude. Statistical errors are
in the fourth significant digit and not shown.
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5. Results

All correlations of the first neighborhood, which are the strongest observed
correlations after the intra-molecular correlations, are tabulated in Section 10.

5.2.4 Substitutional disorder

Substitutional disorder occurs only between blades and dimers and are there-
fore only present in the partially polymerized structures. The joint proba-
bilities modeled and refined by Yell, as discussed in Section 4.4.6, are trans-
formed into correlations by the formula

CDD =
pDD − C̄2

n

C̄n − C̄2
n

(5.2)

where CDD is the the change in correlation between two dimers with respect
to a random distribution, analogous to the work on substitutional disorder
by Welberry (1985). CDD can vary between −1 and +1. If CDD is larger than
zero, then it is more likely than random chance to find an anthracene dimer
at a given location. If CDD is smaller than zero then it is less likely to find an
anthracene dimer at a given location with respect to a random distribution.
For the previously established basic reactivity models, Section 2.3.2, these
correlations are shown in Figure 5.14.

At a conversion of 0.22, Figure 5.15a shows that all in-layer correlations
to the central dimer are weakly negative, with the strongest correlations of
−0.10 in the first neighborhood and part of the third neighborhood. No-
tably, neighbors with the same topological but different geometrical distance
have different correlations. While in the second neighborhood, that differ-
ence is rather small with 3 percentage points, the difference between the
geometrically closest third neighbor and the remaining third neighbors is
with 10 percentage points more substantial. Figure 5.15b shows the out-
of-layer correlations. The first neighbors are slightly negative. The second
neighborhood is divided by geometric distances, where the closest neighbors
are uncorrelated, and distant ones are positively correlated. The overall ap-
pearance of correlations is of dimers isolating themselves, where the in-layer
isolation reaches over longer geometric distances than out-of-layer.

Upon polymerizing to a C̄n of 0.44, these correlations change. Within the
layer, Figure 5.15c shows that the first neighbors and closest second neighbors
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5.2 Real crystal structure

Figure 5.14: Expected patterns for substitutional correlations obtained from
MC simulations for the three basic reactivity models defined in Section 2.3.2
at a C̄n of (a) 0.22 and (b) 0.44. All models show the probability to find two
dimers (the first being the central red rhomb) separated by a given distance
from each other within the structure. Note that the definition of the basic
reactivity models do not allow the reduced reactivity model to grow beyond a
C̄n of 0.33. Yellow rhombs refer to positive correlations and violet rhombs to
negative correlations, while shading indicates the strength of the correlation.

are still negatively correlated, though shifted closer to randomness. The more
distant second neighbors and closest third neighbors have become positively
correlated. Figure 5.15d shows that out-of-layer, the first neighbors and
the second neighbors of intermediate geometric distance have not changed
significantly. However, the correlations with the geometric nearest second
neighbors and closest third neighbor have decreased, the former becoming
negatively correlated and the latter almost uncorrelated.
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5. Results

Figure 5.15: Substitutional correlations as refined by Yell for (a) in-layer and
(b) out-of-layer at a C̄n of 0.22 and for (c) in-layer and (d) out-of-layer at a
C̄n of 0.44. In (b) and (d), the isolated rhomb indicates that dimerization
occurred in the layer below and dotted lines show the structural relation
of that dimer with respect to the layer. See Figure 4.5b, d for additional
information on the structural layout. The color code is similar to Figure 5.14.
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6 2D polymerization and depolymerization

6.1 Insights from Bragg scattering

6.1.1 Structure transformation mechanics

The following chapter provides a detailed analysis of how the average struc-
ture reacts to the formation and breaking of anthracene - anthracene bonds
during polymerization and depolymerization. The data primarily refer to
the low temperature synchrotron data when discussing polymerization and
to the room temperature in-house data when regarding depolymerization.
Information about the 2cpys is exclusively taken from the low temperature
measurements, because these molecules could not be sufficiently localized at
room temperature. As far as comparable, low and room temperature results
are consistent with each other.

The key for understanding the structural transformation from the monomer
to the polymer is the observation that neighboring PS and PT reduce their
in-layer offset along c by about 1Å relative to their monomer counterparts
when they are forming covalent bonds (cf. filled symbols in Figure 5.4c and
Figure 5.4d). However, within a column, the same motion separates the
corresponding molecules by about the same amount (Figure 5.4a, b, filled
symbols) with the consequence of a gap opening between PS and PT as
illustrated in Figure 6.1a,b. The shifts are locally buffered within a column
by the next neighboring template/sandwiched 2cpy pair: the average in-
column distances between the template and its neighboring polymer moieties
PS and PT are reduced by about 0.5Å compared to the template – monomer
distances (cf. open and crossed symbols in Figure 5.4a,Figure 5.4b).

As long as the degree of conversion is low, at most one of the monomers is
expected to have formed a bond above or below a particular template/2cpy
pair. Affected templates are therefore pushed from one side only instead
of two. With increasing degree of conversion it becomes more likely that a
template/2cpy pair feels the pressure from upper and lower polymers, Fig-
ure 6.1b. This effect is visible in the evolution of the template’s ADPs,
Figure 5.3. Initially, the atomic U33 increase, because the templates compen-
sate the push from one side by moving upwards or downwards. After having
reached a degree of conversion of about 0.70, the atomic U33 decrease again
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6. 2D polymerization and depolymerization

Figure 6.1: Sketches of (110) planes at different polymerization and equili-
bration states. The c-axis is vertical pointing downwards. Dimensions are
not to scale. Monomer molecules are represented by dotted rectangles, their
polymerized counterparts by dashed rectangles and the template by solid
rectangles. Distances indicated by brackets refer to the unit cell height. (a)
The fresh monomer structure. The crossed black lines indicate the orienta-
tionally disordered sandwiched solvent. (b) The non-equilibrated polymer
structure. The bonds between PS and PT are shown by the connecting black
bars. The arrows indicate the molecular shifts relative to the monomer due
to polymerization. The solvents are slightly delocalized and their tilt relative
to ab-plane has decreased. (c) Channel opening at high degrees of polymer-
ization as described in the text. The solvent is strongly delocalized and the
unit cell is smaller compared to the non-equilibrated polymer. (d) Explana-
tion for the residual electron densities in the monomer substructure occurring
at early stages of depolymerization (see Figure 5.6). If a solvent is locally
trapped between MS and MT (horizontal black line) and the space between
MT and the template within the same column is not filled by a solvent, then
MT may shift closer to the neighboring template as indicated by the arrow.
Modified with permission from Hofer et al. (2018).
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6.1 Insights from Bragg scattering

since the pressure from both sides starts stabilizing the template’s position.
Note that the trend changes when, on average, two out of three anthracene
blades per molecule have reacted, i.e. after the 2D network formation may
have started. With increasing pressure from above and below the sandwiched
2cpys take up a flatter orientation (Figure 5.7, Figure 6.1b gray lines) and get
physically squeezed away from their original sites, probably towards heavily
delocalized positions that cannot be spotted in the average structure (Fig-
ure 5.7e). The high mobility of the 2cpys is also seen in the room temperature
data where their blurred electron densities are visible in the difference Fourier
maps, but the positions are too delocalized to allow a refinement.

Similar arguments as for the evolution of the pressure on the template/2cpys
hold for the development of the gap opening. It is unlikely that in the early
stages of polymerization two monomers neighbored along the c-axis would
have reacted at the same time and therefore initial gaps open only by about
0.5Å. With progressing polymerization gap opening continues and finally all
of them reach their full size of 1Å.

The almost perfect local compensation of the strong molecular shifts along
the c-direction allows relatively small changes in the c-axis length. However,
in the final step of polymerization, and, much more pronounced, after the
first step of depolymerization this is no longer true. As long as a major
fraction of the sandwiched 2cpys are still at their original positions, they
act as spacers between the polymer layers and keep them apart. Given
the flatness of the completely polymerized layers and the fully developed
gaps between the polymer layers, it is assumed that pathways open at the
interface between the layers. They would allow a higher lateral mobility of
the 2cpys away from their original, energetically unfavorable position between
the template and PT towards sites providing more space in the polymerized
state. As a consequence, the large distance between the template and PT
as well as the gap between PS and PT can be reduced (see Figure 5.5a, b,
crossed and filled symbols close to the fully polymerized state) and therefore
the length of the c-axis shrinks. The explanation why this effect is much
more pronounced after the first step of depolymerization may be found in
the fact that the higher temperature during depolymerization provides the
activation energy for shifting the 2cpy molecules. The 2cpys must be highly
disordered, because no significant traces of the formerly sandwiched 2cpys
in the difference Fourier maps were found. Since about 60 % of the 2cpys
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6. 2D polymerization and depolymerization

reappear during depolymerization, it can be excluded that the 2cpy molecules
have left the crystal completely.

It was described by Kory et al. (2014b) that temperature equilibration of the
polymer has a significant impact on its structure. Annealing at 60 ◦C was re-
ported to introduce a phase transition accompanied by a symmetry reduction
from R3 to P31. In the annealed structure, Figure 6.1c, they were not able
to identify any of the sandwiched 2cpy molecules but after depolymerization,
the 2cpys take up their original position. The site occupation factor of the
2cpys in the depolymerized structure was not refined by Kory et al. (2014b),
but constraint to full occupation. Although no dedicated annealing exper-
iments were performed in this, traces of the P31 structure were observed
in the diffraction patterns. A close inspection of highly overexposed syn-
chrotron data shows the presence of weak, but pretty narrow diffuse maxima
at positions indicating local violation of the R-centering, i.e. locally the P31

structure seems to be also present in all crystals, Figure 6.2. Such maxima
become only visible after depolymerization has started and disappear after
the first steps of this process. It is not completely clear why the long-range
ordered P31 structure was not observed, but the most likely reason is that
the stability temperature of the P31 structure was overshot when reaching
the depolymerization temperature. The most striking observation when com-
paring the in-column distances of the P31 structure with the results found in
this study (Figure 5.5b, magenta stars) is that the distance between PT and
the template (crossed symbols) is much smaller in the P31 structure. This is
a strong indication that a major fraction of the 2cpys have left their original
sites and occupy unknown, but obviously highly disordered, positions. The
distance reduction is not a simple temperature effect because the P31 struc-
ture was measured at 100 K while the data considered here were collected at
room temperature: compared to distance along c of PT and the template,
the distances PS- template and PS- PT are much more similar (full and open
symbols).

When depolymerization is continued, the crystal volume and the c-axis in-
crease – as it is expected when covalent bonds break. After complete de-
polymerization, about 60 % of the sandwiched 2cpys return to their original
position. No traces of the remaining 40 % 2cpys were found and it remains
uncertain whether they remain at highly disordered positions or if they have
left the crystal. The return of the 2cpy during depolymerization is also seen
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6.1 Insights from Bragg scattering

Figure 6.2: Overexposed reciprocal space reconstruction of the 0kl layer af-
ter the first step of depolymerization. Bragg reflections on the dotted lines
highlight reflections that satisfy the cell’s R-centering reflection condition.
Arrows highlight examples of diffuse scattering maxima at systematic ex-
tinct lattice positions and indicate short-range ordered domains of the P31

structure. In this representation, the Bragg reflections are heavily saturated
and appear to be broader than in reality because of their diffuse halo.
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6. 2D polymerization and depolymerization

in the increase of the template — PT and template — MT distances (Fig-
ure 5.5a, b, crossed symbols).

The a-axis slightly reduces in size, because the monomers move back to out-
of-layer positions and allow a lateral shrinkage, i.e. in contrast to the c-axis
the depolymerization behaviour of a-axis is inverse to its development during
polymerization. The observation that the a-axis increases again after the last
depolymerization step is not understood so far.

The delocation of the 2cpys close to the fully polymerized state also allows
to explain the residual electron densities observed during depolymerization
as shown in Figure 5.6. It is assumed that initially not all of the delocalized
2cpys find their way back to their positions between the template and MT ,
(Figure 6.1d), because open pathways get blocked during depolymerization.
Such stranded molecules may get trapped in remaining open gaps between
PS and PT , which therefore cannot be closed by the later formed monomers.
If, at the same time, a sandwiched 2cpy is missing at the other side of MT ,
then it may shift towards the template, leading to residual electron density
patterns at the in Figure 5.6 observed position. Since the residuals cannot
be fitted in the least-squares refinement, it is very likely that this scenario
happens rarely and that the affected MT molecules are heavily disordered.
These residuals appear as soon as depolymerization starts and disappear in
the mid-stages of our depolymerization experiments, i.e. such effects heal
during depolymerization.

6.1.2 Propagation from reaction kinetics

For investigating the propagation mechanism from the average structure
alone, polymerization kinetics were analyzed by employing the Avrami model.
For that purpose, Equation 2.1 is put into context for two-dimensional poly-
merization as

C̄n(t) = 1− e−ωt
n

(6.1)

where the transformation propagation Y during two-dimensional polymer-
ization is expressed by C̄n. The Avrami exponent n is expected to be n = 1

for random growth, i.e. if the formation of a local bond has no impact on
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6.1 Insights from Bragg scattering

the reaction probability of the surrounding anthracene pairs (unchanged re-
activity model, Figure 2.2a), it is supposed to be n = 2 if the polymerization
starts at one seed from which a disc-like two-dimensional polymer would
develop, because anthracene - anthracene bonds could only be established
in the direct environment of an already existing bond (enhanced reactivity
model, Figure 2.2c). A combined model in which additional nuclei would
be formed during a disc-like growth would lead to an Avrami exponent of
n = 3. Finally, a combined model that also stimulates three-dimensional
growth would lead to n = 4. The Avrami exponent can be derived from the
exposure time evolution of C̄n as the slope of a double logarithmic plot of ln t

versus ln (ln (1− C̄n)
−1

) as described by Pethrick (2007). An example of such
a plot of the data is depicted in Figure 6.3a. The Avrami exponent averaged
over all polymerization kinetics data is 0.69(4) with no obvious differences
between in-house, synchrotron, low or room temperature measurements and
therefore very well reproducible. This is a surprising result since the original
Avrami model only covers exponents n ≥ 1 (Hay, 1971; Gedde, 1995), but
examples with n < 1 are known (Lotz and Kovacs, 1969).

MC simulations were employed to better understand the results of the Avrami
model. They were based on the assumption that light intensity and trans-
parency of the crystal do not change with increasing polymerization time and
that local anthracene - anthracene bond formation only influences the bond
formation probability of the next lateral neighbors. The model was strictly
two-dimensional, i.e. a single sheet and not a stack of sheets was modeled,
template and 2cpys were ignored and formed bonds were assumed to be sta-
ble. The reactivity modifier r1 was introduced to model the propagation
mechanism with 0 ≤ r1 ≤ 1. The reaction probability of a blade pair having
at least one dimer in the direct neighborhood is given by r1. Similarly, the
reaction probability of a blade pair without any formed dimers in the direct
neighborhood is given by 1 − r1. Different models were tested by varying
r1. Enhanced reactivity models (Figure 2.2b) are represented by r1 > 0.5,
r1 = 0.5 is the unchanged reactivity model (Figure 2.2a), and r1 < 0.5 are re-
duced reactivity models (Figure 2.2c). Please note that in the case of r1 = 1,
an initial seed is required for starting polymerization. Figure 6.3b depicts
the kinetic fingerprints of the simulated models as expected for r1 = 0, 0.5, 1.
Note that r1 = 0 does not allow formation of a fully polymerized structure,
but saturates at C̄n ≈ 0.3, since any molecule can at most form one bond
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6. 2D polymerization and depolymerization

Figure 6.3: (a) Exemplary calculation of the Avrami exponent for CI1 yields
0.66(3). The Avrami exponent averaged over all five crystals used for poly-
merization is 0.69(4). (b) Simulated reaction kinetics based on the models
from Figure 2.2, assuming extreme values for the enhanced and reduced re-
activity models. (c) Simulated reaction kinetics for different reduced models
using different magnitudes to reduce the reactivity. (d) Avrami exponents
for reduced models of different magnitudes.

to other molecules. In theory, the maximum value of C̄n would be 1
3
, but

in practice it is slightly smaller because of frustration effects. The Avrami
exponents of the three different basic models were calculated and yielded
the expected Avrami exponents of 1 and 2 for the unchanged and enhanced
reactivity models, while the reduced reactivity model with r1 = 0 yielded an
Avrami exponent of 0.55, i.e. smaller than 1 and therefore qualitatively simi-
lar to the experimental results. The reduced reactivty model was investigated
further by modifying r1 within the limits 0 ≤ r1 < 0.5 which allows to form
continous mixtures between the reduced and random reactivity model. Fig-
ure 6.3c shows examples of the irradiation-time dependent evolution of such
models with different values for r1 and Figure 6.3d the Avrami exponents
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6.1 Insights from Bragg scattering

for the whole range of tested models. All of them yield Avrami exponents
smaller than 1, indicating that anthracene dimerization of the 2DP presented
here restricts its direct neighbors in their reactivity and the corresponding
r1 factor is in the range of 0.05 to 0.15 to obtain n ≈ 0.69.

Local impediment of bond formation may be explained by the local strain
induced through the formation of a bond and the associated changes in dis-
tance between anthracene pairs, Figure 6.4a, which is a crucial factor for the
reactivity (Schmidt, 1971). Indeed, as shown in Figure 6.4b the anthracene
- anthracene distance of unbonded pairs tend to increase during polymeriza-
tion. This nicely explains the self-impeding of the polymerization propaga-
tion as observed in the Avrami model analysis. While this explanation seems
very likely, the Avrami formalism does not allow to distinguish reactivity
changes along lateral and vertical directions. That leaves a small uncertainty
about the propagation mechanism obtained from the Avrami model. Such
detailed local structure investigations go beyond what can be learned from
the average structure alone and will be further addressed when discussing
substitutional disorder in Section 6.2.2.

Figure 6.4: (a) Graphical representation of the average anthracene-
anthracene distance between MS and MT . (b) Change of the average
anthracene-anthracene distance between MS and MT upon polymerization.

The case for depolymerization propagation is less clear, because of fewer
available data points and the lack of reference studies on anthracene cyclo-
reversion. Depolymerization can be described with the same formalism and
models as polymerization. However, instead of monitoring the impact of
formed bonds on the formation of new bonds, we now monitor how a broken
bond would enhance or reduce the rate of depolymerization in the next neigh-
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6. 2D polymerization and depolymerization

borhood. The Avrami exponent extracted from the results of the depolymer-
ization experiments is 0.84(7) , indicating a self-impeding propagation model
also in the case of depolymerization. This behavior can be explained if one
assumes that a polymer layer is more stressed than a monomer layer, be-
cause of the deformations introduced during polymerization and, because
the higher rigidity of the polymer layers does not allow a flexible adaptation
to changes in its environment. Breaking of bonds would therefore reduce
local stress in the polymer layers and reinforce the anthracene-anthracene
bonds in the remaining polymer fragments. As a consequence, the probabil-
ity that a given anthracene - anthracene bond gets broken within a certain
time becomes smaller with progressing depolymerization.

6.2 Insights from diffuse scattering

6.2.1 Displacive disorder

As shown in Table 5.3, all UAB matrices referring to intramolecular displace-
ments show strong positive correlations for the main-diagonal entries and
negligible correlations for the off-diagonal entries. These correlations show
that MS, MT , PS, PT , PT and the template behave like rigid bodies in a first
approximation and that the intramolecular displacive disorder is dominated
by translations rather than librations. The internal rigidity of molecules and
moieties is maintained throughout polymerization. Correlations between op-
posite blades from MS and MT decline weakly upon polymerization. The
most likely reason for this decrease is that dimers belonging to the same
molecular part as the unbound blade reduce the mobility of the entire moi-
ety and thus the interaction possibilities of the unbound blade.

The strong correlations between the edge-to-face stacked blades of MS and
the template, Table 5.5, are surprising given that they appear rather far
apart in the structure drawings in this work. However, hydrogen atoms are
not plotted in the majority of structure drawings. When considering the
distances between the outermost hydrogen atoms of MS and the template,
they vary from 2.8Å to 3.0Å, which is actually the shortest inter-molecular
distance within a layer. Upon polymerization, correlations between the tem-
plate and polymer substructure are larger than those between the template
and the monomer substructure, making the template stronger integrated
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6.2 Insights from diffuse scattering

into the polymer substructure. This strong integration was demonstrated by
Beyer et al. (2017). The surfaces of some 2DP crystals and partially exfoli-
ated sheets were extensively studied using atomic force microscopy. It was
expected to find depressions in the surfaces which should have formed if the
template vacated the pores, leaving behind the hexagonal arrangement of
the polymer. When the surface topography revealed no pores and a trigo-
nal arrangement of elevations they concluded that the template must remain
within the pores because the trigonal arrangement with the given spacing is
only possible if the pores are filled by the template.

Intra-columnar displacements along the c-axis were expected to be equally
directed, i.e. all positively correlated like dominoes pushing each other over,
given the relatively high rigidity of blades and half-dimers. However, this was
not the case, cf. all negative correlations highlighted in Table 5.4 in purple,
i.e. between PS and PT at a conversion ratio of 0.22. Additional simplified
structure simulations were employed to study the appearance of negative
correlations within the columns further. These simulations calculate all per-
mutations of monomer molecules, polymer moieties and their displacements
within a column of 200 molecules while assuming periodic boundary condi-
tions. The displacive disorder was modeled only on a qualitative basis and
is expressed as whether a molecule is displaced in the positive or negative
direction within the column. About 20 % of all permutations show a be-
haviour that is qualitatively and quantitatively similar to the values found
in Table 5.4, i.e. negative correlations in the second neighborhood between
MS and MT and negative correlations in the first and second neighborhood
only at a C̄n of 0.22 between PS and PT .

The mechanism from the simulation results is interpreted in a simplified way
as follows. In order to dimerize, MS and MT have to move along the c-axis
in opposite directions, indicated in Figure 6.5a by arrows outside of the rect-
angular representations for the monomers. In the monomer crystals, MS and
MT are intrinsically disordered along the c-axis, indicated in Figure 6.5b by
arrows inside of the rectangular representations for the monomers. Individ-
ual monomer pairs could be either displaced in the same direction (positive
correlation) or in different directions (negative correlations). In the example
depicted in Figure 6.5b, the average correlation of all molecule pairs equals to
zero. The intrinsic displacements ofMS andMT along cmake those molecules
that are displaced in the same direction as the motion required for dimer-
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6. 2D polymerization and depolymerization

Figure 6.5: Schematic representation of how selective polymerization can
change correlations. (a) Polymerization requires that monomers within a
layer move along the columns in different directions in order to polymerize.
(b) Schematic drawing of multiple columns containing the second neighbors
MS and MT , separated by a template (not drawn for clarity), where each
molecule is displaced along the column, as indicated by arrows, and are
overall not correlated. (c) Same stacks as in (b) though monomers that were
displaced in the same direction as the motion required for dimerization (MS

down, MT up) were polymerized. This selective polymerization changed the
correlations between moieties. Notable, the previous uncorrelated monomers
MS and MT became negatively correlated. Dotted boxes refer to monomer
molecules, dashed boxes to their polymerized counterparts.
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6.2 Insights from diffuse scattering

ization more likely to dimerize because they are closer to their dimerization
partner10. When dimerizing only those molecules that favor dimerization
due to their internal displacements, and then consider their correlations, the
previously uncorrelated molecules MS and MT became in the given example
negatively correlated, Figure 6.5c.

The displacive disorder in the partially polymerized structures is most likely
of static origin, which was already indicated by the average structure. This
is evident when comparing the ADPs from measurements made at different
temperatures, Figure 5.3. In the monomer state, the ADPs decrease when
the temperature is reduced, as is expected for thermal movements. As soon as
polymerization begins, however, the ADPs from low and room temperature
measurements become more similar, indicating increasing contributions from
static displacements.

6.2.2 Substitutional disorder

The results of the substitutional disorder from the diffuse scattering experi-
ments differ in the second and third topological neighborhood from the results
of the Avrami model (Figure 5.14) which is based on the Bragg data, Fig-
ure 6.6. According to the MC simulation, the first neighbors are stronger
correlated throughout the polymerization than in the actual experiments.
Similarly, the second neighborhood never has negative correlations in the MC
simulation, and the third neighborhood is more strongly correlated than ex-
pected. A particular striking feature is also the lack of change from negative
to positive correlations in parts of the second and third neighborhood.

The previously used MC simulation was extended by additional modifiers
that influence further topological neighborhoods. For that purpose, the same
design principle as for the first neighborhood (see Section 6.1.2) were used.
Four r-modifiers were used as parameters, one for the first, two for the second
and one for parts the third topological neighborhood, called r1, r2, r3 and r4.
Two parameters for the second neighborhood made it possible to group the
second topological neighbors according to their different geometric distances.
The r-modifiers were subjected to differential evolution (DE) minimization

10The concept of reaction probabilities changing with distance between reactive moieties
is explored in depth in Sections 2.3.4 and 6.1.2.

92



6. 2D polymerization and depolymerization

Figure 6.6: Qualitative distribution of positive and negative correlations (a)
as refined by Yell, (b) for the MC simulation considering decreased reactivity
(r1 = 0.15) in first topological neighborhood and (c) for the MC simualtion
considering decreased reactivity up to the third topological neighborhood at
a C̄n of 0.22. Correlations (d) as reported by Yell, (e) MC simulation for the
first topological and (f) additional topological neighborhoods at a C̄n of 0.44.

(Storn and Price, 1997) to find the best set of r-modifiers to explain the
observed substitutional correlations. The objective function to be minimized
was the square sum of the differences between correlations obtained from
Yell and the MC simulation. Python’s implementation of the DE algorithm
was used with ten individuals per parameter and was executed in parallel
mode on EULER. Again, parallel computing was an essential component
because each of the forty individuals per generation could be calculated on
a separate computing core, therefore drastically reducing the wall-clock time
of the minimization. Figure 6.6 shows the improvement when involving the
second and third neighbors by comparing the distribution of positive and
negative correlations at different conversion ratios.
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6.2 Insights from diffuse scattering

Figure 6.7: (a) the Yell model compared to (b) the MC simulation and (c)
their difference at a C̄n of 0.22 as well as (d) the Yell model compared to (e)
the MC simulation and (f) their difference at a C̄n of 0.44.

Three important observations and conclusions could be gathered by com-
paring the Yell models with the two MCs simulations and by extending the
change in reactivity to moieties further away. First, the change from nega-
tive to positive correlations as seen in Figure 6.6a,d, can be achieved in any
topological neighborhood larger than one, even when a reduced reactivity is
assumed for all neighborhoods. At a low C̄n, dimers have enough space to
avoid each other relatively well, but at higher C̄n the need to form new dimers
creates specific spots which are more accommodating for dimeriztion. Sec-
ond, the MC simulations are surprisingly sensitive to the input parameters.
Changes of or below 1 percentage point in an r-modifier result in significant
changes in the correlation development during polymerization. For example,
such minor changes influence if and at which C̄n a change in correlation parity
occurs. Finally, no single set of r-modifiers was found by the refinement to
explain the Yell models satisfactorily because at least one correlation value
obtained from the MC simulation will not correspond to a correlation value
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6. 2D polymerization and depolymerization

from the Yell model. The best obtained set of r-modifiers for both inves-
tigated intermediate states is 0.31(7), 0.17(5), 0.28(8) and 0.55(10) for the
first, second, and the two differentiated third neighbors, respectively. The
errors represent the spread in the population after convergence of DE mini-
mization. This set of parameters agrees reasonably well with the qualitative
(Figure 6.6) and quantitative (Figure 6.7) Yell model at a C̄n of 0.22. How-
ever, at a C̄n of 0.44 a qualitative mismatch appears. While the first and
second neighborhood are well reproduced, the third neighborhood has the
wrong parity as seen in Figure 6.6f. Apart from this outlier, the quantitative
match is acceptable, Figure 6.7f.

There are two possible explanations why the DE was not able to provide a
perfectly fitting model. First, the symmetry introduced into the model (cf.
Figure 4.5) might be too restrictive. Second, the model could be too sim-
plistic11. Furthermore, when looking at the difference between the results
obtained from Yell and the refined MC simulation, Figure 6.7c,f, all differ-
ences at a C̄n of 0.22 are negative and all differences at a C̄n are positive,
indicating a systematic error.

Figure 6.8: A possible explanation for the negative substitutional correla-
tions above and below dimers. (a) In the monomer structure, MS and MT

(blue and green dotted boxes) have to move along c in opposite directions
to dimerize, thereby exerting pressure on the template and solvent (red full
box and crossed black lines), see also Figure 6.1a,b. (c) The channel opening
caused by dimeriazation enables the monomer molecules above and below to
move into that space.

11The model simplifications are given in Section 6.1.2.
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6.2 Insights from diffuse scattering

When considering the substitutional disorder across the layers, Figure 5.15b,d,
it is less likely that dimers form above or below existing dimers. One pos-
sible explanation for this behavior is the channel opening (cf. Figure 6.1)
that occurs during polymerization. During dimerization, Figure 6.8a,b the
monomers must move along c into the layer. The corresponding channel
opening allows monomers in adjacent layers to move a little into the open-
ing gap, Figure 6.8c. This small displacement increases the distance of the
monomers to their dimerization partners, which reduces the reaction prob-
ability according to Schmidt’s rule (Schmidt, 1971). Note that these small
displacements could also be caused by lateral movements.
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7 Conclusion

7.1 Overview

For the system studied here, approximately one million carbon-carbon bonds
per µm2 are formed to obtain a single, well-ordered macromolecule. In addi-
tion, this chemical transformation converts independent monomer molecules
into stacks of 2DP sheets that ideally span throughout the entire crystal.
In view of this complexity, it is important to understand why polymeriza-
tion nevertheless takes place, and which mechanisms support it. Given the
crystallinity of 2DPs, total X-ray scattering techniques have proven to be
an excellent tool for investigating this single-crystal-to-single-crystal trans-
formation with atomic resolution. For the first time, the polymerization
and depolymerization propagation of a two-dimensional polymer was inves-
tigated in detail. It was found that polymerization is predominantly random,
with aspects of a repulsive growth mechanism within and surprisingly across
the layers. Depolymerization proceeds in a similarly random fashion with
a tendency to evenly distribute bond-breaking events throughout the layer.
Such processes have unprecedented complexity as far as the number of bond
formation and bond breaking events per unit area are concerned.

7.2 Propagation mechanisms

Unraveling two-dimensional polymerization using total X-ray scattering re-
quires two steps, understanding the average and the real crystal structure.
First, all relevant structural parameters from the average structure were de-
termined as a function of reaction conversion. This provided insights into
several of the structural changes that occurred during the transformation
from monomer to polymer and back. Results obtained from such complex
solid-state-reactions experiments may be very sensitive to small variations
in sample preparation, experimental setup, and data analysis. Therefore,
repeating the experiments with several crystals under different experimen-
tal conditions and testing various data evaluation approaches turned out to
be essential for estimating the reproducibility and the reliability of the re-
sults. Second, the changes in the crystal’s 3D-∆PDF were studied to gather
information about the real structure. Not only did this verify and further
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support the propagation mechanism as extracted from the average structure,
it also showed that the growing 2DP-layers in the crystal influence each other,
making two-dimensional polymerization a three-dimensional process.

In general, the conversion ratio and the propagation mechanisms of polymer-
ization and depolymerization have an impact on the topology, homogeneity,
and size of exfoliated sheets. Detection and design of exploitable properties
in partially polymerized structures could be of even higher interest than the
fully polymerized end-product itself. Although Bragg scattering-based in-
formation alone does not deliver a complete model, it was shown that the
Avrami formalism is a promising and easy-to-use tool for an initial charac-
terization of the polymerization propagation mechanism, Section 6.1.2. By
including results obtained from diffuse scattering, it was clearly shown that
two-dimensional polymerization propagation is a much more multifaceted
mechanism than Bragg scattering alone would suggest. The magnitude in
reduction of the reactivity in the Avrami model from the average structure
is overestimated when compared to the results from the diffuse scattering.
Deriving the propagation mechanism from the Avrami model is a good qual-
itative indicator, but insufficient to describe the propagation mechanism as
a whole. For example, the Avrami model suggests that the first topological
neighborhood is primarily affected by a single dimerization event. However,
the results from the diffuse scattering clearly show that this is not the case.
Furthermore, the data obtained from the real structure show that a single
dimer influences the reactivity of the second topological neighbors and some
of the topological third neighbors within the layer as well as several additional
geometric neighbors from adjacent layers.

The polymerization - depolymerization cycle is an asymmetric process, Fig-
ure 5.2. As seen from the rapid drop of the crystal volume after heat treat-
ment, the crystal structure is out of thermodynamic equilibrium during poly-
merization. This is considered fortunate, since the metastable state allows
polymerization while keeping the monomers close enough together to achieve
full conversion. As a consequence, the number of microscopic or macroscopic
cracks stays small enough to essentially preserve the single-crystalline state.
In the course of heat-induced depolymerization, the crystal is closer to struc-
tural equilibrium. Depolymerization is a partially self-inhibiting process,
in which heat treatment reduces local strain and keeps the polymer moi-
eties close together, stabilizing the remaining bonds. Polymerization and de-
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polymerization especially, which both require significant structural changes,
leave the crystals intact. This remarkable finding is of particular impor-
tance regarding the obtainable single-layers from a crystal. The observation
that a polymerization - depolymerization cycle does completely recover the
monomer but not exactly its initial crystal structure suggests that polymer-
ization cycling might be a suitable way for realizing structures that cannot
be directly accessed from the fresh monomer.

7.3 Structural features promoting 2D polymerization

In order to make two-dimensional polymerization happen, two conditions
must be met. First, anthracenes must have the right geometric relation to
one another. Second, the surroundings of the reaction centers must be flexi-
ble enough to respond in a non-destructive way to the connectivity changes
during polymerization. For the here-presented 2DP, the second aspect is ful-
filled in particular by translocations of solvents and templates, i.e. the passive
molecules. Regarding the solvent molecules, it is interesting to note that they
act as a mechanical buffer and “lubricant“ between sheets during polymer-
ization. The buffering-effect is also observed when considering the displacive
disorder. The interactions along the c-axis between monomer/polymer and
the template separated by the solvent are initially smaller than the interac-
tions between monomer/polymer/template in direct contact, see Table 5.4.
That difference becomes smaller with increasing conversion, indicating that
the solvent has absorbed stress and has a decreased capacity to dissipate addi-
tional stress. The decreased capacity is also indicated by the solvent molecule
itself, as it becomes more parallel with the ab-plane, see Figure 5.7c,d. The
importance of the solvent for a complete characterization of the compound
is further illustrated by its impact on the crystal’s physical properties: the
upright solvent molecules introduce a significant electric dipole moment. Al-
though the solvent molecule is partially disordered, the resulting calculated
dipole moment at any conversion ratio is larger than that of water (Clough
et al., 1973), which can even be fine-tuned through the conversion ratio.

Given the currently available tools and knowledge, it is difficult, if not impos-
sible, to tailor structural, chemical, or physical properties of two-dimensional
polymers from scratch. A thorough crystallographic analysis of the interme-
diate and final products of a given compound, as carried out in this study,
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provides further insights for crystal engineering in 2DPs. Several such stud-
ies could eventually provide guidelines for the future development of 2DPs
and explain why a final product may or may not achieve its desired prop-
erties. This study provides three important insights from diffuse scattering,
which have also enabled a better understanding of the polymerization mech-
anism. First, all molecular deformations and movements must be analyzed
and understood in relation to the conversion ratio. Ideally, the monomer
molecules would perfectly compensate for the deformation caused by dimer-
ization. However, the results clearly show that the molecules are limited in
that capacity, and that the solvent molecules sandwiched between monomer
and polymer molecules play a key role in compensating for stress caused
by deformation and displacement, Section 5.2.3 and Section 6.1.1. Second,
the diffuse scattering resulting from the displacive disorder provides a bet-
ter understanding of the distribution of blades and dimers than the average
structure alone would suggest, Figure 6.6. The diffuse scattering revealed
that polymerization propagation is a primarily random process, although
dimers prefer to avoid each other. This leads to a more even distribution of
dimers during polymerization, which further reduces the local stress. Finally,
the polymerization propagation also affects reactive centers belonging to an-
other layer. Fortunately, this influence does not interfere in any way with
the polymerization in the case presented here. It is conceivable, however,
that although the molecules are perfectly arranged in the starting monomer,
dimerization could take place in such a way that complete polymerization of
adjacent layers is prevented. Real structure analysis would provide the exper-
imental framework to identify and investigate these cases. Such insights are
of critical importance for future monomer design, because it is not enough to
just consider internal molecular deformations during, dimerization but also
how the layers above and below are affected.

7.4 On exfoliation and single sheets

The results from the average structure analysis expose interesting findings
related to liquid exfoliation. Within the columns, the molecules move further
apart until they reach full polymerization, Figures 5.4, 5.5, which makes it
easier for exfoliation agents to penetrate the structure and to push the sheets
apart. Unfortunately, no real crystal structure analysis is available for the
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fully polymerized state, and therefore no comments can be made on inter-
actions between moieties within the column. Furthermore, when attempting
liquid exfoliation, annealing is not recommended because it would cause a
phase transformation, from space group R3 to P31, in which the molecules
are much closer together within the columns, making it much harder for
exfoliation agents to penetrate the structure.

Regarding the templates, it is noteworthy that at the beginning of polymer-
ization they can easily dissipate any stress exerted on them by dimerization
by moving along the c-axis. Towards the end of the polymerization, their
degrees of translational freedom are reduced by the emerging polymer, Fig-
ure 6.1. Further information on the template’s interactions are important
regarding future applications, like molecular sieving, which would require
the template to vacate the pore. Given the strong interactions between the
template and the neighboring moieties within the layer found during this
study, it seems unlikely that the templates vacate a sheet’s pores sponta-
neously. This was confirmed in a study by Beyer et al. (2017). Note that
bending motions of an individual sheet in solution would probably provide
an adequate mechanism to remove the templates from the pores.

7.5 Modeling disorder via the 3D-∆PDF method

An important additional aspect of this project was to thoroughly test the
implementation of the 3D-∆PDF method in the Yell program and to prove
its capabilities. It was shown that it is possible to model and refine the
disorder of large molecules and to investigate the change in disorder during a
sophisticated phase transformation. It could be also shown that disorder can
be modeled comparatively easily compared to Monte Carlo simulations while,
requiring less computational power. Furthermore, modeling and expressing
disorder via pair correlations and viewing the results in 3D-∆PDF space,
allows a semi-quantitive estimate of the parameters defining the disorder
by eye with surprising accuracy within a comparatively short time. This is
currently not possible with Monte Carlo simulations.

The work on data from the diffuse scattering was a challenging task. Since
the diffuse scattering showed broad, three-dimensional features and was cen-
tered on Bragg reflections, the separation of these two was difficult. However,
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improved computing power and software made it possible to experiment with
different approaches to find the best separation method. Modeling the dis-
order was time consuming, labor-intensive and error-prone due to the low
crystal symmetry, and the relatively large number of atoms in the asymmet-
ric unit, but straightforward. The resulting 3D-∆PDF maps could not be
interpreted intuitively, unlike other examples (Sangiorgio et al., 2018). How-
ever, the patterns of density distributions for displacive and substitutional
disorder were very characteristic and effectively counteracted the error-prone
modeling.

7.6 Final remarks

In summary, this work provides the first thorough investigation of the poly-
merization mechanism in a crystalline 2DP. It was shown that by using stan-
dard X-ray diffraction techniques and the 3D-∆PDFmethod, two-dimensional
polymerization propagation can be described in terms of crystalline disorder.
This approach revealed, among many other interesting features, that the
polymerization mechanism is best described as random with aspects of re-
pulsive growth, and that stress compensation via different mechanisms is
important to facilitate polymerization propagation. This project has been
an enriching experience for myself, and it is my sincere hope that the results
of this work will be a reference point for future research on 2DPs, phase
transitions and disorder in crystals.
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8 Outlook

8.1 Monomer and polymer

Many research opportunities remain for the monomer and polymer investi-
gated in this study. Since the monomer and polymer structure are isotypic,
it would be interesting to see if the monomer structure can be forced to un-
dergo a phase transition to the P31 structure known from annealing, which
has smaller cell parameters, through means of high pressure. The reduced
symmetry might result in a different propagation mechanism.

The master project by Gabriele Pagani showed that light with a wavelength
of 250 nm triggers cyclo-reversion of the anthracene dimers although it takes
at least 24 h to achieve a small percentage of depolymerization. His findings
show that the structural changes of thermal- and photodepolymerization are
different. For example, the reduction of the c-axis observed during thermal
depolymerization does not occur. However, more research is necessary to
gain more detailed insights.

Several side effects of polymerization are also of interest. So far, the changes
in the dipole moment were only calculated and independent measurements
are necessary to determine the real strength. Also, after a polymerization
and depolymerization cycle, the fully depolymerized structure is almost, but
not quite, similar as the pristine monomer structure. It would be interesting
to understand whether or not these deviations accumulate during multiple
polymerization and depolymerization cycles and if this recycling gives access
to exploitable intermediate states which cannot be obtained from the pristine
monomer crystal.

The particular crystal morphology and the orientation of the crystallographic
axes in relation to the morphology play an important role for future appli-
cations of 2DPs obtained from the single-crystal approach, as they restrict
the maximum achievable sheet size and as they result in an intrinsic sheet-
size distribution. Understanding the relation between the crystal lattice and
the crystal morphology reveals further properties. The 2DP presented here
is obtained from crystals with rhombohedral morphology, with the trigonal
symmetry-axis being normal to the polymer layer. Therefore the intrinsic
polydispersity of the sheet size is extremely broad. In theory, no two sheets
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have the same size, Figure 4.1c. To obtain a large amount of a monodisperse
fraction of a desired sheet size, several crystals must be exfoliated and the ob-
tained sheets must be further processed to obtain the desired fraction.

8.2 Revisiting concepts and definitions

Definitions for polymers were written with linear polymers in mind, there-
fore some of them require an extension to account for the increased degrees of
freedom in 2DPs. For example, oligomers require an additional identifier to
distinguish different topologies comprised from the same number of monomer
molecules, Figure 8.1. Similarly, the net topology opens up additional pos-
sibilities for for tacticity, a subject that was briefly touched upon by Lange
et al. (2017)

Figure 8.1: Several examples of oligomers that could occur in the studied
2DP. The term n-mers, e.g. tetramer (a to c) or hexamer (e to f), is ambigu-
ous for oligomers that are capable of two-dimensional polymerization.

8.3 Monomer design, arrangement, and polymerization

The inspiration for the development of a monomer suitable for two-dimensional
polymerization can come from any book or website dealing with tilings. For
example, a pentafunctional monomer could be utilized in at least three differ-
ent reactive arrangements to obtain a 2DP, Figure 8.2. An intrinsic advan-
tage of using a non-regular tessellation is that an additional parameter can
be exploited for pore size design. Additionally, the pores are intrinsically dec-
orated with functional groups which could be used for post-polymerization
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modification, similar to edge functionalization (Zhao et al., 2016). A va-
riety of different intermediate states and propagation mechanisms are ex-
pected from such novel arrangements. Some intermediate states of specific
growth mechanisms might also be exploited for their properties. For exam-
ple, Figure 8.3a shows how a specific growth mechanism would yield indi-
vidual chains. Furthermore, irregular Figure 8.3b or regular Figure 8.3c net
structures could be obtained from intermediated states. Diffuse scattering
techniques could become an invaluable tool for identifying these. In my per-
sonal opinion, there are considerable synergies that can be exploited through
the joint development of 2DPs and diffuse scattering techniques such as the
3D-∆PDF method.

Figure 8.2: Three examples of 2DPs that could be obtained from a penta-
functional monomer that have an intrinsic porosity. Note that (a) and (b)
are periodic while (c) is aperiodic.

It is conceivable that stress and strain develop differently depending on the
growth mechanism. When considering the previously introduced reactivity
models, Figure 2.2, the unchanged and reduced reactivity model distribute
stress throughout the crystal while the enhanced reactivity model creates a
reaction front at which stress would be localized. Depending on the magni-
tude of the stress, such a reaction front can produce grain boundaries in the
single crystal that prevent continuous growth and thus drastically reduce the
achievable sheet sizes.

106



8. Outlook

Figure 8.3: Concept drawings of hypothetical intermediate states of an un-
specified growth mechanism during polymerization from which (a) linear
polymers, (b) irregular nets or (c) regular nets could be obtained. A white
rhomb represents a reactive center ready to dimerize while a red rhomb rep-
resents an already dimerized site.

8.4 3D-∆PDF modeling

An important aspect to advance real crystal structure analysis using the 3D-
∆PDF method is to streamline the work flow with diffuse scattering data.
Yell has closed a big gap in the processing pipeline, by providing a gen-
eral framework to model disorder, but self-made scripts are still required for
transferring and analyzing data.

The results from this study and other works regarding displacive disorder
(Bosak et al., 2015) show that diffuse scattering is capable of probing the
correlated dynamic or static displacements between two molecules. This in-
formation bears some similarities with spectroscopic methods such as infrared
spectroscopy which probes internal vibration modes of a molecule. Although
analyzing displacive disorder is not yet sufficiently developed in terms of
practical application or precision with respect to spectroscopic methods, it
could provide a valuable framework for future measurement techniques that
complement spectroscopy.
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10 Appendix

Attempts to recover the UAB-matrix

This section provides additional context for Section 4.4.5 and uses the same
terminology and formula symbols. The failed attempts to recover the com-
plete UAB matrix are briefly summarized in the following paragraphs. Two
additional tensors were introduced. The first is the tensor V

V =

[
UA UAB

UABT
UB

]
(10.1)

which describes the displacement between moiety A and B. The second
tensor is the S tensor described by

S =

[
UA SAB

SAB
T

UB

]
(10.2)

with SAB obtained from Equation 4.4. S and V are positive semi-definite
and symmetric. Eigenvector and eigenvalue properties of S, V and UAB were
investigated and while no useful information for the problem at hand was
gained it was observed that UAB

ij = UAB
ji maximizes the smallest eigenvalue of

UAB. Properties of positive semi-definite matrices were investigated (Bhatia,
2007), with the Cholesky decomposition (Higham, 1990) being one of the
most promising examples but yielded no further insights. Finally, the parity
of the off-diagonal elements (Charles et al., 2013) was investigated, but that
approach was also unsuccessful.
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10. Appendix: Visualizations of different growth mechanisms

Visualizations of different growth mechanisms

Figure 10.1: Selected intermediate states of the simulated unchanged reac-
tivity model. The reactivity modifiers are r1 = 0.50, r2 = 0.50, r3 = 0.50,
and r4 = 0.50. Details on the calculations are given in Section 6.1.2 and
Section 6.2.2.
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10. Appendix: Visualizations of different growth mechanisms

Figure 10.2: Selected intermediate states of the simulated enhanced reactivity
model. The reactivity modifiers are r1 = 1.00, r2 = 0.00, r3 = 0.00, and r4 =

0.00. Details on the calculations are given in Section 6.1.2 and Section 6.2.2.
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10. Appendix: Visualizations of different growth mechanisms

Figure 10.3: Selected intermediate states of the simulated partially reduced
reactivity model. The reactivity modifiers are r1 = 0.15, r2 = 0.50, r3 = 0.50,
and r4 = 0.50. Details on the calculations are given in Section 6.1.2 and
Section 6.2.2.
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10. Appendix: Visualizations of different growth mechanisms

Figure 10.4: Selected intermediate states of the simulated repulsive growth
mechanism as obtained from the diffuse scattering. The reactivity modifiers
are r1 = 0.31, r2 = 0.17, r3 = 0.28, and r4 = 0.55. Details on the calculations
are given in Section 6.1.2 and Section 6.2.2.
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10. Appendix: Correlation tables

Correlation tables

The following pages provide extensive tables about all first-neighbor dis-
placive correlations. Figure 10.5 explains the symbols used in these ta-
bles.

Figure 10.5: Fragments of (a,b) the monomer molecules, (c) the template
and (e,f) polymerized molecules and their designations as used in Table 10.1
to Table 10.5.
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10. Appendix: Correlation tables

Fragments corAB
11 corAB

22 corAB
33 corAB

12 corAB
23 corAB

31

MS 1 - MT 1 + 0.18 + 0.46 + 0.32 −0.08 + 0.02 −0.03

MS 1 - MT 2 + 0.11 + 0.53 + 0.69 + 0.25 0.00 −0.08

MS 1 - MT 3 + 0.21 + 0.39 + 0.31 + 0.20 −0.10 −0.08

MS 1 - T 1 + 0.08 + 0.16 + 0.31 + 0.03 + 0.01 + 0.02

MS 1 - T 2 −0.08 + 0.27 + 0.52 + 0.02 −0.04 −0.04

MS 1 - T 3 + 0.44 + 0.09 + 0.26 + 0.12 + 0.01 + 0.03

MT 1 - T 1 + 0.03 −0.15 + 0.29 −0.01 −0.03 0.00

MT 1 - T 2 + 0.06 + 0.09 + 0.30 + 0.04 + 0.02 −0.06

MT 1 - T 3 + 0.02 + 0.11 + 0.17 + 0.05 −0.06 + 0.02

Table 10.1: Correlations between the first nearest neighbor molecules within
the columns in the monomer crystal.
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10. Appendix: Correlation tables

Fragments corAB
11 corAB

22 corAB
33 corAB

12 corAB
23 corAB

31

MS 1 - MT 1 −0.17 −0.03 + 0.76 −0.38 + 0.05 + 0.11

MS 1 - MT 2 −0.47 + 0.71 + 0.43 + 0.02 + 0.07 −0.05

MS 1 - MT 3 + 0.12 + 0.40 + 0.44 + 0.20 −0.09 −0.10

PS 1 - PT 1 −0.67 −0.65 −0.82 −0.03 + 0.36 + 0.26

PS 1 - PT 2 −0.50 −0.65 −0.51 −0.02 −0.39 + 0.15

PS 1 - PT 3 −0.41 −0.49 −0.43 −0.34 + 0.28 + 0.37

MS 1 - PT 1 −0.75 −0.05 + 0.48 + 0.27 −0.22 + 0.17

MS 1 - PT 2 + 0.55 −0.16 + 0.39 + 0.39 −0.42 0.43

MS 1 - PT 3 + 0.55 −0.68 + 0.52 −0.06 −0.05 −0.35

PS 1 - MT 1 + 0.13 + 0.25 + 0.95 −0.27 −0.05 −0.05

PS 1 - MT 2 −0.79 + 0.51 + 0.34 −0.40 + 0.43 + 0.24

PS 1 - MT 3 −0.65 + 0.73 + 0.85 −0.07 −0.05 + 0.08

MS 1 - T 1 + 0.10 + 0.11 + 0.50 + 0.04 + 0.03 −0.02

MS 1 - T 2 −0.45 + 0.22 + 0.65 −0.20 −0.05 −0.04

MS 1 - T 3 + 0.39 + 0.09 + 0.42 + 0.18 + 0.07 + 0.09

PS 1 - T 1 + 0.33 −0.15 + 0.86 + 0.19 + 0.16 −0.04

PS 1 - T 2 + 0.33 + 0.37 + 0.89 + 0.38 −0.06 + 0.02

PS 1 - T 3 + 0.18 + 0.44 + 0.55 + 0.04 + 0.20 + 0.02

MT 1 - T 1 −0.05 −0.28 + 0.39 + 0.06 + 0.04 −0.05

MT 1 - T 2 + 0.02 + 0.06 + 0.23 −0.02 + 0.01 −0.10

MT 1 - T 3 + 0.05 −0.01 + 0.25 + 0.03 −0.07 0.00

PT 1 - T 1 + 0.21 + 0.36 −0.07 + 0.04 −0.06 −0.33

PT 1 - T 2 + 0.23 + 0.14 + 0.22 + 0.44 + 0.04 0.00

PT 1 - T 3 −0.59 + 0.30 + 0.14 + 0.40 −0.02 −0.44

Fragments corAB
11 corAB

22 corAB
33 corAB

12 corAB
23 corAB

31

MS 1 - MT 1 + 0.20 + 0.55 + 0.34 −0.33 −0.04 + 0.08

MS 1 - MT 2 −0.64 + 0.80 + 0.91 + 0.17 + 0.13 + 0.20

MS 1 - MT 3 + 0.23 + 0.45 + 0.34 + 0.19 −0.08 −0.04

PS 1 - PT 1 −0.29 −0.03 + 0.52 −0.29 + 0.30 + 0.35

PS 1 - PT 2 + 0.20 + 0.02 + 0.48 + 0.39 −0.23 + 0.31

PS 1 - PT 3 −0.32 −0.09 + 0.20 −0.37 −0.03 + 0.10

MS 1 - PT 1 −0.10 + 0.58 + 0.16 + 0.43 −0.42 + 0.36

MS 1 - PT 2 + 0.73 −0.57 −0.06 −0.03 −0.30 −0.17

MS 1 - PT 3 + 0.41 −0.28 −0.14 + 0.12 −0.29 −0.39

PS 1 - MT 1 + 0.37 + 0.35 + 0.57 + 0.32 −0.32 −0.36

PS 1 - MT 2 −0.23 + 0.77 + 0.68 −0.21 + 0.18 + 0.31

PS 1 - MT 3 −0.45 + 0.18 + 0.57 −0.09 −0.09 −0.06

MS 1 - T 1 + 0.03 + 0.13 + 0.56 + 0.07 + 0.05 + 0.01

MS 1 - T 2 −0.49 + 0.07 + 0.76 −0.30 −0.10 −0.13

MS 1 - T 3 + 0.33 −0.08 + 0.55 + 0.16 + 0.05 + 0.09

PS 1 - T 1 −0.01 + 0.11 + 0.88 + 0.22 + 0.26 0.00

PS 1 - T 2 + 0.06 + 0.31 + 0.93 + 0.25 −0.15 −0.09

PS 1 - T 3 −0.01 + 0.15 + 0.65 −0.06 + 0.18 + 0.07

MT 1 - T 1 −0.23 −0.30 + 0.42 + 0.13 + 0.06 −0.02

MT 1 - T 2 −0.11 + 0.03 + 0.43 −0.06 −0.01 −0.13

MT 1 - T 3 + 0.02 −0.15 + 0.23 −0.07 −0.11 −0.01

PT 1 - T 1 −0.13 −0.00 + 0.20 −0.36 −0.14 −0.43

PT 1 - T 2 −0.03 + 0.04 + 0.39 + 0.16 + 0.07 −0.09

PT 1 - T 3 −0.27 −0.01 + 0.35 + 0.06 −0.07 −0.13

Table 10.2: Correlations between the first nearest neighbor molecules within
the column in the partially polymerized structure. Left half of the table
refers to a conversion ratio of 0.22 and the right half to a conversion ratio of
0.44.
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10. Appendix: Correlation tables

Fragments corAB
11 corAB

22 corAB
33 corAB

12 corAB
23 corAB

31

MS 1 - MT 1 + 0.46 + 0.69 + 0.25 + 0.28 −0.08 −0.16

MS 1 - MT 2 + 0.09 + 0.17 + 0.08 −0.15 −0.04 −0.01

MS 1 - MT 3 + 0.43 + 0.36 + 0.38 −0.11 −0.08 −0.04

MS 2 - MT 1 + 0.16 + 0.24 + 0.08 + 0.15 + 0.03 + 0.01

MS 2 - MT 2 + 0.11 + 0.07 + 0.11 0.00 −0.05 −0.02

MS 2 - MT 3 0.00 −0.08 + 0.25 −0.04 + 0.12 + 0.17

MS 3 - MT 1 + 0.08 + 0.24 + 0.13 + 0.05 + 0.08 −0.00

MS 3 - MT 2 + 0.11 + 0.19 + 0.05 + 0.03 −0.01 −0.01

MS 3 - MT 3 + 0.03 + 0.51 + 0.10 + 0.15 −0.01 + 0.04

MT 1 - T 1 + 0.73 + 0.21 + 0.33 + 0.34 −0.02 + 0.05

MT 1 - T 2 + 0.10 + 0.17 + 0.16 + 0.09 −0.00 −0.01

MT 1 - T 3 + 0.34 + 0.09 + 0.05 + 0.10 + 0.04 + 0.04

MT 2 - T 1 + 0.27 + 0.17 + 0.12 + 0.17 0.00 + 0.05

MT 2 - T 2 + 0.14 + 0.11 + 0.16 −0.02 −0.03 −0.03

MT 2 - T 3 + 0.13 + 0.21 + 0.10 + 0.08 + 0.03 + 0.08

MT 3 - T 1 + 0.08 + 0.19 + 0.11 + 0.07 + 0.04 + 0.05

MT 3 - T 2 + 0.07 + 0.10 + 0.07 + 0.04 −0.02 −0.00

MT 3 - T 3 + 0.02 + 0.19 + 0.21 + 0.06 −0.02 + 0.01

T 1 - MS 1 + 0.83 + 0.70 + 0.35 + 0.06 + 0.02 + 0.03

T 1 - MS 2 + 0.10 + 0.23 + 0.09 + 0.05 −0.02 + 0.04

T 1 - MS 3 + 0.20 + 0.03 + 0.16 −0.14 + 0.15 + 0.15

T 2 - MS 1 + 0.15 + 0.33 + 0.12 + 0.18 −0.02 −0.02

T 2 - MS 2 + 0.43 + 0.56 + 0.11 + 0.23 −0.06 + 0.04

T 2 - MS 3 −0.00 + 0.34 + 0.17 + 0.12 0.00 + 0.01

T 3 - MS 1 + 0.16 + 0.20 0.00 + 0.13 0.00 −0.01

T 3 - MS 2 + 0.14 + 0.26 + 0.15 + 0.17 −0.01 + 0.02

T 3 - MS 3 + 0.19 + 0.25 + 0.13 + 0.07 0.00 −0.01

Table 10.3: Correlations between the first nearest neighbor molecules within
the layer in the monomer crystal.
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10. Appendix: Correlation tables

Fragments corAB
11 corAB

22 corAB
33 corAB

12 corAB
23 corAB

31

MS 1 - MT 1 + 0.54 + 0.92 + 0.17 + 0.40 + 0.05 −0.12

MS 1 - MT 2 + 0.22 + 0.04 −0.28 −0.13 −0.35 −0.13

MS 1 - MT 3 + 0.29 + 0.48 + 0.44 −0.19 −0.12 −0.06

MS 2 - MT 1 + 0.19 + 0.26 + 0.09 + 0.16 + 0.03 −0.03

MS 2 - MT 2 −0.03 −0.17 + 0.15 −0.27 −0.20 −0.07

MS 2 - MT 3 −0.26 −0.42 + 0.43 −0.45 + 0.07 + 0.13

MS 3 - MT 1 + 0.25 + 0.35 + 0.09 + 0.38 + 0.21 0.00

MS 3 - MT 2 + 0.15 + 0.21 + 0.07 + 0.08 −0.03 −0.00

MS 3 - MT 3 −0.04 + 0.82 + 0.41 + 0.28 + 0.11 + 0.04

PS 1 - PT 1 + 0.68 −0.02 + 0.45 −0.21 −0.11 −0.22

PS 1 - PT 2 + 0.53 + 0.78 + 0.13 + 0.08 −0.00 −0.32

PS 1 - PT 3 + 0.91 + 0.98 + 0.85 + 0.37 + 0.03 −0.29

PS 2 - PT 1 + 0.31 + 0.42 −0.24 + 0.28 −0.01 + 0.44

PS 2 - PT 2 + 0.19 + 0.23 −0.22 + 0.13 −0.39 −0.11

PS 2 - PT 3 + 0.44 −0.16 + 0.04 −0.36 −0.39 + 0.06

PS 3 - PT 1 + 0.31 + 0.39 + 0.04 + 0.11 + 0.04 −0.17

PS 3 - PT 2 + 0.21 + 0.06 −0.21 −0.06 + 0.11 −0.12

PS 3 - PT 3 + 0.54 + 0.76 −0.19 + 0.24 −0.44 −0.26

MT 1 - T 1 + 0.83 + 0.21 + 0.40 + 0.05 + 0.03 + 0.11

MT 1 - T 2 + 0.10 + 0.24 + 0.10 + 0.08 −0.04 −0.01

MT 1 - T 3 + 0.54 −0.08 + 0.02 + 0.01 + 0.13 + 0.13

MT 2 - T 1 + 0.29 + 0.23 0.00 + 0.20 −0.02 + 0.03

MT 2 - T 2 + 0.26 −0.09 + 0.18 −0.08 + 0.02 + 0.06

MT 2 - T 3 + 0.73 + 0.23 + 0.34 + 0.44 −0.02 + 0.05

MT 3 - T 1 + 0.07 + 0.13 + 0.11 + 0.03 + 0.03 + 0.02

MT 3 - T 2 + 0.08 + 0.08 + 0.08 + 0.04 −0.00 + 0.03

MT 3 - T 3 + 0.21 + 0.11 + 0.28 + 0.06 −0.06 −0.09

PT 1 - T 1 + 0.73 + 0.50 + 0.78 + 0.19 + 0.02 −0.16

PT 1 - T 2 + 0.37 + 0.60 −0.27 + 0.16 + 0.06 + 0.21

PT 1 - T 3 −0.22 + 0.31 + 0.72 −0.30 + 0.03 −0.16

PT 2 - T 1 + 0.09 + 0.30 + 0.28 + 0.18 + 0.13 + 0.26

PT 2 - T 2 + 0.60 + 0.07 + 0.17 + 0.45 + 0.01 + 0.25

PT 2 - T 3 + 0.83 + 0.55 + 0.75 + 0.40 + 0.13 + 0.26

PT 3 - T 1 + 0.52 + 0.36 −0.00 + 0.24 + 0.13 + 0.18

PT 3 - T 2 + 0.25 + 0.16 + 0.20 + 0.07 + 0.09 + 0.16

PT 3 - T 3 0.00 −0.15 + 0.53 + 0.12 + 0.14 + 0.03

Fragments corAB
11 corAB

22 corAB
33 corAB

12 corAB
23 corAB

31

T 1 - MS 1 + 0.38 + 0.30 + 0.16 + 0.14 −0.05 + 0.01

T 1 - MS 2 + 0.29 + 0.30 + 0.02 + 0.19 + 0.04 + 0.06

T 1 - MS 3 + 0.44 + 0.23 + 0.13 + 0.19 −0.04 + 0.09

T 2 - MS 1 + 0.02 + 0.30 + 0.05 + 0.09 + 0.02 −0.02

T 2 - MS 2 + 0.41 + 0.52 + 0.07 + 0.42 −0.10 + 0.04

T 2 - MS 3 −0.10 + 0.43 + 0.16 + 0.10 −0.03 −0.00

T 3 - MS 1 + 0.10 + 0.28 + 0.02 + 0.17 + 0.03 + 0.01

T 3 - MS 2 + 0.19 + 0.22 + 0.09 + 0.13 + 0.01 + 0.02

T 3 - MS 3 + 0.19 + 0.30 + 0.13 + 0.17 + 0.01 −0.01

T 1 - PS 1 + 0.71 + 0.82 + 0.53 + 0.11 + 0.12 + 0.09

T 1 - PS 2 −0.08 + 0.30 + 0.48 + 0.11 −0.11 + 0.01

T 1 - PS 3 −0.27 + 0.79 + 0.45 + 0.21 + 0.12 −0.18

T 2 - PS 1 −0.07 + 0.15 + 0.44 + 0.12 −0.00 + 0.14

T 2 - PS 2 + 0.09 + 0.83 + 0.35 + 0.47 + 0.32 −0.10

T 2 - PS 3 + 0.28 −0.09 −0.35 + 0.05 + 0.38 + 0.20

T 3 - PS 1 + 0.10 + 0.31 + 0.21 + 0.11 + 0.13 −0.01

T 3 - PS 2 + 0.02 + 0.66 + 0.49 + 0.35 + 0.08 + 0.02

T 3 - PS 3 + 0.26 + 0.16 + 0.13 + 0.08 −0.04 −0.02

MS 1 - PT 1 + 0.66 + 0.75 −0.41 + 0.39 −0.29 −0.23

MS 1 - PT 2 −0.37 + 0.41 −0.48 −0.15 −0.45 −0.31

MS 1 - PT 3 — — — — — —

MS 2 - PT 1 + 0.20 −0.40 −0.22 −0.27 + 0.11 −0.13

MS 2 - PT 2 + 0.54 + 0.02 −0.11 + 0.18 −0.33 −0.17

MS 2 - PT 3 + 0.12 + 0.55 + 0.52 + 0.35 −0.12 −0.29

MS 3 - PT 1 + 0.25 + 0.31 + 0.02 + 0.12 −0.19 −0.17

MS 3 - PT 2 −0.05 + 0.52 −0.08 + 0.29 −0.34 −0.15

MS 3 - PT 3 + 0.04 −0.42 −0.05 + 0.04 −0.35 + 0.03

PS 1 - MT 1 + 0.04 + 0.09 −0.47 + 0.46 −0.19 + 0.19

PS 1 - MT 2 + 0.20 + 0.09 + 0.60 + 0.47 −0.22 −0.20

PS 1 - MT 3 — — — — — —

PS 2 - MT 1 + 0.19 + 0.54 + 0.34 + 0.43 −0.10 −0.08

PS 2 - MT 2 + 0.07 −0.19 + 0.29 + 0.11 −0.18 −0.09

PS 2 - MT 3 + 0.24 + 0.11 −0.43 −0.00 + 0.30 −0.07

PS 3 - MT 1 −0.32 + 0.52 + 0.27 −0.03 + 0.03 −0.32

PS 3 - MT 2 + 0.32 −0.18 + 0.10 −0.05 + 0.01 + 0.05

PS 3 - MT 3 −0.24 −0.34 −0.41 −0.05 −0.31 + 0.44

Table 10.4: Correlations between the first nearest neighbor molecules within
the layer in the partially polymerized structure with a conversion ratio of
0.22.
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10. Appendix: Correlation tables

Fragments corAB
11 corAB

22 corAB
33 corAB

12 corAB
23 corAB

31

MS 1 - MT 1 + 0.63 + 0.74 + 0.46 + 0.42 + 0.07 + 0.07

MS 1 - MT 2 + 0.12 −0.23 + 0.18 −0.03 −0.29 −0.05

MS 1 - MT 3 + 0.24 + 0.83 + 0.66 + 0.12 −0.04 −0.05

MS 2 - MT 1 + 0.10 + 0.29 −0.01 + 0.14 + 0.10 + 0.01

MS 2 - MT 2 −0.24 + −0.13 + 0.66 −0.15 −0.12 −0.16

MS 2 - MT 3 −0.50 −0.58 + 0.27 −0.42 −0.26 −0.06

MS 3 - MT 1 + 0.08 + 0.45 −0.10 + 0.42 + 0.05 + 0.20

MS 3 - MT 2 −0.13 + 0.11 + 0.66 −0.41 −0.12 −0.05

MS 3 - MT 3 −0.53 + 0.56 + 0.48 −0.05 + 0.20 + 0.28

PS 1 - PT 1 + 0.02 + 0.53 + 0.71 + 0.09 + 0.01 −0.18

PS 1 - PT 2 + 0.31 + 0.92 + 0.06 + 0.35 + 0.29 −0.05

PS 1 - PT 3 + 0.83 + 0.89 + 0.97 −0.07 −0.14 −0.08

PS 2 - PT 1 + 0.49 + 0.39 + 0.11 + 0.36 −0.04 + 0.12

PS 2 - PT 2 −0.47 −0.19 −0.61 + 0.34 −0.32 −0.18

PS 2 - PT 3 + 0.55 −0.54 −0.21 −0.10 −0.43 −0.07

PS 3 - PT 1 + 0.04 + 0.83 + 0.70 −0.05 −0.07 −0.20

PS 3 - PT 2 + 0.40 + 0.39 + 0.43 + 0.13 −0.12 −0.22

PS 3 - PT 3 + 0.22 + 0.15 + 0.37 + 0.36 −0.38 + 0.27

MT 1 - T 1 + 0.80 + 0.37 + 0.26 + 0.32 −0.10 + 0.16

MT 1 - T 2 + 0.12 + 0.18 + 0.15 + 0.14 −0.08 −0.06

MT 1 - T 3 + 0.13 + 0.18 + 0.12 + 0.08 + 0.04 + 0.08

MT 2 - T 1 + 0.32 + 0.24 −0.01 + 0.23 0.00 + 0.07

MT 2 - T 2 + 0.24 −0.28 + 0.07 −0.17 −0.09 −0.11

MT 2 - T 3 + 0.48 −0.09 −0.11 −0.08 + 0.06 + 0.03

MT 3 - T 1 + 0.24 + 0.13 + 0.02 + 0.09 + 0.06 + 0.11

MT 3 - T 2 + 0.08 + 0.02 + 0.09 −0.01 −0.06 + 0.01

MT 3 - T 3 −0.16 −0.08 + 0.33 −0.18 −0.13 −0.08

PT 1 - T 1 + 0.78 + 0.75 + 0.57 + 0.34 + 0.08 + 0.14

PT 1 - T 2 + 0.32 + 0.25 + 0.08 + 0.14 + 0.01 −0.03

PT 1 - T 3 + 0.04 + 0.46 + 0.41 −0.04 + 0.04 −0.03

PT 2 - T 1 + 0.26 + 0.04 + 0.29 + 0.11 + 0.08 + 0.13

PT 2 - T 2 + 0.45 + 0.26 + 0.28 + 0.43 + 0.06 + 0.10

PT 2 - T 3 + 0.15 + 0.27 + 0.11 + 0.13 + 0.10 + 0.07

PT 3 - T 1 + 0.09 + 0.26 + 0.22 + 0.07 + 0.03 + 0.05

PT 3 - T 2 + 0.17 + 0.03 + 0.14 + 0.04 + 0.15 + 0.03

PT 3 - T 3 + 0.35 + 0.27 + 0.12 + 0.24 + 0.20 + 0.04

Fragments corAB
11 corAB

22 corAB
33 corAB

12 corAB
23 corAB

31

T 1 - MS 1 + 0.31 + 0.29 + 0.17 + 0.19 −0.01 + 0.13

T 1 - MS 2 + 0.20 + 0.24 + 0.20 + 0.15 + 0.03 + 0.08

T 1 - MS 3 + 0.12 + 0.19 + 0.18 + 0.08 −0.08 −0.00

T 2 - MS 1 + 0.02 + 0.20 + 0.06 + 0.04 + 0.01 −0.01

T 2 - MS 2 + 0.35 + 0.53 −0.05 + 0.42 −0.18 + 0.08

T 2 - MS 3 −0.11 + 0.14 + 0.29 −0.11 −0.06 −0.09

T 3 - MS 1 + 0.09 + 0.33 + 0.05 + 0.15 −0.04 + 0.04

T 3 - MS 2 + 0.17 + 0.22 + 0.16 + 0.10 0.00 + 0.08

T 3 - MS 3 + 0.15 + 0.18 + 0.21 + 0.07 −0.03 + 0.04

T 1 - PS 1 + 0.50 + 0.59 + 0.43 + 0.09 −0.02 −0.16

T 1 - PS 2 + 0.27 + 0.41 + 0.29 + 0.33 −0.01 −0.02

T 1 - PS 3 −0.06 + 0.39 + 0.30 + 0.07 + 0.08 + 0.09

T 2 - PS 1 + 0.02 + 0.28 + 0.25 + 0.12 + 0.06 + 0.01

T 2 - PS 2 + 0.38 + 0.47 + 0.35 + 0.33 + 0.13 −0.01

T 2 - PS 3 + 0.26 + 0.27 + 0.04 + 0.25 + 0.24 + 0.07

T 3 - PS 1 + 0.08 + 0.30 + 0.06 + 0.09 −0.01 −0.04

T 3 - PS 2 + 0.11 + 0.40 + 0.40 + 0.27 −0.06 + 0.04

T 3 - PS 3 + 0.06 + 0.26 + 0.04 −0.02 −0.11 −0.10

MS 1 - PT 1 + 0.78 + 0.84 −0.12 + 0.24 −0.23 −0.30

MS 1 - PT 2 + 0.35 + 0.54 −0.05 + 0.06 −0.04 −0.03

MS 1 - PT 3 — — — — — —

MS 2 - PT 1 + 0.15 −0.58 + 0.18 −0.42 −0.07 −0.25

MS 2 - PT 2 + 0.51 + 0.34 + 0.19 + 0.32 −0.14 −0.13

MS 2 - PT 3 + 0.41 + 0.94 + 0.65 + 0.27 −0.04 −0.07

MS 3 - PT 1 + 0.35 + 0.41 0.00 + 0.25 −0.06 −0.03

MS 3 - PT 2 + 0.03 + 0.70 + 0.01 + 0.32 −0.10 −0.07

MS 3 - PT 3 −0.10 + 0.10 + 0.65 + 0.31 + 0.09 + 0.17

PS 1 - MT 1 + 0.62 + 0.41 −0.46 + 0.38 + 0.38 + 0.25

PS 1 - MT 2 + 0.63 + 0.68 −0.46 + 0.33 −0.14 −0.22

PS 1 - MT 3 — — — — — —

PS 2 - MT 1 + 0.21 + 0.67 −0.06 + 0.43 −0.11 −0.03

PS 2 - MT 2 + 0.30 −0.21 + 0.07 −0.14 −0.19 −0.22

PS 2 - MT 3 + 0.30 −0.51 −0.49 −0.03 + 0.37 −0.05

PS 3 - MT 1 −0.16 + 0.51 −0.05 −0.12 + 0.02 −0.09

PS 3 - MT 2 + 0.10 −0.61 −0.01 −0.21 −0.20 −0.12

PS 3 - MT 3 −0.48 + 0.07 −0.43 −0.28 −0.17 −0.06

Table 10.5: Correlations between the first nearest neighbor molecules within
the layer in the partially polymerized structure with a conversion ratio of
0.44.
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10. Appendix: Simulated development of substitutional correlations

Simulated development of substitutional correlations

Figure 10.6: Simulated development of substitutional correlations within a
polymer layer in different neighborhoods as obtained by DE minimization.
Note that the minimization had only hard data at a C̄n of 0.22 and 0.44.
Further details are given in Section 6.2.2.
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