
Diss. ETH No. 25544

Satake compactification of analytic
Drinfeld modular varieties

A thesis submitted to attain the degree of

DOCTOR OF SCIENCES of ETH ZURICH

(Dr. sc. ETH Zurich)

presented by

SIMON HÄBERLI
Master, Mathematics, ETH Zürich
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Summary

The irreducible components of rigid analytic moduli spaces of Drinfeld A-
modules with level structure may be described as quotients of Drinfeld’s
period domains by arithmetic groups. We provide comprehensive proofs
of well-known fundamental facts about such quotients.

We then use this description for the construction of a compactification
of any such component that is analogous to Satake’s classical compactifi-
cation. The compactification is a priori defined as a Grothendieck ringed
space whose boundary, as a set, consists of finitely many irreducible com-
ponents of moduli spaces of smaller dimensions. Its underlying topological
space coincides with the one of Kapranov’s compactification when A is a
polynomial ring.

The compactifications of the analytic moduli spaces are constructed in
a natural way as the disjoint union of the compactifications of their compo-
nents. For this, we use adelic language and find a uniform description for
the natural morphisms between these compactifications.

We further construct projective modular compactifications of some al-
gebraic moduli spaces of Drinfeld modules whose boundary is stratified by
moduli spaces of smaller dimension. They generalize Pink’s algebraic Sa-
take compactifications in the case of the moduli problem of Drinfeld Fq[t]-
modules with level (t) structure. Pink’s compactification in the general
case is the quotient by a finite group of the normalization of one of these
modular compactifications.

By means of explicit morphisms, we then show that the compactifica-
tions of the analytic moduli spaces are the normalizations of the analytifica-
tions of the compactifications of the algebraic moduli spaces. In particular,
the former are normal projective rigid analytic varieties.

We finally view the analytic Drinfeld modular forms as global sections
of ample invertible sheaves on these projective spaces. From this, we con-
clude finiteness results on the algebras and vector spaces of such modular
forms.





Zusammenfassung

Die irreduziblen Komponenten von rigid analytischen Modulräumen von
Drinfeld A-Moduln mit Niveaustruktur lassen sich beschreiben als Quo-
tienten von Drinfeld’s oberen Halbräumen durch arithmetische Gruppen.
Wir geben ausführliche Beweise bekannter fundamentaler Resultate über
solche Quotienten.

Wir verwenden diese Beschreibung dann zur Konstruktion einer Kom-
paktifizierung einer beliebigen solchen Komponente analog zu Satake’s
klassischer Kompaktifizierung. A priori ist die Kompaktifizierung definiert
als Grothendieck geringter Raum, dessen Rand sich mengentheoretisch aus
irreduziblen Komponenten von Modulräumen niedrigerer Dimension zu-
sammensetzt. Der zugrunde liegende topologische Raum stimmt mit jenem
von Kapranov’s Kompaktifizierung überein, wenn A ein Polynomring ist.

Die Kompaktifizierungen der analytischen Modulräumen konstruieren
wir auf natürliche Weise als disjunkte Vereinigung der Kompaktifizierun-
gen ihrer Komponenten. Hierfür verwenden wir adelische Sprache und
finden eine einheitliche Beschreibung der natürlichen Morphismen zwis-
chen diesen Kompaktifizierungen.

Zudem konstruieren wir projektive modulare Kompaktifizierungen ge-
wisser algebraischer Modulräumen von Drinfeld-Moduln, deren Rand strat-
ifiziert ist durch Modulräume niedrigerer Dimension. Diese verallgemein-
ern Pink’s algebraische Satake Kompaktifizierung im Fall von Drinfeld Fq[t]-
moduln mit Niveau (t) Struktur. Pink’s Kompaktifizierung im allgemeinen
Fall ist der Quotient nach einer endlichen Gruppe der Normalisierung einer
solchen modularen Kompaktifizierung.

Wir zeigen dann mittels expliziter Morphismen, dass die Kompakti-
fizierungen der analytischen Räume die Normalisierungen sind der An-
alytifizierungen der modularen Kompaktifizierung. Insbesondere sind Er-
stere normale projektive rigid analytische Varietäten.

Schliesslich fassen wir die analytischen Drinfeld’schen Modulformen
auf als globale Schnitte ampler invertierbarer Garben auf diesen projek-
tiven Kompaktifizierungen. Daraus folgern wir Endlichkeitsresultate über
die Algebren und Vektorräume solcher Modulformen.
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1 Introduction

Drinfeld modules with level structure, introduced by Drinfeld [15] in 1974,
are a function field analogue to elliptic curves with level structure. They
give rise to fine algebraic moduli spaces and to coarse rigid analytic modu-
lar varieties. Any analytic irreducible component is the quotient of a Drin-
feld upper half space by an arithmetic group Γ and thus carries natural
spaces of weak modular forms with respect to Γ of varying integral weight.

In analogy to the weak modular forms on the complex upper half space
with respect to congruence subgroups of SL2(Z), such weak modular forms
have various Fourier expansions by means of which modular forms may be
defined. Such expansions were studied and used to define modular forms
by Gekeler [18] and Goss [22, 23] mainly in the case of Drinfeld modules of
rank 2 and in general by Basson, Breuer and Pink [3, 4, 5, 6].

In order to prove finiteness results for the spaces of modular forms, it
is a classical approach to construct compactifications of the modular vari-
eties which carry ample invertible sheaves whose global sections may be
identified with the spaces of modular forms of interest. In a special case,
such a compactification of an analytic modular variety was constructed by
Kapranov [30] up to explicitly specifying the invertible sheaves. Pink [34]
provided a normal compactification of a general algebraic moduli scheme
and defined algebraic modular forms as global sections of ample invertible
sheaves thereof.

In this thesis, we construct compactifications of general analytic modu-
lar varieties endowed with natural ample invertible sheaves whose global
sections correspond bijectively to modular forms. We further construct new
projective modular compactifications of algebraic modular schemes gener-
alizing Pink and Schieder’s [36]. We show that any analytic compactifica-
tion is the quotient by a finite group of the normalization of the analytifica-
tion of such a modular compactification. We apply these results to deduce
finiteness results for general spaces of analytic modular forms.

Drinfeld modular varieties and analytic modular forms

Consider any global function field F of characteristic p > 0 and any place
∞ of F . Denote by E the completion of F with respect to∞. Let A ⊂ F be
the subring of elements that are regular outside of ∞. The basic example
for A is the polynomial ring over a finite field.
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Let d ≥ 1 be any positive integer. Consider any ring R over F and
denote by ι : A → R the structure morphism. Denote by R{τ} ⊂ R[T ],
with τ := T p, the subgroup of additive polynomials and equip it with the
ring structure for which multiplication is given by composition. A Drinfeld
A-module of rank d over R is a ring homomorphism

(1) ϕ : A→ R{τ}, 0 6= a 7→ ϕa =
∑

0≤i≤d·deg(a)

ϕa,iτ
i

with ϕa,0 = ι(a) and ϕa,d·deg(a) ∈ R×, where deg(a) := dimFp(A/(a)). Con-
sider any non-zero non-unital t ∈ A. Set V := (A/(t))d and V̊ := V \ {0}. A
level (t) structure for such a ϕ is a map λ : V → R with λ(V̊ ) ⊂ R× and

ϕt(T ) = t · T
∏

06=v∈V

(
1− T

λ(v)

)

for which the induced map V → Ker(R
ϕt−→ R) is anA-linear isomorphism.

Consider any ideal 0 6= I ( A. More generally, one defines (see Section
8.1) Drinfeld A-modules with level I structures over arbitrary schemes S
over F . This is done in a way such that the functor which associates to
such an S the set of isomorphism classes of Drinfeld A-modules of rank d
over S with level I structure is represented by an irreducible smooth affine
variety Xd

I of dimension d− 1 over F (see Drinfeld’s [15, Section 5]).

Consider any non-Archimedean complete algebraically closed valued
fieldC containingE as a valued subfield. A projectiveA-submodule Λ ⊂ C
of finite rank is called anA-lattice if the natural homomorphism Λ⊗AE → C
is injective. A level I structure of an A-lattice Λ of rank d is an A-linear
isomorphism (A/I)d → I−1Λ/Λ. Drinfeld [15, Prop. 3.1] showed that the
isomorphism classes of Drinfeld A-modules over C of rank d with level
I structure are in natural bijective correspondence with A-lattices in C of
rank d with level I structure up to homothety.

This correspondence is a function field analogue of the correspondence
between Z-lattices in the complex numbers C of rank 2 with level structure
and elliptic curves over C with level structure. However, by contrast, as
C is of infinite dimension over E, there exist A-lattices in C, and hence
Drinfeld A-modules over C, of arbitrary rank.

Drinfeld’s upper half space of dimension d − 1 is the PGLd(E)-invariant
subset Ωd−1 ⊂ Pd−1

C of the standard projective space over C consisting of

II



those elements lying in no E-linear hyperplane. Consider any irreducible
component Y of the rigid analytic variety Xd

I (C) of C-valued points. The
above correspondence yields the description of Y as the quotient

ΩΓ := Γ\Ωd−1

of Ωd−1 by an arithmetic subgroup Γ isomorphic to the kernel of the natural
morphism AutA(Λ)→ AutA(Λ/IΛ) for a projective A-module Λ of rank d.

In analogy to the quotients of the complex upper half plane by arith-
metic groups, the quotient ΩΓ is naturally equipped with an invertible
sheaf OΓ(k) of analytic weak modular forms with respect to Γ of weight k
for any integer k ≥ 0. Weak modular forms admit a Fourier expansion with
respect to certain irreducible components of modular varieties of codimen-
sion 1, called cusps. Using such expansions, one defines modular forms.
They form a C-subspace

MΓ(k) ⊂ OΓ(k)(ΩΓ).

Kapranov’s compactification

The component ΩΓ of Xd
I (C) is affine and non-compact if d ≥ 2. This is,

for instance, reflected in the fact that the space of weak modular forms
OΓ(0)(ΩΓ) is of infinite dimension over C. On the other hand, among the
weak modular forms, the modular forms are precisely the ones which ex-
tend to all cusps. It therefore seems natural to hope for a compactification
Ω∗Γ of ΩΓ whose boundary consists of irreducible components of smaller di-
mensional modular varieties including all cusps and on which any OΓ(k)
is extended by an ample invertible sheaf O∗Γ(k) whose global sections bi-
jectively correspond to modular forms of weight k via the restriction map.
Such compactifications then force the spaces of modular forms to be finite
dimensional.

Theorem 1.1 (Kapranov [30]). If A is a polynomial ring, then ΩΓ admits a
normal compactification Ω∗Γ whose boundary is stratified by finitely many copies
of irreducible components ΩΓ′ of Xd′

I (C) for all 1 ≤ d′ < d.

Furthermore, Kapranov along with Goss [20] sketched how to view
modular forms as global sections of invertible sheaves on Ω∗Γ.

Kapranov first constructed Ω∗Γ as the disjoint union of ΩΓ and certain ir-
reducible components ΩΓ′ of smaller rank modular varieties and endowed
it with a suitable topology. He then specified a projective embedding of Ω∗Γ
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using Eisenstein series of high weight and then defined the Satake compact-
ification of ΩΓ as the normalization of the image of Ω∗Γ. The construction
is largely analogous to Satake’s [38] construction of his compactification of
the analytic moduli space of abelian varieties of rank 2g but with a crucial
difference when g > 1: In that case, all boundary components in Satake’s
compactification have codimension > 1 so that by normality all – a priori –
weak modular forms extend to global sections.

When A is the polynomial ring, Gekeler [19] has recently, and indepen-
dently of this thesis, improved on Kapranov’s approach by carrying out an
embedding defined only by the Eisenstein series of weight 1.

Pink’s compactifications

In [34], Pink introduced the notion of generalized Drinfeld A-module of rank
≤ d over any scheme S over F . It generalizes the notion of Drinfeld A-
module over S in that its fibres over the points of S – which are Drinfeld
A-modules of the form (1) – are allowed to have rank ≤ d rather than only
= d. A generalized Drinfeld A-module over S is weakly separating if for any
DrinfeldA-module ϕ over any field extension F ′ ⊃ F at most finitely many
fibres of the generalized Drinfeld A-module over F ′-valued points of S are
isomorphic to ϕ.

Theorem 1.2 (Pink [34]). Uniquely up to unique isomorphism, there exists an
integral normal projective algebraic varietyXd

I over F together with an embedding
Xd
I → X

d
I and a weakly separating generalized Drinfeld module on Xd

I extending
the universal family on Xd

I .

The notion of level structure does not directly generalize to generalized
Drinfeld modules in a satisfying way so as to turn X

d
I in a fine moduli

space. In the case where A is the polynomial ring Fq[t] over a finite field
Fq and where I = (t) and thus V = Fdq , Pink and Schieder [36] instead
introduced and studied the notion of a reciprocal map. Over any ring R over
Fq, the injective reciprocal maps are precisely the ones that arise from the
injective Fq-linear morphisms λ : V → R with λ(V̊ ) ⊂ R× by the rule

ρλ : V̊ → R×, v 7→ 1

λ(v)
.

The maps ρλ thus obtained are the injective maps ρ : V̊ → R× such that

• ∀α ∈ F×q , v ∈ V̊ : ρ(α · v) = α−1 · ρ(v),

IV



• ∀v, v′ ∈ V̊ : [v + v′ ∈ V̊ ⇒ ρ(v) · ρ(v′) = ρ(v + v′) · (ρ(v) + ρ(v′))].

A general reciprocal map over R is then defined to be any map ρ : V̊ → R
satisfying these polynomial conditions. Globally, reciprocal maps are de-
fined more generally to be certain maps from V̊ to the set of global sections
Γ(S,L) of invertible sheaves L over schemes S over Fq.

Theorem 1.3. ([36, Theorems 1.7 and 7.10]) Consider the functor that associates
with any scheme S over Fq the set of isomorphism classes of reciprocal maps V̊ →
Γ(S,L) whose induced morphism V̊ → L ⊗OS k(s) is non-zero for every point
s ∈ S. It is represented by a normal projective scheme QV over Fq.

Using the fact that a Drinfeld Fq[t]-module over a scheme over F is
uniquely determined by a level (t) structure, Pink deduced from Theorem
1.3:

Theorem 1.4. ([34, Section 7]) If A = Fq[t], then Xd
(t) equals the pullback of QV

to Spec(F ) and is stratified by copies of Xd′

(t) for all 1 ≤ d′ ≤ d indexed by the
non-zero Fq-subspaces of V .

In fact, Pink proved Theorem 1.2 by reduction to the case A = Fq[t] and
I = (t) which he proved jointly with Theorem 1.4 using Theorem 1.3.

Main results

On the algebraic side, we prove versions of Theorems 1.3 and 1.4 for gen-
eral A and more general level. Namely, for suitable t ∈ A we construct
a projective modular compactification QV,F of Xd

(t) which is stratified by

finitely many copies of the Xd′

(t) for all 1 ≤ d′ ≤ d as follows:

Using the fact that A is finitely generated, choose t such that its divisors

DivA(t) := {a ∈ A| t ∈ (a)}

generate A. In this case, too, a Drinfeld A-module over any ring R over
F with level (t) structure λ is uniquely determined by λ and hence by the
reciprocal map

ρ : V̊ → R×, v 7→ 1

λ(v)
.

Here as well, there is a set of necessary and sufficient polynomial conditions
for an injective map ρ : V̊ → R× to arise from such a λ. An A-reciprocal map
overR is then any map ρ : V̊ → R satisfying this set of conditions. Globally,
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A-reciprocal maps will be defined (see Definition 8.14) more generally to
be certain maps from V̊ to the set of global sections Γ(S,L) of invertible
sheaves L over schemes S over Spec(A).

Theorem 1.5. (See Theorem 8.16 and Corollary 8.24) Suppose that DivA(t) gen-
eratesA. Consider the functor which assigns to a scheme S over Spec(A) the set of
isomorphism classes of A-reciprocal maps V̊ → Γ(S,L) whose induced morphism
V → L⊗OS k(s) is non-zero for every s ∈ S.

i) This functor is represented by a projective scheme QV over Spec(A).

ii) The pullback QV,F of QV to Spec(F ) contains Xd
(t) as an open subscheme

and is stratified by locally closed subschemes ΩW for all freeA/(t)-submodules
0 6= W ⊂ V each of which is isomorphic toXd′

(t), where d′ := rankA/(t)(W ).

iii) If t ∈ I , then X
d
I is the quotient by a finite group of the normalization of

QV,F .

In fact, the universal family on QV,F induces a generalized Drinfeld
module on QV,F and the pullback of this generalized Drinfeld module to
the normalization descends, if t ∈ I , to the one on Xd

I (see Corollary 8.24).
Note that, as long as I is fixed, one may choose t ∈ I such that DivA(t)
generates A.

After the work presented here was done, Pink [35] modified the notion
of A-reciprocal maps by using defining conditions [35, Def. 2.3.1] that are
homogeneous equations solely of weight 1. His conditions are stronger (see
[35, Prop. 1.3.4 (b) and 2.4.4]) and more explicit than the ones here and en-
abled him to generalize computations from his and Schieder’s article [36].
However, the reduced scheme underlying the modular compactification
that he obtains coincides with the one underlyingQV and this is the scheme
that we use in the comparison with the following analytic compactification.

On the analytic side, we generalize Theorem 1.1 to arbitrary A. More
precisely, we construct a Grothendieck ringed space (Ω∗Γ,O∗Γ) whose un-
derlying topological space coincides with Kapranov’s when A = Fq[t]. We
further define a natural sheaf

R∗Γ =
∑
k≥0

O∗Γ(k)

of gradedO∗Γ-algebras, whereO∗Γ(0) = O∗Γ and where theO∗Γ-moduleO∗Γ(k)
of the homogeneous sections of weight k extends OΓ(k) for any k ≥ 0.
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Theorem 1.6. (See Corollary 10.4) The Grothendieck ringed space (Ω∗Γ,O∗Γ) is a
normal projective rigid analytic variety over C.

Theorem 1.7. (See Corollary 10.6) O∗Γ(k) is ample invertible for any k ≥ 1.

Before discussing their proofs, we state an application.

In Sections 5.4 and 6.6, we recall the definition of Fourier expansions
of weak modular forms and provide in detail everything required for it.
Using these expansions as well as the normality of Ω∗Γ, we show

Proposition 1.8. (See Proposition 10.10) The restriction morphism

O∗Γ(k)(Ω∗Γ)→ OΓ(k)(ΩΓ)

is injective with imageMΓ(k) for any k ≥ 0.

By standard arguments, Theorems 1.6 and 1.7 via Proposition 1.8 imply

Corollary 1.9. (See Cor. 10.7,10.11 and Prop. 10.10) The graded C-algebra
MΓ :=

∑
k≥0MΓ(k) of modular forms with respect to Γ is finitely generated

and Ω∗Γ is the rigid analytification of Proj(MΓ).

The interpretation of modular forms as global sections via Proposition
1.8 is useful beyond these corollaries. For instance, we introduce analogues
of the classical Poincaré-Eisenstein series by defining them, without tech-
nical difficulties, directly as global sections. Their Fourier expansions, on
the other hand, seem difficult to deal with. As an application, we show

Proposition 1.10. (See Proposition 6.37) Any two points p, p′ ∈ Ω∗Γ admit a
Poincaré-Eisenstein series P for which P (p) 6= 0 = P (p′).

The basic examples of modular forms with respect to Γ are the Eisen-
stein series of weight 1 indexed by (A/I)d\{0}. In this case, too, we directly
write down global sections Eα of O∗Γ(1) for all α ∈ (A/I)d \ {0} which, a
posteriori, uniquely restrict to these series. They play a fundamental role
in our proof of Theorems 1.6 and 1.7 to which we turn now.

Suppose without loss of generality that t ∈ I . By construction, then
Ω∗Γ is the quotient of Ω∗Γ′ by the finite group Γ/Γ′ , where Γ′ is the kernel
of AutA(Λ) → AutA(Λ/t · Λ). Moreover, O∗Γ(k) is the subsheaf of (Γ/Γ′)-
invariants ofO∗Γ′(k) for any k ≥ 0. Thus, by standard arguments, Theorems
1.6 and 1.7 are reduced to the case where I = (t). In this case, they are
consequences of the following central result of the thesis which relates the
analytic compactification Ω∗Γ with the algebraic compactification QV .
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Theorem 1.11. (See Theorem 9.1 and Corollary 10.6) Suppose that DivA(t) gen-
erates A and that I = (t). Then the (Eα)α∈V̊ define a morphism of Grothendieck
ringed spacesE : Ω∗Γ → QV (C) onto an irreducible componentX of the rigid ana-
lytic varietyQV (C) ofC-valued points which is the normalization morphism ofX
in the sense of Conrad [12]. Moreover, O∗Γ(k) is the pullback of the k-th twisting
sheaf under this morphism for any k ≥ 0.

We finally outline our proof of Theorem 1.11. Consider any free A/(t)-
submodule 0 6= W ⊂ V and the restriction E−1(ΩW (C)) → ΩW (C) of
E via Theorem 1.5, ii). Via the isomorphism ΩW

∼= Xd′

(t), where d′ =

rankA/(t)(W ), this restriction is Drinfeld’s isomorphism from the analyti-
cally defined modular variety to ΩW (C) if W ( V . If W = V , it is the
restriction of this isomorphism to the irreducible component ΩΓ. Using
these isomorphisms and elementary inequalities of Drinfeld’s exponential
functions, we prove the following result as a step towards Theorem 1.11:

Proposition 1.12. (See Prop. 9.8 and Cor. 9.12) The morphism between Grothendieck
topological spaces underlying E is an isomorphism onto an irreducible component
X of QV (C). Moreover, X ∩ ΩV (C) is an irreducible component of ΩV (C) and

X = (X ∩ ΩV (C)) ∪ (QV (C) \ ΩV (C)).

We further define a sheaf of rings ÕX on X in terms of the stratification
by the ΩW (C) provided by Theorem 1.5, ii) for which the following holds:

Corollary 1.13. (See Cor. 9.13) The isomorphism between Grothendieck topolog-
ical spaces underlying E induces an isomorphism of Grothendieck ringed spaces

(2) (Ω∗Γ,O∗Γ)−̃→(X, ÕX).

The stratification ofX may be described in terms of vanishing and non-
vanishing loci of subsets of some finite set of global sections of the first
twisting sheaf on X . More generally, with any finite set of global sections
of an invertible sheaf on a rigid analytic variety Z may be associated (see
Section 3) a stratification of Z by locally closed subvarieties and a natural
sheaf of rings ÕZ in terms of the stratification together with a morphism
of Grothendieck ringed spaces nZ : (Z, ÕZ) → (Z,OZ). In Section 3.3 we
specify conditions under which nZ is the normalization morphism.

We show these conditions in the case Z = X using the isomorphism in
(2). The hardest condition to show is that any point in Ω∗Γ admits a funda-
mental set of neighborhoods whose intersections with ΩΓ are irreducible;
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this is essentially done in Section 5.3. Having proved all conditions, we
then deduce that nX is the normalization morphism. Via Corollary 1.13,
this yields the first part of Theorem 1.11. The second part will then follow
directly from the first and the construction of E.

Outline of the thesis

Let C be an algebraically closed complete non-Archimedean valued field.
From Section 6 on, suppose that the characteristic ofC is finite for otherwise
the theory will be empty. For any module M over any ring R and any ring
extension R ⊂ R′ let

MR′ := M ⊗R R′

denote the module over R′ obtained by extension of scalars.

Section 2. In this section we recall some definitions and results that are
fundamental to what will follow.

In Section 2.1 we recall the notion of Grothendieck ringed space.
In Section 2.2 we define rigid analytic varieties over C as did Bosch,

Güntzer and Remmert [8] and recall some fundamental results about them.
In Section 2.3 we determine necessary conditions for the quotient of a

rigid analytic variety by a group to be again a rigid analytic variety.
In Section 2.4 we consider any non-Archimedean local field E and any

finite dimensional vector space V 6= 0 over E. We recall the structure of
G := AutE(V) as locally profinite group and characterize the discrete sub-
groups of G as well as of its quotient PG := PGL(V) = G/E×.

In Section 2.5 we call a subring A ⊂ C an admissible coefficient subring if
it is a Dedekind domain and finitely generated over a finite subfield and if
its intersection with any ball in C is finite. For example, if A and C are as at
the beginning of the introduction, then A ⊂ C is an admissible coefficient
subring. We recall some basic facts about A-lattices in C.

Section 3. Let S be a finite set of global sections of an invertible sheaf
on a rigid analytic variety Z over C. For any T ⊂ S denote by Ω(T ) ⊂ Z
the intersection of the non-vanishing locus of T with the vanishing locus of
S \ T . These Ω(T ) for all T ⊂ S form a stratification of Z, i.e., a covering
of Z by pairwise disjoint, locally closed subvarieties. In this section we
characterize the topology of Z and, in some cases, the normalization of Z
in terms of the stratification. The results of this section will be applied in
the proof of Theorem 1.11 to the case where S consists of global sections of
the first twisting sheaf on QV (C).
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In Section 3.1 we characterize the Grothendieck topology on Z in terms
of this stratification.

In Section 3.2 we consider the special case in which a certain morphism
U(T ) → Ω(T ) is given for any Ω(T ) 6= ∅, where U(T ) ⊂ Z denotes the
non-vanishing locus of T , and reformulate the result in Section 3.1 in terms
of such morphisms. Suitable such morphisms are for instance given when
S is a basis of the space of global sections of the first twisting sheaf on any
standard projective space (see Example 3.3).

In Section 3.3 we describe, under some conditions, the normalization (in
the sense of Conrad’s [12]) of Z in terms of the stratification. The criterion
obtained is analogous to a special case of [1, Theorem 9.2] by Baily and
Borel in the complex analytic setting.

Section 4. Let E, V , G and PG be as in Section 2.4 and suppose that E
is contained in C as a valued subfield. We recall the Bruhat-Tits building
for PG and the set of homothety classes of norms on V as well as the PG-
equivariant bijection between them that was considered by Drinfeld [15,
Section 6]. We try to give natural and rigorous arguments for all steps in-
volved. In the context of this thesis, this section serves as a preparation for
Section 5, where we will recall Drinfeld’s approach to endow the quotient
by any discrete subgroup of his period domain with the structure of rigid
analytic variety.

In Section 4.1 we furnish the geometric realization of an arbitrary sim-
plicial complex with a covering whose nerve is the barycentric subdivision
of the complex. This is an abstraction of parts of Drinfeld’s [15, Section 6].

In Section 4.2 we define in a usual way the Bruhat-Tits building IV(R>0)
for PG as the geometric realization of some simplicial complex whose ver-
tices are the E×-classes of the free OE-submodules of V of maximal rank.

In Section 4.3 we consider the set NV of norms on V and the set SNV
of seminorms on VC that restrict to norms on V and the natural R>0- and
G-actions on these sets. We define a right inverse iN : NV → SNV to the
natural R>0- and G-equivariant restriction map rN : SNV → NV .

To any ν ∈ SNV uniquely corresponds the OC-submodule ν−1([0, 1]) ⊂
VC . Denote by MV the set of OC-submodules of VC arising in this way. In
Section 4.4 we give an intrinsic definition, in terms of modules, of MV , of
its induced R>0- and G-action, and of the idempotent map rL : MV → MV
corresponding to iN ◦ rN.

In Section 4.5 we define a set TV acted upon by G and freely by R>0 and
define a G-equivariant map TV → IV(R>0) which induces an isomorphism

(3) R>0\TV −̃→ IV(R>0).
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Using the intrinsic definition of MV , we define an R>0- and G-equivariant
map rT : MV → TV and a right-inverse iT : TV → MV with iT ◦ rT = rL.
Identifying MV and SNV , by then it is thus established that

iT ◦ rT = iN ◦ rN.

In particular, the right-inverses iT and iN have the same image and thus
yield an R>0- and G-equivariant isomorphism TV → NV . Its induced iso-
morphism

R>0\TV −̃→R>0\NV

is, up to (3), precisely the one considered by Drinfeld.
In Section 4.6 we recall the metric on R>0\NV studied by Goldmann

and Iwahori in [25, Section 2]. We express in terms of modules the metric
induced on R>0\iN(NV). We compute the distance between an arbitrary
element and any vertex in IV(R>0) with respect to the induced metric. This
computation makes the covering of IV(R>0) provided by Section 4.1 ex-
pressible in terms of the metric.

Section 5. We give comprehensive proofs of well-known fundamental
facts about the rigid analytic structure of Drinfeld’s period domain associ-
ated with V and its quotients by discrete subgroups of PG. For some parts,
we may proceed more generally: Consider any integer k ≥ 1. Then

PHomC(VC ,Ck) := (HomC(VC , Ck) \ {0})/C×

is equipped with a structure of projective rigid analytic variety over C.
Consider the PG-invariant subset

ΩV,k ⊂ PHomC(VC ,Ck)

of those C×-classes [l] of C-linear maps l : VC → Ck with Ker(l) ∩ V = 0; if
k = 1, this is Drinfeld’s period domain for V which we denote by ΩV . Let

λV,k : ΩV,k → R>0\NV

be the PG-equivariant map that sends any [l] = [(li)1≤i≤k] to the class of the
norm

v 7→ |l(v)| := max1≤i≤k |li(v)|.

In Section 5.1 we show that ΩV,k ⊂ PHomC(VC ,Ck) is an admissible sub-
set and that its covering by the preimages of all closed balls under λV,k is
admissible and consists of quasi-compact, resp. affinoid if k = 1, subsets.
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If k = 1, this is Drinfeld’s [15, Proposition 6.1]. Our proof specializes to the
one given by Schneider and Stuhler in [40].

In Section 5.2 we consider any discrete subgroup Γ ⊂ PG. If k > 1,
we assume that its action on ΩV,k is free. The quotient ΩΓ,k of ΩV,k by Γ is
naturally equipped with a structure of Grothendieck ringed space via the
quotient map. We show that it is a normal rigid analytic variety over C.
If k = 1, this is Drinfeld’s [15, Proposition 6.2]. We generalize his proof
as follows: Let C be the covering of ΩV,k defined as the preimage under
λV,k of the PG-invariant covering of R>0\NV provided by Sections 4.1 and
4.2 via the the identification R>0\NV = IV(R>0) discussed in Section 4. It is
admissible and ΩΓ,k is locally isomorphic to the quotient of some element of
C by some finite subgroup of Γ. Moreover, in the case k = 1, the elements of
C, and hence their quotients by finite groups, are normal affinoid varieties.
In the case k > 1, the elements of C are no longer affinoid but still normal
quasi-compact; in order for their quotients to still be normal rigid analytic
varieties, we assume Γ to act freely which, in particular, allows us to apply
Conrad and Temkin’s criterion [14, Theorem 5.1.1].

We will use this section in Section 7.4 in order to show that the isomor-
phism classes of A-lattices in Ck with level I structures are parametrized
by rigid analytic varieties.

In Section 5.3 we prove, inspired by van der Put’s [43], a result on the
connectedness of certain subsets of ΩV . It implies that Drinfeld’s period
domain itself and hence its quotient by any discrete subgroup is connected
and hence, by normality, irreducible. The result furthermore implies that
any point in any of the Satake compactifications in Section 6 admits a fun-
damental set of irreducible admissible neighborhoods.

In Section 5.4 we suppose that dimE(V) > 1 and consider a natural
action on ΩV by any discrete subgroup of any codimension 1 subspace
W ⊂ V . We prove that a certain map, defined using exponential functions,
from its quotient to ΩW × C is an open embedding between rigid analytic
varieties. Such a result is fundamental in order to define the Fourier expan-
sion of weak modular forms and, in particular, to define modular forms.

Section 6. In this section we construct the compactification of any irre-
ducible component of the analytic modular variety viewing it as a quotient
by a congruence subgroup. Consider any admissible coefficient subring
A ⊂ C as in Section 2.5 and denote by E ⊂ C the completion of its quotient
field. Consider any projective A-module Λ 6= 0 of finite rank, set V := ΛE
and

ΩΛ := ΩV .
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Let Ω∗Λ denote the disjoint union of the sets ΩL for all direct summands
0 6= L ⊂ Λ. Consider any congruence subgroup Γ ⊂ AutA(Λ). Then Ω∗Λ
is naturally equipped with a natural Γ-action which is compatible with the
action of Γ on the direct summands of Λ and which restricts to the action
on ΩΛ of its image in PG studied in Section 5.2.

In Section 6.1 we endow Ω∗Λ with the structure of Grothendieck topolog-
ical space which induces on any stratum ΩL the rigid analytic Grothendieck
topology and which contains ΩΛ as a dense admissible subset.

In Section 6.2 we study the induced Grothendieck topology on

Ω∗Γ := Γ\Ω∗Λ

and endow this quotient with a structure sheaf O∗Γ and a sheaf of graded
O∗Γ-algebras R∗Γ whose homogeneous components restrict on ΩΓ to the
sheaf of weak modular forms with respect to Γ.

In Section 6.3 we define the natural morphisms between the Grothendieck
graded ringed spaces as Γ varies. In fact, we define a category of such trip-
ples (A,Λ,Γ) and understand (A,Λ,Γ) 7→ Ω∗Γ as a functor.

In Section 6.4 we define Eisenstein series and Poincaré-Eisenstein series
as explicit global sections of homogeneous components ofR∗Γ.

In Section 6.5 we show that any two points p, p′ ∈ Ω∗Γ admit a Poincaré-
Eisenstein series P for which P (p) 6= 0 = P (p′).

In Section 6.6 jointly with Section 5.4, we provide a comprehensive
proof that any weak modular form has a Fourier expansion at any cusp.

Section 7. In this section we define the compactifications of the analytic
modular varieties using adelic language. Consider any A ⊂ C as before
and let Â be its profinite completion. Let M 6= 0 be any free finitely gen-
erated Â-module. We define ΩM , resp. Ω∗M , to be the disjoint union of
(copies of) the Grothendieck topological spaces ΩΛ, resp. the Ω∗Λ, for all
A-submodules Λ ⊂M for which ΛÂ →M is an isomorphism.

Consider any congruence subgroup K ⊂ AutÂ(M). Then K acts in
a natural way on Ω∗M which is compatible with the K-action on such A-
submodules Λ and which restricts to an action on ΩM . Then the quotient

ΩK := K\ΩM

has the structure of rigid analytic variety and in fact any Xd
I (C) is isomor-

phic to such a quotient.
In Section 7.1, we endow the quotient

Ω∗K := K\Ω∗M
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with a structure of Grothendieck graded ringed space and show that it is,
as such, the disjoint union of finitely many spaces Ω∗Γ as in Section 6.

In Sections 7.3 and 7.4 we study the case where K is the kernel of the
natural morphism AutÂ(M)→ AutA(M/IM) for some ideal 0 6= I ⊂ A; in
particular, we provide a proof that ΩK then parametrizes A-lattices in C of
rank rankÂ(M) with a level I structure.

Section 8. In Section 8.1 we recall the notion of (generalized) Drinfeld
module and Pink’s compactifications of the algebraic moduli spaces.

In Section 8.2 we define A-reciprocal maps and prove Theorem 1.5.

Section 9. Here we prove Theorem 1.11 and then deduce various con-
sequences such as Theorems 1.6 and 1.7 as well as Corollary 1.9.
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2 Preliminaries and preparation

Let C be an algebraically closed complete non-Archimedean valued field.

2.1 Grothendieck ringed spaces

This thesis builds on the notion of Grothendieck ringed spaces and mor-
phisms between them as recalled in this section. In fact, the category of
rigid analytic varieties is defined (see Section 2.2) as a subcategory of the
the category of Grothendieck ringed spaces. Moreover, our compactifica-
tions will a priori be defined (see Sections 6 and 7) as Grothendieck (graded)
ringed spaces and will only after quite some work turn out to be rigid ana-
lytic varieties.

Definition 2.1. i) A family {Ui}i∈I of subsets Ui of a set U is called a cover-
ing of U if U =

⋃
i∈I Ui.

ii) A covering {U ′j}j∈J of a set U is called a refinement of a covering {Ui}i∈I
of U if there exists a map τ : J → I with U ′j ⊂ Uτ(j) for any j ∈ J .

iii) The intersection of a covering {Ui}i∈I of a set U with a subset U ′ ⊂ U is
the covering {Ui ∩ U ′}i∈I of U ′.

iv) The intersection of a covering {Ui}i∈I of a subset U ⊂ X with a covering
{U ′j}j∈J of a subset U ′ ⊂ X is the covering {Ui ∩ U ′j}i∈I,j∈J of U ∩ U ′.

v) The preimage of a covering {Ui}i∈I of a subset U ⊂ X under a map
f : Y → X is the covering {f−1(Ui)}i∈I of f−1(U).

Definition 2.2. A Grothendieck topology on a set X consists of

• a system S of subsets of X and

• a family C = {Cov(U)}U∈S of systems of coverings, where Cov(U) con-
tains coverings of U by elements in S for any U ∈ S,

subject to the following conditions:

i) U,U ′ ∈ S ⇒ U ∩ U ′ ∈ S.

ii) U ∈ S ⇒ {U} ∈ Cov(U).

iii) If U ∈ S, {Ui}i∈I ∈ Cov(U) and {Uij}j∈Ji ∈ Cov(Ui) for any i ∈ I , then
{Uij}i∈I,j∈Ji ∈ Cov(U).
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iv) If U,U ′ ∈ S with U ′ ⊂ U and if {Ui}i∈I ∈ Cov(U), then {Ui ∩ U ′}i∈I ∈
Cov(U ′).

v) ∅, X ∈ S.

vi) If U ∈ S and U ′ ⊂ U such that there exists {Ui}i∈I ∈ Cov(U) with
Ui ∩ U ′ ∈ S for any i ∈ I , then U ′ ∈ S.

vii) Consider any U ∈ S and any covering {Ui}i∈I of U with Ui ∈ S for any
i ∈ I . If {Ui}i∈I has a refinement in Cov(U), then it is itself in Cov(U).

If a Grothendieck topology (S, C) on X is understood, then the elements of S are
called the admissible subsets of X and the elements of any Cov(U) are called
the admissible coverings of U . In this case, the topology (in the usual sense) of X
whose open sets are the unions of admissible sets, is called the canonical topology
of X .

Definition 2.3. A morphism of Grothendieck topological spaces is a map under
which the preimage of any admissible subset and of any admissible covering is
admissible.

Definition 2.4. Consider any Grothendieck topological space X and any ring R.

i) A presheaf of (graded) R-algebras on X is a contravariant functor from the
category of all admissible subsets of X with inclusions as morphisms into
the category of (graded) R-algebras.

ii) Given any presheaf F on X , we denote by

F(U)→ F(U ′), f 7→ f |U ′

the morphism associated with any admissible subsets U ′ ⊂ U ⊂ X .

iii) A presheaf F onX is called a sheaf if any admissible subset U ofX and any
admissible covering C of U satisfy:

• If f, g ∈ F(U) are such that f |U ′ = g|U ′ for any U ′ ∈ C, then f = g.

• For any family (fU ′)U ′∈C ∈ (F(U ′))U ′∈C with

∀ U ′, U ′′ ∈ C : fU ′ |U ′∩U ′′ = fU ′′ |U ′∩U ′′

there exists an f ∈ F(U) such that f |U ′ = fU ′ for any U ′ ∈ C.

iv) The morphisms between sheaves on X are the morphisms between the un-
derlying presheaves.
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Definition-Proposition 2.5. [8, Proposition 9.2.2.4] Any presheafF on a Grothendieck
topological space admits a sheafification, i.e., a homomorphism i : F → F ′ into
a sheaf F ′ such that any homomorphism F → G into a sheaf G equals ϕ ◦ i for a
unique morphism ϕ : F ′ → G.

Definition 2.6. A Grothendieck (graded) ringed space over a ring R is a pair
(X,F), where X is a Grothendieck topological space and F is a sheaf of (graded)
R-algebras on X .

Definition 2.7. A morphism (X,F) → (Y,G) of Grothendieck (graded) ringed
spaces over a ring R is a pair (f, f#), where f : X → Y is a morphism of
Grothendieck topological spaces and where f# is a collection of (graded)R-algebra
homomorphisms

f#
U : G(U)→ F(f−1(U))

compatible with restriction homomorphisms, where U ranges over all admissible
subsets of Y .

2.2 Rigid analytic varieties

In this section we briefly recall the language of rigid analytic varieties over
C as developed by Bosch, Güntzer and Remmert in [8] and some results
about such varieties that will be used repeatedly.

Definition 2.8. A C-algebra norm on a C-algebra R is a map | · | : R → R≥0

which restricts to the norm on C such that every r, s ∈ R satisfy

• |r| = 0⇔ r = 0,

• |r · s| ≤ |r| · |s|,

• |r − s| ≤ max{|r|, |s|}.

Definition 2.9. A C-Banach algebra is a C-algebraR together with a C-algebra
norm whose induced topology on R is complete.

Definition-Proposition 2.10. [8, Proposition 5.1.1.1] For any integer n ≥ 0
the Tate algebra over C in n variables is the subalgebra Tn of C[[X1, . . . , Xn]] of
elements

f =
∑

i1,...,in≥0

ai1,...,in ·X
i1
1 · · · · ·X

in
n

for which |ai1,...,in | → 0 as i1 + · · ·+ in →∞. The Gauss norm

|f | := max
i1,...,in≥0

|ai1,...,in |

is a C-algebra norm on Tn by means of which Tn is a C-Banach algebra.
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Definition 2.11. A C-Banach algebra R is called C-affinoid if there exists an
integer n ≥ 0 and a continuous epimorphism Tn → R.

Definition 2.12. i) A C-affinoid variety is a pair Sp(R) = (Max(R), R),
where R is any C-affinoid algebra and Max(R) is the maximal spectrum
of R, i.e., the set of maximal ideals of R equipped with the Zariski topology.

ii) A morphism Sp(S) → Sp(R) of C-affinoid varieties is a pair (σ, σ#),
where σ# : R→ S is any C-algebra homomorphism and

σ : Max(S)→ Max(R),m 7→ (σ#)−1(m)

is the induced continuous map.

Definition-Proposition 2.13. [8, Proposition 7.2.2.1]

i) A morphism (i, i#) : Sp(R′)→ Sp(R) is called an open immersion if for
any morphism

(σ, σ#) : Sp(S)→ Sp(R) with σ(Max(S)) ⊂ i(Sp(R′))

there exists a unique morphism (ψ,ψ#) : Sp(S)→ Sp(R′) with

(σ, σ#) = (i, i#) ◦ (ψ,ψ#).

In this case, i is injective.

ii) Any composition of open immersions is an open immersion.

iii) A subset U ⊂ Max(R) is called affinoid if it is the image of i of an open
immersion (i, i#) : Sp(R′) → Sp(R). In this case, U is (uniquely up to
unique isomorphism) endowed with the structure of C-affinoid variety and
we identify U with Sp(R′).

iv) The preimage of any affinoid subset under any morphism betweenC-affinoid
varieties is an affinoid subset.

Definition-Proposition 2.14. [8, Proposition 9.1.4.2] The following specifies a
structure of Grothendieck topology on any C-affinoid variety Sp(R):

i) A subset X ⊂ Max(R) is admissible if it admits a covering C by affinoid
subsets of Max(R) whose preimage under any morphism Sp(S) → Sp(R)
has a finite refinement by affinoid subsets of Max(S). In particular, the
union of any finitely many affinoid subsets of Max(R) is admissible.
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ii) A covering C of an admissible subset X ⊂ Max(R) by admissible subsets
is admissible if its preimage under any morphism Sp(S) → Sp(R) has a
finite refinement by affinoid subsets of Max(S).

Definition-Proposition 2.15. [8, Proposition 9.2.3.1] Consider any C-affinoid
variety Y = Sp(R). Then there exists a unique sheaf OY of C-algebras on Y
with OY (Sp(R′)) = R′ for any affinoid subset Sp(R′) ⊂ Y and such that for any
composition of open immersions

Sp(R′′)
(j,j#)−→ Sp(R′) ⊂ X

the restriction homomorphismOY (Sp(R′))→ OY (Sp(R′′)) equals j#. In partic-
ular, the pair (Y,OY ) is a Grothendieck ringed space over C.

Definition 2.16. A Grothendieck ringed space (X,O) over C is a rigid analytic
variety over C if X admits an admissible covering C and any U ∈ C possesses
an isomorphism (U,O|U ) ∼= (Y,OY ) of Grothendieck ringed spaces for some C-
affinoid variety Y .

As C is algebraically closed, the elements of any affinoid C-algebra A
uniquely give rise to functions Sp(A)→ C (see [8, Section 7.1]). The global
sections of any rigid analytic variety (X,O) over C may thus be viewed as
the functions f : X → C whose restriction to any admissible affinoid subset
Sp(A) are induced by elements of A.

Definition 2.17. Any such f : X → C is called regular.

Definition-Proposition 2.18. For any affinoid varieties X,Y

Mor((X,OX), (Y,OY ))→ Mor(X,Y ), (f, f#) 7→ (f, f#
Y )

constitutes a bijection by means of which we view the category of C-affinoid vari-
eties as a full subcategory of the category of rigid analytic varieties over C.

Proposition 2.19. [8, Theorem 6.2.4.1] For any affinoid algebraA overC the map
A→ |C|, f 7→ supx∈Sp(A) |f(x)| is a complete norm on A.

Example 2.20. [8, Example 9.3.4.1] For any n ≥ 0 the affine space Cn has a
unique structure of rigid analytic variety for which the covering by all closed balls
with radius in |C| is admissible affinoid, where any such ball is naturally isomor-
phic to Sp(Tn).

Example 2.21. [8, Example 9.3.4.3] For any n ≥ 1 the projective space PnC overC
has a unique structure of rigid analytic variety which is compatible with the ones
of all affine subspaces.
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Proposition 2.22. Let Z be the product of any affine with any projective rigid
analytic variety. Then the intersection of finitely many affinoid subsets of Z is
again affinoid.

Proof. Both affine and projective rigid analytic varieties and hence their
products are separated in the sense of [8, Definition 9.6.1.1]. The propo-
sition then holds by [8, Proposition 9.6.1.6].

Definition 2.23. A morphism of rigid analytic varieties is called a locally closed
immersion if the underlying map is injective and the induced homomorphisms on
stalks are surjective.

Proposition 2.24. [8, Proposition 9.5.3.5] A morphism f : Y → X of rigid ana-
lytic varieties is a closed immersion if and only if

i) it is a locally closed immersion,

ii) its image is an analytic subset of X and

iii) there exists an admissible affinoid covering (Xi)i∈I of X and, for each i ∈ I ,
a finite admissible affinoid covering of f−1(Xi).

Proposition 2.25. (Maximum Modulus Principle) [8, Lemma 9.1.4.6] Consider
any affinoid algebra A and any f ∈ A. Then there exists c > 0 with |f(x)| ≤ c
for any x ∈ X := Sp(A). Moreover, if f vanishes nowhere on X , then there exists
δ > 0 with |f(x)| ≥ δ for any x ∈ X .

Definition 2.26. [8, Definition 7.2.3.5] A subset X of an affinoid variety Y =
Sp(R) over C is called rational if

X = {y ∈ Y | ∀1 ≤ i ≤ n : |ri(y)| ≤ |r(y)|}

for some r, r1, . . . , rn ∈ R generating the unit ideal.

Proposition 2.27. [8, Proposition 7.2.3.4] Any rational subset of any affinoid
variety is admisible affinoid.

Theorem 2.28. (Gerritzen and Grauert) [8, Cor. 7.3.5.3] Any affinoid subvariety
of any affinoid variety X is the union of finitely many rational subdomains of X .

Corollary 2.29. Consider any n ≥ 1, any closed subvariety Z ⊂ Cn and any
quasi-compact admissible subset X ⊂ Z. Then there exists an ε > 0 such that

∀x ∈ X ∀z ∈ Z : |x− z| ≤ ε⇒ z ∈ X.
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Proof. As X ⊂ Z is admissible quasi-compact, it is a finite union of affinoid
subsets of Z. We thus assume without loss of generality that X ⊂ Z itself
is affinoid. Moreover, X is contained in some closed ball B ⊂ Cn around
the origin. We assume without loss of generality that the radius of B is 1.
Let Y ⊂ B be an affinoid subvariety with Y ∩ Z = X . By Theorem 2.28, Y
is a finite union of rational subdomains of B. We thus assume without loss
of generality that Y is itself a rational subdomain of B, i.e., that there exist
regular functions f0, f1, . . . , fk on B without a common zero such that

Y = {b ∈ B | ∀1 ≤ i ≤ k : |fi(b)| ≤ |f0(b)|}.

In particular, f0 has no zero on Y . By Proposition 2.25, there exists thus
δ > 0 with |f0(y)| > δ for any y ∈ Y . Moreover, by [8, Prop. 7.2.1.1], there
exists c > 0 with |fi(b) − fi(b

′)| ≤ c · |b − b′| for any b, b′ ∈ B and any
0 ≤ i ≤ k. Choose any 0 < ε < 1 with c · ε < δ. Any x ∈ X, z ∈ Z with
|x− z| ≤ ε then satisfy that z ∈ Y ∩ Z = X since

|fi(z)| = |fi(z)− fi(x) + fi(x)| ≤ max{c · |z − x|, |fi(x)|} ≤ max{δ, |fi(x)|}
≤ |f0(x)| = |f0(x)− f0(z) + f0(z)| = |f0(z)|

for any 1 ≤ i ≤ k, where in the last step we have used that

|f0(x)− f0(z)| ≤ c · |x− z| ≤ c · ε < δ < |f0(x)|.

Corollary 2.30. Consider any rigid analytic variety Y and and any closed sub-
variety Z ⊂ Y . For any admissible quasi-compact O ⊂ Z exists an admissible
quasi-compact subset U ⊂ Y with U ∩ Z = O. Moreover, if Y is affinoid, then
for any rational subdomain O ⊂ Z exists a rational subdomain U ⊂ Y with
U ∩ Z = O.

Proof. By means of an admissible affinoid covering of Y , the first part is re-
duced to the case where Y is affinoid. In this case the first part is reduced to
the second part by by Theorem 2.28. We thus assume that Y is affinoid and
consider first any rational subdomain O ⊂ Z. Let f1, . . . , fn, g be regular
functions on Z without common zeroes such that

O = {z ∈ Z | ∀1 ≤ i ≤ n : |fi(z)| ≤ |g(z)|}.

In particular, g has no zero on O so that, by Proposition 2.25, it is bounded
from below on O by some ε ∈ |C×|. In particular, we may assume that
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fn = ε. Choose then any lifts f̃1, . . . , f̃n, g̃ to Y of f1, . . . , fn, g with f̃n = ε.
As ε 6= 0, these lifts have no common zero. Hence

U := {y ∈ Y | ∀1 ≤ i ≤ n : |f̃i(y)| ≤ |g̃(y)|} ⊂ Y

is a rational subdomain with U ∩ Z = O.

The equivalence of i) and iii) in the next proposition is the Riemann ex-
tension theorem for affinoid varieties, which was proved by Bartenwerfer.

Theorem 2.31. [2, Section 3] Consider any normal quasi-compact rigid analytic
variety Y , any closed subvariety Z ( Y which is everywhere of positive codimen-
sion and any regular function s : Y \ Z → C. Then the following are equivalent:

i) s extends uniquely to a regular function Y → C,

ii) s extends uniquely to a morphism Y → C of Grothendieck topological spaces
whose restriction to Z is regular,

iii) s is bounded.

Proof. That i) implies ii) follows immediately from the definitions and that
ii) implies iii) follows from the quasi-compactness of Y and the fact that
covering of C by all closed balls of integer radius around the origin is ad-
missible. By means of an admissible affinoid covering of Y , the implication
i)⇒ iii) is reduced the case where Y is affinoid which it is the content of [2,
Section 3].

In his proof of Proposition 2.31, Bartenwerfer proved and used the fol-
lowing result on Laurent series.

Proposition 2.32. [2, Satz 12] Consider any separated quasi-compact variety O,
any ε ∈ |C×| and any regular function s : O ×

.
Bε → C. Then there exist unique

regular functions si : O → C over all i ∈ Z such that

s((o, z)) =
∑
i∈Z

si(o)z
i, for any (o, z) ∈ O ×

.
Bε.

Moreover, the following are equivalent:

i) s extends uniquely to a regular function O ×Bε → C,

ii) s extends uniquely to a morphism O×Bε → C of Grothendieck topological
spaces whose restriction to O × {0} is regular,

iii) s is bounded.

iv) ∀i < 0 : si = 0,
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2.3 On some quotients of rigid analytic varieties

Consider any group Γ of C-linear automorphisms of any rigid analytic va-
riety Y over C. Let

p : Y → Γ\Y

be the quotient morphism, where Γ\Y is endowed with the structure of
Grothendieck ringed space induced by the quotient map, that is, a subset
(resp. a covering of a subset) of Γ\Y is admissible precisely when its preim-
age is admissible and the sections on an admissible subset of Γ\Y are the
Γ-invariant sections on its preimage.

Proposition 2.33. Suppose that Y = Sp(A) is the affinoid variety associated with
any affinoid varietyA and suppose that Γ is finite. Then the subalgebraAΓ ⊂ A of
Γ-invariant elements is affinoid and induces an isomorphism of affinoid varieties

Γ\ Sp(A)→ Sp(AΓ).

Moreover, A is a finite AΓ-module and if A is normal, then so is AΓ.

Proof. For the first part see [26, Theorem 1.3]. Moreover, A is a finite AΓ-
module by [8, Proposition 6.3.3.3]. Finally suppose that A is normal. Then
the irreducible components of Sp(A) are disjoint and permuted by G. We
may thus assume without loss of generality that Sp(A) is irreducible. Then
A and hence AΓ ⊂ A is a domain. Consider any s, t ∈ AΓ with t 6= 0 such
that s/t is integral over AΓ and let us show that then s/t ∈ AΓ. Since A is
integrally closed, there exists an a ∈ A such that s = t · a. It remains to be
shown that in fact a ∈ AΓ. As s and t are Γ-invariant, a and γa coincide
outside the zero locus of s for any γ ∈ Γ. If s 6= 0, then normality of A
yields via Proposition 2.31 that a = γa for any γ ∈ Γ and hence that a ∈ AΓ.
On the other hand, a = 0 ∈ AΓ if s = 0.

We will use the following generalization of Proposition 2.33.

Proposition 2.34. Suppose that Y is separated (see [8, Definition 9.6.1.1.]). De-
note by p : Y → Γ\Y the quotient map. Consider any admissible affinoid covering
(Yn)n≥1 of Y and finite subgroups (Γn)n≥1 of Γ such that

i) ∀n′ ≥ n ≥ 1: Γn ⊂ Γn′ ∧ Yn ⊂ Yn′ ,

ii) ∀n ≥ 1,∀γ ∈ Γn : γ(Yn) = Yn

iii) and any n ≥ 1 admits an n′ ≥ 1 such that ∀γ ∈ Γ \ Γn′ : γ(Yn) ∩ Yn = ∅.
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Then (p(Yn))n≥1 is an admissible covering of Γ\Y and any p(Yn) is admissibly
covered by finitely many affinoid varieties. In particular, Γ\Y is a rigid analytic
variety. Moreover, if Y is normal, then so is Γ\Y .

Proof. Consider any n ≥ 1 and choose any n′ ≥ n ≥ 1 satisfying the prop-
erty in iii). Let I be a set of representatives of Γ/Γn′ . Set

∀γ ∈ I : Uγ :=
⋃

γ′∈Γn′

(γγ′)(Yn).

Then the Uγ are pairwise disjoint and they cover U := p−1(p(Yn)). We
claim that U ⊂ Y is admissible and admissibly covered by the Uγ and, in
particular, that p(Yn) ⊂ Γ\Y is admissible. In order to prove the claim,
it is enough, since (Yk)k≥1 is an admissible covering of Y , to check for any
k ≥ 1 thatU∩Yk ⊂ Yk is admissible and admissibly covered by (Uγ∩Yk)γ∈I .
Consider any such k. Since Y is separated, the intersection of any finitely
many affinoid subsets of Y is again affinoid [8, Proposition 9.6.1.6]. As Uγ
is the union of finitely many admissible affinoid subsets, thus so is Uγ ∩ Yk
for any γ ∈ I . Moreover, iii) provides a k′ ≥ 1 such that Uγ ∩Yk = ∅ for any
γ ∈ I \ Γk′ . Hence U ∩ Yk is the union of finitely many admissible affinoid
subsets and hence an admissible subset of Yk and the covering (Uγ ∩Yk)γ∈I
has the finite affinoid, and thus admissible, refinement (Uγ∩Yk)γ∈I∩Γk′ and
is thus itself admissible. This yields the claim.

As Γn′ is finite and acts on the affinoid Yn′ by ii), Proposition 2.33 yields
that Γn′\Yn′ is an affinoid variety and that its admissible subsets are pre-
cisely those whose preimages in Yn′ are admissible. Let γ0 ∈ I represent
the identity. By i), Uγ0 is the union of finitely many affinoid subsets of Yn′ ,
and hence quasi-compact, and Γn′-invariant. Hence its image Γn′\Uγ0 in
Γn′\Yn′ is an admissible quasi-compact subset or, equivalently, the union
of finitely many admissible affinoid subsets. As the Uγ are pairwise dis-
joint and form an admissible covering, the inclusion morphism Uγ0 → U
induces an isomorphism Γn′\Uγ0 → π(Yn) of Grothendieck ringed spaces.
Thus p(Yn) is indeed admissibly covered by finitely many affinoid varieties.
Moreover, if Y is normal, then so is Yn′ and hence Γn′\Yn′ by Proposition
2.33 and hence Γn′\Uγ0 and hence p(Yn).

It remains to be checked that the covering (p(Yn))n≥1 of Γ\Y is admis-
sible. Using that (Yk)k≥1 is an admissible covering of Y , it suffices to check
for any k ≥ 1 that the covering (p−1(p(Yn))∩Yk)n≥1 of Yk is admissible. But
the latter covering has as admissible refinement the covering given by the
single subset p−1(p(Yk)) ∩ Yk, i.e., by Yk, and is thus itself admissible.
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2.4 PGL over a non-Archimedean local field

Consider any non-Archimedean local field E. Denote by OE the ring of
integers of E. Choose a prime element π ∈ OE and set q := | 1π |. Consider
any finite dimensional E-vector space V 6= 0 and set d := dimE(V). Set

G := AutE(V) and PG := PGL(V) = G/E×.

We shall recall the structure of V and of G as locally profinite groups and
describe the discrete subgroups of G and of PG.

Definition 2.35. i) A topological group is profinite if it is the inverse limit of
an inverse system of discrete finite groups or, equivalently, if it is Hausdorff,
compact and totally disconnected.

ii) A topological group is locally profinite if it is Hausdorff and if the identity
has a fundamental sytems of profinite open neighborhoods.

Definition 2.36. Let SV be the set of free OE-submodules m ⊂ V of maximal
rank together with the action of E× by dilation, i.e., the one induced by scalar
multiplication.

Definition-Proposition 2.37. i) Any free OE-module m of finite rank to-
gether with the natural morphisms m → m/πnm for all n ≥ 0 is the in-
verse limit of the natural projections between these m/πnm; as such, endow
m with the structure of profinite topological group.

ii) Let V be endowed with the unique structure of locally profinite topological
group inducing on any free m ∈ SV the profinite topology and containing
m as an open subgroup. Let E×\V be endowed with the quotient topology.

Proof. As the field E is non-Archimedean local, OE is the inverse limit of
the finite OE/πnOE for all n ≥ 0 and their projection morphisms. From
this, i) directly follows. Any m ∈ SV induces a unique structure of topo-
logical group on V which contains m as an open subgroup and induces the
profinite topology on it. This induced topology does not depend on the
choice of any such m since, as is directly checked, for any further m′ ∈ SV
the fundamental sets of neighborhoods (πnm)n≥0 of 0 in m and (πnm′)n≥0

of 0 in m′ are cofinal. Moreover, the intersection for all n ≥ 0 of the OEπn,
and hence of the πnm, is 0. Since a topological group is Hausdorff if and
only if some open subgroups have trivial intersection, this topology is thus
also Hausdorff which yields ii).
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Lemma 2.38. Consider any non-negative integer n, any free OE-module m of
finite rank and any free OE-submodules m′,m′′ ⊂ m each having a free direct
complement in m and such that m′ := m′/πnm′ and m′′ := m′′/πnm′′ coin-
cide asOE/πnOE-submodules ofm := m/πnm. For anyOE-linear isomorphism
τ : m′ → m′′ and any ε ∈ AutOE/πnOE (m) whose restriction to m′ is the isomor-
phism m′ → m′′ induced by τ there exists a σ ∈ AutOE (m) that induces ε and
restricts to τ .

Proof. Consider any such τ and ε. Using surjectivity of the natural mor-
phism m → m and using any OE-basis of m that extends an OE-basis of
m′, we may choose a σ ∈ HomOE (m,m) that induces ε and restricts to τ .
Then the determinant of σ modulo πn equals the determinant of ε and is
thus a unit. If n ≥ 1, then the determininant of σ is thus itself a unit since
OE is a discrete valuation ring so that σ is in fact an automorphism. If n = 0,
then ε = 0, so that σ may be chosen to further be an automorphism.

Definition-Proposition 2.39. Consider any free OE-module m of finite rank.
Then AutOE (m) together with the natural surjective morphisms

(4) AutOE (m)→ AutOE/πnOE (m/πnm)

for all n ≥ 0 is the inverse limit of all natural morphisms between these targets; as
such, endow AutOE (m) with the structure of profinite topological group.

Proof. By Lemma 2.38, these morphisms are indeed surjective. The asser-
tion is then directly checked.

Definition-Proposition 2.40. Let G be endowed with the unique structure of
locally profinite topological group such that for anym ∈ SV the natural embedding
AutOE (m)→ G is a homeomorphism onto an open subgroup. Let PG be endowed
with the quotient topology.

Proof. Any m ∈ SV induces a unique structure of topological group on G
for which the embedding AutOE (m) → G is a homeomorphism onto an
open subgroup. It remains to be shown that the induced such topology is
independent of the choice ofm and that it is Hausdorff. Denote byK(m,n)
the kernel of the homomorphism in (4). Then Fm := (K(m,n))n≥0 is a
fundamental system of open neighborhoods of the identity in AutOE (m)
for any m ∈ SV . In order to see, that the topologies on G induced by any
m,m′ ∈ SV coincide, it suffices to show that Fm and Fm′ , viewing any of
its elements as a subset of G, are cofinal. Consider any such m,m′ and any
n ≥ 0. To find is an n′ ≥ 0 for which K(m′, n′) ⊂ K(m,n). Using that any
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K(m′, n′) ⊂ G is invariant under dilatingm′, assume thatm ⊂ m′. Any n′ ≥
0 for which πn

′
m′ ⊂ πnm is then as desired. Finally, a topological group is

Hausdorff if and only if some open subgroups have trivial intersection. As⋂
n≥0

πnm = 0 and hence
⋂
n≥0

K(m,n) = 0

for any m ∈ SV , thus G is Hausdorff.

In the sequel, view any such AutOE (m) as an open subgroup of G.

Lemma 2.41. A subgroup of G, resp. ofPG, is discrete if and only if its intersetion
with AutOE (m), resp. AutOE (m) · E×/E×, is finite for any m ∈ SV .

Proof. This follows directly from the facts that G is locally profinite and thus
Hausdorff and that any AutOE (m) is open and profinite and thus compact.

Example 2.42. Consider any subring A ⊂ E and any discrete A-submodule Λ ⊂
V for which the natural homomorphism Λ ⊗A E → V is an isomorphism. Then
AutA(Λ) embeds naturally into G onto a discrete subgroup whose image in PG is
discrete.

Proof. By virtue of the isomorphism Λ ⊗A E → V , view Γ := AutA(Λ) as a
subgroup of G. Let m ∈ SV and set G := AutOE (m). We shall show that

Γ ∩ E× ·G = Γ ∩G

and that this group is finite; in view of Lemma 2.41, this will yield the
assertion. Using that G ⊂ G is invariant under dilating m and that Λ ⊗A
E → V is an isomorphism, we assume m to be such that m ∩ Λ contains a
basis of V . The natural homomorphism

Γ ∩G→ AutA∩OE (Λ ∩m)

is then injective. As the discrete subset Λ∩m of the compact m is finite, the
target, and hence the domain, of this homomorphism are finite. It remains
to be shown that Γ ∩ E× · G ⊂ G. Let g ∈ Γ ∩ E× · G. Choose an e ∈ E×
for which g(m) = e · m. Then gn(Λ ∩ m) = Λ ∩ en · m for any integer n.
Thus e ∈ O×E ; indeed, otherwise the en could become arbitrarily small so
that, Λ being discrete, Λ∩ en ·m = 0 for some n whereas Λ∩m 6= 0. Hence
g(m) = m as desired.

In Section 4.3 we will recall the usual definition of norm on V .

Lemma 2.43. Any norm on V induces the locally profinite topology.

Proof. This is Corollary 4.8 below.
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2.5 On lattices over admissible coefficient subrings

Suppose that the characteristic of C is finite.

Definition 2.44. A subset S ⊂ C is called strongly discrete if its intersection
with every ball of finite radius is finite.

Definition 2.45. We call a subring A ⊂ C an admissible coefficient subring if
it is strongly discrete and if it is a Dedekind domain that is finitely generated over
a finite subfield of C.

Example 2.46. Consider any finite subfield Fq ⊂ C and any t ∈ C with |t| > 1.
Then Fq[t] is a polynomial ring over Fq and an admissible coefficient subring of C.

Proof. As the norm of C is non-Archimedean, as |x| = 1 for any 0 6= x ∈ Fq
and as |t| > 1, any polynomial of degree n ≥ 0 over Fq evaluated at t has
norm |t|n in C. This implies both that Fq[t] is a polynomial ring and that it
is strongly discrete in C. That any polynomial ring in one variable over a
field is a Dedekind domain, is a classical fact.

Remark 2.47. Any admissible coefficient subring A ⊂ C is the ring of sections
on X \ {x} for some closed point x in some projective smooth irreducible algebraic
curve X over a finite field such that the completion of the quotient field of A with
respect to the valuation corresponding to x is contained in C as a valued subfield.

Proof. (Sketch) Consider any admissible coefficient subring A ⊂ C. For
instance by Harder’s [27, Volume 2, Section 9.1-3], then A is the ring of
sections on X \ Y for some finite set Y of closed points in some projective
smooth irreducible algebraic curve X over a finite field. Moreover, from
the strong discreteness of A it follows that its unit group is finite. Then use
that the ideal class group ofA is finite in order to conclude that |Y | = 1.

The following is an example to Example 2.42.

Example 2.48. Consider any admissible subring A ⊂ C. Denote by E the com-
pletion of its quotient field. Let V be a finite dimensional vector space over E. Any
projectiveA-submodule Λ ⊂ V for which the natural homomorphism Λ⊗AE → V
is injective is then discrete in V .

Proof. As A is discrete in C, it is discrete in E. Consider any such A-
submodule Λ ⊂ V and choose any free A-submodule Λ′ of Λ of maximal
rank. Then Λ′ is discrete in V . Moreover, Λ/Λ′ is a torsion A-module by
maximality of Λ′. As Λ/Λ′ further is finitely generated, it is in fact finite as
A is a Dedekind ring. Thus Λ is the union of finitely many translates of the
discrete Λ′ and hence itself discrete.
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Lemma 2.49. Consider any non-Archimedean local field E contained in C as a
valued subfield. Let V ⊂ C be any finite dimensionalE-subspace. A subset S ⊂ V
then is discrete with respect to the locally profinite topology if and only if it is
strongly discrete as a subset of C.

Proof. This follows from Lemma 2.43.

Definition 2.50. Consider any admissible coefficient subring A ⊂ C and let E
be the completion of its quotient field. A finitely generated projective A-submodule
Λ ⊂ C is an A-lattice if the natural homomorphism Λ⊗A E → C is injective.

Proposition 2.51. Any A-lattice Λ ⊂ C is strongly discrete.

Proof. Combine Example 2.48 and Lemma 2.49.

Definition 2.52. Consider any admissible coefficient subring A ⊂ C, any projec-
tive A-module Λ of finite rank d > 0 and any norm | · | on Λ⊗A E in the sense of
Section 4.3, whereE is the completion of the quotient field ofA. For any 1 ≤ i ≤ d
call

µi(Λ) := inf{max{|λ1|, . . . , |λi|} | λ1, . . . , λi ∈ Λ linearly independent }

the i-th successive minimum of Λ. Set µmax(Λ) := µd(Λ).

Definition-Proposition 2.53. Let A = Fq[t] be as in Example 2.46. Consider
any A-module Λ and any norm | · | as in Definition 2.52. Then there exists a
minimal reduced basis of Λ, i.e., an ordered basis (λ1, . . . , λd) of Λ such that
(|λ1|, . . . , |λd|) = (µ1(Λ), . . . , µd(Λ)) and such that

∀a ∈ Ad :

∣∣∣∣∣∣
∑

1≤i≤d
aiλi

∣∣∣∣∣∣ = max
1≤i≤d

|ai| · |λi|.

Moreover, |λi| = inf
λ∈Λ
|λi + t · λ| for any λi in any such basis.

Proof. Up to the last assertion, this is [7, Theorem 2.2.8]. Consider then any
λi in any minimal reduced basis (λ1, . . . , λn) of Λ. Any λ =

∑d
1=j aj ·λj ∈ Λ

then satisfies as desired that

|λi + tλ| = max
j 6=i
{|(1 + t · ai) · λi|, |t · aj · λj |} ≥ |(1 + t · ai) · λi| ≥ |λi|.
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For any subset S of any normed vector space V set

d(S) := inf
06=s∈S

|s|;

this measures the distance of S \ {0} to the origin.

Corollary 2.54. Consider any A = Fq[t], any Λ and any norm on Λ ⊗A E as
in Def.-Prop. 2.53. Consider any direct summand 0 6= L ⊂ Λ. Consider the
projection π : t−1Λ→ Λ := t−1Λ/Λ and set L := t−1L/L ⊂ Λ. Then

(5) max
α∈L

d(π−1(α)) ≤ µmax(L).

Moreover, choose a minimal reduced basis (λ1, . . . , λn) of t−1Λ. Let L′ ⊂ t−1Λ be
the submodule generated by the λi with |λi| < d(π−1(Λ \L)). Set L′ := π(L′). If

(6) max
α∈L

d(π−1({α})) < d(π−1(Λ \ L)),

then L′ = L and d(t−1Λ \ L′) = d(π−1(Λ \ L)).

Proof. Choose a minimal reduced basis λ′1, . . . , λ
′
m of t−1L. Any 0 6= α ∈ L

admits an Fq-linear combination µ 6= 0 of the λ′i in π−1(α); then

d(π−1(α)) = |µ| ≤ |λ′m| = |t|−1µm(L) ≤ µm(L)

Moreover, d(π−1(0)) ≤ |t| · |λ′m| = |t| · µm(t−1L) = µm(L) This yields (5).
Suppose (6). Then L

′ ⊂ L. Conversely, let α ∈ L and choose any λ ∈
π−1(α) with |λ| = d(π−1(α)). Write λ =

∑n
i=1 ai ·λi for some a1, . . . , an ∈ A.

Then λ ∈ L′ and hence α ∈ L′: Indeed, if λ was not in L′, then we could
choose a λj /∈ L′ for which aj 6= 0 and get the contradiction that

|λ| = max
1≤i≤n

|ai ·λi| ≥ |aj ·λj | ≥ |λj | ≥ d(π−1(Λ\L))
(6)
> max

α∈L
d(π−1(α)) ≥ |λ|.

Hence L′ = L. This and the defining property of L′ then imply that

d(t−1Λ \ L′) = |λm+1| = d(π−1(Λ \ L′)) = d(π−1(Λ \ L)).

Definition-Proposition 2.55. For any strongly discrete subgroup Λ ⊂ C the
formula

eΛ(T ) := T ·
∏

0 6=λ∈Λ

(
1− T

λ

)
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defines a regular function eΛ : C → C that is a surjective homomorphism with
kernel Λ. Moreover,

∀c ∈ C \ Λ:
1

eΛ(c)
=
∑
λ∈Λ

1

c+ λ
.

Proof. This is explained for instance in [16, Chapter 2, Section 1] up to the
last part. The last part follows from logarithmic differentiation using that
d
dT expΛ(T ) = 1.

Proposition 2.56. Consider any A-lattice Λ ⊂ C and any 0 6= c, c′ ∈ C such
that |c| < |λ| and |c′| ≤ |c′ + λ| for every 0 6= λ ∈ Λ. Then

∣∣∣∣c′c
∣∣∣∣ ≤ ∣∣∣∣eΛ(c′)

eΛ(c)

∣∣∣∣ ≤ ∣∣∣∣c′c
∣∣∣∣
∣∣∣ c′c ∣∣∣·q·rankFq [t](Λ)

for any polynomial ring Fq[t] ⊂ A over any finite field with q elements.

Proof. The assumptions yield for any 0 6= λ ∈ Λ that

|c+ λ| = |λ| = |(c′ + λ)− c′| ≤ max{|c′ + λ|, |c′||} ≤ |c′ + λ|

and that ∣∣∣∣c′ + λ

c+ λ

∣∣∣∣ = 1 if |λ| > |c′|

and that ∣∣∣∣c′ + λ

c+ λ

∣∣∣∣ ≤ ∣∣∣∣ c′

c+ λ

∣∣∣∣ ≤ ∣∣∣∣c′c
∣∣∣∣ if |λ| ≤ |c′|.

Hence ∣∣∣∣c′c
∣∣∣∣ ≤ ∏

λ∈Λ

∣∣∣∣c′ + λ

c+ λ

∣∣∣∣ =

∣∣∣∣eΛ(c′)

eΛ(c)

∣∣∣∣ ≤ ∏
λ∈Λ
|λ|≤|c′|

∣∣∣∣c′c
∣∣∣∣ .

Consider any polynomial ring A′ := Fq[t] ⊂ A. It remains to be shown

that the number λ ∈ Λ with |λ| ≤ |c′| is bounded by
∣∣∣ c′c ∣∣∣ · q · d, where d :=

rankA′(Λ). By means of Proposition 2.53, choose a reduced basis λ1, . . . , λd
of the A′-module Λ. Any λ ∈ Λ then admits unique a1, . . . , ad ∈ A′ with
λ =

∑d
i=1 ai ·λi and, if |λ| ≤ |c′|, then |aj ·λj | ≤ max1≤i≤d |ai ·λi| = |λ| ≤ |c′|

and hence |aj | ≤
∣∣∣ c′λj ∣∣∣ < ∣∣∣ c′c ∣∣∣ for any 1 ≤ j ≤ d. This yields the remaining

bound.
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3 On stratifications of rigid analytic varieties by global
sections

Throughout this section we consider any reduced rigid analytic variety Z
over an algebraically closed complete non-Archimedean field C and any
finite set S of global sections of an invertible sheaf on Z. With any T ⊂ S
and any ε ∈ |C×| associate the reduced Zariski open, resp. admissible, resp.
locally closed subvariety

U(T ) := {z ∈ Z | ∀t ∈ T : t(z) 6= 0} ⊂ Z,

U(T, ε) := {z ∈ U(T ) | ∀s ∈ S \ T, ∀t ∈ T :
∣∣∣s
t
(z)
∣∣∣ ≤ ε} ⊂ U(T ),

Ω(T ) := {z ∈ U(T ) | ∀s ∈ S \ T, ∀t ∈ T :
s

t
(z) = 0} ⊂ Z.

This yields a stratification of Z by locally closed subvarieties

Z =
⋃̇
T⊂S

Ω(T ).

3.1 Characterization of the Grothendieck topology

Proposition 3.1. A subset X ⊂ Z is admissible if and only if any T ⊂ S with
Ω(T ) 6= ∅ satisfies that

i) the subset X ∩ Ω(T ) ⊂ Ω(T ) is admissible and that

ii) any admissible quasi-compact U ⊂ U(T ) with U ∩ Ω(T ) ⊂ X admits an
ε ∈ |C×| with U ∩ U(T, ε) ⊂ X .

Moreover, a covering of an admissible X ⊂ Z by admissible subsets is admissible
if and only if its intersection with X ∩ Ω(T ) is admissible for any T ⊂ S.

Proposition 3.1 will essentially be a formal consequence of

Proposition 3.2 (Kisin). For any affinoid algebra A over C, any admissible U ⊂
X := Sp(A) and any a1, . . . , an ∈ A whose common zeroes lie in U exists an
ε > 0 such that {x ∈ X| ∀1 ≤ i ≤ n : |ai(x)| ≤ ε} ⊂ U.

Proof. See [13, after Remark 5.2.9] for Conrad’s short proof using Berkovich
spaces.
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Proof of Proposition 3.1. Consider any subset X ⊂ Z. Suppose first that X is
admissible and consider any T ⊂ S. Then i) follows from the fact that Ω(T )
is a locally closed subvariety of Z. Consider further any admissible quasi-
compact (a.q.c.) U ⊂ U(T ) with U ∩ Ω(T ) ∩X . Then apply Proposition 3.2
to the admissible subset U ∩X ⊂ U and the restrictions to Y of the s

t over
all s ∈ S \ T and t ∈ T to get a desired ε ∈ |C×| fulfilling U ∩ U(T, ε) ⊂
U ∩X ⊂ X.

Conversely, suppose that i) and ii) hold. For any 0 ≤ i ≤ |S| let U(i) be
the union of the U(T ) for all T ⊂ S with |S \T | ≥ i and let P(i) be the claim
that X ∩ U(i) ⊂ U(i) is admissible. Then P(|S|) is precisely the desired
statement. We shall prove P(i) by induction on i.

As U(0) = Ω(S), Condition i) implies P(0). Consider then any 0 < i ≤
|S| and suppose that P(i − 1) holds. As the U(T ) over all T ⊂ S with |S \
T | = i form a Zariski open and hence admissible covering of U(i), we may
and do thus choose any such T , set U := U(T ) and Ω := Ω(T ) and restrict
ourselves to showing that X ∩ U ⊂ U is admissible. In particular, we may
and do assume that X ⊂ U . By means of i) choose any admissible affinoid
covering C ofX∩Ω. Applying Corollary 2.30 to the closed subvariety Ω ⊂ U
choose for any O ∈ C an admissible quasi-compact U(O) ⊂ U with U(O) ∩
Ω = O and, furthermore using Condition ii), with U(O) ⊂ X . Using that
X \Ω ⊂ U \Ω is admissible by the induction hypothesis, we further choose
any admissible covering D of X \ Ω, for instance {X \ Ω}. Let E be the
covering of X consisting of all elements in D and the U(O, ε(O)) for all
O ∈ C. We claim that X is an admissible subset by means of E , i.e., that
for any morphism ϕ : Y → U with image in X , where Y is affinoid, the
preimage of E under ϕ has a finite subcovering.

Consider thus any such ϕ : Y → U . Let Y ′ ⊂ Y denote the common
zero locus of the fs/t := s

t ◦ϕ : Y → C for all s ∈ S \T and all t ∈ T . Then ϕ
restricts to a morphism ψ : Y ′ → X ∩ Ω. As Y is quasi-compact, the image
of ψ is contained in the union of finitely many O1, . . . , Ok ∈ C. Being the
union of finitely many adissible quasi-compact subsets, U := U(O1)∪ · · · ∪
U(Ok) is admissible. Its preimage ϕ−1(U) ⊂ Y is thus admissible, too, and,
by construction, contains Y ′. Proposition 3.2 thus provides an ε ∈ |C×|
with

Yε :=
{
y ∈ Y | ∀s ∈ S \ T, ∀t ∈ T : |fs/t(y)| < ε

}
⊂ ϕ−1(U).

Since Y \ Yε is quasi-compact and since D is admissible, Y \ Yε is covered
by finitely many elements of the preimage of D under ϕ. Together with the
ϕ−1(U(Oi)), such finitely many subsets yield a desired finite subcovering
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of the preimage of E under ϕ. This finishes the induction step and hence
yields the first equivalence of the proposition.

Finally, suppose that X is admissible and consider any covering F of X
by admissible subsets. Suppose that the intersection of F with X ∩ Ω(T )
is admissible for any T ⊂ S and let us show that F is then itself admissi-
ble. By means of a similar induction argument as above, we assume that
X ⊂ U(T ) for some T ⊂ S and that the intersectionD of F with X \Ω(T ) is
admissible. Let D be an admissible affinoid, and hence quasi-compact, re-
finement of the intersection of F with X ∩ Ω(T ). For any O ∈ C choose
an XO ∈ F such that O ⊂ XO and, similarly as before, an admissible
U(O) ⊂ XO with U(O)∩Ω(T ) = O. Let E be the covering ofX consisting of
all elements in D and of the U(O) for all O ∈ C. It is enough to show that E
is admissible since, by construction, it refines F . By a previous argument,
the preimage of E under any morphism ϕ : Y → X , where Y is affinoid,
has a finite subcovering. Thus E and hence F are indeed admissible.

Conversely, the intersection of any admissible covering of X with any
Ω(T ) is admissible since Ω(T ) is a locally closed subvariety of Z.

3.2 The characterization in a special case

Assume for any Ω(T ) 6= ∅ the existence and choice of a morphism

(7) ρT : U(T )→ Ω(T )

such that ρT |Ω(T ) = idΩ(T ) and such that

U(O, ε) := ρ−1
T (O) ∩ U(T, ε)

is quasi-compact for any quasi-compact O ⊂ Ω(T ) and any ε ∈ |C×|.

Example 3.3. Let for example S be a C-basis of the global sections of the first
twisting sheaf of any standard projective space Z over C and let ρT be the natural
projection for any ∅ 6= T ⊂ S. Consider for any t ∈ T ⊂ S the isomorphism

it : U(T )→ Ω(T )× CS\T , q 7→
(
ρT (q), (

s

t
(q))s∈S\T

)
.

For any ∅ 6= T ⊂ S, any O ⊂ Ω(T ) and any ε ∈ |C×| then

U(O, ε) =
⋂
t∈T

i−1
t (O ×Bε).

In particular, such U(O, ε) is quasi-compact, resp. affinoid, whenever O is.
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Corollary 3.4. Consider any Z, S and morphisms ρT as in (7). Let Y ⊂ Z be any
closed subvariety. Then a subset X ⊂ Y is admissible if and only if any T ⊂ S
with Ω(T ) ∩ Y 6= ∅ satisfies that

i) the subset X ∩ Ω(T ) ⊂ Y ∩ Ω(T ) is admissible and that

ii) any admissible quasi-compact O ⊂ Ω(T ) with O ∩ Y ⊂ X admits an
ε(O) ∈ |C×| with U(O, ε(O)) ∩ Y ⊂ X .

Moreover, a covering of an admissible X ⊂ Y by admissible subsets is admissible
if and only if its intersection with X ∩ Ω(T ) is admissible for any T ⊂ S.

Proof. Consider any subset X ⊂ Y and any T ⊂ S with Ω(T ) ∩ Y 6= ∅.
Set Ω := Ω(T ) and U := U(T ). In view of Proposition 3.1 applied to the
restrictions of the sections in S to Y , it is enough to assume that Ω ∩ Y 6= ∅,
that X ∩ Ω ⊂ Y ∩ Ω is admissible and to show the equivalence of

(A) Condition ii) of this corollary and

(B) the condition that any admissible quasi-compact U ⊂ U ∩ Y with
U ∩ Ω ⊂ X admits an ε ∈ |C×|with U ∩ U(T, ε) ⊂ X .

First consider any such U assuming (A). Then U ∩ Ω is an admissible
quasi-compact of Y ∩ Ω and hence, by Corollary 2.30, the intersection with
Y of an admissible quasi-compact O ⊂ Ω. Choose such an O. Then (1)
provides an ε′ ∈ |C×| with X ′ := U(O, ε′) ∩ Y ⊂ X . By construction, then
U ∩ Ω = O ∩ Ω = X ′ ∩ Ω. Applying Proposition 3 to the admissible subset
X ′ ⊂ Y , thus yields an ε ∈ |C×|with U ∩ U(T, ε) ⊂ X ′ ⊂ X .

Conversely, assume (B) and consider any admissible quasi-compactO ⊂
Ω with O ∩ Y ⊂ X . Choose any ε′ ∈ |C×|. By assumption on ρT , the
subset U(O, ε′) ⊂ U , and hence U := U(O, ε′) ∩ Y ⊂ U ∩ Y , is then ad-
missible quasi-compact Condition (2) thus provides an ε′ ≥ ε ∈ |C×| with
U(O, ε) ∩ Y = U ∩ U(T, ε) ⊂ X as desired.

Corollary 3.5. Consider any rigid analytic variety R and any integer n ≥ 0. Let
Y ⊂ R × Cn be any closed subvariety. Then a subset X ⊂ Y is admissible if and
only if

i) the subset X \R× {0} ⊂ Y \R× {0} is admissible,

ii) the subset X ∩R× {0} ⊂ Y ∩R× {0} is admissible and

iii) for any admissible quasi-compactO ⊂ R withO×{0} ⊂ X exists an ε > 0
such that (O ×Bε) ∩ Y ⊂ X .
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Moreover, a covering of an admissible subset X ⊂ Y by admissible subsets is
admissible if and only if both its intersection with X \R×{0} and its intersection
with X ∩R× {0} is admissible.

Proof. Suppose that Z = R × Cn and S consists of the regular function 1
and the i-th projection pi : Z → C for all 1 ≤ i ≤ n. For any T ⊂ S then
Ω(T ) 6= ∅ ⇔ 1 ∈ T in which case we assume ρT : U(T ) → Ω(T ) to be the
natural projection. Moreover, let Z ′ := Z \ R × {0}, Y ′ := Y \ R × {0}
and S′ := {p′1, . . . , p′n}, where any p′i is the restriction of pi to Z ′. For any
T ′ ⊂ S′ define U(T ′) and Ω(T ′) analogously with respect to Z ′ and S′. Then
Ω(T ′) 6= ∅ ⇔ T ′ 6= ∅ for any T ′ ⊂ S′. For any such ∅ 6= T ′ ⊂ S′ let T ⊂ S be
the subset with 1 ∈ T and ∀1 ≤ i ≤ n : pi ∈ T ⇔ p′i ∈ T ′; then

U(T ′) = U(T ) and Ω(T ′) = Ω(T )

and we set ρ′T ′ := ρT . Using that Ω({1}) = R × {0}, the corollary then
follows by applying Corollary 3.4 twice; once as stated and once for Z, Y ,
S, and the ρT replaced by Z ′, Y ′, S′, and the ρ′T ′ .

Corollary 3.6. Let R be any separated rigid analytic variety. Consider any ad-
missible subset X ⊂ R×C and any regular function s : X \R×{0} → C. Then
there exist unique regular functions si : X ∩R× {0} → C such that

s((o, z)) =
∑
i∈Z

si(o, 0)zi for any (o, z) ∈ O ×Bε \O × {0}

for any admissibe affinoid O × {0} ⊂ X ∩ R × {0} and any ε ∈ |C×| with
O ×Bε ⊂ X . Moreover, the following statements are equivalent:

i) s extends to a regular function X → C.

ii) s extends to a morphism X → C of Grothendieck topological spaces whose
restriction to X ∩R× {0} is regular.

iii) Any admissible affinoid O × {0} ⊂ X ∩R× {0} admits an ε ∈ |C×| with
O ×Bε ⊂ X and such that s is bounded on O ×Bε \O × {0}.

iv) ∀i < 0 : si = 0.

Moreover, the extension in i), resp. ii), is unique if it exists.

Proof. Let C′ denote the covering ofX∩R×{0} by all its admissible affinoid
subsets. This is admissible since any admissible affinoid covering refines
it. By means of the first part of Corollary 3.5, let C be the covering of X
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consisting of X \ R × {0} and the O × Bε(O) for all O × {0} ∈ C′ and any
choice of ε(O) ∈ |C×| with O ×Bε(O) ⊂ X . Since the intersection of C with
X \R×{0} is refined by the admissible covering {X \R×{0}} and since the
intersection of C withX∩R×{0} equals C′, the second part of Corollary 3.5
yields that C is admissible. Proposition 2.32 yields unique regular functions
si,O : O → C, one for each i ∈ Z, for any such O such that

s((o, z)) =
∑
i∈Z

si,O(o)zi for any (o, z) ∈ O ×Bε(O) \O × {0}

By Proposition 2.22, O ∩ O′ is affinoid for any admissible affinoid O ×
{0}, O′ × {0} ⊂ X ∩R× {0} so that

si,O|O∩O′ = si,O∩O′ = si,O′ |O∩O′ for any i ∈ Z

by the previous uniqueness property. As C′ is admissible, any i ∈ Z thus
admits a unique regular function si : X ∩R×{0} → C with si|O×{0}(o, 0) =
si,O(o) for any o ∈ O ∈ C′. By the admissibility of C and again by Proposi-
tion 2.32, these si therefore satisfy the desired properties.

Proposition 3.7. Let Z and S and the ρT be as in Example 3.3. Consider the
natural left-action on Z of any subgroup G of the symmetric group of S. Then for
any G-invariant closed subvariety Y ⊂ Z the quotient G\Y is a rigid analytic
variety and it is normal if Y is.

Proof. For any 0 6= T ⊂ S and any r ∈ |C| set

O(T, r) :=

{
z ∈ Ω(T ) | ∀t, t′ ∈ T :

∣∣∣∣ t′t (z)

∣∣∣∣ ≤ r} ⊂ Ω(T )

and for any further ε ∈ |C×| set U(T, r, ε) := U(O(T, r), ε) ⊂ U(T ). By
Example 3.3 and the construction, any such U(T, r, ε) is a GT -invariant ad-
missible affinoid subvariety of Z, where GT denotes the stabilizer of T in
G. Fix any 1 > ε ∈ |C×|. The construction yields for any T ′ ⊂ S with
T ′ 6⊂ T 6⊂ T ′ and any g ∈ G that

U(T, ε) ∩ U(T ′, ε) = ∅ and that g(U(T, r, ε)) = U(g(T ), r, ε).

Hence the G-invariant subvariety

G(U(T, r, ε)) =
⋃
g∈G
U(g(T ), r, ε) ⊂ Z
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is a disjoint union of finitely many admissible affinoids; in particular, it is it-
self admissible affinoid. Finally, let C be the covering ofZ by theG(U(T, r, ε))
for varying ∅ 6= T ⊂ S and r ∈ |C|. Its intersection with any Ω(T ) 6= ∅ is
refined by the admissble covering of Ω(T ) by the O(T, r), for varying r, so
that it is itself admissible. By Proposition 3.4, thus C is admissible. In par-
ticular, the intersection of C with any G-invariant closed subvariety Y ⊂ Z
is an admissible covering by G-invariant affinoids. The proposition then
follows from Proposition 2.33.

3.3 Stratification and normalization

Consider first a general reduced rigid analytic variety X . We refer to Con-
rad’s [12] for the definition of the normalization of X and a proof that it
uniquely exists. Conrad uses it to define the irreducible components of X
as the images of the connected components under the normalization mor-
phism [12, Def. 2.2.2]. The irreducible components are then the maximal
irreducible Zariski closed subsets of X [12, Thm. 2.2.4.(2)]. If X is the ana-
lytification of an algebraic variety X ′ over C, then its normalization, resp.
its irreducible components, are the analytification of the normalization of
X ′, resp. of the irreducible components of X ′ [12, Thm. 2.1.3, resp. 2.3.1].

Denote then byOZ the structure sheaf of Z. Consider the Grothendieck
ringed space (Z, ÕZ) whose underlying Grothendieck topological space co-
incides with the one underlying (Z,OZ) and whose section on any admis-
sible U ⊂ Z are precisely the functions f : U → C that are continuous with
respect to the canonical topologies, that are bounded on any admissible
affinoid subset of U and that restrict to regular functions U ∩Ω(T )→ C for
any T ⊂ S. Consider the morphism of Grothendieck ringed spaces

(8) nZ : (Z, ÕZ)→ (Z,OZ)

whose underlying topological morphism is the identity and whose homo-
morphism OZ(U) → ÕZ(U) for any admissible U ⊂ Z is the natural injec-
tion by means of the Maximum Modulus Principle, i.e., Proposition 2.25.

Theorem 3.8. Consider the morphism nZ defined in (8). Suppose that

i) Z is irreducible,

ii) the Zariski open subvariety Ω(S) ⊂ Z is normal,

iii) Z \ Ω(S) is of everywhere positive codimension in Z.
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iv) any function f : X → C on any admissible X ⊂ Z which is continuous
with respect to the canonical topology and restricts to a regular function on
X ∩ Ω(S) restricts to a regular function on X ∩ Ω(T ) for any T ⊂ S and

v) any z ∈ Z has a fundamental basis of admissible neighborhoods U such that
U ∩ Ω(S) is connected and, in particular, non-empty.

Then nZ is the normalization morphism in the sense of Conrad [12]. In particular,
(Z, ÕZ) is a normal rigid analytic variety.

We shall deduce Theorem 3.8 from Proposition 3.1 and the following
lemma. We have learnt through Conrad’s [12, End of proof of Theorem
1.1.3] about the following lemma and how to deduce it from Proposition
3.2.

Lemma 3.9. Consider any morphism f : Y := Sp(B) → Sp(A) =: X between
affinoid varieties over C and any x ∈ X . For any admissible V ⊂ Y containing
f−1(x) there exists an admissible U ⊂ X containing x with f−1(U) ⊂ V . In
particular, if f−1(x) is finite, then the natural OX,x-homomorphism

(f∗OY )x →
∏

y∈f−1(x)

OY,y

is an isomorphism.

Proof. Using that A is noetherian [8, Prop. 6.1.1.3], we choose finitely many
generators a1, . . . , an ∈ A of the vanishing ideal of x in A. Then the bi :=
f∗(ai) generate the vanishing ideal of f−1(x). Consider any admissible V ⊂
Y containing f−1(x). Proposition 3.2 then provides an ε ∈ |C×| such that

f−1(X(a1 ≤ ε, . . . , an ≤ ε)) = Y (b1 ≤ ε, . . . , bn ≤ ε) ⊂ V

which shows the first part. Suppose that, moreover, f−1(x) is finite. Since
for any y ∈ Y the admissible affinoid subsets containing y form a funda-
mental system of open neighborhoods of y with respect to the canonical
topology on Y and since the latter is Hausdorff, we may then choose for
each y ∈ f−1(x) a fundamental system Cy of admissible affinoid neighbor-
hoods of y such that Oy ∩ Oy′ = ∅ for any Oy ∈ Cy and any Oy′ ∈ Cy′ with
y 6= y′ ∈ f−1(x). As the union of any finitely many admissible affinoid
subsets is again admissible, the second part of the lemma then follows by
applying the first part to subsets V of the form⋃

y∈f−1(x)

Oy

for various Oy ∈ Cy.
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Proof of Theorem 3.8. Consider the normalization morphism in the sense of
[12]

(n, n#) : (Z̃,OZ̃)→ (Z,OZ).

We shall show that (n, n#) induces an isomorphism

(n, n+) : (Z̃,OZ̃)→ (Z, ÕZ)

whose composition with nZ is (n, n#); this will then yield the theorem.
For any T ⊂ S let T̃ := n+(T ) denote the set of global sections on Z̃

obtained by pulling back the elements of T by (n, n+). Analogously as forZ
and S, this yields a stratification of Z̃ by reduced locally closed subvarieties
Ω(T̃ ) ⊂ Z̃ for various T ⊂ S. Then Ω(T̃ ) = n−1(Ω(T )) for any T ⊂ S; let

(nT , n
#
T ) : Ω(T̃ )→ Ω(T )

be the morphism induced by (n, n#). Abbreviate Ω := Ω(S) and Ω̃ := Ω(S̃).
We first show that n is bijective. As it underlies a normalization mor-

phism, it is surjective. We then consider any z ∈ Z and claim that |n−1(z)| =
1. Since any normalization morphism is finite, Lemma 3.9 applies to (n, n#)
and yields that the natural homomorphism

(n∗OZ̃)z →
∏

y∈n−1(z)

OZ̃,y

is an isomorphism. It thus suffices to show that (n∗OZ̃)z is integral. As
Ω(S) is normal by ii), its irreducible and its connected subsets coincide. As-
sumptions v) and ii) thus provide a fundamental system F of admissible
open neighborhoods U ⊂ Z of z such that U ∩ Ω is irreducible or, equiv-
alently, such that OZ(U ∩ Ω) is integral. As Ω is normal by ii), (nS , n

#
S ) is

an isomorphism so that (n∗OZ̃)(U ∩ Ω) is integral, too, for any U ∈ F . As-
sumption i) implies that Z̃ is irreducible. Assumption v) implies that Ω 6= ∅
if Z 6= ∅. Thus the Zariski open subvariety Ω̃ of the irreducible Z̃ is dense.
Consequently, the restriction homomorphism

(n∗OZ̃)(U)→ (n∗OZ̃)(U ∩ Ω)

is injective for any U ∈ F so that, in fact, (n∗OZ̃)(U) is integral. Since F is
a fundamental system of admissible neighborhoods of z, this implies that
(n∗OZ̃)z is indeed integral. We have thus shown that n is bijective.

Since, furthermore, (n, n#) is finite, n is a homeomorphism with respect
to the canonical topologies by [8, Lemma 9.5.3.6].
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Let us then define n+. Consider first any admissible affinoid U ⊂ Z and
set Ũ := n−1(U). Let n+(U) be the composition

ÕZ(U) ↪→ ÕZ(U ∩ Ω)b = OZ(U ∩ Ω)b
∼=−→ OZ̃(Ũ ∩ Ω̃)b

∼=−→ OZ̃(Ũ),

where (·)b denotes the operator that associates the subalgebra of bounded
elements and where the arrows are defined as follows: The first arrow is
the restriction homomorphism; it is injective since Ω ⊂ Z is dense. As Ω

is normal, the homomorphism n#
S (U ∩ Ω) is an isomorphism. The second

arrow is the restriction of this isomorphism to the subalgebra of bounded
elements. Finally, we claim that the restriction homomorphism

R := OZ̃(Ũ)→ OZ̃(Ũ ∩ Ω̃) =: S

induces an isomorphism onto Sb; the last arrow is then defined to be the
induced inverse. As n is finite and U is affinoid, its preimage Ũ is affi-
noid too by [8, Proposition 9.4.4.1]. The Maximum modulus principle thus
yields the boundedness of any element in R and hence of its image in S.
Conversely, any element in Sb extends uniquely to an element in R: In-
deed, by normality of Ũ and the Riemann extension theorem (see Theorem
2.31), this holds true if Ũ \ Ω̃ is of everywhere positive codimension in Ũ .
But the latter condition is guaranteed by iii) since n is finite. This shows the
claim and thus finishes the definition of n+(U).

In fact, n+(U) is surjective and hence, by the above, an isomorphism.
Indeed, consider any f̃ ∈ OZ̃(Ũ). As n is a homeomorphism,

f := f̃ ◦ n−1|U : U → C

is continuous with respect to the canonical topologies. As OZ̃(Ũ) is affi-
noid, the Maximum Modulus Principle (see Propostion 2.25) yields that f̃ ,
and hence f , is bounded. In order to show that f ∈ ÕZ(U), it remains to be
checked that the restriction fT of f to U ∩ Ω(T ) is regular for any T ⊂ S.
Since fS corresponds to the restriction of f̃ to Ũ ∩ Ω̃ via the isomorphism
OZ(U ∩ Ω)b → OZ̃(Ũ ∩ Ω̃)b, it is regular. The regularity of an arbitrary fT
then follows from Assumption iv). Hence n+(U) is indeed surjective.

For an arbitrary admissible subset X ⊂ Z, the homomorphism n+(X)
is then defined in the natural way by means of the admissible covering of
X by all its admissible affinoid subsets using the sheaf property of OZ̃ ; by
the affinoid case above, it is an isomorphism as well.

It remains to be shown that n is an isomorphism of Grothendieck topolo-
gial spaces. We first consider any T ⊂ S with Ω(T ) 6= ∅ and show that
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(nT , n
#
T ) is an isomorphism. As (n, n#) is finite and a homeomorphism

with respect to the canonical topologies, so is (nT , n
#
T ). In order to see that

the latter is an isomorphism, it thus suffices, by Proposition 2.24, to show
that n#

T induces isomorphisms on stalks. Consider any z ∈ Ω(T ) and set
z̃ := n−1

T (z). As nT is surjective and Ω(T ) is reduced, the homomorphism
on stalks OΩ(T ),z → OΩ(T̃ ),z̃ is injective. In order to see that it is also sur-
jective, consider any g̃ ∈ OΩ(T̃ ),z̃ and choose, using that n is a homeomor-
phism, an admissible affinoid U ⊂ U(T ) containing z such that g̃ is defined
on Ũ ∩Ω(T̃ ), where Ũ := n−1(U). As n is finite, also Ũ is affinoid. Thus we
may and do choose an f̃ ∈ OZ̃(Ũ) that restricts to g̃ on the Zariski closed
affinoid subvariety Ũ ∩ Ω(T̃ ) ⊂ Ũ . Let f ∈ ÕZ(U) correspond to f̃ under
the isomorphism n+(U) discussed above. In particular, f restricts to a reg-
ular function g on U ∩ Ω(T ). By continuity of n and the construction, then
n#
T (g) = g̃. This yields surjectivity of the above map on stalks. We have

thus shown that (nT , n
#
T ) is an isomorphism.

That n is an isomorphism, then follows from the fact that the preimage
under the finite morphism (n, n#) of any quasi-compact is quasi-compact
and from applying Proposition 3.1 once as stated and once to Z and S re-
placed by Z̃ and S̃ using that U(T̃ , ε) = n−1(U(T, ε)) for any T ⊂ S and
any ε ∈ |C×|. This finishes the proof.
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4 On the building for PGL over a non-Archimedean
local field

Consider any non-Archimedean local field E. Denote by OE the ring of
integers of E. Choose a prime element π ∈ OE and set q := | 1π |. Consider
any finite dimensional E-vector space V 6= 0 and set d := dimE(V). Set

G := AutE(V) and PG := PGL(V) = G/E×.

In this section we give comprehensive proofs of results concerning the
Bruhat-Tits building for PG and related concepts.

Consider further any algebraically closed complete non-Archimedean
valued field C containing E as a valued subfield.

4.1 On a geometric covering attached to any simplicial complex

Consider any set S and any simplicial complex I whose set of vertices is S,
i.e., I is any set of non-empty finite subsets of S, called simplices, such that

• ∀s ∈ S : {s} ∈ I and

• ∀∅ 6= ∆′ ⊂ ∆ ⊂ S : ∆ ∈ I ⇒ ∆′ ∈ I .

Denote by I the barycentric subdivision of I , i.e., the simplicial com-
plex whose set of vertices is I and whose general simplices are the sets
{∆1, . . . ,∆k}with ∆i ∈ I such that

∆1 ⊃ ∆2 ⊃ · · · ⊃ ∆k.

Denote by I(R) the set underlying the geometric realisation of I ; it consists
of the functions α : S → [0, 1] for which

(9) ∆(α) := {s ∈ S | α(s) 6= 0} ∈ I and
∑
s∈S

α(s) = 1.

Consider any real 0 < c < 1. Associate with any ∆ ∈ I the subset

V∆ :=

{
α ∈ I(R)

∣∣∣∣∣ ∑
s∈∆

α(s) ≥ 1− 1 + c

4#∆
and ∀s ∈ ∆ : α(s) ≥ 3− c

4#∆

}
⊂ I(R),

where #∆ denotes the cardinality of ∆. The nerve of (V∆)∆∈I is the set of
I ′ ⊂ I such that ⋂

∆∈I′
V∆ 6= ∅.

An abstract version of Drinfeld’s [15, Proposition 6.2] is
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Proposition 4.1. (V∆)∆∈I is a covering of I(R) whose nerve is I .

Proof. Consider any α ∈ I(R). Denote by s1, . . . , sd the elements of ∆(α)
such that α(s1) ≥ α(s2) ≥ · · · ≥ α(sd). By means of (9), let 1 ≤ k ≤ d be
such that

α(sk) ≥
3− c

4k
and ∀d ≥ i > k : α(si) <

3− c
4i

.

Then α ∈ V{s1,...,sk} as α(si) ≥ α(sk) ≥ 3−c
4k

for any 1 ≤ i ≤ k and as

1−
∑

1≤i≤k
α(si) =

∑
k<i≤d

α(si) < 3 ·
∑
k<i

1

4i
<

1

4k
<

1 + c

4k
.

Hence (V∆)∆∈I is a covering of I(R). It remains to be shown that its nerve
is I . Consider first any ∆ ∈ I and any ordering s1, . . . , sd of the elements in
∆. Let α ∈ I(R) be the element that vanishes on S \∆ and on ∆ is defined
by

∀1 < i ≤ d : α(si) :=
3− c

4i
and α(s1) := 1−

∑
1<i≤d

α(si).

Then α ∈
⋂

1≤k≤d
V{s1,...,sk} as α(si) ≥ 3−c

4k
for any 1 < i ≤ k ≤ d and as

∀1 ≤ k ≤ d :
∑

1≤i≤k
α(si) > 1−

∑
k<i

3− c
4i

= 1− (3− c)
3

1

4k
≥ 1− 1 + c

4k

which further implies that α(s1) ≥ 1+c
4 ≥

1+c
4k

for any 1 ≤ k ≤ d. It follows
that I is contained in the nerve.

Conversely, consider any ∆,∆′ ∈ I such that ∆ 6⊂ ∆′ 6⊂ ∆. It remains
to be shown that V∆ ∩V∆′ = ∅. Assume without loss of generality that k :=
#∆ ≤ #∆′ =: k′. Choose then any s0 ∈ ∆ \∆′. Assume, by contradiction,
the existence and choice of an α ∈ V∆ ∩ V∆′ . Then∑

s0 6=s∈S
α(s) ≥

∑
s∈∆′

α(s) ≥ 1− 1 + c

4k′
, resp. α(s0) ≥ 3− c

4k
,

because α ∈ V∆′ , resp. α ∈ V∆. Hence

1 =
∑
s∈S

α(s) ≥ 1− 1 + c

4k′
+

3− c
4k

> 1− 2

4k′
+

2

4k

which contradicts our assumption that k′ ≥ k as desired.
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Corollary 4.2. Consider any left-action of any group G on I and the induced
left-action of G on I(R). For any g ∈ G and any ∆ ∈ I then g(V∆) = Vg(∆) and

g(∆) 6= ∆⇒ g(V∆) ∩ V∆ = ∅.

Proof. The first property follows from the construction and implies jointly
with Proposition 4.1 the second.

4.2 The Bruhat-Tits building for PGL

Recall from Definition 2.36 that SV is defined as the set of freeOE-submodules
m ⊂ V of maximal rank together with the action of E× by dilation.

Let IV be the simplicial complex in the sense of Section 4.1 whose sim-
plices are the non-empty subsets ∆ = {s1, . . . , sk} ⊂ E×\SV admitting
representatives m1 ∈ s1, . . . ,mk ∈ sk such that

(10) m1 ) m2 ) · · · ) mk ) πm1.

We call any sequence as in (10) a presimplex of SV for ∆.

Remark 4.3. The presimplices as in (10) for fixed m1 correspond bijectively
to strictly increasing sequences of OE/πOE-vector subspaces of m1/πm1.
In particular, k ≤ d for any such presimplex.

The set of vertices of IV then coincides with E×\ SV and the natural left
action of PG on E×\ SV naturally extends to one on IV .

Lemma 4.4. The stabilizer {γ ∈ Γ: γ(∆) = ∆} of any ∆ ∈ IV in any discrete
subgroup Γ ⊂ PG is finite.

Proof. The stabilizer {g ∈ PG : g([m]) = [m]} of any [m] ∈ E×\ SV in PG
equals AutOE (m) · E×/E×; its intersection with Γ is thus finite by Lemma
2.41. As any ∆ ∈ IV is a finite subset of E×\ SV , the lemma follows.

The following definition is a special case of the definition of the building
in the sense of Bruhat and Tits [11] of a general semi-simple group over a
local field. However, by contrast, we only define it as a set and will not use
its natural topology.

Definition 4.5. The set IV(R>0) of functions α : E×\ SV → [1, q] for which

∆(α) := {s ∈ E×\ SV | α(s) 6= 1} ∈ IV and
∏

s∈E×\ SV

α(s) = q

together with its naturally induced PG-action is called the building for PG.
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Remark 4.6. Up to [0, 1] → [1, q], x → qx, the building coincides with the
set underlying the geometric realization IV(R) attached to IV by Section 4.1.

In Def.-Prop.’s 4.19 and 4.21 below, we will define a natural G-equivariant
R>0-torsor TV → IV(R>0).

4.3 A set of seminorms

For any vector space X over any D ∈ {E,C} a map ν : X → R≥0 is called a
seminorm on X if

• ∀d ∈ D,∀x ∈ X : ν(d · x) = |d| · ν(x) and

• ∀x, x′ ∈ X : ν(x+ x′) ≤ max{ν(x), ν(x′)};

it is called a norm if furthermore

• ∀x ∈ X : ν(x) = 0⇔ x = 0.

Any such seminorm ν is called cartesian if it is induced by the norm

(11) X/ν−1(0)→ R≥0,
∑

1≤i≤k
dixi 7→ max

1≤i≤k
|di| · ri

for a basis x := (x1, . . . , xk) of X/ν−1(0) and an r = (r1, . . . , rk) ∈ (R>0)k.

Denote by SNV the set of seminorms on VC that restrict to norms on V .
It is naturally acted by R>0 and G. For any 1 ≤ k ≤ d let

(CSNV,k ⊂) SNV,k ⊂ SNV

denote the R>0- and G-invariant subsets of those (cartesian) seminorms ν
for which the C-subspace ν−1(0) ⊂ VC has codimension k.

Denote by NV the set of norms on V . It is naturally acted by R>0 and G.

Lemma 4.7. [25, Proposition 1.1] Any ν ∈ NV is cartesian.

Corollary 4.8. Any ν ∈ NV induces the locally profinite topology on V .

By Lemma 4.7, choose for any ν ∈ NV an (x, r) as in (11) in order to
define, viewing x as a basis of VC , a cartesian norm νC ∈ CSNV,d on VC
extending ν.

Lemma 4.9. For any ν ∈ NV the norm νC ∈ CSNV,d is independent of the choice
of (x, r).
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We shall prove Lemma 4.9 after Lemma 4.17 below.

Definition-Proposition 4.10. Restricting any ν ∈ SNV to V induces an R>0-
and G-equivariant map rN : SNV → NV having as a right-inverse

iN : NV → CSNV,d, ν 7→ νC .

Proof. This is directly verified.

4.4 Interpretation of seminorms through submodules

For any C-vector space X and any OC-submodule M ⊂ X denote by
K(M) ⊂ X the maximal C-vector subspace contained in M and set

(12) ∀r ∈ R≥0 : rM :=
⋂

r<|c|∈|C×|

c ·M.

As |C×| contains qQ, it is dense in R>0. Hence (rr′)M = r(r′M) for any
such M and any r, r′ ∈ R>0. But, in general, 1M need not equal M ; for
instance, when X = C and M is the maximal ideal of OC , it does not.

Definition-Proposition 4.11. Let MV be the set of OC-submodules M ⊂ VC
with

i) K(M) ∩ V = 0 and

ii) 1M = M and
⋃
c∈C× c ·M = VC .

Then (12) defines an R>0-action on MV such that |c|M = c ·M for every c ∈ C
and every M ∈ MV . Moreover, MV is closed under finite intersections.

Proof. This is directly checked using again that |C×| ⊂ R>0 is dense.

Example 4.12. Let ν ∈ SNV . Then ν−1([0, 1)) ⊂ VC satisfies i) and it satisfies
ii) if and only if ν−1([0, 1)) = ν−1([0, 1]), i.e., if and only if |C×| ∩ ν(VC) = ∅.

Proof. If it satisfies ii), then indeed

ν−1([0, 1)) = 1ν−1([0, 1)) =
⋂

1<|c|∈|C×|

c · ν−1([0, 1)) = ν−1([0, 1]).

The converse direction follows similarly.
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Caution 4.13. Defining rM in (12) with < replaced by ≤ would not yield an
R>0-action on the set of all OC-submodules M ⊂ VC neither; indeed, it would
yield for any ν ∈ SNV and any r, r′ ∈ R>0 \ |C×| with rr′ ∈ |C×| ∩ ν(VC) that

(rr′)ν−1([0, 1)) = ν−1([0, rr′)) 6= ν−1([0, rr′]) = r(ν−1([0, r′])) = r(r′ν−1([0, 1)).

Definition-Proposition 4.14. Associating with any M ∈ MV the semi-norm

νM : VC → R≥0, v 7→ inf {r ∈ R≥0 : v ∈ rM}

yields an R>0- and G-equivariant bijection ν◦ : MV → SNV inverse to

SNV → MV , ν 7→ ν−1([0, 1]).

Moreover, ∀M,M ′ ∈ MV , ∀v ∈ VC : νM∩M ′(v) = max{νM (v), νM ′(v)}.

Proof. This is directly checked.

Any M ⊂ X as in (12) is called a G-lattice of X , where G ⊂ R>0 is any
subgroup, if

M =
⊕
x∈β

gx(OC · x)

for some basis β of X and some (gx)x∈β ∈ Gβ , where gx(OC · x) is defined
by means of (12). For instance, the |C×|-lattices of such an X are the free
OC-submodules of X whose C-span is X .

Definition-Proposition 4.15. AnyOC-submoduleM ⊂ VC for whichM/K(M)
is an R>0-lattice of VC/K(M) satisfies Def.-Prop. 4.11, ii). Denote by

LV ⊂ MV

the subset of those M for which M/K(M) is an R>0-lattice of VC/K(M). Let

MV,k ⊂ MV and LV,k ⊂ LV

denote the subsets of thoseM with dimC(VC/K(M)) = k for any 1 ≤ k ≤ d. All
these subsets are R>0- and G-invariant and for any 1 ≤ k ≤ d holds that

(13) ν◦(MV,k) = SNV,k and ν◦(LV,k) = CSNV,k .

Proof. This is directly checked.
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Denote the free OC-submodule of VC generated by any m ∈ SV by

(14) 〈m〉 ∈ LV,d .

For any r ∈ R>0 denote by r the unique representative in [1, q) of the
class of r in R>0/q

Z and by brc the largest element in qZ being ≤ r; then

(15) r = r · brc.

Lemma 4.16. i) ∀M ∈ MV : M ∩ V ∈ SV .

ii) ∀m ∈ SV , ∀r ∈ R>0 : V ∩ r〈m〉 = brc ·m.

Proof. Let M ∈ MV . Then M ∩ V is the unit ball of rN(νM ). As rN(νM ) is
strictly cartesian, M ∩ V is contained in some free OE-submodule of V of
maximal rank. As OE is a principal ideal domain, thus M ∩ V is itself a
freeOE-module of V and, being a unit ball of a norm, of maximal rank, i.e.,
M ∩ V ∈ SV . In order to see Part ii), choose an OE-basis for any m ∈ SV
and view it as an OC-basis of 〈m〉.

Lemma 4.17. Consider any basis v1 . . . , vd of V and any s1, . . . , sd ∈ (1, q] and
set

M :=
⊕

1≤j≤d
sjOC · vj .

Then M = q
⋂

r∈R>0

1
r 〈V ∩ rM〉.

Proof. Denote by 1 < t1 < · · · < tk ≤ q the ordered elements of {sj : 1 ≤
j ≤ d} and set tk+1 := q · t1. For any 1 ≤ i ≤ k and any ti < r ≤ ti+1 then

V ∩ 1

r
M =

⊕
j : sj>ti

OE · vj ⊕
⊕

j : sj≤ti

1

q
· OE · vj
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using that V ∩ sj
r OC · vj = b sjr c · OE · vj for any 1 ≤ j ≤ d. Hence

q
⋂

r∈R>0

1

r
〈V ∩ rM〉 =

⋂
t1<r≤tk+1

rq〈V ∩ 1

r
M〉

=
⋂

1≤i≤k

⋂
ti<r≤ti+1

rq〈V ∩ 1

r
M〉

=
⋂

1≤i≤k
tiq

 ⊕
j : sj>ti

OC · vj ⊕
⊕

j : sj≤ti

1

q
OC · vj


=

⋂
1≤i≤k

 ⊕
j : sj>ti

tiqOC · vj ⊕
⊕

j : sj≤ti

tiOC · vj


=
⊕

1≤j≤d
min ({tiq : sj > ti} ∪ {ti : sj ≤ ti})OC · vj

=
⊕

1≤j≤d
sjOC · vj = M

as desired.

Proof of Lemma 4.9. Consider any ν ∈ NV and any (x, r) and (x′, r′) both
satisfying (11) for ν. We have to show that the cartesian norms νC , ν ′C ∈
CSNV,d defined using (x, r), resp. (x′, r′), coincide. Denote byM,M ′ ∈ LV,d
the lattices corresponding to νC , ν ′C . By Def.-Prop. 4.15, it suffices to show
that M = M ′. However, both M,M ′ are of the form considered in Lemma
4.17 and

∀r ∈ R>0 : V ∩ rM = ν−1([0, r]) = V ∩ rM ′

by construction. By Lemma 4.17, thus M = M ′ as desired.

Definition-Proposition 4.18. The R>0- and G-equivariant map

rL := ν−1
◦ ◦ iN ◦ rN ◦ ν◦ : MV → LV,d

satisfies that rL ◦ rL = rL and for any M ∈ MV that

(16) rL(M) = q
⋂

r∈R>0

1

r
〈V ∩ rM〉 = q

⋂
c∈C×

〈M ∩ cV〉.

where 〈M ∩ cV〉 ∈ LV,d is the OC-submodule generated by M ∩ cV ∈ ScV .
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Proof. Let us first argue for (16). Denote by r′(M) the middle term of (16)
for any M ∈ MV . Consider any M ∈ MV . Then νM and νrL(M) restrict to
the same norm on V . In particular, the unit balls V ∩M and V ∩ rL(M) of
their restrictions coincide. By R>0-equivariance of rL, in fact V ∩ r ·M =
V ∩ r · rL(M) for any r ∈ R>0. Hence r′(M) = r′(rL(M)). Moreover,
r′(rL(M)) = rL(M) by Lemma 4.17 using that, by construction, any module
in the image of ν−1

◦ ◦ iN is of the form considered in Lemma 4.17. Hence
r′(M) = rL(M) as desired. In the proof of Def.-Prop. 4.22,ii) below, we will
further show that (iT◦rT)(M) is equal to both the middle and the right term
of (16), where the definition of iT◦rT is independent of this def.-prop.. This
yields (16).

That rL◦rL = rL follows from Def.-Prop. 4.10 but it may also be checked
using (16): Indeed, for any c ∈ C× holds that

⋂
c′′∈C×

〈M ∩ c′′V〉 ∩ cV
c′= c′′

c=
⋂

c′∈C×
c′〈 1
c′
M ∩ cV〉 ∩ cV

=
⋂

c′∈C×,1≤|c′|<q

c′〈 1
c′
M ∩ cV〉 ∩ cV

∗
=

⋂
c′∈C×,1≤|c′|<q

1

c′
M ∩ cV = πM ∩ cV = π(M ∩ cV),

where ∗= holds by Lemma 4.16,ii) upon replacing V by cV . Hence

1

q2
rL(rL(M)) =

⋂
c∈C×

〈 ⋂
c′′∈C×

〈M ∩ c′′V〉 ∩ cV

〉
=
⋂
c∈C×

π〈M ∩ cV〉 =
1

q2
rL(M).

4.5 The building as a quotient by a free R>0-action

Using the notation in (14) set SV(R>0) := {r〈m〉 : r ∈ R>0,m ∈ SV} ⊂ LV,d.

Definition-Proposition 4.19. Define TV to be the set of subsets

(17) {ti−1〈mi〉 : 1 ≤ i ≤ k} ⊂ SV(R>0)

for all 1 ≤ k ≤ d, all presimplices m1 ) · · · ) mk ) πm1 of SV and all
1 < t1 < · · · < tk ≤ q with t0 := |π| · tk. Then

i) any such subset uniquely determines such mi and ti and
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ii) the action of G, resp. the free action of R>0, on the set of all subsets of
SV(R>0) induced by its natural action on SV(R>0) restricts to TV .

Proof. Part i) is directly checked using Lemma 4.16, ii). Consider then any
T = {ti−1〈mi〉 : 1 ≤ i ≤ k} ∈ TV as in (17) and any r ∈ R>0. Then

rT := {r · ti−1〈mi〉 : 1 ≤ i ≤ k} =
{
t′i−1〈m′i〉 : 1 ≤ i ≤ k

}
,

where for any 0 ≤ i ≤ k, using the notation of (15),

t′i :=

{
r · ti, if r · ti ≤ q
|π| · r · ti, if r · ti > q

}
and m′i :=

{
brcmi, if r · ti ≤ q
1
π brcmi, if r · ti > q

}
.

There is thus a unique cyclic permutation σ of {1, . . . , k} with 1 < t′σ(1) <

· · · < t′σ(k) ≤ q and such that m′σ(1) ) · · · ) m′σ(k) ) πm′σ(1) is a presimplex.
Hence rT ∈ TV as desired. The statement for G is directly checked.

Caution 4.20. The R>0-action on any T ∈ TV respects the ordering of the ele-
ments of T only up to cyclic permutations.

Definition-Proposition 4.21. For any T = {ti−1〈mi〉 : 1 ≤ i ≤ k} ∈ TV let

αT : E×\ SV → [1, q], [m] 7→
{ ti

ti−1
, if [m] = [mi] for some 1 ≤ i ≤ k,

1, otherwise.

}
This yields an R>0-invariant and G-equivariant map TV → IV(R>0), T 7→ αT
which induces a PG-equivariant bijection

R>0\TV ∼= IV(R>0).

Proof. That the map is well-defined, invariant on R>0-classes and that the
induced map R>0\TV → IV(R>0) is injective and PG-equivariant is di-
rectly checked. Consider then any α ∈ IV(R) and choose any presimplex
m1 ) · · · ) mk ) πm1 for ∆(α). Set

∀0 ≤ i ≤ k : ti :=
∏

1≤j≤i
α([mj ]).

Then T := {ti−1〈mi〉 : 1 ≤ i ≤ k} ∈ TV and αT = α. Hence the map is also
surjective.
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Definition-Proposition 4.22. i) Let M ∈ MV with R>0-class [M ]. Then

∆[M ] := {[V ∩ rM ] : r ∈ R>0} = {[V ∩ rM ] : 1 ≤ r < q}

is a simplex admitting a unique presimplex m1 ) · · · ) mkM ) πm1 with

(18) {V ∩ rM : 1 ≤ r < q} = {m1, . . . ,mkM }.

Moreover, any {1 ≤ r < q : V ∩ rM = mi} contains its infimum rM,i; in
particular, mi = V ∩ rM,iM . Set rM,0 := q · rM,kM and

TM :=

{
q

rM,i−1
〈V ∩ rM,iM〉 : 1 ≤ i ≤ kM

}
∈ TV .

ii) The map rT : MV → TV ,M 7→ TM is R>0- and G-equivariant and has

iT : TV → LV,d, T 7→
⋂

M ′∈T
M ′

as right inverse. Moreover, iT ◦ rT = rL.

Remark 4.23. See (22) below for a rather explicit description of the lattice
structure of any iT(T ).

Proof. Part i): From Lemma 4.16, i) and Remark 4.3 follows that the left
hand side of (18) is of the desired form. Moreover, as M ∈ MV , the set
{1 ≤ r < q : w ∈ rM} contains its infimum iw for any w ∈ W . For any OE-
basis β of any mi thus {1 ≤ r < q : V ∩ rM = mi} has maxw∈β iw as its
infimum which it contains. The remaining assertions are directly checked.

Part ii): That rT is R>0- and G-equivariant is directly checked. Consider
any

T = {ti−1〈mi〉 : 1 ≤ i ≤ k} ∈ TV .

Then iT(M) ∈ MV,d since MV,d is closed under finite intersections. That in
fact iT(M) ∈ LV,d, follows from Def.-Prop. 4.18 and the equality iT◦rT = rL

that we prove below. That (rT ◦ iT)(T ) = T holds true since any r ∈ [1, q)
admits a unique 1 ≤ j ≤ k for which q

tj
≤ r < q

tj−1
and hence

V ∩ r · (iT(T )) =
⋂

1≤i≤k
V ∩ rti−1〈mi〉

4.16,ii)
=

⋂
1≤i≤k
rti−1≥q

qmi ∩
⋂

1≤i≤k
rti−1<q

mi = mj .

Let M ∈ MV and set ri := rM,i for any 0 ≤ i ≤ kM =: k. We show that
(iT◦rT)(M) is equal to both the middle and the right term of (16) and hence
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to rL(M). Using, in the first of the subsequent equations, that |E×| = qZ

and that any cV depends only on the class of c in C×/E×, yields that⋂
c∈C×

〈M ∩ cV〉 =
⋂
c∈C×

rk≤|c|<r0

〈M ∩ 1

c
V〉 =

⋂
c∈C×

rk≤|c|<r0

1

c
〈V ∩ cM〉

=
⋂

1≤i≤k

⋂
c∈C×

ri≤|c|<ri−1

1

c
〈V ∩ cM〉 =

⋂
1≤i≤k

⋂
c∈C×
|c|<ri−1

1

c
〈V ∩ riM〉

=
⋂

1≤i≤k

1

ri−1
〈V ∩ riM〉 =

1

q
(iT ◦ rT)(M).

Hence (iT ◦ rT)(M) equals the right term of (16). Moreover,⋂
r∈R>0

1

r
〈V ∩ rM〉 =

⋂
rk≤r<r0

1

r
〈V ∩ rM〉 =

1

q
(iT ◦ rT)(M),

where the first equation is satisfied since any 1
r 〈V ∩ rM〉 depends only on

the class of r in R>0/q
Z and where the second equation follows by the same

argument as in the previous sentence upon replacing C× by R>0. Hence
(iT ◦ rT)(M) also equals the middle term of (16) as desired.

4.6 Metrization

Throughout this section, a metric on a set X is any symmetric map

ρ : X ×X → R≥1

such that ρ(x, y) = 1⇔ x = y and ρ(x, y) ≤ ρ(x, z)·ρ(z, y) for all x, y, z ∈ X .

Definition-Proposition 4.24. [25, Theorem 2.3] Setting

∀[ν], [ν ′] ∈ R>0\NV : ρN([ν], [ν ′]) := max
06=v,v′∈V

ν ′(v)

ν(v)
· ν(v′)

ν ′(v′)

defines a metric ρN on R>0\NV for which any closed ball is compact.

Definition-Proposition 4.25. A metric ρL on R>0\LV,d is given by setting

ρL(S, S′) := inf{r ∈ R≥1 | ∃M ∈ S,M ′ ∈ S′ : M ⊂M ′ ⊂ rM}

for any S, S′ ∈ R>0\LV,d, where the set contains its infimum.
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Proof. This is directly checked using OC-bases of the elements in LV,d.

Proposition 4.26. The injection (ν◦)
−1 ◦ iN induces an isometric embedding

E×\NV → R>0\LV,d.

Proof. Consider any ν, ν ′ ∈ NV , denote by M,M ′ ∈ LV,d their images under
(ν◦)

−1 ◦ iN and let us show that

(19) r := ρL([M ], [M ′]) = ρN([ν], [ν ′]).

Using the R>0-equivariance of (ν◦)
−1◦iN , we assume without loss of gener-

ality that M and M ′ realize r, i.e., that M ⊂M ′ ⊂ rM or, equivalently, that
the global inequalities νM ≤ νM ′ ≤ νrM hold and that νM (v) = νM ′(v) and
νM ′(v

′) = νrM (v′) for some v, v′ ∈ VC . As, by construction of (ν◦)
−1 ◦ iN ,

M =
⊕

1≤i≤d
riOCvi, resp. M ′ =

⊕
1≤i≤d

r′iOCv′i,

for some E-basis v1, . . . , vd, resp. v′1, . . . , v
′
d, of V and some r1, . . . , rd ∈ R>0,

resp. r′1, . . . , r
′
d ∈ R>0, such a v, resp. v′, may in fact be chosen among the

vi, resp. the v′i. Using that νrM = r · νM and that νM , resp. νM ′ , restricts to
ν, resp. ν ′, on V , the equality in (19) is then directly checked.

Lemma 4.27. i) ∀m,m′ ∈ SV : ρL([〈m〉], [〈m′〉]) ∈ qZ≥0 .

ii) Let S ⊂ E×\ SV . Then S is a simplex if and only if ρL([〈m〉], [〈m′〉]) ≤ q
for any [m], [m′] ∈ S.

Proof. This is directly checked; for instance, Part ii) follows directly from
Part i) which in turn follows directly from Lemma 4.16, ii).

Proposition 4.28. Consider any T = {ti−1〈mi〉 : 1 ≤ i ≤ k} ∈ TV as in (17)
and any T ′ = {q〈m〉} ∈ TV for any m ∈ SV . Then

ρL([iT(T )], [iT(T ′)]) =

{
q · ti−1

ti
, if [m] = [mi] for some 1 ≤ i ≤ k,

≥ q, otherwise.

}
Proof. Set S := [iT(T )] and S′ := [iT(T ′)] = [〈m〉] and ρ := ρL. Then ρ(S, S′)
is the minimal quotient rs of all r, s ∈ R>0 for which

(20) s〈m〉 ⊂ iT(T ) =
⋂

1≤i≤k
ti−1〈mi〉 ⊂ r〈m〉.

43



We first consider the case where {[m]} ∪ {[mi] : 1 ≤ i ≤ k} is a simplex. In
order to show the proposition in this case, we may replace m by πn ·m for
any integer n and thus assume that

m1 ⊃ · · · ⊃ mj ⊃ m ) mj+1 ⊃ · · · ⊃ mk+1 := πm1

for a unique 1 ≤ j ≤ k. We further choose an OE-basis β of m1 such that

β =
⋃

1≤l≤k
βl, where βl := β ∩ (ml \ml+1),

using that the ml/πm1 for all 1 ≤ l ≤ k form a flag of OE/(π)-vector sub-
spaces of m1/πm1. For any 1 ≤ i ≤ k then

(21) mi =

⊕
1≤l<i

⊕
v∈βl

OEπv

⊕
 ⊕
i≤j≤k

⊕
v∈βl

OEv


so that

(22)
⋂

1≤i≤k
ti−1〈mi〉 = π ·

⊕
1≤l≤k

⊕
v∈βl

tl · OCv.

If mj = m, one directly deduces from (21) and (22) that (20) holds true
if and only if s ≥ |π| · tj and r ≤ tj−1 so that then ρ(S, S′) =

tj−1

|π|tj = q · tj−1

tj
.

If mj ) m ) mj+1, assume without loss of generality that βj = β′j ∪ β′′j ,
where β′j := βj ∩ (mj \m) and β′′j := βj ∩ (m \mj+1), in order to write that

m =

⊕
1≤l<i

⊕
v∈βl

OEπv

⊕⊕
v∈β′j

OEπv ⊕
⊕
v∈β′′j

OEv ⊕

 ⊕
i<j≤k

⊕
v∈βl

OEv

 ;

from this, jointly with (22), one directly deduces that (20) holds true if and
only if s ≥ |π| · tj and r ≤ tj so that then ρ(S, S′) =

tj
|π|tj = q.

Consider finally the case, where {[m]} ∪ {[mi] : 1 ≤ i ≤ k} is not a
simplex. Using Lemma 4.27,ii), choose an 1 ≤ i ≤ k for which q2 ≤
ρ([〈mi〉], S′). As ρ(S, [〈mi〉]) = q · ti−1

ti
< q by the previous case, then

q2 ≤ ρ([〈mi〉], S′) ≤ ρ([〈mi〉], S) · ρ(S, S′) < q · ρ(S, S′)

so that ρ(S, S′) > q in this case. This finishes the proof.
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Definition-Proposition 4.29. The injections iT and ν−1◦ ◦ iN, whose images
coincide, induce a G- and R>0-equivariant bijection TV → NV and thus, by Def.-
Prop. 4.21, a PG-equivariant bijection iV : IV(R>0)→ R>0\NV such that

∀α ∈ IV(R>0), s ∈ E×\SV : ρN(iV(α), iV(s)) =

{ q
α(s) , if s ∈ ∆(α),

≥ q, otherwise.

}
Proof. Def.-Prop.’s 4.18, 4.21 and 4.22,ii) yield the desired map and the met-
ric is computed via Def.-Prop 4.21 by Proposition 4.28.

Definition 4.30. Denote by Uν ⊂ V the unit ball with respect to any ν ∈ NV .

Definition-Proposition 4.31. For any m ∈ SV denote by νm ∈ NV the norm
v 7→ inf{|e| ∈ |E×| : v ∈ e ·m}; then Uνm = m \ πm and for arbitrary ν ′ ∈ NV :

(23) ρN([ν ′], [ν]) =
maxu∈Uνm ν

′(u)

minu∈Uνm ν
′(u)

.

Proof. This is directly checked.
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5 Quotients of Drinfeld’s period domain by discrete
groups

Let E, π, q, V , G, PG and C be as in Section 4 and k a positive integer. Then

PHomC(VC ,Ck) := (HomC(VC , Ck) \ {0})/C×

is equipped with a structure of projective rigid analytic variety over C (see
Example 2.21). Consider the PG-invariant subset

ΩV,k ⊂ PHomC(VC ,Ck)

of those C×-classes [l] of C-linear maps l : VC → Ck for which Ker(l)∩ V =
0; if k = 1, this is Drinfeld’s period domain for V which we denote by ΩV .

5.1 Admissibility of the period domain

Continue to denote by NV the set of norms on V , by SV the set of free OE-
submodules of V of maximal rank and by νm ∈ NV the norm associated in
Def.-Prop. 4.31 with anym ∈ SV . Denote byBr([ν]) the closed ball of radius
r ≥ 1 around any [ν] ∈ R>0\NV with respect to the metric ρN introduced
in Def.-Prop. 4.24. Consider the PG-equivariant map

λV,k : ΩV,k → R>0\NV

that sends any [l] = [(li)1≤i≤k], where li : VC → C is the i-th coefficient
function, to the class of the norm

v 7→ |l(v)| := max
1≤i≤k

|li(v)|.

Proposition 5.1. Let m1, . . . ,mt ∈ SV and for any 1 ≤ c ∈ |C| set

X(c) := λ−1
V,k

[ν] ∈ R>0\NV :
∏

1≤s≤t
ρN([ν], [νms ]) ≤ c


 ⊂ ΩV,k.

Then ΩV,k ⊂ PHomC(VC ,Ck) is admissible, any such X(c) ⊂ ΩV,k is an admissible
quasi-compact, resp. affinoid if k = 1, subset and the covering (X(cn))n≥1 of ΩV ,
for any unbounded sequence (cn)n≥1 in |C|, is admissible.

Remark 5.2. If k = 1, this is Drinfeld’s [15, Proposition 6.1]. However, our
proof does not exactly specialize to his. In the case where k = t = 1, our
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proof specializes to the one given by Schneider and Stuhler in [40, Section
1, Proof of Proposition 4], where they denote X(qn) by Ωn for any positive
integer n. In fact, by means of such a covering, they show that ΩV is a Stein
space.

Proof of Proposition 5.1. Set P := PHomC(VC ,Ck). Using Definition 4.30 and
Def.-Prop. 4.31, set Us := Uνms for any 1 ≤ s ≤ t. Set m :=

∏
1≤s≤tms and

U :=
∏

1≤s≤t Us and J := {1, . . . , k}t. Let 1 ≤ c ∈ |C|. Set

(24) X(c, u, j) :=

[l] ∈ P

∣∣∣∣∣∣ c ·
∏

1≤s≤t
|ljs(us)| ≥

∏
1≤s≤t

maxu′s∈Us(|l(u
′
s)|)


for any (u, j) ∈ U × J . By (23) and as V \ {0} = E× · Us for any 1 ≤ s ≤ t,

(25) X(c) =
⋂
u∈U

⋃
j∈J

X(c, u, j);

this is in fact a finite intersection since anyX(c, u, j) depends only on umod
πnm for any n ≥ 1 with qn > c. In order to see that any X(c) is admissible
quasi-compact, resp. affinoid if k = 1, it thus suffices, by Proposition 2.22,
to show that any such subsetX(c, u, j) ⊂ P is admissible affinoid. Consider
any (u, j) ∈ U × J and for any 1 ≤ s ≤ t the admissible subset

X(us, js) := {[l] ∈ P : ljs(us) 6= 0} ⊂ P;

any basis β of V containing us yields the rigid analytic isomorphism

ius,js,β : X(us, js)→ Aβ×{1,...,k}\{(us,js)}C , [l] 7→
(
ln(v)

ljs(us)

)
(v,n)6=(us,js)

.

Let X(u, j) ⊂ P be the intersection of these X(us, js). Choose any OE-basis
βs of ms that contains us for every 1 ≤ s ≤ t. As any of the maxima in (24)
is attained at an element of such a βs, thus

(26) X(c, u, j) =
⋂

v∈
∏

1≤s≤t βs

⋂
i∈J

[l] ∈ X(u, j)

∣∣∣∣∣∣ c ≥
∏

1≤s≤t

∣∣∣∣ lis(vs)ljs(us)

∣∣∣∣
 .

In particular, for any 1 ≤ s ≤ t then X(c, u, j) is contained in the affinod
i−1
us,js,βs

(Bc), where Bc denotes the closed polydisc of radius c around 0.
Denote by X ′(c, u, j) ⊂ P the intersection of all i−1

us,js,βs
(Bc) for all 1 ≤
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s ≤ t; it is again affinoid by Proposition 2.22 and satisfies that X(c, u, j) ⊂
X ′(c, u, j) ⊂ X(u, j). In particular, the equality in (26) remains valid if
X(u, j) is replaced by X ′(c, u, j). Thus X(c, u, j) is an admissible affinoid
subset of the admissible affinoid subset X ′(c, u, j) ⊂ P and hence itself an
admissible affinoid subset of P. As argued before, thus X(c) ⊂ P is an ad-
missible quasi-compact, resp. affinoid if k = 1, subset. Moreover, the cover-
ing (X(qn, u, j))n≥1 of X(u, j) is admissible as the image of any morphism
Z → X(u, j) from an affinoid Z is already contained in some X(qn, u, j)
by the Maximum Modulus Principle (see Proposition 2.25) applied to the
composition of ϕ with any of the products in (26).

For any u ∈ U letX(u) ⊂ P be the union of theX(u, j) for all j ∈ J ; then
(X(u, j))j∈J is a Zariski open, and hence admissible, covering of the Zariski
open, and hence admissible, X(u). Thus (X(qn, u, j)j∈J,n≥1 is an admissi-
bly covering of any such X(u) and it refines the covering (X(qn, u))n≥1 of
X(u), where

∀c ∈ |C| : X(c, u) :=
⋃
j∈J

X(c, u, j)

is admissible quasi-compact. Thus (X(qn, u))n≥1 is admissible.
Consider then any unbounded sequence (cn)n≥1 in |C|. Consider an

arbitrary morphism ϕ : Z → P from an affinoid variety Z whose image
is contained in ΩV,k. In order to show that ΩV,k ⊂ P is admissible and
admissibly covered by the X(cn), it suffices (see [8, Prop. 9.1.4.2]) to show
that the image of ϕ is already contained in some X(cn). Since ΩV,k ⊂ X(u)
for any u ∈ U and since (X(qn, u))n≥1 is an admissible covering of X(u),
the image of ϕ is contained in X(qnu , u) for some nu ≥ 1. Choose such an
nu ≥ 1 for any u ∈ U . By means of the quasi-compactness of U , choose a
finite subset U0 ⊂ U such that U is covered by the u+πnu+1m for all u ∈ U0.
Choose an n ≥ 1 such that cn ≥ qnu for all u ∈ U0. Any u′ ∈ U thus admits
an u ∈ U0 for which u′ − u ∈ πnu+1m and hence

X(cn, u
′) ⊃ X(qnu , u′) = X(qnu , u) ⊃ Im(ϕ).

Hence the image of ϕ is contained in X(cn) by (25) as desired.

Corollary 5.3. For any O ⊂ ΩV,k the following are equivalent:

i) O is contained in an admissible quasi-compact subset of ΩV,k.

ii) λV,k(O) is bounded.

iii) ∃κ > 0: ∀ [l], [l′] ∈ O,∀ 0 6= x, y ∈ V : |l(y)|
|l(x)| ≤ κ ·

|l′(y)|
|l′(x)| .
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If k = 1, these conditions are equivalent to O being contained in an admissible
affinoid subset of ΩV .

Proof. Condition iii) is a reformulation of ii) (c.f. Def-Prop. 4.24). The Corol-
lary then directly follows from Proposition 5.1.

Corollary 5.4. Consider any O ⊂ ΩV,k that is contained in an admissible quasi-
compact subset of ΩV,k and consider any non-empty discrete subset Λ ⊂ V . Then
there exists a finite subset of Λ in which every [l] ∈ O attains infλ∈Λ |l(λ)|.

Proof. For any [l] ∈ ΩV the infimum i(l) := infλ∈Λ |l(λ)| is attained at some
element of Λ as l(Λ) is strongly discrete (see Example 2.48 and Lemma 2.49).
Assume without loss of generality that O 6= ∅ and that 0 /∈ Λ. Choose any
κ > 0 satisfying the property in Corollary 5.3, iii) forO. Choose any [l0] ∈ O
and any λ0 ∈ Λ at which i(l0) is attained. Consider any further [l] ∈ O and
any λ ∈ Λ at which i(l) is attained. Then

|l0(λ)|
|l0(λ0)|

≤ κ · |l(λ)|
|l(λ0)|

≤ κ

and hence |l0(λ)| ≤ |l0(λ0)|. As l0(Λ) is strongly discrete and as l0|V is injec-
tive, the last inequality requires λ to lie in a finite subset of Λ that depends
only on [l0] and λ0 and κ. This yields the corollary.

Lemma 5.5. Any fiber of λV,k is open with respect to the canonical topology.

Proof. Set P := PHomC(VC ,Ck). Let [l] ∈ ΩV,k. By means of Lemma 4.7, choose
a basis β of V such that

(27) ∀(µw)w∈β ∈ Eβ :

∣∣∣∣∣∣l
∑
w∈β

µw · w

∣∣∣∣∣∣ = max
w∈β
|µw| · |l(w)|.

Choose any w0 ∈ β and any 1 ≤ i0 ≤ k for which li0(w0) 6= 0. We further
choose an ε0 > 0 such that for any 0 < ε ≤ ε0 the closed ball

Bε,β([l]) :=

{
[l′] ∈ P

∣∣∣∣∣ l′i0(w0) 6= 0 ∧ ∀w ∈ β,∀1 ≤ i ≤ k :

∣∣∣∣∣ l′i(w)

l′i0(w0)
− li(w)

li0(w0)

∣∣∣∣∣ ≤ ε
}

around [l] is contained in ΩV,k, where we use that such balls form a basis
of neighborhoods of [l] ∈ P and that ΩV,k ⊂ P is admissible. Consider any
0 < ε < ε0 such that

(28) ∀w ∈ β : ε <

∣∣∣∣ l(w)

li0(w0)

∣∣∣∣ .
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We claim that λV,k(Bε,β([l])) = λV,k([l]); this will then directly yield that
λ−1
V,k(λV,k([l])) is indeed open. It suffices to show that

(29) ∀[l′] ∈ Bε,β([l]),∀v ∈ V :

∣∣∣∣∣ l′(v)

l′i0(w0)

∣∣∣∣∣ =

∣∣∣∣ l(v)

li0(w0)

∣∣∣∣ ;
indeed, any such [l′] then gives rise to the same class of norms on V as [l].
Consider any such [l′] and v and write v =

∑
w∈β µw ·w with µw ∈ E. Then∣∣∣∣∣ l′(v)

l′i0(w0)
− l(v)

li0(w0)

∣∣∣∣∣ = max
1≤i≤k

∣∣∣∣∣ l′i(v)

l′i0(w0)
− li(v)

li0(w0)

∣∣∣∣∣
≤ max

1≤i≤k
max
w∈β
|µw| ·

∣∣∣∣∣ l′i(w)

l′i0(w0)
− li(w)

li0(w0)

∣∣∣∣∣
≤ max

1≤i≤k
max
w∈β
|µw| · ε = max

w∈β
|µw| · ε

(28)
< max

w∈β
|µw| ·

∣∣∣∣ l(w)

li0(w0)

∣∣∣∣ (27)
=

∣∣∣∣ l(v)

li0(w0)

∣∣∣∣ .
As the norm on Ck is non-Archimedean, this yields (29) as desired.

5.2 Quotients by discrete subgroups

By means of Def.-Prop. 4.29, identify IV(R>0) with R>0\NV and consider
for any 0 < ε < 1 its PG-invariant covering (V ε

∆)∆∈IV from Proposition 4.1
via Remark 4.6 whose nerve is the barycentric subdivision IV of IV , where

V ε
∆ :=

{
α ∈ IV(R>0)

∣∣∣∣∣ ∏
s∈∆

ρN(α, s) ≤ c′ and ∀s ∈ ∆ : ρN(α, s) ≤ c

}
,

where c′ = q
|∆|−1− 1+ε

4#∆ and c = q
1− 3−ε

4#∆ . For any such ε and ∆ set

U ε∆,k := λ−1
V,k(V

ε
∆),

where λV,k : ΩV,k → R>0\NV is the PG-equivariant map from Section 5.1.

Proposition 5.6. [15, Propositions 6.1 and 6.2] Let 0 < ε < 1 be rational. Then
(U ε∆,k)∆∈IV is an admissible covering of ΩV,k by quasi-compact, resp. affinoid if
k = 1, subsets which has nerve IV ; in particular,

∀∆,∆′ ∈ IV : U ε∆,k ∩ U ε∆′,k 6= ∅ ⇔ ∆ ⊂ ∆′ ∨∆ ⊃ ∆′.

Moreover, ∀g ∈ PG,∆ ∈ IV : g(U ε∆,k) = U εg(∆),k.
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Proof. By Proposition 5.1 and since qQ ⊂ |C|, any U ε∆,k is the intersection
of finitely many admissible quasi-compact, resp. affinoid if k = 1, subsets
of ΩV,k and is thus, by Proposition 2.22, itself an admissible quasi-compact,
resp. affinoid if k = 1, subset of ΩV,k.

In order to see that the covering (U ε∆,k)∆∈IV of ΩV,k is admissible, we
consider any closed ball B ⊂ IV(R>0) around any [νm] for any m ∈ SV ,
set X := λ−1

V,k(B) and are reduced to showing, by Proposition 5.1, that
the quasi-compact X is admissibly covered by the U ε∆,k ∩ X or, equiva-
lently, that X is covered by finitely many of the U ε∆,k or, equivalently, that
B is covered by finitely many of the V ε

∆. The latter follows from the quasi-
compactness of B (c.f. Def.-Prop. 4.24): Indeed, for any ∆ ∈ IV let V̊ ε

∆ be
defined like V ε

∆ upon replacing≤ by < everywhere. Then V ε′
∆ ⊂ V̊ ε

∆ for any
∆ ∈ IV and any 0 < ε′ < ε. Hence the open V̊ ε

∆ for all ∆ ∈ IV cover IV(R>0)

as well. The quasi-compact B is thus covered by finitely many of the V̊ ε
∆

and hence by finitely many of the V ε
∆ as desired. The remaining assertions

of the proposition follow directly from the discussion preceding it.

Let Γ ⊂ PG be any subgroup which is discrete with respect the locally
profinite topology on PG defined in Section 2.4. Consider the quotient map

pΓ,k : ΩV,k → Γ\ΩV,k =: ΩΓ,k

and endow its target with the structure of Grothendieck ringed space which
it induces, that is, a subset (resp. a covering of a subset) of ΩΓ,k is admissible
precisely when its preimage is admissible and the sections on an admissible
subset of ΩΓ,k are the Γ-invariant sections on its preimage.

Lemma 5.7. For any quasi-compactU,U ′ ⊂ ΩV,k the set {γ ∈ Γ: U ′∩γ(U) 6= ∅}
is finite.

Proof. Consider any rational 0 < ε < 1. As the covering (U ε∆,k)∆∈IV of ΩV is
admissible by Proposition 5.6, any quasi-compact subset of ΩV is covered
by finitely many of its elements. It thus suffices to show for any ∆,∆′ ∈ IV
that {γ ∈ Γ: U ε∆′,k ∩ γ(U ε∆,k) 6= ∅} is finite. However, this follows from
Proposition 5.6 and, using that Γ is discrete, from Lemma 4.4.

Proposition 5.8. If k > 1, suppose that the action of Γ on ΩV,k is free. Then
ΩΓ,k is a normal rigid analytic variety over C and an admissible covering of ΩΓ,k

by quasi-compact, resp. affinoid if k = 1, subsets is given by (pΓ,k(U
ε
∆,k)∆∈IV for

any rational 0 < ε < 1.
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Proof. Consider any such ε. Set pΓ := pΓ,k. For any ∆ ∈ IV set U∆ := U ε∆,k
and

ΓU∆ :=
⋃
γ∈Γ

γ(U∆) = p−1
Γ (pΓ(U∆)).

From Propositions 2.22 and 5.6 and Lemma 5.7 follows that (U∆′∩ΓU∆)∆∈IV

is a system of admissible subsets of U∆′ for any ∆′ ∈ IV ; it is then in fact an
admissible covering since it is refined by (U∆′∩U∆)∆∈IV which is an admis-
sible covering by Proposition 5.6. As (U∆′)∆′∈IV is an admissible covering
of ΩV,k, thus (ΓU∆)∆∈IV is an admissible covering of ΩV,k and, equivalently,
(pΓ(U∆))∆∈IV is an admissible covering of ΩΓ,k.

Consider any ∆ ∈ IV . It remains to be shown that any (pΓ(U∆)) is a
quasi-compact, resp. affinoid if k = 1, rigid analytic variety over C. The
covering (γ(U∆))γ∈Γ of ΓU∆ is admissible since, by Propositions 2.22 and
5.6 and Lemma 5.7, its intersection with any element of the admissible cov-
ering (U∆′)∆′∈IV of ΩV,k is admissible. Denote by Γ∆ the stabilizer of ∆
in Γ; it is finite by Lemma 4.4. By Proposition 5.6, then γ(U∆) = U∆ for
any γ ∈ Γ∆ and γ(U∆) ∩ U∆ = ∅ for any γ ∈ Γ \ Γ∆. The inclusion
U∆ → ΓU∆ thus induces an isomorphism of Grothendieck ringed spaces
Γ∆\U∆ → pΓ(U∆). It thus suffices to show that the domain of this isomor-
phism is a normal quasi-compact, resp. affinoid if k = 1, rigid analytic
variety over C. If k = 1, this follows from Proposition 2.33. If k > 1, except
for the normality, this follows from [14, Theorem 5.1.1 and Remark before
Lemma 5.2.1] since U∆ is separated and the finite Γ∆ acts freely on it. If
k > 1, normality follows from Corollary 5.10 below whose proof does not
depend on it.

Proposition 5.9. Consider any ω ∈ ΩV,k and denote by Γω its stabilizer in Γ.
Then there exists a basis of admissible affinoid neighborhoods U of ω such that

i) ∀γ ∈ Γω : γ(U) = U and

ii) ∀γ ∈ Γ \ Γω : γ(U) ∩ U = ∅.
Proof. Consider the fiber f := λ−1

V,k(λV,k(ω)). Let S ⊂ Γ be the subset of
elements γ for which γ(f)∩f 6= ∅; it is finite by Proposition 5.1 and Lemma
5.7. Using that the canonical topology on ΩV,k is Hausdorff and that f ⊂
ΩV,k is open by Lemma 5.5, we choose for any γ ∈ S \ Γω an admissible
affinoid neighborhood Uγ ⊂ f of ω for which γ(Uγ) ∩ Uγ = ∅. For any
neighborhood U ′ of ω then

U :=

 ⋂
γ′∈Γω

⋂
γ∈S\Γω

γ′(Uγ)

 ∩
 ⋂
γ∈Γω

γ(U ′)


53



is an neighborhood of ω that is contained inU ′ and satisfies i) and ii). If such
an U ′ is affinoid, then U is the intersection of finitely many affinoid subsets
and hence, by Proposition 2.22, itself affinoid. As the affinoid neighbor-
hoods of ω form a basis of neighborhoods of ω, this yields the proposi-
tion.

Corollary 5.10. The morphism pΓ,k is open with respect to the canonical topolo-
gies and, if Γ acts fixed-points free on ΩV,k, it induces isomorphisms on the stalks
and the stalks on ΩΓ,k are then regular.

Example 5.11. Consider any admissible coefficient subring A ⊂ C such that
the completion of its quotient field is E. Consider any projective A-submodule
Λ ⊂ V for which the natural homomorphism Λ⊗AE → V is an isomorphism. Let
0 6= I ⊂ A be an ideal. Then the kernel of the natural homomorphism

AutA(Λ)→ AutA(I−1Λ\Λ)

has discrete image in PG and, if I 6= A, its action on ΩV,k is fixed-point free.

Proof. As Λ ⊂ V is discrete, the image in PG of AutA(Λ) itself is discrete by
Examples 2.42 and 2.48. Consider any [l] ∈ ΩV,k and any γ in the kernel of
AutA(Λ)→ AutA(I−1Λ\Λ) with γ[l] = [l]. Hence γl = c · l for some c ∈ C×.
Using Example 2.48 and Lemma 2.49, choose an 0 6= λ ∈ Λ for which |l(λ)|
is minimal among |l(Λ)|\{0}. Then |c · l(λ)| is minimal among |c · l(Λ)|\{0}.
As l(Λ) = c · l(Λ), thus |l(λ)| = |c · l(λ)| = |(γl)(λ)| = |l(λ) + l(γ−1λ − λ)|
and hence

|l(γ−1λ− λ)| ≤ |l(λ)|
Moreover, γ−1λ − λ ∈ IΛ by definition of Γ. If I 6= A, then the smallest
non-zero element of l(IΛ) is strictly larger than the one of l(Λ). In this case,
thus γ−1λ − λ = 0 and hence c · l(λ) = (γl)(λ) = l(λ) and hence c = 1 and
hence γl = l. As l|V is injective, thus γ is the identity as desired.

Remark 5.12. Let I ⊂ A and Γ be as in Example 5.11. If k > 1, suppose that
I ( A. In Proposition 7.31 and Corollary 7.32, we will use Proposition 5.8 in
order to construct a normal rigid analytic variety over C that parametrizes
the isomorphism classes of A-lattices in Ck with a level-I-structure.

5.3 Some connected subsets of Drinfeld’s period domain

Consider any E-subspaceW ⊂ V and any discrete subset Λ ⊂ V such that
Λ ∩W contains a non-zero element. For any O ⊂ ΩW and any r ∈ |C| set

UV(Λ, O, r) :=

{
[l] ∈ ΩV

∣∣∣∣ [l|WC
] ∈ O ∧ inf

λ∈Λ\W
|l(λ)| ≥ r · inf

06=λ∈Λ∩W
|l(λ)|

}
.
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Lemma 5.13. Consider any r ∈ |C| and any admissible O ⊂ ΩW . For any
admissible affinoid U ⊂ ΩV then UV(Λ, O, r) ∩ U ⊂ U is admissible and, if O is
quasi-compact, quasi-compact. Moerover, UV(Λ, O, r) ⊂ ΩV is admissible.

Proof. Let U ⊂ ΩV be affinoid. We first show that the intersection of

U(r) :=

{
[l] ∈ ΩV

∣∣∣∣ inf
λ∈Λ\W

|l(λ)| ≥ r · inf
06=λ∈Λ∩W

|l(λ)|
}
⊂ ΩV

with U is a quasi-compact admissible subset of U . Suppose without loss of
generality that Λ \ W 6= ∅; otherwise U(r) = ΩV and then the intersection
equals the affinoid U . Corollary 5.4 provides a finite subset S1 ⊂ Λ \ W ,
respectively S2 ⊂ Λ ∩W \ {0}, in which every [l] ∈ U attains

inf
λ∈Λ\W

|l(λ)|, respectively inf
06=λ∈Λ∩W

|l(λ)|.

Hence
U(r) ∩ U =

⋃
µ∈S2

⋂
λ∈S1

{[l] ∈ U : |l(λ)| ≥ r · |l(µ)|}.

By [8, Prop. 7.2.3.7], thus the subset U(r) ∩ U ⊂ U is the union of finitely
many rational subdomains and hence quasi-compact admissible as desired.

Consider the morphism π : ΩV → ΩW , [l] 7→ [l|WC
]. Then UV(Λ, O, r)∩U

is the intersection of the admissible U(r) ∩ U with the admissible π−1(O)
and is thus itself admissible. Since U was arbitrary, the admissibility of
UV(Λ, O, r) follows by virtue of an admissible affinoid covering of ΩV .

Suppose then thatO is quasi-compact. By means of Corollary 5.3, choose
an admissible affinoid O′ ⊂ ΩW such that π(U) ⊂ O′ and O ⊂ O′. Then
π restricts to a morphism U(r) ∩ U → O′ from a quasi-compact to an affi-
noid variety. By [8, Proposition 7.2.2.4], the preimage UV(Λ, O, r)∩U of the
affinoid O under this restriction is thus quasi-compact as desired.

The following definition and proposition concerning connected vari-
eties is due to Conrad [12, Below Theorem 2.1.3] except that we furthermore
ask them to be non-empty.

Definition 5.14. A rigid analytic variety X is connected if it is non-empty and
if any admissible covering {U,U ′} of X satisfies that

U ∩ U ′ = ∅ ⇒ U = ∅ ∨ U ′ = ∅.

Proposition 5.15. A non-empty rigid analytic variety X is connected if and only
if any x, x′ ∈ X admit connected admissible subvarieties X1, . . . , Xn of X such
that x ∈ X1 and x′ ∈ Xn and Xi ∩ Xi+1 6= ∅ for any 1 ≤ i < n; in this case,
such Xi can in fact be chosen to be affinoid.
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Theorem 5.16. Suppose that Λ ⊂ V is a discrete subgroup such that

Λ = (Λ ∩W)︸ ︷︷ ︸
6=0

⊕(Λ ∩ E · v1)⊕ · · · ⊕ (Λ ∩ E · vk)

for some 0 6= vi ∈ V such that V =W ⊕E · v1 ⊕ · · · ⊕E · vk. Then UV(Λ, O, r)
is connected for any connected admissible O ⊂ ΩW and any 1 ≤ r ∈ |C|.

We shall prove Theorem 5.16 at the end of this section. First, we apply
it: If Λ ⊂ W , then UV(Λ,ΩW , r) = ΩV for any r ∈ |C|. If dimE(W) = 1, then
ΩW is a point and thus connected. Theorem 5.16 thus specializes to

Corollary 5.17. Drinfeld’s period domain ΩV is connected.

Corollary 5.18. The quotient of Drinfeld’s period domain by any discrete sub-
group of PG is irreducible.

Proof. As such a quotient is a normal rigid analytic variety by Proposition
5.8, it is irreducible if and only if it is connected (see Conrad [12, Definition
2.2.2]). However, any quotient of a connected variety is connected.

Remark 5.19. In Example 6.18, we will consider the case whereA ⊂ C is an
admissible coefficient subring, where Λ ⊂ V is a projective A-submodule
of maximal rank and whereW is generated by a direct summand of Λ and
show that then the image of UV(Λ, O, r) in Γ\ΩΓ is connected admissible
for any connected admissible quasi-compact O ⊂ ΩW , any 1 < r ∈ |C| and
any subgroup Γ ⊂ AutA(Λ).

The proof below of Theorem 5.16 is inspired by van der Put’s [43, Exam-
ple 3.5] and builds on the following results. In the case of Corollary 5.17, it
in fact specializes to a variation of the proof that van der Put outlines there.

Proposition 5.20. (Bosch, Lütkebohmert [9, Corollary 5.11]) Let p : X → Y be
a flat morphism between quasi-compact rigid analytic varieties over C. Then the
image under p of any admissible quasi-compact subset is admissible quasi-compact.

Corollary 5.21. Consider any flat morphism p : X → Y between quasi-compact
rigid analytic varieties over C. Suppose that Y and every fiber of p is connected.
Then X is connected.

Proof. By assumption, every fibre of p lies in a connected component of X .
Thus the images under p of the connected components of X are disjoint
and, by surjectivity of p, cover Y . By Proposition 5.20, this covering of
Y is admissible. The connectedness of Y then yields that X has only one
connected component, i.e., that X is connected.
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Definition 5.22. A subset S of the projective line P1
C is a closed ball if it is the

image of the closed unit ball of the affine line A1
C under an element of PGL2(C).

Proposition 5.23. A subset S ⊂ P1
C is a closed ball if and only if it equals

(30) {z ∈ A1
C : |z − c| ≤ |c′|} or {z ∈ A1

C : |z − c| ≥ |c′|} ∪ (P1
C \ A1

C)

for some 0 6= c′, c ∈ A1
C .

Proof. That any subset as in (30) is a closed ball is directly checked. We
consider then any g = (a, b; c, d) ∈ GL2(C) and need to show that

Bg := {z ∈ A1
C : |az + b| ≤ |cz + d|}

is a subset of A1
C of the first kind in (30) if |a| > |c|, resp. of the second if

|a| ≤ |c|. If a = 0 or c = 0, this is directly checked. Thus assume that a 6=
0 6= c. Let z ∈ A1

C and set z′ := cz+ d and µ := bc−ad
c . Then az+ b = a

c z
′+µ

and
z ∈ Bg ⇔

∣∣∣a
c
z′ + µ

∣∣∣ ≤ |z′|.
If |a| ≤ |c|, thus z ∈ Bg ⇔ |µ| ≤ |z′|. If |a| > |c|, then∣∣∣a

c
z′ + µ

∣∣∣ ≤ |z′| ⇔ ∣∣∣a
c
z′ + µ

∣∣∣ ≤ ∣∣∣ c
a
µ
∣∣∣

since both sides imply that |µ| = |ac z
′|. From this is directly checked thatBg

is of the desired form in both cases.

Proposition 5.24. Any non-empty intersection of any finitely many closed balls
in P1

C is connected.

Proof. Consider any such intersection I . The connectedness of P1
C yields

the proposition in the case where I is the intersection over the empty set.
Suppose then that I is contained in a ball. Then the image of I under the
transformation by a suitable element of PGL2(C) is in A1

C . We thus assume
without loss of generality that I ⊂ A1

C . By Proposition 5.23 and since any
non-empty intersection of finitely many closed balls in A1

C is again a closed
ball, there exist a 0 ≤ k ≤ n− 1 and some c0, c

′
0 . . . , ck, c

′
k ∈ A1

C such that

I = {z ∈ A1
C : |z − c0| ≤ |c′0| ∧ ∀1 ≤ j ≤ k : |z − cj | ≥ |c′j |}.

By [8, Theorem 9.7.2.2], any non-empty such set is connected.
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Proof of Theorem 5.16. Let 1 ≤ r ∈ |C| and set U(O) := UV(Λ, O, r) for any
admissible O ⊂ ΩW . We shall show that U(O) is connected in the case
where O ⊂ ΩW is any connected admissible and affinoid subset. In partic-
ular, U(O) is then non-empty for any non-empty admissible O ⊂ ΩW since
the latter can be covered by connected subsets. Given this affinoid case, the
theorem thus directly follows: Indeed, for an arbitrary connected admissi-
ble O ⊂ ΩW use that any admissible affinoid O′, O′′ ⊂ O with O′ ∩ O′′ 6= ∅
satisfy that U(O′) ∩ U(O′′) = U(O′ ∩O′′) 6= ∅ and that, by the affinoid case,
both U(O′) and U(O′′) are connected if O′ and O′′ are.

Consider thus any connected admissible affinoid O ⊂ ΩW . Choose any
free OE-submodule of m0 ⊂ V of maximal rank such that Λ ∩m0 6= 0 and
any vi as in the theorem and, using that Λ is discrete, such that

(31) ∀1 ≤ i ≤ k : [Λ ∩ E · vi 6= 0 ⇒ Λ ∩ OE · vi 6= 0 = Λ ∩ OE · π · vi].

For any 0 ≤ i ≤ k set mi := m0 ⊕OE · v1 ⊕ · · · ⊕OE · vi and Ui := mi \ πmi

andWi := E ·mi and for any linear l : (Wi)C → C set

(32) µi(l) := maxu∈Ui |l(u)|.

Any ΩWi is admissibly covered by the ascending affinoid subsets

Ωn
i := {[l] ∈ P(Wi)∗C

| ∀u ∈ Ui : |l(u)| ≥ |πn| · µi(l)}

for all n ≥ 1 by Lemma 5.1 and Def.-Prop. 4.31. Consider the morphism

pi : ΩWi → ΩWi−1 , [l] 7→ [l|(Wi−1)C ]

for any 1 ≤ i ≤ k. Choose any j ≥ 1 for which |π|−j > r. Define Ωn
0 := Ωn

0

for any n ≥ 1 and iteratively

∀1 ≤ i ≤ k, ∀n > i · j : Ωn
i := p−1

i (Ωn−j
i−1 ) ∩ Ωn

i .

Since, by construction, pi(Ωn
i ) ⊂ Ωn

i−1 for any n ≥ 1 and since the preimage
of an affinoid subset under an affinoid morphism is affinoid by [8, Propo-
sition 7.2.2.4], any such Ωn

i ⊂ Ωn
i is an affinoid subset. Moreover, being

cofinal with (Ωn
i )n≥1, the system (Ωn

i )n>i·j of ascending subsets is an ad-
missible covering of ΩWi for any 0 ≤ i ≤ k. Set

∀0 ≤ i ≤ k,∀n > i · j : Y n
i := Ωn

i ∩ UWi(Λ ∩Wi, O, r)︸ ︷︷ ︸
=:Ui(O)

.
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Thus U(O) = Uk(O) is admissibly covered by the ascending subsets Y n
k

for all n > k · j. It thus suffices to show that Y n
k is connected for any

large enough n. We choose, by means of Corollary 5.3, any n0 ≥ 1 such
that O ⊂ Ωn0

0 . We are reduced to showing that Y n
i is connected for any

0 ≤ i ≤ k and any n ≥ n0 + i · j. We prove this by induction on i. If i = 0,
it follows directly from the assumption on O using that Y n

0 = O for any
n ≥ n0. Consider then any i > 0 and any n ≥ n0 + i · j and suppose by
induction hypothesis that Y n−j

i−1 is connected. By construction, pi restricts
to a morphism

p : Y n
i → Y n−j

i−1 .

As both Ωn
i and Ωn−j

i−1 are affinoid, Lemma 5.13 yields that both Y n
i and

Y n−j
i−1 are quasi-compact. Being admissible subvarieties of standard projec-

tive spaces, they are further regular. Let [l′] ∈ Y n−j
i−1 . In view of Corollary

5.21, it remains to show that p−1([l′]) is isomorphic to a connected admis-
sible subvariety of P1

C . In view of Proposition 5.24, this follows from the
following lemmas.

Lemma 5.25. p−1([l′]) 6= ∅.

Proof. Use that |C|contains |π|Q, that |l′(Wi−1)| is the union in |C| of finitely
many translates of |π|Z by Lemma 4.7 and that |π|−j > r in order to choose
a linear form l : (Wi)C → C such that

i) l|(Wi−1)C = l′,

ii) |l(vi)| ∈ |C| \ |l′(Wi−1)|,

iii) |π|−j · µi−1(l′)
(∗)
≥ |l(vi)|

(∗∗)
≥ r · µi−1(l′).

We show that [l] ∈ p−1([l′]). By i), it suffices to show that [l] ∈ Y n
i . As r ≥ 1,

Condition (∗∗) implies that |l(vi)| ≥ µi−1(l′) and hence that

(33) µi(l) = max{|l(vi)|, µi−1(l′)} = |l(vi)|,

where the first equality holds true, as µi(l) is attained by an element of any
basis of mi, so for instance of a basis consisting of vi and a basis of mi−1.
From ii) it follows, as | · | is non-Archimedean, that

(34) ∀e ∈ E,∀w′ ∈ Wi−1 : |l(e · vi + w′)| = max{|e| · |l(vi)|, |l′(w′)|}.

As [l′] ∈ Ωn−j
i−1 , that [l] ∈ Ωn

i is equivalent to [l] ∈ Ωn
i , i.e., to

∀u ∈ Ui : |l(u)| ≥ |π|n · µi(l).
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Consider any u ∈ Ui and write u = e · vi + w′ for some e ∈ OE and some
w′ ∈ mi−1. If w′ ∈ Ui−1, then

|l(u)|
(34)

≥ |l′(w′)|
[l′]∈Ωn−ji−1

≥ |π|n−j · µi−1(l′)
(∗)∧(33)

≥ |π|n · µi(l).

If w′ /∈ Ui−1, then e ∈ O×E as u ∈ Ui; in this case, thus

|l(u)|
(34)

≥ |e| · |l(vi)| = |l(vi)|
(33)
= µi(l) ≥ |π|nµi(l).

Hence [l] ∈ Ωn
i . It remains to show that [l] ∈ Ui(O), i.e., that

∀λ ∈ Λ ∩Wi \W : |l(λ)| ≥ r · min
06=w∈Λ∩W

|l′(w)|.

Consider any λ ∈ Λ ∩ Wi \ W . Write λ = e · vi + λ′ for some e ∈ E and
λ′ ∈ Wi−1. By assumption on Λ, both e · vi and λ′ lie in Λ. If λ′ /∈ W , then

|l(λ)|
(34)

≥ |l′(λ′)|
[l′]∈Ui−1(O)

≥ r · min
06=w∈Λ∩W

|l′(w)|.

If λ′ ∈ W , then e · vi 6= 0 as λ /∈ W ; in this case, |e| ≥ 1 by (31) and hence

|l(λ)|
(34)

≥ |e|·|l(vi)|
(∗∗)
≥ r·µi−1(l′)

Λ∩m0 6=0
≥ r· min

06=w∈Λ∩m0

|l′(w)| ≥ r· min
06=w∈Λ∩W

|l′(w)|.

Hence [l] ∈ Ui(O). As argued before, thus [l] ∈ p−1([l′]) as desired.

Lemma 5.26. The fibre p−1([l′]) is isomorphic to the intersection of finitely many
closed balls of P1

C .

Proof. Denote by A the set of C×-classes of linear forms l : (Wi)C → C
for which [l|(Wi−1)C ] = [l′]. Then p−1([l′]) = Ui(O) ∩ Ωn

i ∩ A. Choose any
0 6= w0 ∈ W and consider the isomorphism

ϕ : A→ A1
C , [l] 7→ l(vi)

l(w0)
.

We first show that ϕ(Ωn
i ∩ A) is a closed ball of P1

C and then that so is
ϕ(Ui(O) ∩ Ωn

i ∩A). For any [l] ∈ P set

µi−1(l) := µi−1(l|(Wi−1)C )
(32)
:= maxu∈Ui−1 |l(u)|.
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Choose a finite set of representatives S of Ui modulo πn+1mi, respectively
S′ of (Ui \ Ui−1) modulo πn+1mi. Using that [l′] ∈ Ωn−j

i−1 ⊂ Ωn
i−1 and that

µi(l) = max{|l(vi)|, µi−1(l)} by the same reason as in (32), then

Ωn
i ∩A = {[l] ∈ A| ∀u ∈ S : |l(u)| ≥ |πnl(vi)|∧∀u′ ∈ S′ : |l(u′)| ≥ |πn|µi−1(l)}.

Write any element u of S (resp. of S′) in the form eu · vi + wu for some
wu ∈ mi−1 and some (non-zero) eu ∈ OE such that wu ∈ Ui−1 or eu ∈ O×E
and set

cu :=
l′(wu)

l′(w0)
=
l(wu)

l(w0)
and c :=

µi−1(l′)

l′(w0)
=
µi−1(l)

l(w0)

for any [l] ∈ A. Then ϕ(Ωn
i ∩A) equals

{z ∈ A1
C | ∀u ∈ S : |eu · z + cu|

(∗)
≥ |πn · z| ∧ ∀u′ ∈ S′ : |eu′ · z + cu′ | ≥ |πn · c|}.

We may and do assume that eu = 0 for some u ∈ S. For such a u then
(∗)
≥

defines a closed ball in P1
C which is already contained in A1

C . By Proposition
5.23, thus ϕ(Ωn

i ∩A) is a closed ball in P1
C .

Choose then a λ0 ∈ Λ ∩W for which |l′(λ0)| = min
06=λ∈Λ∩W

|l′(λ)|. Then

(35) ∀[l] ∈ A : [l] ∈ Ui(O)⇔ ∀λ ∈ Λ ∩Wi \W :

∣∣∣∣ l(λ)

l(w0)

∣∣∣∣ ≥ r · ∣∣∣∣ l′(λ0)

l′(w0)

∣∣∣∣ .
By Corollar 5.4, the affinoid Ωn

i admits a finite subset T ⊂ Λ ∩ Wi \ W in
which the infimum of the |l(λ)| for all λ ∈ Λ ∩ Wi \ W is attained for any
[l] ∈ Ωn

i . Choose such a T . Write any λ ∈ T in the form eλ · vi +wλ for some
eλ ∈ E and some wλ ∈ Wi−1 and set

cλ :=
l′(wλ)

l′(w0)
=
l(wλ)

l(w0)
and c0 :=

l′(λ0)

l′(w0)

for any [l] ∈ A. Then

ϕ(p−1([l′])) = ϕ(Ui(O)∩Ωn
i ∩A) = {z ∈ ϕ(Ωn

i ∩A)| ∀λ ∈ T : |eλ·vi+cλ| ≥ r·|c0|}.

As ϕ(Ωn
i ∩ A) is a closed ball of P1

C which is already contained in A1
C , thus

so is ϕ(p−1([l′])) by Proposition 5.23. This yields the lemma.

As argued before Lemmas 5.25 and 5.26, they finish the proof.
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5.4 Quotient by a discrete subgroup of a codimension 1 vector
subspace

Suppose that d := dimE(V) ≥ 2. Consider any E-subspace W ⊂ V of
codimension 1, any 0 6= w ∈ W , any v ∈ V \ W and any discrete subgroup
Γ ⊂ AutE(V) such that any γ ∈ Γ restricts to the identity onW and satisfies
that γ(v)− v ∈ W .

If AutE(V) is identified with GLd(E) via the choice of an ordered basis
of V whose first d − 1 vectors are an ordered basis ofW , then any γ ∈ Γ is
of the form (

id ∗
0 1

)
.

Consider the admissible subvariety E ⊂ PV∗C of those [l] for which [l|WC
] ∈

ΩW ; it is isomorphic to ΩW × C via

(36) i : E → ΩW × C, [l] 7→
(

[l|WC
],
l(v)

l(w)

)
.

For any O ⊂ ΩW and any integer n ≥ 1 set

E(O) := i−1(O × C) and E(O,n) := i−1(O ×Bn),

where Bn ⊂ C denotes the closed ball of radius n around the origin. Thus
(E(O,n))n≥1 is an admissible affinoid covering of E(O) for any admissible
affinoid O ⊂ ΩW . By construction, Γ acts on E . Consider the quotient map

pΓ : E → Γ\E

and endow its target with the structure of Grothendieck ringed space in-
duced by pΓ, that is, a subset (resp. a covering of a subset) of Γ\E is ad-
missible precisely when its preimage is admissible and the sections on an
admissible subset of Γ\E are the Γ-invariant sections on its preimage. Thus
pΓ restricts to the quotient map ΩV → ΩΓ considered in Section 5.9 and Γ\E
contains the rigid analytic variety ΩΓ as a Grothendieck ringed subspace.
By Lemma 5.30 below, Γ\E is in fact itself a rigid analytic variety.

Denote by vΓ ⊂ W the image of the injective continuous homomor-
phism

Γ→W, γ 7→ vγ := γ(v)− v;

it is a discrete subgroup ofW as Γ is discrete in AutE(V). By Example 2.48
and Lemma 2.49, thus l(vΓ) ⊂ C is strongly discrete for any [l] ∈ ΩW , i.e.,
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its intersection with every ball of finite radius is finite. Set

∀[l] ∈ E : e([l]) :=
el(vΓ)(l(v))

l(w)
= e l(vΓ)

l(w)

(
l(v)

l(w)

)
,

where el(vΓ) : C → C is the analytic surjective group homomorphism with
kernel l(vΓ) defined in Def.-Prop. 2.55. We are thus given a bijective map

eΓ : Γ\E → ΩW × C, pΓ([l]) 7→ ([l|WC
], e([l])).

Lemma 5.27. The map e : E → C, [l] 7→ e([l]) is regular.

Proof. Any admissible affinoid covering C of ΩW yields via (36) the admis-
sible affinoid covering (E(O,n))O∈C,n≥1 of E . Consider any admissible affi-
noid non-empty O ⊂ ΩW and any integer n ≥ 1. It thus suffices to show
that the restriction of e to Y := E(O,n) is regular. Choose any [l0] ∈ O. As
L := vΓ ⊂ W is discrete, the subset 1

l0(w) · l0(L) ⊂ C is strongly discrete by
Lemma 2.49. For any integer k ≥ 1 thus

Lk :=

{
λ ∈ L :

∣∣∣∣ l0(λ)

l0(w)

∣∣∣∣ ≤ k} ⊂ L
is finite and hence the function

ek : Y → C, [l] 7→ l(v)

l(w)
·
∏

06=λ∈Lk

(
1− l(v)

l(λ)

)
is a finite product of regular functions and thus regular. As the sup-norm
on the ring of regular functions on Y is complete by [8, Theorem 6.2.4.1], it
thus suffices to show that the ek for all k ≥ 1 converge uniformly to e. By
means of Corollary 5.3, choose a κ > 0 such that

∀[l], [l′] ∈ O,∀0 6= x, y ∈ W :

∣∣∣∣ l(y)

l(x)

∣∣∣∣ ≤ κ · ∣∣∣∣ l′(y)

l′(x)

∣∣∣∣ .
For any k ≥ 1, any λ ∈ L \ Lk and any [l] ∈ Y then∣∣∣∣ l(v)

l(λ)

∣∣∣∣ ≤ ∣∣∣∣ l(v)

l(w)

∣∣∣∣ · ∣∣∣∣ l(w)

l(λ)

∣∣∣∣ ≤ n · κ · ∣∣∣∣ l0(w)

l0(λ)

∣∣∣∣ < n · κ
k

and, if n·κk < 1, hence
∣∣∣1− l(v)

l(λ)

∣∣∣ = 1 and

(37)

∣∣∣∣∣∣1−
∏

λ∈L\Lk

(
1− l(v)

l(λ)

)∣∣∣∣∣∣ ≤ n · κ
k

.
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Choose a k0 > n · κ. Using Proposition 2.25 and that Y is affinoid, choose
a c0 > 0 which bounds ek0 . For any k ≥ k0 and any [l] ∈ Y thus |ek([l])| =
|ek0([l])| ≤ c0 and, further using (37), hence

|ek([l])− e([l])| = |ek([l])| ·

∣∣∣∣∣∣1−
∏

λ∈L\Lk

(
1− l(v)

l(λ)

)∣∣∣∣∣∣ ≤ c0 ·
n · κ
k

.

This shows as desired that the ek converge uniformly to e.

Proposition 5.28. The map eΓ is an isomorphism of rigid analytic varieties. In
particular, it restricts to an open immersion on ΩΓ.

Since any [l] ∈ ΩV satisfies that l(v) /∈ l(vΓ) and hence that e([l]) 6= 0,
Proposition 5.28 will thus directly yield

Definition-Proposition 5.29. The map

qΓ : ΩΓ → ΩW × C×, pΓ([l]) 7→
(

[l|WC
],

1

e([l])

)
is an open immersion.

In order to prove Proposition 5.28 we need the following lemmas.

Lemma 5.30. Consider any admissible affinoid covering C of ΩW . Then

(pΓ(E(O,n)))O∈C,n≥1

is an admissible covering of Γ\E and any pΓ(E(O,n)) is admissibly covered by
finitely many affinoid varieties. In particular, Γ\E is a rigid analytic variety.

Proof. The covering (πΓ(E(O)))O∈C of Γ\E is the preimage of C under the
natural morphism Γ\E → ΩW and hence admissible. We consider any ad-
missible affinoid O ⊂ ΩW , set Y := E(O) and Yn := E(O,n) for any n ≥ 1
and are thus reduced to showing the claim that Γ\Y is admissibly covered
by the pΓ(Yn) and that each of them is admissibly covered by finitely many
affinoid varieties. In order to prove the claim, we shall apply Proposition
2.34 to the following setting: For any n ≥ 1 denote by Γn ⊂ Γ the subgroup
of those elements γ such that

∀ [l] ∈ O :

∣∣∣∣ l(vγ)

l(w)

∣∣∣∣ ≤ n;

64



it is finite as l(vΓ)
l(w) ⊂ C is strongly discrete for any [l] ∈ O. Moreover, any

Yn is Γn-invariant. Furthermore, as ΩW and C are both separated, so is
their product and hence E and hence the admissible subvariety Y ⊂ E . It
remains to verify the remaining Condition iii) of Proposition 2.34; i.e., that
any n ≥ 1 admits an n′ ≥ n such that

(38) ∀γ ∈ Γ \ Γn′ : γ(Yn) ∩ Yn = ∅.

In order to do so, choose, by means of Corollary 5.3, a κ > 0 such that

∀ [l], [l′] ∈ O,∀ 0 6= x, y ∈ W :

∣∣∣∣ l(y)

l(x)

∣∣∣∣ ≥ κ · ∣∣∣∣ l′(y)

l′(x)

∣∣∣∣ .
Consider any n ≥ 1, choose any n′ ≥ n

κ and consider any γ ∈ Γ \ Γn′ . Thus

∃ [l′] ∈ O :

∣∣∣∣ l′(vγ)

l′(w)

∣∣∣∣ > n′

which implies that

∀ [l] ∈ O :

∣∣∣∣ l(vγ)

l(w)

∣∣∣∣ > κ · n′ ≥ n

and hence that

∀ [l] ∈ Yn :

∣∣∣∣ l(γv)

l(w)

∣∣∣∣ =

∣∣∣∣ l(vγ)

l(w)
+
l(v)

l(w)

∣∣∣∣ > n

or, equivalently, that γ(Yn) ∩ Yn = ∅ as desired.

Lemma 5.31. Any [l] ∈ E admits a basis of admissible neighborhoods such that
γ(U)∩U = ∅ for any U in this basis and any id 6= γ ∈ Γ and such that (γ(U))γ∈Γ

is an admissible covering of an admissible subset of E .

Proof. Let [l] ∈ E and set l0 := l|WC
. Associate with any admissible neigh-

borhood O of [l0] in ΩW and any ε ∈ |C×| the admissible neighborhood

X(O, ε) :=

{
[l′] ∈ E : [l′|WC

] ∈ O ∧
∣∣∣∣ l′(v)

l′(w)
− l(v)

l(w)

∣∣∣∣ ≤ ε}
of [l] in E . Using that l0(vΓ) ⊂ C is strongly discrete, we choose an ε0 >
0 such that 0 is the only element in l0(vΓ) whose norm is ≤ ε0 · |l0(w)|.
Moreover, by Lemma 5.5, [l0] admits an admissible affinoid neighborhood
O such that all elements in O induce the same class of norms onW . Then
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the X(O, ε) for all such O and all ε0 ≥ ε ∈ |C×| form a desired basis of
admissible neighborhoods of [l]. Indeed, consider any such O and ε and
any [l′] ∈ X(O, ε) and γ ∈ Γ such that γ[l′] ∈ X(O, ε). Then∣∣∣∣ l0(γv − v)

l0(w)

∣∣∣∣ =

∣∣∣∣ l′(γv − v)

l′(w)

∣∣∣∣ =

∣∣∣∣ (γ−1l′)(v)

(γ−1l′)(w)
− l(v)

l(w)
+
l(v)

l(w)
− l′(v)

l′(w)

∣∣∣∣ ≤ ε
so that γv−v = 0. As γ further restricts to the identity onW , it is the identity
as desired. In order to see that (γ(X(O, ε))γ∈Γ is an admissible covering of
an admissible subset of E(O), it suffices, as (E(O,n))n≥1 is an admissible
covering of E(O), to show for any n ≥ 1 that (γ(X(O, ε)) ∩ E(O,n))γ∈Γ is
an admissible covering of an admissible subset of E(O,n). However, this
holds true for any n ≥ 1 since, by Proposition 2.22, the intersection of the
affinoid γ(X(O, ε)) with the affinoid E(O,n) is again affinoid for any γ ∈ Γ
and, by (38), empty for all but finitely many γ ∈ Γ.

Lemma 5.32. Consider any admissible O ⊂ ΩW and any integer n ≥ 1. Then

eΓ(pΓ(E(O,n))) ⊃ O ×Bn.

Moreover, if O is affinoid, then there exists an m ≥ 1 with

eΓ(pΓ(E(O,n))) ⊂ O ×Bm.

Proof. Set L := vΓ. As | · | is non-Archimedean, any [l] ∈ E satisfies that

(39) |e([l])| =

∣∣∣∣∣∣ l(v)

l(w)
·
∏

06=λ∈L

l(v) + l(λ)

l(λ)

∣∣∣∣∣∣ =

∣∣∣∣ l(v)

l(w)

∣∣∣∣ · ∏
06=λ∈L
|l(λ)|≤|l(v)|

∣∣∣∣ l(v) + l(λ)

l(λ)

∣∣∣∣ .
As l(L) is strongly discrete for any l ∈ Ω̃L, any x ∈ Γ\E is represented by
some [l] ∈ E such that |l(v)| ≤ |l(v) + l(λ)| for any λ ∈ L and hence, by (39),
such that | eΓ(x)| = |e([l])| ≥

∣∣∣ l(v)
l(w)

∣∣∣. As eΓ is surjective, this shows the first
part. Suppose then that O is affinoid. By (39), any [l] ∈ E satifies that

(40) |e([l])| ≤
∣∣∣∣ l(v)

l(w)

∣∣∣∣ · ∏
06=λ∈L
|l(λ)|≤|l(v)|

∣∣∣∣ l(v)

l(λ)

∣∣∣∣ ≤ ∣∣∣∣ l(v)

l(w)

∣∣∣∣ · ∏
0 6=λ∈L
|l(λ)|≤|l(v)|

∣∣∣∣ l(v)

l(w)

∣∣∣∣ · ∣∣∣∣ l(w)

l(λ)

∣∣∣∣ .
Moreover, any [l] ∈ E(O,n) and any λ ∈ L with |l(λ)| ≤ |l(v)| satisfy that∣∣∣ l(λ)
l(w)

∣∣∣ ≤ ∣∣∣ l(v)
l(w)

∣∣∣ ≤ n. By (40), it thus suffices to show that for any [l] ∈ E(O,n)
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both the number of λ ∈ L with
∣∣∣ l(λ)
l(w)

∣∣∣ ≤ n as well as the norm
∣∣∣ l(w)
l(λ)

∣∣∣ for any
such λ is bounded from above by a constant depending only on O and n.
Since O is affinoid, Corollary 5.3 provides a κ > 0 such that

∀[l′], [l] ∈ O,∀λ ∈ L :

∣∣∣∣ l′(λ)

l′(w)

∣∣∣∣ ≤ κ · ∣∣∣∣ l(λ)

l(w)

∣∣∣∣ .
From this thus follows the second part as any [l] ∈ O admits only finitely
many λ ∈ Lwith

∣∣∣ l(λ)
l(w)

∣∣∣ ≤ κ · n as l(L)
l(w) ⊂ C is strongly discrete.

Proof of Proposition 5.28. By Lemma 5.30, eΓ is a morphism between reduced
rigid analytic varieties. As argued above, it is bijective. By Proposition 2.24,
it thus remains to be shown that eΓ induces isomorphism on the stalks and
that there exists an admissible affinoid covering of ΩW × C such that the
preimage under eΓ of any of its elements is a finite union of affinoids. As

d

dT

(
e l(vΓ)

l(w)

(T )

)
= 1,

the tangent map of eΓ ◦pΓ at any point is a triangular matrix with only ones
on the diagonal with respect to a suitable basis and thus an isomorphism;
thus it induces isomorphisms on the stalks (see [39, Part 2, Chapter 3.9, The-
orem 2]). By Lemma 5.31, the quotient morphism pΓ induces isomorphism
on the stalks, too. Hence so does eΓ. Moreover, the On := O × Bn for all
admissible affinoid subsets O ⊂ ΩW and all n ≥ 1 form an admissible affi-
noid covering of ΩW ×C. Consider any such On and set X := pΓ(E(O,n)).
By means of Lemma 5.32 choose anm ≥ nwithOn ⊂ eΓ(X) ⊂ Om. For any
affinoid X ′ ⊂ X then e−1

Γ (On) ∩ X ′ is the preimage of the affinoid subset
On under the morphism X ′ → O × Bm between affinoid varieties induced
by eΓ and is thus [8, Proposition 7.2.2.4] itself affinoid. As, by Lemma 5.30,
X is admissibly covered by finitely many such affinoid subvarieties X ′, the
preimage e−1

Γ (On) is thus a finite union of affinoid subsets. As argued be-
fore, eΓ is thus an isomorphism. Finally, by Lemma 5.1, the Γ-invariant
ΩV ⊂ E is an admissible subvariety. Hence so is ΩΓ ⊂ Γ\E . Thus the
restriction of eΓ to ΩΓ is an open immersion.

Proposition 5.33. Let A and Λ ⊂ V be as in Example 5.11 and suppose that
b · L ⊂ vΓ for some 0 6= b ∈ A. Let O ⊂ ΩW be admissible affinoid. Then

i) any ε > 0 admis an r > 0 such that q−1
Γ (O ×Bε) ⊃ pΓ(UV(Λ, O, r)),

ii) any r > 0 admits an ε > 0 such that q−1
Γ (O ×Bε) ⊂ pΓ(UV(Λ, O, r)),
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where UV(Λ, O, r) ⊂ ΩV is the subset defined before Lemma 5.13.

Proof. Set L := Λ ∩W and L := vΓ ⊂ L and U(O, r) := UV(Λ, O, r) for any
r ∈ |C|. As O is affinoid, Corollary 5.3 provides a κ > 0 such that

(41) ∀[l], [l′] ∈ O,∀w′′, w′ ∈ W \ {0} :

∣∣∣∣ l(w′′)l(w′)

∣∣∣∣ ≤ κ · ∣∣∣∣ l′(w′′)l′(w′)

∣∣∣∣ .
Choose for any [l] ∈ O an 0 6= wl ∈ L such that

|l(wl)| = inf06=λ∈L |l(λ)|.

using that l(L) is strongly discrete by Proposition 2.51. Then

∀[l], [l′] ∈ O :

∣∣∣∣ l(w)

l(wl)

∣∣∣∣ ≤ κ · ∣∣∣∣ l′(w)

l′(wl)

∣∣∣∣ ≤ κ · ∣∣∣∣ l′(w)

l′(wl′)

∣∣∣∣ .
In particular, there exists an s > 0 such that

∀[l] ∈ O :

∣∣∣∣ l(w)

l(wl)

∣∣∣∣ ≤ s.
For any [l] ∈ E(O) set wl := wl|WC

and choose a vl ∈ Λ \ L such that

|l(vl)| = infλ∈Λ\L |l(λ)|.

Part i) holds true as for any for any r ∈ |C×| and any [l] ∈ U(O, r) holds
that ∣∣∣∣ l(w)

l(v + λ)

∣∣∣∣ ≤ ∣∣∣∣ l(w)

l(vl)

∣∣∣∣ =

∣∣∣∣ l(wl)l(vl)
· l(w)

l(wl)

∣∣∣∣ ≤ s

r

and hence that ∣∣∣∣ 1

e([l])

∣∣∣∣ =

∣∣∣∣ l(w)

el(L)(l(v))

∣∣∣∣ =

∣∣∣∣∣∑
λ∈L

l(w)

l(v + λ)

∣∣∣∣∣ ≤ s

r
.

Let us then show Part ii). As 1
l(wl)
·l(L) is co-compact in l(W) for any [l] ∈ O,

there exists an r([l]) > 0 such that

(42) ∀x ∈ W ∃λ ∈ L :

∣∣∣∣ l(x− λ)

l(wl)

∣∣∣∣ ≤ r([l]).
Using (41) and that |l′(wl)| ≥ |l′(wl′)| for any [l], [l′] ∈ O, we may and do
choose the r([l]) to be uniformly bounded. As U(O, r) ⊂ U(O, r′) for any
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r ≥ r′ > 0, it thus suffices to show Part ii) only for any r ∈ |C| such that
r > r([l]) for any [l] ∈ O. Consider any such r. By surjectivity of eΓ, it
suffices to find an ε > 0 such that

pΓ(E(O) \ U(O, r)) ⊂ e−1
Γ (O ×B 1

ε
).

By the second part of Lemma 5.32, it thus suffices to find an n ≥ 1 with

(43) E(O) \ U(O, r) ⊂
⋃
γ∈Γ

γ(E(O,n)).

Using the assumption, choose 0 6= b ∈ A such that b · L ⊂ L. Using that
Λ/(A · v + L) is a torsion A-module, we further choose a c ∈ A such that
c · Λ ⊂ A · v + L. We claim that any n ≥ max {|c|, |b|} · r satisfies (43).
Consider any [l] ∈ E(O) \ U(O, r). Then∣∣∣∣ l(vl)l(wl)

∣∣∣∣ < r;

indeed, if [l] ∈ ΩΛ, this follows from the definition of U(O, r) and if [l] /∈ ΩΛ,
then l(V) = l(W) so that (42) provides for any x ∈ W with l(vl) = l(x) an
λ ∈ L with

∣∣∣ l(x−λ)
l(wl)

∣∣∣ < r so that

|l(vl)| ≤ |l(vl − λ)| = |l(x− λ)| < r · |l(wl)|.

Let a ∈ A and λ′ ∈ L be such that c · vl = a · v + λ′. Using (42), choose a

λ ∈ Lwith
∣∣∣∣ l(λ′a −λ)

l(wl)

∣∣∣∣ ≤ |b| · r. Write λ = γ(v)− v for a unique γ ∈ Γ. Then

∣∣∣∣ (γ−1l)(v)

(γ−1l)(w)

∣∣∣∣ =

∣∣∣∣ l(v + λ)

l(w)

∣∣∣∣ ≤ ∣∣∣∣ l(v + λ)

l(wl)

∣∣∣∣ =

∣∣∣∣∣ l(v + λ′

a + λ− λ′

a )

l(wl)

∣∣∣∣∣
≤ max

{
|c|
|a|
·
∣∣∣∣ l(vl)l(wl)

∣∣∣∣ ,
∣∣∣∣∣ l(λ

′

a − λ)

l(wl)

∣∣∣∣∣
}
≤ max {|c|, |b|} · r

which yields the claim and hence Part ii).
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6 Compactification of analytic irreducible components

Consider any algebraically closed complete non-Archimedean valued field
C of finite characteristic.

Definition 6.1. Let A be the category of triples (A,Λ,Γ), where

i) A is an admissible coefficient subring of C (see Definition 2.45),

ii) Λ is a non-zero finitely generated projective A-module,

iii) Γ is a subgroup of AutA(Λ),

whose morphisms from any (A′,Λ′,Γ′) to any (A,Λ,Γ) are the injective A-linear
maps ϕ : Λ′ → Λ, where A′ ⊃ A, such that ϕ(Λ′) ⊂ Λ is a direct summand and

(44) ϕ∗(Γ′) :=
{
g ∈ AutA(ϕ(Λ′))

∣∣ ∃γ′ ∈ Γ′ : g ◦ ϕ = ϕ ◦ γ′
}
⊂ Γϕ(Λ′),

where ΓL := {g ∈ AutA(L)| ∃γ ∈ Γ: γ|L = g} for any A-submodule L ⊂ Λ.

Ultimately, we are interested only congruence subgroups Γ ⊂ AutA(Λ).
However, in Section 6.6 (see Def.-Prop. 6.42) we will apply the formalism
of the next two sections also to a non-congruence subgroup of AutA(Λ) .

By means of Example 2.42 and Proposition 5.8, with any (A,Λ,Γ) ∈ A is
associated the rigid analytic variety ΩΓ := Γ\ΩΛ over C, where ΩΛ := ΩΛE ,
where ΛE := Λ⊗A E, for the smallest local field E ⊂ C containing A.

In this section we construct a functor (A,Λ,Γ) 7→ Ω∗Γ from A to the
category of Grothendieck graded ringed spaces such that, as a set,

Ω∗Γ =
∐
L∈S

ΩΓL
,

where S is a set of representatives for the natural Γ-action on the set of
non-zero direct summands of Λ.

Notation 6.2. For any (A,Λ,Γ) ∈ A and any direct summand 0 6= L ⊂ Λ let

• ΓL := {γ ∈ Γ| γ(L) = L} ⊂ Γ, resp.

• Γ̊L := {γ ∈ ΓL| γ|L = idL} ⊂ ΓL,

denote the normalizer, resp. centralizer, of L in Γ; thus Γ̊L is the kernel of the
restriction homomorphism ΓL → AutA(L) whose image is ΓL (see Definition 6.1).
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6.1 Grothendieck topology on the pre-quotient

Consider any (A,Λ,Γ) ∈ A. In this section we construct a Grothendieck
topological space Ω∗Λ which is acted by Γ and whose quotient by Γ will be
the Grothendieck topological space underlying Ω∗Γ.

Definition 6.3. For any subset S ⊂ C let d(S) := inf
0 6=s∈S

|s|.

Definition 6.4. Denote by µmax(L) the largest successive minimum of any A-
lattice L ⊂ C (see Definition 2.52).

Definition 6.5. Let Ω∗Λ be the set-theoretic disjoint union of all the ΩL for all
direct summands 0 6= L ⊂ Λ.

Definition-Proposition 6.6. For any direct summand 0 6= L ⊂ Λ and any
admissible O ⊂ ΩL and any r ∈ |C| denote by

(45) U(Λ, O, r), resp. U ′(Λ, O, r),

the subset of Ω∗Λ of all elements [l] with [l] ∈ ΩL′ for some L ⊂ L′ ⊂ Λ for which

i) [l|LC ] ∈ O and

ii) d(l(L′\L))
d(l(L)) ≥ r, resp. d(l(L′\L))

µmax(l(L)) ≥ r.

Any such L and any admissible quasi-compact O ⊂ ΩL admit a c > 0 such that

(46) ∀ c2 ≤ r ∈ |C| : U ′(Λ, O, r) ⊂ U(Λ, O, r) ⊂ U ′(Λ, O, r
c

).

Proof. Such constants c are provided by Corollary 5.3.

Definition-Proposition 6.7. Endow Ω∗Λ with the following Grothendieck topol-
ogy: A subset Y ⊂ Ω∗Λ is admissible if for every direct summand 0 6= L ⊂ Λ

i) the subset Y ∩ ΩL ⊂ ΩL is admissible and

ii) if every affinoid O ⊂ Y ∩ ΩL and one, and hence every, U ∈ {U ,U ′} admit
an r ∈ |C| with U(Λ, O, r) ⊂ Y .

Moreover, a covering of an admissible subset of Ω∗Λ by admissible subsets is ad-
missible if its intersection with every ΩL is admissible.

Proof. All properties required by Definition 2.2 follow directly from the cor-
responding ones of the Grothendieck toplogical spaces ΩL and the fact that
any admissible covering of an affinoid subset has a finite subcovering.
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Example 6.8. Any subset as in (45) is admissible.

Proof. Consider any admissible O ∈ ΩL and any r ∈ |C|. By Lemma 5.13,
the intersection of U := U(Λ, O, r) with any ΩL′ is an admissible subset of
ΩL′ for any further direct summand L ⊂ L′ ⊂ Λ. By a similar proof as in
Lemma 5.13, also the intersection of U ′ := U ′(Λ, O, r) with any such ΩL′ is
admissible. Consider then any affinoid O′ ⊂ U ∩ ΩL′ for any such L′. We
shall show that U(Λ, O′, r′) ⊂ U for some r′ ∈ |C|. Using Corollaries 5.3
and 5.4 and that O′ is affinoid, choose an ε > 0 such that

∀[l′] ∈ O′ : d(l′(L′)) ≥ ε · d(l′(L)).

Let rε ≤ r
′ ∈ |C| and [l] ∈ U(Λ, O′, r′) ∩ ΩL′′ for any L′ ⊂ L′′ ⊂ Λ. Then

d(l(L′′ \ L)) ≥ min{d(l(L′′ \ L′)),d(l(L′ \ L))}
≥ min{r′ · d(l(L′)), r · d(l(L))} ≥ r · d(l(L)).

As [l|L′ ] ∈ O′ ⊂ U , also [l|L] ∈ O. Thus [l] ∈ U . Hence U(Λ′, O, r′) ⊂ U .
Using (46), this yields the corresponding property for U ′, too. Hence U and
U ′ are indeed admissible.

Corollary 6.9. Consider any admissible Y ⊂ Ω∗Λ and for any direct summand
0 6= L ⊂ Λ an admissible covering CL of Y ∩ΩL and an rO ∈ |C| for any O ∈ CL
such that UO := U(Λ, O, rO) ⊂ Y , resp. U ′O := U ′(Λ, O, rO) ⊂ Y . Then the
covering C of Y by all these UO, resp. U ′O, is admissible.

Proof. By Example 6.8, any UO, resp. U ′O, is an admissible subset of Y .
Moreover, the intersection of C with any boundary component ΩL is refined
by the admissible CL and is thus, by Property vii) of Definition 2.2, itself
admissible. Hence C is indeed admissible.

Corollary 6.10. For any direct summand 0 6= L ⊂ Λ, any [l] ∈ ΩL and any
countable neighborhood basis (On)n≥1 of [l] in ΩL the system (U(Λ, On, rn))n≥1

is a countable neighborhood basis of [l] in Ω∗Λ for any unbounded sequence {rn}n≥1 ⊂
|C|.

Proof. This follows directly from Example 6.8 and Definition 6.7, i).

Corollary 6.11. The canonical topology on Ω∗Λ is first countable.

Corollary 6.12. Let Y ⊂ Ω∗Λ be admissible. With respect to the canonical topolo-
gies, then a function f : Y → C is continuous if and only if it is sequentially
continuous.
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Proposition 6.13. [30, Proposition 1.4] Consider any 1 < r ∈ |C| and any direct
summands L1, L2 ⊂ Λ for which L1 6⊂ L2 6⊂ L1. Then

U ′(Λ,ΩL1 , r) ∩ U ′(Λ,ΩL2 , r) = ∅.

Proof. Suppose, by contradiction, the existence and choice of an [l] ∈ ΩL

in the intersection in (6.13). By means of Def.-Prop. 2.52, choose for any
1 ≤ i ≤ 2 a subset βi ⊂ Li whose image under l is a realization of the set of
successive minima of l(Li). If

µ := µmax(l(L1)) ≤ µmax(l(L2)) =: ν,

then choose, by means of the assumption, a λ ∈ β1 \ L2 to get the contra-
diction

|l(λ)| ≤ µ ≤ ν < r · ν ≤ d(l(L \ L2)) ≤ |l(λ)|.

By symmetry, we also get a contradiction if µ ≥ ν.

6.2 Structure of Grothendieck graded ringed space

Let (A,Λ,Γ) ∈ A. Let F be the quotient field ofA andE ⊂ C its completion.

For any direct summand 0 6= L ⊂ Λ denote by Ω̃L the preimage of ΩL

under the quotient-by-C× morphism AL∗C \{0} → PL∗C ; it consists precisely
of the C-linear maps l : LC → C for which Ker(l) ∩ LE = 0.

Definition 6.14. Let Ω̃∗Λ be the set-theoretic disjoint union of all such Ω̃L equipped
with the induced C×-action.

Definition-Proposition 6.15. Set G := AutF (ΛF ). Equip Ω̃∗Λ with a C×-
equivariant G-action by the rule

g(l) := l ◦ (g−1|(gL)C ) ∈ Ω̃gL, where gL := g(LF ) ∩ Λ ⊂ Λ,

for any g ∈ G and any l in any Ω̃L; its induced G-action on Ω∗Λ is continuous and

(47) ∀g ∈ AutA(Λ): g(U(Λ, O, r)) = U(Λ, g(O), r).

Moreover, for any direct summand 0 6= L ⊂ Λ holds that

(48) ∀g ∈ AutA(Λ): gL = g(L).
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Proof. It is directly checked that the rule defines a C×-equivariant G-action
on Ω̃∗Λ and that then (47) and (48) hold. Let g ∈ G. Then the bijection Ω∗Λ →
Ω∗Λ given by the induced action of g restricts stratawise to isomorphisms of
rigid analytic varieties. Consider then any admissible affinoid O ⊂ ΩL and
any r ∈ |C|. It remains to find an r′ ∈ |C| for which

(49) U(Λ, g(O), r′) ⊂ g(U(Λ, O, r)).

Using that both Λ and g(Λ) are projective A-submodules of maximal rank
of ΛF , choose an f ∈ F for which g(Λ) ⊂ f · Λ. Then g(L) ⊂ f · gL and

g(Λ) \ g(L) = g(Λ) \ g(L)F ⊂ f · Λ \ g(L)F = f · (Λ \ g(L)F ) = f · (Λ \ gL)

from which (49) is directly deduced for any r
|f |2 ≤ r

′ ∈ |C|.

Definition 6.16. By means of Def.-Prop- 6.15, consider the quotient map

pΓ : Ω∗Λ → Γ\Ω∗Λ =: Ω∗Γ

and endow its target with the structure of Grothendieck topological space which it
induces, that is, a subset (resp. a covering of a subset) of Ω∗Γ is admissible precisely
when its preimage is admissible.

Remark 6.17. The induced canonical topology on Ω∗Γ was introduced by
Kapranov [30] in the case, where A is a polynomial ring.

Example 6.18. Consider any direct summand 0 6= L ⊂ Λ, any admissible
quasi-compact O ⊂ ΩL and any 1 < r ∈ |C|. Then the γ(U(Λ, O, r)) for all
γ ∈ Γ form an admissible covering of an admissible subset of ΩΛ. In particu-
lar, pΓ(U(Λ, O, r)) ⊂ Ω∗Γ is admissible. Moreover, if O is connected, then so is
pΓ(U(Λ, O, r)) ∩ ΩΓ ⊂ ΩΓ.

Proof. Set U := U(Λ, O, r). Let us show the first assertion. By construction,
any γ(U) depends only on γ modulo Γ̊L. By means of Example 6.8, Lemma
5.13 and any admissible affinoid covering of any stratum ΩL′ , it suffices to
show for any admissible affinoid subset O′ of any ΩL′ that γ(U) ∩ O′ = ∅
for all but finitely many γ ∈ Γ modulo Γ̊L. Thus consider any such ad-
missible affinoid O′ ⊂ ΩL′ . We assume that L′ = Λ and that U ∩ O′ 6= ∅;
the general case is directly reduced to this case. Using that O, resp. O′, is
quasi-compact, choose a κ > 0, resp. κ′ > 0, which satisfies the property
in Corollary 5.3, iii) with respect to O and LE , resp. O′ and ΛE . Choose
any basis β of LF that is contained in L and choose any [l] ∈ U ∩ O′.
Choose a λ ∈ L such that |l(λ)| = d(l(L)). Consider any γ ∈ Γ for which
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γ(U) ∩ O′ 6= ∅ and choose any [l′] ∈ γ(U) ∩ O′. Choose a λ′ ∈ γL with
|l′(λ′)| = d(l′(γL))

r>1
= d(l′(Λ)). For any v ∈ β then∣∣∣∣ l(γv)

l(λ)

∣∣∣∣ ≤ κ′ · ∣∣∣∣ l′(γv)

l′(λ)

∣∣∣∣ ≤ κ′ · ∣∣∣∣ l′(γv)

l′(λ′)

∣∣∣∣ = κ′ ·
∣∣∣∣ l′(γv)

l′(γλ)

∣∣∣∣ · ∣∣∣∣ l′(γλ)

l′(λ′)

∣∣∣∣
∗
≤ κ′ · κ2 ·

∣∣∣∣ (γl)(γv)

(γl)(γλ)

∣∣∣∣ · ∣∣∣∣(γl)(γλ)

(γl)(λ′)

∣∣∣∣ = κ′ · κ2 ·
∣∣∣∣ l(v)

l(λ)

∣∣∣∣ · ∣∣∣∣ (l(λ)

l(γ−1λ′)

∣∣∣∣
≤ κ′ · κ2 ·

∣∣∣∣ l(v)

l(λ)

∣∣∣∣ ,
where at

∗
≤ we have used that [(γl)|(γL)C ] ∈ γ(O) as [l|LC ] ∈ O and that, as

is directly checked, the constant κ also satisfies the property in Corollary
5.3, iii) for γ(O) and (γL)E . As l(Λ) is strongly discrete, thus l(γ(β)) lies
in a finite subset of l(Λ) that depends not on γ. As such a γ modulo Γ̊L
is uniquely determined by its action on β, there exists thus indeed only
finitely many γ modulo Γ̊L satisfying the above inequality and hence that
γ(U) ∩ O′ 6= ∅. Moreover, if O is connected, then so is U ∩ ΩΛ by Theorem
5.16 and hence so is its admissible image pΓ(U)∩ΩΓ = pΓ(U∩ΩΛ) ⊂ ΩΓ.

Corollary 6.19. The map pΓ is open with respect to the canonical topologies.

Proof. This follows from Def.-Prop 6.7 and Examples 6.8 and 6.18.

Corollary 6.20. Any point in Ω∗Γ has a fundamental basis of admissible neighbor-
hoods whose intersection with ΩΓ is connected and irreducible.

Proof. As ΩΓ is normal by Proposition 5.8, its irreducible and connected
subsets coincide by [12, Definition 2.2.2]. The corollary thus follows from
Example 6.18 and Corollary 6.10 using that any point in any stratum ΩL

has a basis of connected admissible affinoid neighborhoods in ΩL.

Example 6.21. Consider any admissible subsetX ⊂ Ω∗Γ. For any direct summand
0 6= L ⊂ Λ choose an admissible affinoid covering CL of p−1

Γ (X)∩ΩL and for any
O ∈ CL an rO ∈ |C| for which U(Λ, O, rO) ⊂ p−1

Γ (X). Then the covering C of X
by the pΓ(U(Λ, O, rO)) for all O in all CL is admissible.

Proof. By Example 6.18, any element of C is admissible. Let D be the cov-
ering of p−1

Γ (X) defined as the preimage of C under pΓ. It remains to
check that the intersection of D with any ΩL is an admissible covering of
p−1

Γ (X) ∩ ΩL. However, by construction, such an intersection is refined by
CL and is thus admissible as desired.
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Definition-Proposition 6.22. For any orbit O of the natural Γ-action on the set
of non-zero direct summands let

ΩO := pΓ

(⋃
L∈O

ΩL

)

be equipped with the structure of Grothendieck ringed space turning the natural
map ΩΓL

→ ΩO into an isomorphism for every L ∈ O. Then a subset X ⊂ Ω∗Γ is
admissible if and only if for every such orbit O:

i) X ∩ ΩO ⊂ ΩO is admissible and

ii) every admissible quasi-compact Y ⊂ ΩO with Y ⊂ X admits an r ≥ 0 with

U(Λ, Y, r) := pΓ

(⋃
L∈O
U(L, p−1

Γ (Y ) ∩ ΩL, r)

)
⊂ X.

Moreover, a covering of an admissible subset X ⊂ Ω∗Γ by admissible subsets is
admissible precisely if its intersection with X ∩ΩO is admissible for every orbit O.

Proof. Consider any X ⊂ Ω∗Γ. For any orbit O the subset X ∩ ΩO ⊂ ΩO is
admissible if and only if for every L ∈ O the subset p−1

Γ (X) ∩ ΩL is admis-
sible. Thus i) holds true for every orbit O if and only if p−1

Γ (X) ∩ ΩL ⊂ ΩL

is admissible for every direct summand 0 6= L ⊂ Λ. We assume that these
equivalent statements hold true. Similarly, it directly follows that a cover-
ing of X by admissible subsets is admissible if and only if its intersection
with X ∩ΩO is admissible for every such O. We are thus reduced to show-
ing that ii) holds true for every such O if and only if every such L and every
affinoid O ⊂ p−1

Γ (X) ∩ ΩL admit an r ∈ |C| for which U(Λ, O, r) ⊂ p−1
Γ (X).

First assume the first property and consider any such affinoid O ⊂ ΩL and
denote by O the Γ-orbit of L. For any r ∈ |C| then

pΓ(U(Λ, O, r)) = U(Λ, pΓ(O), r)

is admissible by Example 6.18; in particular, pΓ(O) ⊂ ΩO is admissible
and, being the image of O, quasi-compact. Thus ii) provides a desired r ∈
|C|. Conversely assume the second property and consider any admissible
quasi-compact Y ⊂ ΩO. Choose any L ∈ O and an admissible affinoid
covering CL of p−1

Γ (Y ) ∩ ΩL and for any O ∈ CL an rO ∈ |C| such that
U(Λ, O, rO) ⊂ p−1

Γ (X). Then (pΓ(O))O∈CL is a covering of Y ; it is in fact
admissible since any of its elements is admissible by Example 6.18 since
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the preimage in ΩL of the covering has the admissible refinement CL and
is thus itself admissible. By quasi-compactness of Y , we may thus choose
finitely many pΓ(O1), . . . , pΓ(On) which cover Y . For any r ∈ |C| greater
than the rOi for all 1 ≤ i ≤ n then

U(Λ, Y, r) ⊂
⋃

1≤i≤n
U(Λ, pΓ(Oi), rOi) = pΓ

 ⋃
1≤i≤n

U(Λ, Oi, rOi)

 ⊂ X.
This yields the converse direction and finishes the proof.

Definition-Proposition 6.23. Consider any integer k and any admissible Y ⊂
Ω∗Λ with preimage Ỹ ⊂ Ω̃∗Λ. A function f : Ỹ → C is called weight k regular if

i) ∀c ∈ C×, l ∈ Ỹ : f(c · l) = c−k · f(l)

ii) and every direct summand 0 6= L ⊂ Λ, every admissible affinoid O ⊂
Y ∩ ΩL and one, and hence every, 0 6= λ ∈ L, admit an r ∈ |C| such that
U := U(Λ, O, r) ⊂ Y and

(50) U → C, [l] 7→ f(l) · l(λ)k

is bounded, continuous with respect to the canonical topologies and restricts
to a regular (see Definition 2.17) function U ∩ ΩL′ → C for every direct
summand 0 6= L′ ⊂ Λ.

Proof. If for some 0 6= λ ∈ L the function in (50) is bounded and continuous,
then the same holds true for any such λ since for any 0 6= λ′, λ ∈ L the
regular function

U → C, [l] 7→ l(λ)

l(λ′)

is continuous and bounded; indeed the function is continuous as it factors
through the continuous restriction morphism U → O and it is bounded by
Proposition 2.25 applied to the affinoid O.

Definition-Proposition 6.24. For any admissible X ⊂ Ω∗Γ and any integer k
let O∗Γ(k)(X) be the set of Γ-invariant weight k regular functions π−1

Γ (X) → C,
where

πΓ : Ω̃∗Λ → Ω∗Γ = Γ\Ω̃∗Λ/C×

is the double quotient map. By means of the ring structure on C, then
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i) the O∗Γ(0)(X) for all admissible subsets X ⊂ Ω∗Γ together with the natural
restriction homomorphisms form a sheafO∗Γ of rings on Ω∗Γ, called structure
sheaf on Ω∗Γ, and

ii) for any integer k theO∗Γ(k)(X) for all admissibleX ⊂ Ω∗Γ together with the
natural restriction homomorphisms form a sheaf O∗Γ(k) of O∗Γ-modules on
Ω∗Γ, called k-th twisting O∗Γ-module and

iii) a sheafR∗Γ of graded O∗Γ-algebras on Ω∗Γ is formed by the

R∗Γ(X) :=
∑
k∈Z
O∗Γ(k)(X)

for all admissible X ⊂ Ω∗Γ together with the natural restriction homomor-
phisms.

In particular, (Ω∗Γ,O∗Γ) (resp. (Ω∗Γ,R∗Γ)) is a Grothendieck (graded) ringed space
containing the rigid analytic variety ΩΓ as an admissible Grothendieck ringed sub-
space.

Proof. This is directly checked.

Remark 6.25. In fact, in Corollaries 10.4 and 10.6 below we will show the
following: If Γ is a congruence subgroup of AutA(Λ), then (Ω∗Γ,O∗Γ) is a
normal integral projective rigid analytic variety over C. If, furthermore, Γ
is fine, then O∗Γ(k) is an ample invertible sheaf for any k ≥ 1.

Proposition 6.26. Consider any admissible X ⊂ Ω∗Γ. Then precomposition with
the restriction π−1

Γ (X) → X of πΓ induces a bijection to O∗Γ(X) from the set
O′Γ(X) of functions s : X → C that are continuous with respect to the canonical
topologies, that restrict to a regular function on X ∩ ΩO for every Γ-orbit O and
that are bounded on U(Λ, Y, r) for every admissible quasi-compact Y ⊂ ΩO and
every r ∈ |C| for which U(Λ, Y, r) ⊂ X .

Proof. Consider first any direct summand 0 6= L ⊂ Λ in any orbit O. As
already argued in the proof of Def.-Prop. 6.22, for any admissible quasi-
compact O ⊂ L then pΓ(O) ⊂ ΩO is admissible quasi-compact and

pΓ(U(Λ, O, r)) = U(Λ, pΓ(O), r)

for any r ∈ |C|. Using this, it directly follows that precomposition with
πΓ defines an injective map O′Γ(X)→ O∗Γ(X). On the other hand, consider
any f ∈ O∗Γ(X). Being C×- and Γ-invariant, it induces a function s : X → C

79



which, by Corollary 6.19, is continuous with respect to the canonical topolo-
gie since f is. By construction of the ΩO, moreover, s restricts stratawise to
a regular function since f does. The boundedness property for s follows
from the one of f via the argument at the end of the proof of Def.-Prop.
6.22.

6.3 Morphisms

Consider any (A′,Λ′,Γ′)
ϕ→ (A,Λ,Γ) ∈ A and the map

Ω̃∗ϕ : Ω̃∗Λ′ → Ω̃∗Λ, [L
′
C

l′→ C] 7→ [ϕ(L′)C
ϕ−1
C−→ L′C

l′→ C].

Proposition 6.27. By Ω̃∗ϕ is induced a morphism of Grothendieck graded ringed
spaces

(Ω∗ϕ,R∗ϕ) : (Ω∗Γ′ ,R∗Γ′)→ (Ω∗Γ,R∗Γ)

which on sections ofR∗Γ is defined by precomposition with Ω̃∗ϕ.

Proof. We first show that the map ρ : Ω∗Λ′ → Ω∗Λ induced by Ω̃∗ϕ is a mor-
phism of Grothendieck topological spaces. We consider any admissible
Y ⊂ Ω∗Λ and claim that

Y ′ := ρ−1(Y ) ⊂ Ω∗Λ′

is admissible, i.e., that for any discrete summand 0 6= L′ ⊂ Λ′, the subset
Y ′ ∩ ΩL′ ⊂ ΩL′ is admissible and admits an admissible covering C′ and for
any O′ ∈ C′ an r ∈ |C| with U(Λ′, O′, r) ⊂ Y ′. Consider any such L′, and
set L := ϕ(L′). By assumption, Y ∩ ΩL ⊂ ΩL is admissible and admits an
admissible covering C and for any O ∈ C an r ∈ |C| with U(Λ, O, r) ⊂ Y .
Since the restriction ρL′ : ΩL′ → ΩL of ρ is a morphism,

Y ′ ∩ ΩL′ = ρ−1
L′ (Y ∩ ΩL) ⊂ ΩL′

is admissible and admissibly covered by the preimage C′ of C under ρL′ .
The claim then follows from the straightforwardly checked fact that

U(Λ′, ρ−1
L′ (O), r) = ρ−1(U(Λ, O, r)) ⊂ ρ−1(Y ) = Y ′

for any O ∈ C and any r ∈ |C|. The regularity of any such restriction
ρL′ further shows that the preimage of any admissible covering of Y is an
admissible covering of Y ′. Hence ρ is indeed a morphism of Grothendieck
topological spaces.
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Since ϕ∗(Γ′) ⊂ Γϕ(L′) by assumption, ρ induces a map Ω∗ϕ : Ω∗Γ′ →
Ω∗Γ which is straightforwardly checked to be a morphism of Grothendieck
topological spaces using that ρ is one.

Finally, using the above properties of ρ and that Ω̃∗ϕ restricts stratawise
to a morphism, it is directly checked that for any admissible X ⊂ Ω∗Γ pre-
composition with Ω̃∗ϕ|X̃′ yields a a graded ring homomorphism

R∗ϕ(X) : R∗Γ(X)→ R∗Γ′(X ′),

where X ′ := (Ω∗ϕ)−1(X) and X̃ ′ := π−1
Γ′ (X ′), and that these R∗ϕ(X) are

compatible with the restriction homomorphisms ofR∗ϕ andR∗Γ′ asX varies.

Proposition 6.28. Consider any further (A′′,Λ′′,Γ′′)
ψ→ (A′,Λ′,Γ′) ∈ A. Then

(Ω∗ϕ,R∗ϕ) ◦ (Ω∗ψ,R∗ψ) = (Ω∗ϕ◦ψ,R∗ϕ◦ψ).

Proof. This is straightforwardly checked using that Ω̃∗ϕ ◦ Ω̃∗ψ = Ω̃∗ϕ◦ψ.

Via restriction of the maps of R∗ϕ to weight zero, (Ω∗ϕ,R∗ϕ) induces a
morphism of Grothendieck ringed spaces

(Ω∗ϕ,O∗ϕ) : (Ω∗Γ′ ,O∗Γ′)→ (Ω∗Γ,O∗Γ).

Remark 6.29. In Corollary 10.5 below we will show the following: If Γ ⊂
AutA(Λ) and Γ′ ⊂ AutA(Λ′) are congruence subgroups, then (Ω∗ϕ,O∗ϕ) is a
proper morphism of rigid analytic varieties. If, furthermore, the index of
ϕ∗(Γ′) ⊂ Γϕ(Λ′) is finite, then the morphism is even finite.

Consider any integer k. Let (O∗ϕ)−1O∗Γ(k) be the sheaf on Ω∗Γ associated
with the presheaf

X ′ 7→ lim
X⊃Ω∗ϕ(X′)

O∗Γ(k)(X),

where X ′ is any admissible subset of Ω∗Γ′ and the limit is taken over all
admissible subsets X ⊂ Ω∗Γ containing Ω∗ϕ(X ′). Moreover, R∗ϕ induces a
morphism of sheaves

(51) (O∗ϕ)−1O∗Γ(k)→ O∗Γ′(k)

by means of which we define the preimage ofO∗Γ(k) underO∗ϕ to be the sheaf
(O∗ϕ)∗O∗Γ(k) of O∗Γ′-modules associated with the presheaf

X ′ 7→ (O∗ϕ)−1O∗Γ(k)(X ′)⊗(O∗ϕ)−1O∗Γ(X′) O∗Γ′(X ′).

The morphism in (51) further yields a natural morphism of O∗Γ′-modules

(52) (O∗ϕ)∗O∗Γ(k)→ O∗Γ′(k).
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6.4 Examples of global sections of twisting modules

Consider any (A,Λ,Γ) ∈ A. Denote by F the quotient field of A.

6.4.1 Eisenstein series

Denote by π : ΛF → ΛF /Λ the quotient homomorphism. Consider any
α ∈ ΛF /Λ and set L(α) := π−1(α)∩LF for any direct summand 0 6= L ⊂ Λ.
Let k be any positive integer. Consider the sum

EΛ,α,k : Ω̃∗Λ → C, l 7→
∑

0 6=λ∈L(α)

1

l(λ)k
, if l ∈ Ω̃L.

Proposition 6.30. EΛ,α,k converges everywhere and, if Γ fixesα, is inO∗Γ(k)(Ω∗Γ).

Proof. Consider any direct summand 0 6= L0 ⊂ Λ, any affinoid O ⊂ ΩL0 ,
any 0 6= λ0 ∈ L0 and any r ∈ |C|. Set U := U(Λ, O, r) and consider the sum

E : U → C, [l] 7→ EΛ,α,k(l) · l(λ0)k.

We first show via the following lemmas that for every further direct sum-
mand L0 ⊂ L ⊂ Λ the sum E converges to a regular function on UL :=
U ∩ ΩL and that E is continuous with respect to the canonical topologies
and bounded.

Lemma 6.31. On every UL the sum E converges to a regular function.

Proof. By means of an admissible affinoid covering of any such UL, it suf-
fices to show that the restriction EO′ of E to every admissible affinoid
O′ ⊂ UL converges to a regular function. Consider any such O′ ⊂ UL and
choose any [l] ∈ O′. As L(α) ⊂ LE is discrete, where E is the completion of
F , the subset l(L(α)) ⊂ C is strongly discrete by Example 2.48 and Lemma
2.49. In particular, for any integer m ≥ 1 the subset L(α)m ⊂ L(α) of those
λ for which

∣∣∣ l(λ)
l(λ0)

∣∣∣ ≤ m is finite; thus

EO′,m : O′ → C, [l′] 7→
∑

06=λ∈L(α)m

l′(λ0)k

l′(λ)k

is a regular function. As the ring of regular functions on O′ is complete
with respect to the sup-norm by Proposition 2.19, it suffices to show that the
EO′,m for all m ≥ 1 form a Cauchy-sequence; indeed, as L(α) is covered by
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the L(α)m for all m ≥ 1, their limit must then be EO′ . Applying Corollary
5.3 to the affinoid O′, we choose a κ′ > 0 such that

∀m ≥ 1,∀[l′] ∈ O′,∀λ ∈ L(α) \ L(α)m :

∣∣∣∣ l′(λ0)

l′(λ)

∣∣∣∣ ≤ κ′ · ∣∣∣∣ l(λ0)

l(λ)

∣∣∣∣ ≤ κ′

m
.

This directly yields that the EO′,m indeed form a Cauchy-sequence.

Lemma 6.32. E is continuous with respect to the canonical topologies and bounded.

Proof. As for continuity, it suffices, by Corollary 6.12, to show that E is
sequentially continuous. Consider thus any [l] ∈ U and any sequence
{[ln]}n≥1 ⊂ U converging to [l] and let us show that

(53) lim
n→∞

E([ln]) = E([l]).

Let L ⊃ L0, resp. Ln ⊃ L0, be such that [l] ∈ ΩL, resp. [ln] ∈ ΩLn for any
n ≥ 1. Choose a fundamental basis of admissible affinoid neighborhoods
(On)n≥1 of [l] in ΩL such thatOn ⊃ On+1 for all n ≥ 1. Using Corollary 6.10,
we choose a sequence {rn}n≥1 ⊂ |C| converging to infinity and an n0 ≥ 1
such that [ln] ∈ Un := U(Λ, On, rn) for every n ≥ n0. The choice of the On
and the regularity of the restriction EO1 of E to O1 by Lemma 6.31 imply
that

lim
n→∞

E([ln|LC ]) = lim
n→∞

EO1([ln|LC ]) = EO1([l]) = E([l]).

It thus remains to show that E([ln])−E([ln|LC ]) converges to 0 for n→∞.
Applying Corollary 5.4 and Proposition 2.25 to the affinoid O1, we choose
an s > 0 such that |l(λ0)| ≤ s · d(l(L)) for every [l] ∈ O1. Choose any f ∈ F
for which π−1(α) ⊂ f · Λ. For any n ≥ n0 and any λ ∈ Ln(α) \ L0 then

|ln(λ)| ≥ d(ln(Ln(α) \ L0)) ≥ |f | · d(ln(Ln \ L0))
[ln]∈Un
≥ |f | · rn · d(ln(L))

≥ |f | · rn
s
· |ln(λ0)|.

For any n ≥ n0, as O1 ⊃ On, thus

|E([ln])− E([ln|LC ])| =

∣∣∣∣∣∣
∑

λ∈Ln(α)\L

ln(λ0)k

ln(λ)k

∣∣∣∣∣∣ ≤ sk

(|f | · rn)k
−→
n→∞

0.

ThusE is indeed sequentially continuous. In order to see thatE is bounded,
we use the preceding calculations in the case, where O1 = O and n0 = 1
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and r1 = r, in order to see that

∀[l] ∈ U = U1 : |E([l])− EO([l|LC ])| = |E([l])− E([l|LC ])| ≤ sk

(|f | · r)k
.

Moreover, as EO is regular by Lemma 6.31, it is bounded by Proposition
2.25. Thus E is indeed bounded.

By Lemma 6.31, the sum E converges everywhere on O. Hence EΛ,α,k

converges everywhere on O and thus, as O was arbitrary, on Ω̃∗Λ. By con-
struction, it further holds that EΛ,α,k(c · l) = c−k · EΛ,α,k(l) for any c ∈ C×
and any l ∈ Ω̃∗Λ and, if Γ fixes α, that EΛ,α,k is Γ-invariant. Jointly with
Lemmas 6.31 and 6.32, this yields the proposition.

6.4.2 Poincaré-Eisenstein series

Consider any direct summand 0 6= L ⊂ Λ, any basis β of LF and for every
w ∈ β an integer kw > 0. Associate with any further direct summand
0 6= L′ ⊂ Λ the set

ΓL,L′ :=
{
γ ∈ Γ | L ⊂ γ(L′)

}
with its natural left action of ΓL and with any γ ∈ ΓL,L′ the function

(54) P γL′ : Ω̃L′ → C, l 7→
∏
w∈β

1

l(γ−1w)kw
.

Using that P γL′ = P σL′ for any γ, σ ∈ ΓL,L′ whose classes γ, σ in

ΓL,L′ := Γ̊L\ΓL,L′

coincide, we set P γL′ := P γL′ . Associate with any such L′ the sum

PL′ :=
∑

γ∈ΓL,L′

P γL′ .

Proposition 6.33. Any PL′ converges everywhere. The function PΛ∗ : Ω̃∗Λ → C
whose restriction to any Ω̃L′ equals PL′ is in O∗Γ(k)(Ω∗Γ), where k :=

∑
w∈β kw.

Definition 6.34. Any C-linear combination of global sections of the above form
PΛ∗ of the same weight is called a Poincaré-Eisenstein series with respect to Γ.
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Proof of Proposition 6.33. For a suitable f ∈ F× the basis f · β of LF is con-
tained in L. Using that P γL′(f · l) = f−k ·P γL′(l) for any f ∈ F×, any γ ∈ ΓL,L′

and any l ∈ Ω̃L′ and using the linearity of any such l, we assume without
loss of generality that β is contained in L. Consider then any direct sum-
mand 0 6= L0 ⊂ Λ, any affinoid O ⊂ ΩL0 , any 0 6= λ0 ∈ L0 and any
1 ≤ r ∈ |C|. Set U := U(Λ, O, r) and consider the sum

P : U → C, [l] 7→ PL′(l) · l(λ0)k, if [l] ∈ ΩL′ .

We first show via the following lemmas that for every further direct sum-
mand L0 ⊂ L′ ⊂ Λ the sum P converges to a regular function on UL′ :=
U ∩ ΩL′ and that P is continuous with respect to the canonical topologies
and bounded.

Lemma 6.35. On every UL′ the sum P converges to a regular function.

Proof. By means of an admissible affinoid covering of any such UL′ , it suf-
fices to show that the restriction PO′ of P to every admissible affinoid O′ ⊂
UL′ converges to a regular function. Consider any such O′ ⊂ UL′ . Set

Γ := ΓL,L′ .

Choose any [l] ∈ O′. As l(L′) ⊂ C is strongly discrete and as any γ ∈ Γ is
uniquely determined by the action of γ−1 on β, for any integer m ≥ 1 the
subset

Γm :=

{
γ ∈ Γ

∣∣∣∣ ∀w ∈ β :

∣∣∣∣ l(γ−1w)

l(λ0)

∣∣∣∣ ≤ m} ⊂ Γ

is finite. With any m ≥ 1 may thus be associated the regular function

PO′,m : O′ → C, [l′] 7→
∑
γ∈Γm

l′(λ0)k∏
w∈β l

′(γ−1w)kw
.

As the ring of regular functions on O′ is complete with respect to the sup-
norm by Proposition 2.19, it suffices to show that the PO′,m for all m ≥ 1
form a Cauchy-sequence; indeed, as Γ is the union of the Γm for all m ≥ 1,
their limit must then be PO′ . Applying Corollary 5.3 to the affinoid O′, we
choose a κ′ > 0 such that

∀[l′] ∈ O′,∀0 6= λ ∈ L′ :
∣∣∣∣ l′(λ0)

l′(λ)

∣∣∣∣ ≤ κ′ · ∣∣∣∣ l(λ0)

l(λ)

∣∣∣∣ .
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For any m ≥ 1, any γ ∈ Γ \ Γm and any [l′] ∈ O′ then holds that∣∣∣∣∣ l′(λ0)k∏
w∈β l

′(γ−1w)kw

∣∣∣∣∣ ≤ κk ·
∣∣∣∣∣ l(λ0)k∏

w∈β l(γ
−1w)kw

∣∣∣∣∣ ≤ κk ·
(
|l(λ0)|

d(l(L′))

)k−1

· 1

m
.

This directly yields that the PO′,m indeed form a Cauchy-sequence.

Lemma 6.36. P is continuous with respect to the canonical topologies and bounded.

Proof. As for continuity, it suffices, by Corollary 6.12, to show that P is
sequentially continuous. Consider thus any [l] ∈ U and any sequence
{[ln]}n≥1 ⊂ U converging to [l] and let us show that

(55) lim
n→∞

P ([ln]) = P ([l]).

Let L′ ⊃ L0, resp. Ln ⊃ L0, be such that [l] ∈ ΩL′ , resp. [ln] ∈ ΩLn for any
n ≥ 1. Choose a fundamental basis of admissible affinoid neighborhoods
(On)n≥1 of [l] in ΩL′ such that On ⊃ On+1 for all n ≥ 1. Using Corollary
6.10, we choose a sequence {rn}n≥1 ⊂ |C| converging to infinity with rn ≥ 1
for any n ≥ 1 and an n0 ≥ 1 such that [ln] ∈ Un := U(Λ, On, rn) for every
n ≥ n0. The choice of the On and the regularity of the restriction PO1 of P
to O1 by Lemma 6.35 imply that

lim
n→∞

P ([ln|L′C ]) = lim
n→∞

PO1([ln|L′C ]) = PO1([l]) = P ([l]).

It thus remains to show that P ([ln])− P ([ln|L′C ]) converges to 0 for n→∞.
Applying Corollary 5.4 and Proposition 2.25 to the affinoid O1, we choose
an s > 0 such that |l(λ0)| ≤ s · d(l(L)) for every [l] ∈ O1. Consider any
n ≥ n0 and any γ ∈ ΓL,Ln \ ΓL,L′ and set βγ := {w ∈ β| γ−1(w) ∈ L′} ⊂ β.
Then βγ ( β and hence k > kγ :=

∑
w∈βγ kw. Moreover

∀w ∈ βγ : |ln(γ−1(w))| ≥ d(ln(l(L′))) ≥ 1

s
· |ln(λ0)|

and

∀w ∈ β\βγ : |ln(γ−1(w))| ≥ d(ln(Ln\L′))
[ln]∈Un
≥ rn ·d(ln(L′)) ≥ rn

s
· |ln(λ0)|.

Thus ∣∣∣∣∣ ln(λ0)k∏
w∈β l(γ

−1w)kw

∣∣∣∣∣ ≤ skγ ·
(
s

rn

)k−kγ
≤ sk

rn
,
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where the last inequality holds true as k > kγ and rn ≥ 1. Thus

|P ([ln])− P ([ln|(L′)C ])| =

∣∣∣∣∣∣∣
∑

γ∈ΓL,Ln\ΓL,L′

l(λ0)k∏
w∈β l(γ

−1w)kw

∣∣∣∣∣∣∣ ≤
sk

rn
−→
n→∞

0.

ThusP is indeed sequentially continuous. In order to see thatP is bounded,
we use the preceding calculations in the case, where O1 = O and n0 = 1
and r1 = r, in order to see that

∀[l] ∈ U = U1 : |P ([l])− PO([l|L′C ])| = |P ([l])− P ([l|L′C ])| ≤ sk

r
.

Moreover, as PO is regular by Lemma 6.35, it is bounded by Proposition
2.25. Thus P is indeed bounded.

By Lemma 6.35, the sum P , and hence PL0
, converges everywhere onO.

As L0 and O are arbitrary, thus PL′ converges everywhere for every direct
summand 0 6= L′ ⊂ Λ. The function PΛ∗ : Ω̃∗Λ → C whose restriction to any
Ω̃L′ equals PL′ is, by construction, Γ-invariant and satisfies that PΛ∗(c · l) =
c−k · PΛ∗(l) for any c ∈ C× and any l ∈ Ω̃∗Λ. Jointly with Lemmas 6.35 and
6.36, this yields the proposition.

6.5 Separation of points

Consider any (A,Λ,Γ) ∈ A. Inspired by Godement’s [24] via its application
in Baily’s and Borel’s [1], we show

Proposition 6.37. Consider any l, l′ ∈ Ω̃∗Λ with πΓ(l) 6= πΓ(l′). Then there
exists an integer k > 0 and for any integer n > 0 a Poincaré-Eisenstein series
P ∈ O∗Γ(n · k) such that P (l) 6= 0 and P (l′) = 0.

Lemma 6.38. Consider any direct summands 0 6= L1, L2 ⊂ Λ such that

r1 := rankA(L1) ≥ rankA(L2) =: r2

and any l1 ∈ Ω̃L1 and l2 ∈ Ω̃L2 with πΓ(l1) 6= πΓ(l2). Then there exists an integer
k > 0 and for any integer n > 0 a Poincaré-Eisenstein series P ∈ O∗Γ(n · k) such
that |P (l1)| > |P (l2)| and, if r1 > r2, such that P (l2) = 0.

Proof of Lemma 6.38. Set L := L1. Choose a basis β of LF such that |l1(w)| ≤
1 for every w ∈ β. Using the notation of Section 6.4.2, associate with any
direct summand 0 6= L′ ⊂ Λ, any l ∈ Ω̃L′ and any γ ∈ ΓL,L′ the product

Jγ(l) :=
∏
w∈β

l(γ−1(w)).
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Choose any 0 < ε < 1 and consider for any i = 1, 2 the set

Γ
ε
i :=

{
γ ∈ ΓL,Li

∣∣∣∣ 1

|Jγ(li)|
≥ ε ∨ ∃w ∈ β :

∣∣∣∣ li(γ−1(w))

Jγ(li)2

∣∣∣∣ ≥ ε2

}
;

it is finite as li(Li) ⊂ C is strongly discrete by Example 2.48 and Lemma
2.49 and as any γ ∈ ΓL,Li is determined by the action of γ−1 on β. Set

Γ[l1] := {γ ∈ Γ| γ([l1]) = [l1]} and Γ[l1] := Γ̊L\Γ[l1].

As Γ[l1] ⊂ AutA(L), there is a natural embedding

Γ[l1] ↪→ {c ∈ C×| c · l1(L) = l1(L)}

whose target is the multiplicative group of a finite subfield of C. Thus

k1 := |Γ[l1]|

is finite and is not a multiple of the characteristic of C and

(56) ∀γ ∈ Γ[l1], ∀λ ∈ LC : ((γl1)(λ))k1 = (l1(λ))k1

Using that for any σ ∈ Γ
ε
1 \ Γ[l1] the kernels of l1 and σl1 are different C-

subspaces ofLC of codimension 1, we choose for any such σ a λσ1 ∈ LC such
that l1(λσ1 ) 6= 0 and (σl1)(λσ1 ) = 0. Further consider any σ ∈ Γ

ε
2. As r1 ≥ r2,

then L = σ(L2) and hence σ(l2) ∈ Ω̃L. As πΓ(l1) 6= πΓ(l2) = πΓ(σ(l2)),
the kernels of l1 and σl2 are different C-subspaces of LC of codimension 1.
Using this, we choose a λσ2 ∈ LC such that l1(λσ2 ) 6= 0 and (σl2)(λσ2 ) = 0.
Consider the homogeneous function

Q : Ω̃L → C, l 7→

 ∏
σ∈Γ

ε
1\Γ[l1]

l(λσ1 ) ·
∏
σ∈Γ

ε
2

l(λσ2 )


k1

.

Any λσi is uniquely a C-linear combination in β. Let µ > 0 be greater than
the norms of all coefficients of all λσi . Choose an integer k0 such that

i) k0 is a multiple of k1,

ii) k0 > max
w∈β

degw(Q) and

iii) |Q(l1)| > µdeg(Q) · εk0 using that, by construction, Q(l1) 6= 0.
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Set k := |β| · k0 − deg(Q)
ii)
> 0. Consider any integer n > 0. Associate with

any direct summand 0 6= L′ ⊂ Λ the function

P γL′ : Ω̃L′ → C, l 7→
(
Q((γl)|LC )

(Jγ(l))k0

)n
.

Writing any λσi as a C-linear combination of β and using ii), it is directly
checked that any such P γL′ is a C-linear combination of homogeneous func-
tions, all being of the same weight, of the form (54) and that the coefficients
of this combination are independent of L′ and γ. Proposition 6.33 and Def-
inition 6.34 thus provide a Poincaré-Eisenstein series P ∈ O∗Γ(n · k) whose
restriction to any stratum Ω̃L′ is

PL′ :=
∑

γ∈ΓL,L′

P γL′ .

If r1 > r2, then ΓL1,L2 = ∅ and hence PL2 = 0 and hence P (l2) = 0. We
are thus reduced to showing that |P (l1)| > |P (l2)|. By construction, for any
i = 1, 2, any γ ∈ ΓL,Li \ Γ

ε
i and any σ ∈ Γ

ε
2 ∪ (Γ

ε
1 \ Γ[l1]) holds that

1

|Jγ(li)|
< ε ∧

∣∣∣∣(γli)(λσi )

Jγ(li)2

∣∣∣∣ ≤ µ ·max
w∈β

{∣∣∣∣(γli)(w|Jγ(li)2

∣∣∣∣} < µ · ε2

and hence that
|P γLi(li)| < (µdeg(Q) · εk0)n =: s.

By construction of Q, moreover P γL2
(l2) = 0 for any γ ∈ Γ

ε
2. Hence

(57) |P (l2)| < s.

By construction of Q, also P γL1
(l1) = 0 for any γ ∈ Γ

ε
1 \ Γ[l1]. Hence

(58)

∣∣∣∣∣∣∣
∑

γ∈ΓL,L1
\Γ[l1]

P γL1
(l1)

∣∣∣∣∣∣∣ < s.

By (56) and i) and the construction of Q, for any γ ∈ Γ[l1] holds that

Q(γ(l1))

(Jγ(l1))k0
=

Q(l1)

(Jid(l1))k0
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and hence that P γL1
(l1) = P id

L1
(l1). As k1 = |Γ[l1]| is not a multiple of the

characteristic of C and as |Jid(l1)|n ≤ 1 by the choice of β, thus

(59)

∣∣∣∣∣∣∣
∑

γ∈Γ[l1]

P γL1
(l1)

∣∣∣∣∣∣∣ = |P id
L1

(l1)| ≥ |(Q(l1))n|
iii)
> s.

Thus |P (l1)|
(58),(59)
> s

(57)
> |P (l2)| as desired.

Proof of Proposition 6.37. Let L,L′ ⊂ Λ be such that l ∈ Ω̃L and l′ ∈ Ω̃L′ .
Consider first the case, where r := rankA(L) ≥ rankA(L′) =: r′. If r >

r′, then the proposition follows directly from Lemma 6.38. Thus suppose
further that r = r′, Then Lemma 6.38 provides an integer i > 0, resp. i′ > 0,
and for any integer n > 0 a Poincaré-Eisenstein series Pn·i of weight n · i,
resp. Pn·i′ of weight n · i′, satisfying |Pn·i(l)| > |Pn·i(l′)|, resp. |P ′n·i′(l)| <
|P ′n·i′(l′)|. Set k := i · i′. Thus for any integer n > 0 hols that

P := Pn·k −
Pn·k(l

′)

P ′n·k(l
′)
· P ′n·k

is a Poincaré-Eisenstein series of weight n · k for which P (l) 6= 0 = P (l′).
This yields the proposition in the case, where r ≥ r′.

Consider then the case, where r < r′. The previous case provides an
integer j > 0 and for any integer n > 0 a Poincaré-Eisenstein series Pn·j of
weight n · j with Pn·j(l

′) 6= 0 = Pn·j(l). Lemma 6.38 further provides an
integer j′ > 0 and for any integer n > 0 a Poincaré-Eisenstein series P ′n·j′
of weight n · j′ with P ′n·j′(l) 6= 0. Set k := j · j′. Thus for any integer n > 0
holds that

P := P ′n·k −
P ′n·k(l

′)

Pn·k(l′)
· Pn·k

is a Poincaré-Eisenstein series of weight n · k for which P (l) 6= 0 = P (l′).
This yields the proposition in the case, where r < r′.

6.6 Fourier expansion of weak modular forms

Let (A,Λ,Γ) ∈ A such that d := rankA(Λ) ≥ 2 and such that Γ is a con-
gruence subgroup of AutA(Λ). Denote by E ⊂ C the completion of the
quotient field of A.

Definition 6.39. For any integer k the sections in O∗Γ(k)(ΩΓ) are called weak
modular forms of weight k with respect to Γ.
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The following remark discusses a bijective correspondence between weak
modular forms as above and weak modular forms as defined classically in
terms of coordinates by Goss [22], [23] and by Gekeler [18] in the case d = 2
and in general by Basson, Breuer and Pink (see e.g. [3, Definitions 3.1.7
and 3.3.1]). We have learned about the correspondence through Goss’ [22,
Corollary 1.40 and Proposition 1.43].

Remark 6.40. Let w1, . . . , wd be an ordered basis of ΛE . By means of this,
identify G := AutE(ΛE) with GLd(E). Let Ωd−1 denote the image of the
injection

i : ΩΛ → AdC , [l] 7→
1

l(wd)
(l(w1), . . . , l(wd)).

The unique G-action on Ωd−1 with respect to which i is G-equivariant is
given by

∀g ∈ G,∀z = (z1, . . . , zd−1, 1) ∈ Ωd−1 : gz :=
zg−1

(zg−1)d
,

where zg−1 is the matrix product of z with g−1 and (zg−1)d its d-th coordi-
nate. Consider any integer k. For any f ∈ O∗Γ(k)(ΩΓ) then

h : Ωd−1 → C, z 7→ f(l), where z = i([l]) and l(wd) = 1,

is a weak modular form on Ωd−1 of weight k and type 0 for Γ as in [3, Defini-
tion 3.1.7], i.e., it is regular and satisfies that

∀γ ∈ Γ,∀z ∈ Ωr−1 : h(γz) = h(z) · ((zγ−1)d)
k.

Conversely, any such weak modular form h induces the weak modular
form f ∈ O∗Γ(k)(ΩΓ), where f(l) := h(i([l])) · l(wd)−k for any l ∈ Ω̃Λ.
This yields mutually inverse isomorphisms of C-vector spaces between
O∗Γ(k)(ΩΓ) and the space of such weak modular forms on Ωd−1.

Proof. All of this is directly checked.

Consider any direct summand L ⊂ Λ of corank 1. Choose any v ∈ Λ\L.
Denote by

Γ̊ ⊂ Γ̊L

the subgroup of elements γ such that γ(v) − v ∈ L. Thus Γ̊ is a discrete
subgroup of AutE(ΛE) of the form considered in Section 5.4 and

Γ̊→ L, γ 7→ vγ := γ(v)− v
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is a continuous injective group homomorphism. Denote by vΓ̊ ⊂ L its im-
age and set

∀l ∈ Ω̃Λ : u(l) :=
1

el(vΓ̊)(l(v))
.

Denote by ΓL,v ⊂ ΓL the subgroup of elements γ such that γ(vΓ̊) = vΓ̊ and
γ(v) − v ∈ vΓ̊ and by ΓL,v ⊂ ΓL its image under the restriction homomor-
phism ΓL → ΓL. Thus Γ̊ is the kernel of the homomorphism ΓL,v → ΓL,v.
In fact, the index of ΓL,v ⊂ ΓL is finite as is directly checked.

In this section we show (see Corollaries 6.43, 6.44 and 6.45 below ap-
plied to X = UΓ̊) that any f ∈ O∗Γ(k)(ΩΓ), where k is any integer, admits
unique fi ∈ OΓL,v

(k − i)(ΩΓL,v
) for all i ∈ Z with the following property:

Any affinoid O ⊂ ΩL is contained in an admissible Y ⊂ Ω∗
Γ̊

such that

(60) ∀l ∈ Ω̃Λ ∩ π−1

Γ̊
(Y ) : f(l) =

∑
i∈Z

fi(l|LC )u(l)i;

in fact, any such O admits such a Y which satisfies (60) for all such f .

Proofs of versions of this fact were already given by many people. Up
to the correspondence in Remark 6.40 and up to the homogeneity of the fi,
a proof of it was already given by Goss [22, Theorem 1.76] in the case where
d = 2 and later by Kapranov [30, Proof of Proposition 1.19] by an extension
of Goss’s arguments in the case where d is arbitrary and A is a polynomial
ring. In the general case, a generalized proof was recently given by Basson,
Breuer and Pink (see [3, Proposition 3.2.5]). Basson [3, Proposition 3.2.7]
was the first to note that any fi is homogeneous of weight k − i.

Essential in each of their work is some version of the following Definition-
Proposition 6.42. We believe to furthermore have taken rigorous care of the
rigid analytic aspects involved in showing it.

Definition 6.41. UΓ̊ := ΩL ∪ ΩΓ̊ = pΓ̊(U(Λ,ΩL, 0)).

Definition-Proposition 6.42. Choose any 0 6= w ∈ L. Then

q : UΓ̊ → ΩL × C, pΓ̊([l]) 7→

{
([l|LC ], l(w) · u(l)) if [l] ∈ ΩΛ

([l], 0) if l ∈ ΩL.

is an open immersion of regular rigid analytic varieties.
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Proof. Set V := ΛE and W := LE . Then q restricts to the open immersion
qΓ̊ : ΩΓ̊ → ΩW×C× provided by Def.-Prop. 5.29. Moreover, by assumption,
Γ contains a principal congruence subgroup of some level 0 6= (b) ( A.
But b · L ⊂ vΓ̊ for any such b. Hence Proposition 5.33 applies and yields,
jointly with Corollary 3.5 and the fact that the restriction qΓ̊ of q is an open
immersion, that q is an isomorphism of Grothendieck topological spaces
onto an admissible subset of ΩL×C. Jointly with Corollary 3.6, this implies
that q is an isomorphism of Grothendieck ringed spaces onto an admissible
subvariety of ΩL × C.

For any ε ∈ |C×| denote by Bε ⊂ C the closed disc around 0 of radius ε.

Corollary 6.43. Any admissibleX ⊂ UΓ̊ and any admissible affinoidO ⊂ X∩ΩL

admit an ε ∈ |C×| such that O ×Bε ⊂ q(X).

Proof. This follows directly from Proposition 6.42 and Corollary 3.5.

For anyO ⊂ ΩL and any ε ∈ |C×| set Ũ(O, ε) := Ω̃Λ∩(q◦πΓ̊)−1(O×Bε).

Corollary 6.44. Any admissibleX ⊂ UΓ̊, any k ∈ Z and any f ∈ OΓ̊(k)(X∩ΩΓ̊)
admit unique fi ∈ O{id}(k − i)(X ∩ ΩL) for all i ∈ Z such that

(61) ∀l ∈ Ũ(O, ε) : f(l) =
∑
i∈Z

fi(l|LC )u(l)i

for every admissible affinoid O ×Bε ⊂ q(X). Moreover, the following are equiva-
lent:

i) ∀i < 0 : fi = 0.

ii) f extends to an element inOΓ̊(k)(X) which restricts to f0 on π−1

Γ̊
(X∩ΩL).

iii) The section
[
g : π−1

Γ̊
(X ∩ ΩΓ̊)→ C l 7→ f(l) · l(w)k

]
∈ OΓ̊(0)(X ∩ ΩΓ̊)

extends to a morphism of Grothendieck topological spaces π−1

Γ̊
(X) → C

whose restriction to π−1

Γ̊
(X ∩ ΩL) is in O{id}(0)(X ∩ ΩL).

iv) g is bounded on Ũ(O, ε) for any admissible affinoid O ×Bε ⊂ q(X).

Proof. Proposition 6.42 and Corollaries 3.5 and 3.6 yield unique

gi ∈ O{id}(−i)(X ∩ ΩL)
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for all i ∈ Z that satisfy the desired properties when f is replaced by the
section g defined in iii) and k by 0. It is then directly checked that the[

fi : π
−1

Γ̊
(X ∩ ΩL)→ C l 7→ gi([l|LC ]) · l(w)−k

]
∈ O{id}(k − i)(X ∩ ΩL)

satisfy the desired properties.

Corollary 6.45. (Basson [3, Proposition 3.2.7]) Let f ∈ OΓL,v(k)(ΩΓL,v). Then

∀i ∈ Z : fi ∈ OΓL,v
(k − i)(ΩΓL,v

).

Proof. Consider any τ ∈ ΓL,v, any lift γ ∈ ΓL,v of τ and any affinoid subset
O ⊂ ΩL. By means of Proposition 6.42, choose an ε ∈ |C×| such that

O ×Bε ⊂ q(UΓ̊) and γ(O)×Bε ⊂ q(UΓ̊).

Invariance of f and u under ΓL,v and (61) yield that

∀l ∈ Ũ(O, ε) : f(l) = f(γl) =
∑
i∈Z

fi((γl)|LC )u(γl)i =
∑
i∈Z

fi(τ(l|LC ))u(l)i.

The fi ◦ τ are thus further coefficients satisfying (61) and, by uniqueness,
thus coincide with the fi. Hence the fi are indeed ΓL,v-invariant.

That the following Definition 6.46, ii) is independent of the choice of
v ∈ Λ \ L follows from the equivalence of iv) and i) in Proposition 6.44.

Definition 6.46. Consider any X and f as in Proposition 6.44.

i) For any i ∈ Z the element fi in Proposition 6.44 is called the i-th (Fourier)
u-coefficient of f and ∑

i∈Z
fi · ui

is called the (Fourier) u-expansion of f .

ii) The order of f is defined to be inf{i ∈ Z | fi 6= 0}. Moreover, f is called
meromorphic, resp. holomorphic, resp. cuspidal, resp. double-cuspidal,
if its order is > −∞, resp. ≥ 0, resp. ≥ 1, resp. ≥ 2.

Remark 6.47. In [3, Sections 3.4 and 3.5], Basson has computed the Fourier
expansion and the order of for instance the Eisenstein series from Section
6.4.1.
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A further consequence of Proposition 6.42 is

Corollary 6.48. i) UΓ := pΓ(U(Λ,ΩL, 0)) is a normal rigid analytic variety.

ii) If Γ̊ = Γ̊L and the action of Γ on ΩΛ and the action of ΓL on ΩL are both
fixed-point free, then the composition

q(UΓ̊)
q−1

−→ UΓ̊

π−→ UΓ,

where π denotes the natural quotient morphism, induces isomorphisms on
stalks; in particular, UΓ is then regular.

Example 6.49. Set Λ′ := L ⊕ A · v. As AutA(Λ) ∩ AutA(Λ′) is a congru-
ence subgroup of both AutA(Λ) and AutA(Λ′), the kernel Γ(I) of AutA(Λ′) →
AutA(Λ′/IΛ′) is contained in AutA(Λ) for some ideal 0 6= I ( A. If Γ = Γ(I)
for such I , then Γ̊ = Γ̊L and, by Example 5.11, Γ acts fixed point free on ΩΛ′ = ΩΛ

and ΓL, being the kernel of AutA(L)→ AutA(L/IL), acts fixed point free on ΩL.

Proof of Corollary 6.48. We first need some preparation. Consider any ad-
missible affinoid O ⊂ ΩL such that

(62) ∀γ ∈ Γ \ ΓO : γ(O) ∩O = ∅, where ΓO := {γ ∈ Γ| γ(O) = O}.

Using (62) and Proposition 6.13 and Def.-Prop. 6.6, choose an r1 ∈ |C|with

(63) ∀γ ∈ Γ \ ΓO : γ(U(Λ, O, r1)) ∩ U(Λ, O, r1) = ∅.

By (63) and Example 6.18, the inclusion

U(Λ, O, r1)→
⋃
γ∈Γ

γ(U(Λ, O, r1))

induces an isomorphism of Grothendieck ringed spaces

(64) iO : pΓO(U(Λ, O, r1))→ pΓ(U(Λ, O, r1)).

Using Corollary 6.43, choose an ε ∈ |C×| such that

q(pΓ̊(U(Λ, O, r1))) ⊂ O ×Bε.

The quotient ΓO/Γ̊ is finite as ΓO/Γ̊L is finite by Lemma 5.7 and as Γ̊L/Γ̊
may naturally be embedded in the finite AutA(Λ ∩ E · v). By Proposition
6.42, thus

UΓ̊(O, ε) :=
⋂

γ∈ΓO/Γ̊

γ(q−1(O ×Bε)) ⊂ UΓ̊
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is the intersection of finitely many normal affinoid subvarieties and hence,
by Proposition 2.22, itself affinoid. Moreover, it is invariant under the finite
group ΓO/Γ̊. Thus

UΓO(O, ε) := (ΓO/Γ̊)\UΓ̊(O, ε)

is a normal rigid analytic variety by Proposition 2.33. Hence so is its image

UΓ(O, ε) := π(UΓ̊(O, ε)) = iO(UΓO(O, ε))

under the isomorphism (64). As O ⊂ UΓ̊(O, ε) and as ΓO/Γ̊ is finite, Propo-
sition 5.33 provides an r2 ∈ |C|with pΓ̊(U(Λ, O, r2)) ⊂ UΓ̊(O, ε). Thus

pΓ(U(Λ, O, r2)) ⊂ UΓ(O, ε)

is a normal rigid analytic subvariety.
Part i): By means of Proposition 5.6, choose an admissible affinoid cov-

ering C of ΩL such that any O ∈ C satisfies (62). By the above, choose for
every O ∈ C some r2(O) ∈ |C| such that pΓ(U(Λ, O, r2(O))) is a normal
rigid analytic variety. By Proposition 5.8, also ΩΓ is a normal rigid ana-
lytic variety. As, by Example 6.21, UΓ is admissibly covered by ΩΓ and the
pΓ(U(Λ, O, r2)) for allO ∈ C, thus UΓ is itself a normal rigid analytic variety.

Part ii): assume that Γ̊ = Γ̊L and that the action of Γ on ΩΛ and the
action of ΓL on ΩL are both fixed-point free. By Proposition 6.42, it suffices
to show that π induces isomorphism on stalks. As Γ̊ is a subgroup of Γ,
it also acts fixed-point free on ΩΛ. By Corollary 5.10, thus the restriction
ΩΓ̊ → ΩΓ of π induces isomorphism on stalks. Consider then any [l] ∈ ΩL.
Using Proposition 5.9, choose a fundamental basis (On)n≥1 of admissible
affinoid neighborhoods of [l] in ΩL such that On satisfies (62) and such that
ΓOn = Γ[l] for every n ≥ 1. For every n ≥ 1 choose an r1(On) ∈ |C| that
satisfies (63) for On and such that {r1(On)}n≥1 is unbounded. By Example
6.18 and Corollary 6.10, then

(pΓ̊(U(Λ, On, r1(On))))n≥1 resp. (pΓ(U(Λ, On, r1(On))))n≥1,

is a fundamental basis of admissible neighborhoods of pΓ̊([l]) in UΓ̊, resp.
of pΓ([l]) in UΓ. Now use the isomorphisms in (64) for all n ≥ 1 and that

∀n ≥ 1: ΓOn = Γ[l]
∗
= Γ̊L = Γ̊,

where ∗= holds true as ΓL acts fixed-point free, in order to directly deduce
that π induces an isomorphism at the stalks of pΓ̊([l]) and pΓ([l]).
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7 Compactification of analytic moduli spaces

Let C be the algebraically closed complete non-Archimedean valued field
of finite characteristic from Section 6.

Notation 7.1. Consider any admissible coefficient subring A ⊂ C (see Definition
2.45) and any module M over its profinite completion Â. For any B ∈ {A, Â},
any B-submodule P ⊂M and any subgroup G ⊂ AutÂ(M) set

i) GP := {g ∈ G| g(P ) = P},

ii) GP := {γ ∈ AutB(P )| ∃g ∈ GP : g|P = γ}.

Definition-Proposition 7.2. Let Â be the category of triples (A,M,K) with

i) an admissible coefficient subring A ⊂ C (see Definition 2.45),

ii) a finitely generated free Â-module M 6= 0,

iii) a subgroup of K ⊂ AutÂ(M),

and whose morphisms from any (A′,M ′,K′) to any (A,M,K) are the tuples
(Φ, L) consisting of an injective Â-linear map Φ : M ′ → M , where A′ ⊃ A,
and an A-submodule L ⊂M such that

(a) the natural map L⊗A Â→ ÂL is an isomorphism,

(b) Φ(M ′)⊕ ÂL = M ,

(c) Φ∗(K′) :=
{
k ∈ AutÂ(Φ(M ′))

∣∣ ∃k′ ∈ K′ : k ◦ Φ = Φ ◦ k′
}
⊂ (KL)Φ(M ′),

and where the composition of any such (Φ,M) with any further morphism (Ψ, L′)
from any (A′′,M ′′,K′′) to (A′,M ′,K′) is

(Φ, L) ◦ (Ψ, L′) := (Φ ◦Ψ,Φ(L′)⊕ L).

Proof. That this well-defines the composition of morphisms is the content
of Proposition 7.15 below and is in fact directly checked.

Ultimately, we are only interested in those triples for which K is a con-
gruence subgroup of AutÂ(M).
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7.1 Structure of Grothendieck graded ringed space

Consider any object (A,M,K) ∈ Â. Denote by F the quotient field of A.

Definition 7.3. An A-submodule Λ ⊂ M is called an A-structure of M if the
inclusion induces an Â-linear isomorphism ΛÂ →M .

Proposition 7.4. Any A-structure of M is finitely generated projective.

Proof. As Â is a faithfully flat A-algebra, an A-module Λ is torsion-free,
resp. finitely generated, if and only if ΛÂ is a torsion-free, resp. finitely
generated, Â-module (see for instance [42, 03C4]). Now use that A is a
Dedekind domain.

Definition 7.5. Consider any A-structure Λ of M . Define the natural bijections

i) Ω∗{Λ} := Ω∗Λ × {Λ} → Ω∗Λ, ([l],Λ) 7→ [l],

ii) Ω̃∗{Λ} := Ω̃∗Λ × {Λ} → Ω̃∗Λ, (l,Λ) 7→ l.

Endow Ω∗{Λ} with the Grothendieck topology for which the first bijection is an
isomorphism with respect to the topology of Ω∗Λ defined in Def.-Prop. 6.7. Endow
Ω̃∗{Λ} with the C×-action for which the second bijection is C×-equivariant.

Definition 7.6. Let Ω∗M , resp. ΩM ⊂ Ω∗M , be the disjoint union of the Grothendieck
topological spaces Ω∗{Λ}, resp. Ω{Λ} := ΩΛ × {Λ}, for all A-structures Λ of M .

Definition 7.7. Let Ω̃∗M , resp. Ω̃M ⊂ Ω̃∗M , be the disjoint union of the Ω̃∗{Λ}, resp.
Ω̃{Λ} := Ω̃Λ × {Λ}, for all A-structures Λ of M .

Definition-Proposition 7.8. Set G := AutÂF (MF ). For any A-structure Λ of
M , any direct summand 0 6= L ⊂ Λ, and l ∈ Ω̃L and any g ∈ G set gΛ :=
g(ΛF ) ∩M and gL := g(LF ) ∩M and let gl be the map

(gL)C → C, λ 7→ l(g−1λ);

then gΛ is an A-structure, gL ⊂ gΛ a direct summand and gl ∈ Ω̃gL. Setting

∀g ∈ G, ∀(l,Λ) ∈ Ω̃∗M : g(l,Λ) := (gl, gΛ)

defines aC×-equivariant action ofG on Ω̃∗M whose induced action of AutAF (ΛF ) ⊂
G on Ω̃∗Λ coincides with the one in Def.-Prop. 6.15 for any A-structure Λ and
whose induced action on Ω∗M is continuous. Moreover, for any direct summand L
of any A-structure holds that

∀g ∈ AutÂ(M) : gL = g(L).
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Proof. All of this is directly checked using Def.-Prop. 6.15.

Definition 7.9. By means of Def.-Prop- 7.8, consider the quotient map

pK : Ω∗M → K\Ω∗M =: Ω∗K

and endow its target with the structure of Grothendieck topological space which it
induces, that is, a subset (resp. a covering of a subset) of Ω∗K is admissible precisely
when its preimage is admissible.

Denote by πK : Ω̃∗M → K\Ω̃∗M/C× = Ω∗K the double quotient map.

Definition-Proposition 7.10. For any admissibleX ⊂ Ω∗K and any integer k let
O∗K(k)(X) be the set of K-invariant functions π−1

K (X) → C whose restriction to
π−1
K (X) ∩ Ω̃∗{Λ} is weight k regular (in the sense of Def.-Prop. 6.23 via Definition

7.5, ii)) for every A-structure Λ of M . Then, by means of the ring structure on C,

i) the O∗K(X) := O∗K(0)(X) for all admissible subsets X ⊂ Ω∗K together with
the natural restriction homomorphisms form a sheaf O∗K of rings on Ω∗K,
called structure sheaf on Ω∗K, and

ii) for any integer k the O∗K(k)(X) over all admissible X ⊂ Ω∗K together with
the natural restriction homomorphisms form a sheaf O∗K(k) of O∗K-modules
on Ω∗K, called k-th twisting O∗K-module and

iii) a sheafR∗K of graded O∗K-algebras on Ω∗K is formed by the

R∗K(X) :=
∑
k∈Z
O∗K(k)(X)

for all admissible X ⊂ Ω∗K and the natural restriction homomorphisms.

In particular, (Ω∗K,O∗K) (resp. (Ω∗K,R∗K)) is a Grothendieck (graded) ringed space.

Proof. This is directly checked.

Remark 7.11. In fact, in Corollaries 10.2 and 10.6 below we will show the
following: If K ⊂ AutÂ(M) is a congruence subgroup, then (Ω∗K,O∗K) is a
normal projective rigid analytic variety over C. If, furthermore, K is fine
(see Definition 8.9), then O∗K(k) is an ample invertible sheaf for any k ≥ 1.

Example 7.12. Consider any α ∈ MF /M and any integer k ≥ 1 and associate
with them

EM,α,k : Ω̃∗M → C, (l,Λ) 7→ EΛ,α,k(l),
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whereEΛ,α,k is the Eisenstein series defined in Section 6.4.1 and where α is viewed
in ΛF /Λ via the natural isomorphism ΛF /Λ ∼= MF /M . If K fixes α, then

EM,α,k ∈ O∗K(k)(Ω∗K).

Proof. This follows directly from the construction and Proposition 6.30.

Proposition 7.13. Consider any complete set of representatives S of the natural
K-action on the set of A-structures of M . Then the natural maps Ω∗Λ → Ω∗{Λ} →
Ω∗{M} for all Λ ∈ S induce an isomorphism of Grothendieck graded ringed spaces

(65)
∐
Λ∈S

(Ω∗KΛ
,R∗KΛ

) −→ (Ω∗K,R∗K)

which restricts to an isomorphism

(66)
∐
Λ∈S

ΩKΛ
−→ ΩK.

Moreover, if K ⊂ AutÂ(M) is a congruence subgroup, then S is finite and (66) is
an isomorphism between normal rigid analytic varieties over C.

Proof. Everything except for the last part follows directly from the construc-
tion. By Proposition 5.8, ΩKΛ

is a normal rigid analytic over C for every
Λ ∈ S and hence the spaces in (66) are rigid analyitic varieties over C if
and only if S is finite. If K is a congruence subgroup of AutÂ(M), then it
contains a principal congruence subgroup of AutÂ(M) so that S is finite by
Corollary 7.28 below whose proof does not depend on this result.

Remark 7.14. Our definition of Ω∗K is a coordinate-free version of the fol-
lowing double quotient: LetF be the quotient field ofA andG := AutÂF (MF ).
Choose any A-structure Λ of M . Then

Ω̃∗Λ ×G −→ Ω̃∗M , (l, g) 7→ (gl, gΛ)

induces a natural bijection

AutF (ΛF )\ (Ω∗Λ × (G/K)) −→ Ω∗K .

Moreover, any choice of F -basis of ΛF yields an ÂF -basis of MF and hence
identifies AutF (ΛF ) with GLd(F ) andGwith GLd(AfF ), where d := rankÂ(M).
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7.2 Morphisms

We first show that the composition of morphisms is a morphism. Let

(A′′,M ′′,K′′) (Ψ,L′)−→ (A′,M ′,K′) ∈ Â and (A′,M ′,K′) (Φ,L)−→ (A,M,K) ∈ Â.

Proposition 7.15. The tuple (Φ ◦ Ψ,Φ(L′) ⊕ L) satisfies Conditions (a)-(c) of
Def.-Prop. 7.2, i.e., constitutes a morphism (A′′,M ′′,K′′)→ (A,M,K).

Proof. Set (Θ, X) := (Φ◦Ψ,Φ(L′)⊕L). Let us first show that (Θ, X) satisfies
Conditions (a) and (b), i.e., that the natural Â-linear map XÂ → M is an
isomorphism onto a direct complement of Θ(M ′′) inM . Conditions (a) and
(b) for Φ and Ψ yield the direct sum of free Â-modules

M = Θ(M ′′)⊕ Φ(Â′ · L′)⊕ Â · L

and imply that the natural map LÂ → Â · L is an isomorphism. Via the
A-linear isomorphism

Â′ ∼= Â⊗A A′,

moreover, the Â-linear map Φ(L′)Â → Φ(Â′ · L′) is the compositon

Â⊗A Φ(L′)
1⊗Φ−1

−→ Â⊗A L′ ∼= Â′ ⊗A′ L′ → Â′L′ → Φ(Â′ · L′)

and hence an isomorphism since, by assumption, Â′ ⊗A′ L′ → Â′ · L′ is
one. Conditions (a) and (b) then follow from the distributivity of tensor
products over direct sums. It remains to show Condition (c), i.e., that

Θ∗(K′′) ⊂ (KX)Θ(M ′′).

Denote by Ψ−1 the inverse of the map M ′′ → Ψ(M ′′) induced by the injec-
tion Ψ and define Φ−1 and Θ−1 analogously. Let κ′′ ∈ K′′. We may choose
a

κ′ ∈ (K ′L′)Ψ(M ′′) with Ψ ◦ κ′′ ◦Ψ−1 = κ′|Ψ(M ′′)

as Ψ∗(K′′) ⊂ (K ′L′)Ψ(M ′′). As Φ∗(K′) ⊂ (KL)Φ(M ′), we may further choose a

κ ∈ (KL)Φ(M ′) with Φ ◦ κ′ ◦ Φ−1 = κ|Φ(M ′).

It is directly checked that κ lies in (KX)Θ(M ′′) and restricts to Θ ◦ κ′′ ◦ Θ−1

on Θ(M ′′), i.e., that as desired

Θ ◦ κ′′ ◦Θ−1 = κ|Θ(M ′′) ∈ (KX)Θ(M ′′).
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Lemma 7.16. Φ(Λ′)⊕ L is an A-structure of M for any A′-structure L′ of M ′.

Proof. Proceed as in the first part of the proof of Proposition 7.15 upon re-
placing X by Φ(Λ′)⊕ L and Â′ · L′ by M ′.

By means of Lemma 7.16, associate with (Φ, L) the map

Ω̃∗(Φ,L) : Ω̃∗M ′ → Ω̃∗M , (l
′,Λ′) 7→ (l′ ◦ Φ−1

L′ ,Φ(Λ′)⊕ L),

where l′ ∈ Ω̃L′ and ΦL′ : L
′
C → Φ(L′)C is the bijection induced by Φ.

Proposition 7.17. The map Ω̃∗(Φ,L) induces a morphism of Grothendieck graded
ringed spaces

(Ω∗(Φ,L),R
∗
(Φ,L)) : (Ω∗K′ ,R∗K′) −→ (Ω∗K,R∗K)

which on sections ofR∗K is defined by precomposition with Ω̃∗(Φ,L).

Proof. This is directly deduced from Proposition 6.27.

Proposition 7.18.

(Ω∗(Φ,L),R
∗
(Φ,L)) ◦ (Ω∗(Ψ,L′),R

∗
(Ψ,L′)) = (Ω∗(Φ,L)◦(Ψ,L′),R

∗
(Φ,L)◦(Ψ,L′)).

Proof. It is directly checked that Ω̃∗(Φ,L) ◦ Ω̃∗(Ψ,L′) = Ω̃∗(Φ,L)◦(Ψ,L′). From this,
in turn, the proposition directly follows.

Definition 7.19. Denote by (Ω∗(Φ,L),O
∗
(Φ,L)) : (Ω∗K′ ,O∗K′)→ (Ω∗K,O∗K) the mor-

phism of Grothendieck ringed spaces induced by (Ω∗(Φ,L),R
∗
(Φ,L)) via restriction of

the maps ofR∗(Φ,L) to weight zero.

Remark 7.20. In fact, in Corollary 10.3 below we will show the following: If
K ⊂ AutÂ(M) and K′ ⊂ AutÂ′(M

′) have finite index, then (Ω∗(Φ,L),O
∗
(Φ,L)) is

a proper morphism between rigid analytic varieties. If, furthermore, the index of
Φ∗(K′) ⊂ KΦ(M ′) is finite, then the morphism is even finite.

7.3 Case of principal congruence subgroups

Consider any (A,M,K) ∈ Â and any ideal ideal 0 6= I ⊂ A such that

K = Ker(AutÂ(M)→ AutA(M))

where A := A/I and M := I−1M/M . More generally, associate with any
A- or Â-module Q the A-module

Q := I−1Q/Q.
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Proposition 7.21. Consider any free direct summandsN,N ′ ⊂M withN = N ′,
any Â-linear isomorphism τ : N → N ′ and any ε ∈ AutA(M) whose restriction
toN is the isomorphismN → N ′ induced by τ . Then there exists a σ ∈ AutÂ(M)
that induces ε and restricts to τ .

Proof. By means of the unique prime factorization of the non-zero ideals
in the Dedekind domain A and by the Chinese remainder theorem, it is
enough to show the statement of the proposition for Â replaced by the p-
adic completionAp ofA at any prime ideal p ⊂ A and for I replaced by any
power (pAp)

n; this in turn is the statement of Lemma 2.38 in the case where
OE = Ap.

Corollary 7.22. The natural morphism AutÂ(M)→ AutA(M) is surjective.

We further need the following consequences of Prasad’s theorem [37,
Theorem A] on strong approximation for semi-simple groups over function
fields.

Proposition 7.23. LetF be the quotient field ofA. Consider any finitely generated
projective A-module Λ. Surjective is then the natural homomorphism

SLA(Λ) := AutA(Λ) ∩ SLF (ΛF )→ SLA(Λ).

Proof. By Prasad’s theorem [37, Theorem A], the subgroup

SLF (ΛF ) ⊂ SLÂF (ΛÂF )

is dense. Since AutÂ(ΛÂ) is open in AutÂF (ΛÂF ), then also the subgroup

SLA(Λ) = AutÂ(ΛÂ) ∩ SLF (ΛF ) ⊂ AutÂ(ΛÂ) ∩ SLÂF (ΛÂF ) = SLÂ(ΛÂ)

is dense. As, by Proposition 7.21, the natural continuous group homomor-
phism

SLÂ(ΛÂ)→ SLA(Λ)

with discrete target is surjective, so is its restriction to SLA(Λ).

Corollary 7.24. The determinant induces an isomorphism

(67) AutA(Λ)/AutA(Λ)
∼=−→ A

×
/A×.

Proposition 7.25. Any projective module Λ of finite rank d ≥ 1 over any Dedekind
ring A admits a unique class [J ] ∈ Pic(A) such that Λ ∼= Ad−1 ⊕ J .
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Proof. See for instance [33, Theorems 1.32 and 1.39].

Corollary 7.26. Consider any finitely generated projective A-modules L and Λ
and any injective non-surjetive A-linear map τ : L → Λ. Then there exists an
injective A-linear map L→ Λ onto a direct summand of Λ which induces τ .

Proof. By the properties of τ , the rank of Λ is greater than the rank of L.
By means of Proposition 7.25, we thus assume that L is a proper direct
summand of Λ. Using that L ( Λ, we choose an extension ρ ∈ SLA(Λ) of τ .
Proposition 7.23 then provides a desired σ ∈ SLA(Λ) inducing ρ.

Corollary 7.27. Suppose that I ( A. Then N 7→ N induces a bijection from the
set of K-orbits of free direct summands of M to the set of free A-submodules of M .

Proof. Let N,N ′ ⊂ M be free direct summands with N = N ′. As I ( A,
then

rankÂ(N) = rankA(N) = rankA(N ′) = rankÂ(N)

so that N and N ′ are Â-linearly isomorphic. By Corollary 7.22, the natural
homomorphism AutÂ(N) → AutA(N) is surjective. Hence there exists an
isomorphism τ : N → N ′ inducing the identity on N = N ′. By Proposition
7.21, such a τ lifts to an element in K. This shows injectivity. Consider then
any A-submodule X ⊂ M . By means of a basis of M choose a free direct
summand M ′ ⊂M with

rankA(M ′) = rankÂ(M ′) = rankA(X).

Choose an ε ∈ AutA(M) with ε(M ′) = X . Proposition 7.21 then provides a
lift σ ∈ AutÂ(M) of ε. Then σ(M ′) = X which shows surjectivity.

Corollary 7.28. Denote by h(A) the class number of A. For any complete set S of
representatives for the K-action on the set of A-structures as in Proposition 7.13
then holds that

|S| = h(A) ·
∣∣∣A×/A×∣∣∣ .

Proof. Set K′ := AutÂ(M). If any A-structures Λ,Λ′ lie in the same K′-orbit,
i.e., if Λ = κ′(Λ′) for some κ′ ∈ K′, then such a κ′ restricts to an A-linear
isomorphism Λ′ → Λ. Conversely, any A-linear isomorphism ϕ : Λ′ → Λ
between any A-structures Λ,Λ′ induces an automorphism

M ∼= Λ′
Â

ϕÂ−→ ΛÂ
∼= M
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in K′. In the case I = A, the corollary thus follows from Proposition 7.25.
Consider any A-structure Λ. In the general case, it thus suffices to show
that the number n(Λ) of K-orbits in the K′-orbit of Λ equals |A×/A×|. Set
Γ′ := AutA(Λ) and let Γ ⊂ Γ′ be its principal congruence subgroup of level
I . The orbit K′ ·Λ, resp. K ·Λ, is then in a natural bijection with K′/Γ′, resp.
K/Γ. Via the isomorphism Λ ∼= M induced by Λ ⊂M , then as desired

n(Λ) = |(K′/Γ′)/(K/Γ)| = |(K′/K)/(Γ′/Γ)| (7.21)
= |AutA(M)/(Γ′/Γ)|

= |AutA(Λ)/(Γ′/Γ)| = |AutA(Λ)/Γ′| (67)
=
∣∣(A)×/A×

∣∣ .
Suppose finally that I ( A and consider any free A-submodule 0 6=

W ⊂ M . For any direct summand 0 6= N ⊂ M view ΩN as a disjoint
union of the Grothendieck ringed spaces Ω{L} for all A-structures L of N .
Consider the disjoint union of Grothendieck ringed spaces

ΩM,W :=
∐
N⊂M
N=W

ΩN

being naturally acted by K; let ΩK,W be its quotient by K.

Proposition 7.29. For any free direct summand 0 6= N ⊂ M with N = W the
inclusion ΩN ⊂ ΩM,W induces an isomorphism of Grothendieck ringed spaces

ΩKN
∼= ΩK,W .

Proof. That it induces an injective morphism ΩKN → ΩK,W follows directly
from the construction. Surjectivity follows from Corollary 7.27.

Consider further any A-structure Λ of M and identify Λ with M as
above. Set Γ := KΛ; it is the kernel of the natural homomorphism AutA(Λ)→
AutA(Λ). Consider the disjoint union of Grothendieck ringed spaces

ΩΛ,W :=
∐
L⊂Λ
L=W

ΩL

being naturally acted by Γ; let ΩΓ,W be its quotient by Γ.

Proposition 7.30. Suppose that W ( V . Then the injections ΩL → ΩLÂ
, [l] 7→

([l], L) for all L ⊂ Λ with L = W induce an isomorphism of Grothendieck ringed
spaces ΩΓ,W

∼= ΩK,W .
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Proof. That it induces an injective morphism ΩΓ,W → ΩK,W follows directly
from the construction. Let us show that it is also surjective. Consider any
direct summand N ⊂ M with N = W and any A-structure L′ of N . As
W ( V , Corollary 7.26 provides a direct summand 0 6= L ( Λ such that
L = L′ via the canonical inclusions or identifications L ⊂ Λ = M ⊃ N = L′

and an A-linear isomorphism ρ : L → L′ that induces the identity map
L → L′. Proposition 7.21 then provides a κ ∈ K that restricts to the tensor
product of ρ by Â and hence restricts to ρ. Then κ(ΩL) = Ωκ(L) = ΩL′ from
which surjectivity follows.

7.4 Isomorphism classes of lattices with level structures

Let (A,M,K) ∈ Â and 0 6= I ⊂ A be as in the previous Section 7.3.

Let k be any positive integer. For any A-structure Λ of M set ΩΛ,k :=
ΩΛE ,k×{Λ}, where E is the completion of the quotient field of A and ΩΛE ,k

is as defined in Section 5.1; view it as a rigid analytic variety by means of
Proposition 5.1. Let ΩM,k be the disjoint union of the Grothendieck ringed
spaces ΩΛE ,k for all A-structures Λ of M . Let ΩK,k be the quotient of ΩM,k

by the natural action of K. If k = 1, then ΩM,k = ΩM and ΩK,k = ΩK.

Proposition 7.31. If k > 1, suppose that I ( A. Then ΩK,k is a normal rigid
analytic variety over C.

Proof. Choose any set S of representatives of the orbits of the natural K-
action on the set of A-structures of M . The inclusions ΩΛ,k → ΩK,k for all
Λ ∈ S then induce an isomorphism of Grothendieck ringed spaces∐

Λ∈S
ΩKΛ,k

→ ΩK,k.

As any ΩKΛ,k
is a normal rigid analytic variety by Proposition 5.8 and Ex-

ample 5.11 and as S is finite by Corollary 7.28, the proposition follows.

A finitely generated projective A-submodule Y ⊂ Ck is called an A-
lattice if the natural homomorphism YE → E · Y is injective. Let d :=
rankÂ(M). By a level-I-structure of an A-lattice Y ⊂ Ck of rank d we mean
an A-linear isomorphism i : M → Y . An isomorphism from any such (Y, i)
to any further such tuple (Y ′, i′) is an element c ∈ C× such that multiplica-
tion by c maps Y onto Y ′ and such that the induced isomorphism Y → Y ′

is compatible with the level structures.

For any A-structure Λ of M identify Λ with M via the isomorphism
induced by the inclusion Λ ⊂M . Corollary 7.22 essentially implies
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Corollary 7.32. A bijection between ΩK,k and the set of isomorphism classes of
A-lattices in Ck of rank d with level I-structure is induced by associating with
any ([l],Λ) ∈ ΩM,k the class of l(Λ) ⊂ Ck with level-I-structure l : M → l(Λ)
induced by l.

Proof. It is directly checked for any ([l],Λ) ∈ ΩM,k that (l(Λ), l) is an A-
lattice with level-I-structure and that its isomorphism class depends only
on its class in ΩK,k. Consider any ([l],Λ), ([l′],Λ′) ∈ ΩM,k whose associated
isomorphism classes coincide and let us show the claim that their images
in ΩK,k coincide. Without loss of generality, we assume the representatives
l, l′ to be such that l(Λ) = l′(Λ′). Thus also the free Â-modules l(Λ)Â and
l′(Λ′)Â of rank d are equal. There exists thus a unique κ ∈ AutÂ(M) whose
composition with the tensor product (l|Λ)Â equals (l′|Λ′)Â via the isomor-
phisms ΛÂ

∼= M ∼= Λ′
Â

. As l = l′, in fact κ ∈ K. This directly yields
the claim. Consider then any A-lattice Y ⊂ Ck of rank d with any level
I-structure i : M → Y . Then YÂ is a free Â-lattice of rank d and hence
isomorphic to M . Further using Corollary 7.22, we choose an Â-linear iso-
morphism η : M → YÂ inducing i. Then Λ := η−1(Y ) is an A-structure of
M . As Y is an A-lattice, η|Λ induces an isomorphism ΛE → E · Y and thus
extends uniquely to a C-linear map l : ΛC → Ck for which Ker(l)∩ΛE = 0.
Thus [l] ∈ ΩΛ,k and, by construction, (l(Λ), l) = (Y, i) as desired.
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8 Compactifications of algebraic moduli spaces

Consider the field C from Sections 6 and 7 and any (A,M,K) ∈ Â as in
Definition-Proposition 7.2 such that K ⊂ AutÂ(M) is a congruence sub-
group. Set d := rankÂ(M). Denote by F the quotient field of A. Denote by
p the characteristic of F . For any 0 6= a ∈ A set deg(a) := dimFp(A/(a)). For
any line bundleE over any scheme S over Fp denote by τ : E → Ep, x 7→ xp

the Frobenius homomorphism.

8.1 Pink’s compactification

In this section we briefly recall Pink’s normal algebraic Satake compactifi-
cation of Drinfeld modular varieties which he introduced in [34].

Proposition 8.1. (Drinfeld [15, Proposition 2.1]) Consider any line bundle E
over any field K of characteristic p and any homomorphism

ϕ : A→ End(E), a 7→ ϕa :=
∑
i≥0

ϕa,iτ
i,

where any ϕa,i is in the one-dimensional K-vector space Γ(Spec(K), E1−pi) and
any ϕa,0 is the image of a under the structure homomorphism A → K . Then
there exists a unique integer r ≥ 0 such that ϕa,i = 0 for any i > r · deg(a) and
such that ϕa,r·deg(a) 6= 0 for any 0 6= a ∈ A with r · deg(a) > 0.

Definition 8.2. Any ϕ as in Proposition 8.1 with r > 0 is called a Drinfeld
A-module over K of rank r.

Let S be a scheme over F .

Definition 8.3. (Pink [34, Definition 3.1]) A generalized Drinfeld A-module
over S is a pair (E,ϕ) consisting of a line bundle E over S and a ring homomor-
phism

ϕ : A→ End(E), a 7→ ϕa =
∑
i

ϕa,iτ
i

with ϕa,i ∈ Γ(S,E1−pi) satisfying the following conditions:

• The derivative dϕ : A→ ϕa,0 is the structure homomorphismA→ Γ(S,OS).

• Over any point s ∈ S the map ϕ defines a Drinfeld A-module of some rank
rs ≥ 1 in the sense of Definition 8.2.
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A generalized Drinfeld A-module is of rank ≤ r if

∀a ∈ A, ∀i > r · deg(a) : ϕa,i = 0.

An isomorphism of generalized DrinfeldA-modules is an isomorphism of line bun-
dles that is equivariant with respect to the action of A on both sides.

Definition 8.4. (Pink [34, Definition 3.2]) A generalized DrinfeldA-module over
S of rank ≤ r with rs = r everywhere is a Drinfeld A-module of rank r over S.

Lemma 8.5. If S = Spec(R) is affine, then giving a Drinfeld A-module of rank
r as in Definition 8.4 is equivalent to giving, as in the introduction, a ring homo-
morphism

ϕ : A→ R{τ}, a 7→ ϕa =
∑

0≤i≤d·deg(a)

ϕa,iτ
i

for which ϕa,0 = ι(a), where ι : A→ R is the structure morphism, and for which
ϕa,d·deg(a) ∈ R× for any 0 6= a ∈ A.

Proof. See Pink’s [34, Proposition 3.4 and its proof].

Notation 8.6. For any ideal 0 6= I ( A denote by I−1M/M the constant group
scheme over S with fibers I−1M/M.

Definition 8.7. For any ideal 0 6= I ⊂ A a level I structure on a Drinfeld
A-module ϕ : A→ End(E) of rank d is an isomorphism of group schemes

I−1M/M −→
⋂
a∈I

Ker(ϕa).

Lemma 8.8. Suppose that S = Spec(R) is affine with structure morphism ι : A→
R. Consider any non-zero t ∈ A and set V := t−1M/M . Then giving a level (t)
structure on a Drinfeld A-module ϕ over R is is equivalent to giving, as in the
introduction, a map λ : V → R for which λ(V \ {0}) ⊂ R× and

(68) ϕt(T ) = ι(t) · T
∏

06=v∈V

(
1− T

λ(v)

)

for which the induced map λ : V → Ker(R
ϕt−→ R) is an A-linear isomorphism.

Proof. Consider any level (t) structure λ : V → Ker(ϕt) in the sense of Def-
inition 8.7. Then λ is induced by the A-linear isomorphism

λ : V = V (R)
λ(R)−→ Ker(R

ϕt−→ R).
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Moreover, for any maximal idealm ⊂ R the map λ(Rm/mRm) is an isomor-
phism and induced by λ; thus the composition of λ with R → Rm/mRm is
injective. Thus λ(V \ {0}) ⊂ R× and the left hand side of (68) must be a
multiple in R[T ] of the right hand side. Moreover, both sides of (68) have
the same degree in R[T ] and have leading coefficient in R×. Thus both
sides coincide up to an element in R×. This element must be 1 since the
coefficient of T of both sides equal ι(t) which is non-zero since R is over
F . Thus the equality in (68) holds. Hence any level (t) structure λ induces
a λ of the desired form. Conversely, it is directly checked that any such λ
induces a unique morphism of group schemes λ : V → Ker(ϕt) for which
λ(R) = λ.

Denote byXd
A,I Drinfeld’s [15, Section 5] fine moduli space over Spec(F )

of Drinfeld A-modules of rank d with level I structure; it is an irreducible
smooth affine algebraic variety of dimension d−1 of finite type over Spec(F ).

Definition 8.9. The subgroup K ⊂ AutÂ(M) is called fine if for some maximal
ideal p ⊂ A the image of K in AutA(p−1M/M) is unipotent.

Definition-Proposition 8.10. Choose any ideal 0 6= I ( A such thatK contains
the kernel K(I) of

AutÂ(M)→ AutA(I−1M/M).

Then the natural action of K on level I structures induces an action on Xd
A,I that

factors through the finite group K/K(I). Denote its quotient by

Xd
A,K := (K/K(I))\Xd

A,I .

If K is fine, then the universal family on Xd
A,I descends to a Drinfeld A-module on

Xd
A,K which is called the universal family on Xd

A,K. Moreover, Xd
A,K and, if K

is fine, its universal family are, up to a natural isomorphism, independent of the
choice of such I .

Proof. See Pink’s [34, (1.1)-(1.3) and Proposition 1.5].

Definition 8.11. (Pink [34, Def. 3.9]) A generalized Drinfeld A-module (E,ϕ)
over S is called weakly separating if for any Drinfeld A-module (E′, ϕ′) over
any field L containing F , at most finitely many fibers of (E,ϕ) over L-valued
points of S are isomorphic to (E′, ϕ′).

Theorem 8.12. (Pink [34, Theorem 4.2]) If K is fine, then there exists a normal
projective algebraic variety Xd

A,K over F together with an open embedding

Xd
A,K → X

d
A,K
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and a weakly separating generalized Drinfeld A-module (E,ϕ) on Xd
A,K extend-

ing the universal family on Xd
A,K; moreover, such Xd

A,K and (E,ϕ) are unique up
to unique isomorphism.

8.2 Moduli space of A-reciprocal maps

Using that A is finitely generated and that K ⊂ AutÂ(M) is a congruence
subgroup, choose any 0 6= t ∈ A such that A is generated by its divisors

(69) DivA(t) := {a ∈ A|t ∈ (a)}

and K ⊃ K(t) := Ker(AutÂ(M)→ AutA/(t)(V )), where V := t−1M/M .

In this section we generalize work of Pink and Schieder [36] and Pink
[34, Section 7] that they did in the case where A is the polynomial ring Fq[t]
over a finite field Fq.

For any ideal a ⊂ A consider the a-torsion submodule

Ta(V ) := {v ∈ V | ∀a ∈ a : a · v = 0} ⊂ V.

Set Ta(V ) := T(a)(V ) for any a ∈ A. For any W ⊂ V set

W̊ := W \ {0}.

With any invertible sheaf L on any scheme S associate the graded ring
of global sections

R(S,L) :=
⊕
n≥0

Γ(S,Ln),

where any Γ(S,Ln) denotes the space of global sections of Ln.

Definition 8.13. A map V̊ → Γ(S,L) is called fibrewise non-zero, resp. fibre-
wise injective, if for any point s ∈ S the composite V̊ → Γ(S,L)→ L⊗OS k(s)
is non-zero, resp. injective.

Definition 8.14. Consider any invertible sheaf L on any scheme S over Spec(A).
A map ρ : V̊ → Γ(S,L) is calledA-reciprocal if all a ∈ DivA(t) and all v, v′ ∈ V̊
satisfy that

i) a · v ∈ V̊ ⇒ ρ(v)|Ta(V )| = a · ρ(a · v) ·
∏

06=w∈Ta(V )

(ρ(v)− ρ(w)),

ii) v + v′ ∈ V̊ ⇒ ρ(v) · ρ(v′) = ρ(v + v′) · (ρ(v) + ρ(v′)),
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iii) there exists a ring homomorphism ϕρ : A → R(S,L){τ} = End(L−1)
restricting to

DivA(t)→ R(S,L)[T ], a 7→ ϕa(T ) := a · T ·
∏

06=l∈ρ(Ta(V ))

(1− l · T ).

Consider the polynomial ring AV̊ := A[(Yv)v∈V̊ ]. Let IV̊ ⊂ AV̊ be the
smallest homogeneous ideal for which

σV : V̊ → AV̊ , v 7→ Yv

induces an A-reciprocal map

ρV : V̊ → Γ(QV ,OQV (1)) ⊂ AV̊ /IV̊ ,

where OQV (1) denotes the first twisting of QV := Proj(AV̊ /IV̊ ). Denote by

ΩV ⊂ QV

the open subscheme defined as the non-vanishing locus of {ρV (v)|v ∈ V̊ }.

Proposition 8.15. The schemeQV , resp. ΩV , with the universal family (OQV (1), ρV ),
resp. (OQV (1)|ΩV , ρV |ΩV ), represents the functor which associates with any scheme
S over Spec(A) the set of isomorphism classes of pairs (L, ρ) consisting of an
invertible sheaf L on S and a fibrewise non-zero, resp. fibrewise injective, A-
reciprocal map ρ : V̊ → Γ(S,L).

Proof. Denote by OV̊ (1) the first twisting sheaf of PV̊ := Proj(AV̊ ). By
[26, Chapter 2, Theorem 7.1], the scheme PV̊ with the universal family
(OV̊ (1), σV ) represents the functor which associates with any scheme over
Spec(A) the set of isomorphism classes of pairs (L, ρ) consisting of an in-
vertible sheaf L on S and a fibrewise non-zero map ρ : V̊ → Γ(S,L). The
relations defining IV̊ are precisely those that require such a ρ to be A-
reciprocal. The proposition then follows by construction ofQV and ΩV .

Consider any free A/(t)-submodule 0 6= W ⊂ V . Extending any fibre-
wise non-zero A-reciprocal map ρ : W̊ → Γ(S,L) to V̊ by setting ρ(v) := 0
for any v ∈ V \ W yields a fibrewise non-zero A-reciprocal map. This
defines a closed embedding QW → QV between the moduli schemes by
means of which we identify QW with a closed subscheme of QV .

Theorem 8.16. i) QV is the disjoint union of the locally closed subschemes
ΩW for all free A/(t)-submodules 0 6= W ⊂ V .
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ii) Consider the functor which associates with any scheme S over F the set of
isomorphism classes of triples (E,ϕ, λ), where E is a line bundle on S and
ϕ : A → End(E) is a Drinfeld A-module of rank d over S and λ : V →
Ker(ϕ(t)) is a level (t)-structure. Mapping any such (E,ϕ, λ) to (L, ρ),
where L is the inverse of the invertible sheaf on S dual to E and where
ρ : V̊ → Γ(S,L), v 7→ 1

λ(v) , induces an isomorphism of functors whose
image is the functor in Proposition 8.15 represented by the pullback ΩV,F of
ΩV to F .

Proof. The assertion in ii) is local in S. Consider any ring homomorphism
ι : A → R. Via Lemma 8.5, giving a Drinfeld A-module ϕ of rank d over R
is equivalent to giving for any a ∈ DivA(t) a polynomial

ϕa =
∑

0≤i≤d·deg(a)

ϕa,iτ
i ∈ R{τ}

with ϕa,0 = ι(a) and ϕa,d·deg(a) ∈ R× such that

(70) DivA(t)→ R{τ}, a 7→ ϕa

extends to a ring homomorphismA→ R{τ}. Via Lemma 8.8, giving a level
(t)-structure for such ϕ is equivalent to giving an injection λ : V → R for
which λ(V̊ ) ⊂ R× and for which (68) holds and such that

(71) ∀a ∈ DivA(t) : ϕa ◦λ = λ◦a and ∀v, v′ ∈ V : λ(v+v′) = λ(v)+λ(v′).

Let a ∈ DivA(t). We claim that any such level (t) structure satisfies that

(72) ϕa(T ) = ι(a) · T
∏

06=v∈Ta(V )

(
1− T

λ(v)

)
.

Indeed, (71) implies that λ(Ta(V )) is contained in the set of zeroes of ϕa. As
Ta(V ) is a free A/a-module of rank d, moreover

|λ(Ta(V ))| = |Ta(V )| = qd·deg(a) = qdegτ (ϕa).

Hence the left and right hand side of (72) coincide up to an element in
R×. This element must be 1 since the constant coefficient of each side is
ι(a) which is non-zero as R is over F . This yields the claim. From this
characterization of DrinfeldA-modules overRwith level (t) structure, Part
ii) is directly deduced.
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Consider then any s ∈ QV with A-reciprocal map

ρs : V̊ → OQV (1)⊗OQV k(s) =: K

induced by ρ. As ρs is non-zero by assumption, the ring homomorphism
ϕ : A → K{τ} induced by ρs does not coincide with the structure homo-
morphism A → K; as K is a field, it is thus, by Proposition 8.1 a Drinfeld
A-module of some rank 1 ≤ d′ ≤ d. Then Ker(ϕt) is a free A/(t)-module
scheme of rank d′ (see e.g. [32, Proposition 4.1]). Let

(73) W := {0} ∪ {v ∈ V̊ |ρs(v) 6= 0}.

Properties i) and ii) in Definition 8.14 of ρs imply that

W̊ → Ker(ϕt), w 7→
1

ρs(w)

extends to an A-linear isomorphism W → Ker(ϕt). Hence W ⊂ V is a free
A/(t)-submodule of rank d′ and s ∈ ΩW . By (73), moreover, s /∈ ΩW ′ for
any other free non-zero A/(t)-submodule W ′ ⊂ V . This yields Part i).

Remark 8.17. Lemma 8.8 and Theorem 8.16,ii) work more generally for
schemes S over Spec(A[1

t ]). Thus already over Spec(A[1
t ]), the scheme QV

is a compactification of Drinfeld’s moduli scheme of Drinfeld A-modules
of rank r with level (t) structure.

Proposition 8.18. The pullback of QV to F is irreducible.

Proof. Property v) in the proof of Theorem 9.14, which does not depend on
this proposition, implies that ΩV (C) is dense inQV (C). Hence the pullback
of ΩV to F is dense in the pullback ofQV to F . That the latter is irreducible,
thus follows via Theorem 8.16,ii) from the irreducibility of Drinfeld’s mod-
uli scheme over F .

Definition 8.19. A subgroup ∆ ⊂ AutA(V ) is called fine if it has unipotent
image in AutA(Tp(V )) for some maximal ideal p ⊂ A containing t.

Proposition 8.20. Consider any fine subgroup ∆ ⊂ AutA(V ) by means of some
maximal ideal p ⊂ A and consider any free A/(t)-submodule 0 6= W ⊂ V . Then
the stabilizer ∆W := {δ ∈ ∆| δ(W ) = W} of W in ∆ is a fine subgroup of
AutA(W ) by means of p and it has a non-zero fixed point in Tp(W ), and hence in
W , under the natural action.
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Proof. The first assertion is directly checked. Let us show the second asser-
tion. The assumption that t ∈ p implies that Tp(W ) 6= 0. It then suffices to
show that the image G of ∆W in AutA(Tp(W )) is a p-group, where p is the
characteristic of A. Suppose, by contradiction, the existence of a non-trivial
g ∈ G of order k not divisible by p. Let χ, resp. m, be the characteristic,
resp. minimal, polynomial of g over A/p and set r(X) := Xk − 1. Since g
is unipotent, χ is a power of (X − 1). Moreover, r is separable since p does
not divide k. As m divides both χ and r, it thus equals X − 1. This implies
that g is trivial and thus yields a contradiction as desired.

Lemma 8.21. K is fine if and only if its image in AutA(V ) is fine.

Proof. Denote by ∆ the image of K in AutA(V ). Suppose first that K is fine.
Choose any maximal ideal p ⊂ A such that the image in AutA(p−1M/M)
of K is unipotent. As K ⊃ K(t), then t ∈ p. The natural morphism
Tp(V ) → p−1M/M is thus an isomorphism which maps the image of ∆
in AutA(Tp(V )) onto the image of K in AutA(p−1M/M). In particular, ∆ is
fine. The converse direction follows similarly from a suitable isomorphism
as before.

Proposition 8.22. Denote by ∆ the image of K. Then the correspondence in The-
orem 8.16,ii) induces an isomorphism between normal quasi-projective varieties

(74) Xd
A,K → ∆\ΩV,F .

Proof. Theorem 8.16,ii) provides an isomorphism Xd
A,K(t) → ΩV,F between

smooth quasi-projective varieties which is equivariant with respect to ∆ ∼=
K/K(t). Its induced morphism on quotients is thus as desired.

Denote by EV the line bundle on QV dual to the minus first twisting
OQV -module and view ϕρV as ring homomorphism A→ End(EV ). Denote
by QV,F , resp. EV,F , resp. ϕρVF , the pullback of QV , resp. EV , resp. ϕρV , to
F . Denote by n : QnV,F → QV,F the normalization morphism. The action of
∆ on QV induces an action on the projective variety QnV,F ; denote by Qn∆ its
quotient viewed as projective algebraic variety.

The following corollary follows from Theorem 8.16,ii) in the case where
∆ = 0 and then by Pink’s [34, Lemma 4.4 and its proof] in the general case.

Corollary 8.23. Suppose that K and its image ∆ are fine. Then the pullback of
(EV,F , ϕ

ρV
F ) under n descends to a weakly separating DrinfeldA-module (En∆, ϕ

∆)
over Qn∆ which extends, via (74), the universal family of the open subscheme
∆\ΩV ⊂ Qn∆.
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Proof. Theorem 8.16 implies that (EV,F , ϕ
ρV
F ) is a weakly separating Drin-

feld A-module over QV,F that extends the universal family over ΩV,F . By
construction, it is ∆-invariant. Moreover, by means of the normality of
ΩV,F , we identify ΩV,F with its preimage under n. Hence also the pullback
of (EV,F , ϕ

ρV
F ) under the finite morphism n is a ∆-invariant weakly sepa-

rating Drinfeld A-module over the projective scheme QnV,F that extends the
universal family over ΩV,F . By Pink’s [34, Lemma 4.4 and its proof], as ∆
is fine, then the quotient En∆ of the pullback of EnV,F under n by ∆ is a line
bundle over Qn∆ and the pullback of (EV,F , ϕ

ρV
F ) descends to a weakly sep-

arating Drinfeld A-module (En∆, ϕ
∆) over the projective scheme Qn∆ that

extends the universal family over ∆\ΩV,F .

Corollary 8.24. Suppose thatK and its image ∆ are fine. ThenQn∆ and (En∆, ϕ
∆)

coincide up to unique isomorphism with Xd
A,K and (E,ϕ) from Theorem 8.12.

Proof. This follows from Corollary 8.23 and the uniqueness property in
Theorem 8.12.

For any subgroup ∆ ⊂ AutA(V ) view ∆\QV (C) with its structure of
projective rigid analytic variety. For any integer k denote by O(k) the ana-
lytifcation of the pullback of the k-th twistingOQV -module toQV (C) under
Spec(C)→ Spec(A). Pink’s [34, Lemma 4.4 and its proof] inspired

Proposition 8.25. Consider any fine subgroup ∆ ⊂ AutA(V ) and any integer
k. Then the subsheaf of ∆-invariants of O(k) is an ample invertible sheaf on the
projective rigid analytic variety ∆\QV (C) and its pullback to QV (C) is O(k).

Proof. Let O∆(k) denote the subsheaf of O(k) of ∆-invariants. For any free
A/(t)-submodule 0 6= W ⊂ V consider the Zariski open subset UW ⊂ QV
defined as the union of the ΩW ′ for all freeA/(t)-submodulesW ⊂W ′ ⊂ V .
Choose then a 1 > ε ∈ |C×|. For any suchW consider the admissible subset

U(W, ε) :=

{
[(yα)α∈V̊ ] ∈ UW (C) | ∀α ∈ W̊ ,∀β ∈ V \W :

∣∣∣∣yβyα
∣∣∣∣ ≤ ε} ⊂ Q.

By Theorem 8.16,i) and since ΩW (C) ⊂ U(W, ε) for any such W , the rigid
analytic variety Q is covered by the U(W,C) for all such W . As this cover-
ing is finite, it is admissible. As ε < 1, it holds that U(W, ε) ∩ U(W ′, ε) = ∅
for any free submodules W,W ′ ⊂ V with W 6⊂ W ′ 6⊂ W . Moreover,
g(U(W, ε)) = U(g(W ), ε) for any such W and any g ∈ AutA(W ). Conse-
quently, any such U(W, ε) is invariant under ∆W := {δ ∈ ∆|δ(W ) = W}
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and satisfies that δ(U(W, ε)) ∩ U(W, ε) = ∅ for any δ ∈ ∆ \ ∆W . In or-
der to see that O∆(k) is an invertible sheaf, it thus suffices to to show that
for any such W the subsheaf OW (k) of ∆W -invariants of the restriction of
O(k) to U(W, ε) is an invertible sheaf on ∆W \U(W, ε). Consider such a W .
Then Proposition 8.20 provides an 0 6= α ∈ W that is fixed by ∆W . For
such an α the restriction of the global section (Yα)k to OW (k) thus induces
a nowhere vanishing global section in the quotient ∆W \OW (k) and hence
yields a trivialization of it as desired. Let F denote the pullback of O∆(k)
under the quotient morphism. Using the above trivialization, it is directly
checked that the natural morphism F → O(k) of O(0)-modules is an iso-
morphism. Having the ample pullbackO(k) under the finite quotient map,
the invertible sheafO∆(k) is itself ample by [28, Chapter 1, Proposition 4.4.]
via Köpf’s GAGA-Theorem [31, Satz 5.1].
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9 Comparison of algebraic and analytic compactifica-
tions

LetA ⊂ C be as in Sections 6, 7, 8. Let 0 6= t ∈ A be such that DivA(t) gener-
ates A as in Section 8.2. Consider any free Â-module M 6= 0 of finite rank,
set V := t−1M/M and V̊ := V \ {0} and let K be the kernel of the natural
homomorphism AutÂ(M)→ AutA(V ). Consider the closed subvariety

Q := QV (C) ⊂ P := Proj(C[(Yv)v∈V̊ ])

provided by Section 8.2 with its structure of reduced rigid analytic variety
over C. By Theorem 8.16,i), Q is stratified by the locally closed subvari-
eties ΩW (C) for all free A/(t)-submodules 0 6= W ⊂ V ; , any ΩW (C) is the
intersection of the non-vanishing locus in Q of (Yα)06=α∈W with the vanish-
ing locus in Q of (Yα)α∈V \W . Set Ω := ΩV (C). Recall the Eisenstein series
Eα := EM,α,1 for all α ∈ V̊ from Example 7.12.

Theorem 9.1. The (Eα)α∈V̊ define a morphism of Grothendieck ringed spaces
EK : Ω∗K → Q which is the normalization morphism (in the sense of Conrad’s
[12]) of Q and restricts to Drinfeld’s isomorphism ΩK → Ω between normal rigid
analytic varieties. Moreover, the morphism of Grothendieck topological spaces un-
derlying EK restricts to isomorphisms between irreducible components.

We prove Theorem 9.1 at the end of this section. We first recall Drin-
feld’s correspondence between level structures ofA-lattices and level struc-
tures of Drinfeld A-modules as well as the induced isomorphism between
moduli spaces.

Theorem 9.2. (Drinfeld [15, Proposition 3.1]) Consider any integer d ≥ 1 and
any ideal 0 6= I ⊂ A. For any A-lattice Y ⊂ C of rank d with level I-structure
i : (I−1/A)d → I−1Y/Y (see Corollary 7.32) the map

ϕ : A→ C{τ}, a 7→ ϕa := a · T ·
∏

06=[x]∈I−1Y/Y

(1− T

eY (x)
)

is a Drinfeld module of rank r with level I-structure

(I−1A/A)d → I−1Y/Y, v 7→ eY (i(v))

satisfying eY ◦ a = ϕa ◦ eY for any a ∈ A. This induces a bijection from the set of
isomorphism classes of A-lattices in C of rank d with I-level structure to the set of
rank d Drinfeld A-modules over C with level I-structure.
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Proposition 9.3. (Drinfeld [15, Prop. 6.6]) The rule

(75) ΩK → Ω, πK(l,Λ) 7→
[
(Eα(l,Λ))α∈V̊

]
defines an isomorphism of rigid analytic varieties over C.

Proof. We provide some details of Drinfeld’s proof. By Def.-Prop. 2.55, for
any α ∈ V̊ and any lift α̃ ∈ t−1Λ of α holds that

∀(l,Λ) ∈ Ω̃M : Eα(l,Λ) =
1

el(Λ)(l(α̃))
.

From Proposition 7.32 and Theorem 9.2 applied to the case I = (t) and
from Theorem 8.16,ii) thus follows that the rule in (9) defines a bijective
morphism

E : ΩK → ΩV (C) =: Ω.

Drinfeld uses the criterion given by Proposition 2.24 in order to show that
E is an isomorphism. By the criterion it remains to be shown thatE induces
isomorphisms at the stalks and that there exists an admissible affinoid cov-
ering (Xj)j∈J of Ω such that E−1(Xj) is an admissible quasi-compact sub-
set for any j ∈ J . That E induces isomorphisms at the stalks follows from
Part b) of Drinfeld’s proof to which we refer. Consider any A-structure Λ
of M and set Γ := KΛ. By Proposition 7.13, it suffices to show the second
property for E replaced by its restriction E′ to ΩΓ. Identify Λ := t−1Λ/Λ
with V via the isomorphism induced by the inclusion t−1Λ ⊂ t−1M . By
construction,

Γ = Ker(AutA(Λ)→ AutA(Λ))

and E′ is the morphism defined by the Eisenstein series Eα := EΛ,α,1 for all
0 6= α ∈ Λ. Consider the admissible affinoid covering of Ω by the

Xn :=

{
[(yα)α∈V̊ ] ∈ Ω

∣∣∣∣ ∀α, β ∈ V̊ :

∣∣∣∣yαyβ
∣∣∣∣ ≤ n} ⊂ Ω

for all positive integers n. Consider any n ≥ 1. Proposition 9.4 below
implies thatX := E′−1(Xn) is contained in some admissible quasi-compact
subset X ′ ⊂ ΩΓ. As Eβ/Eα restricts to a regular function on ΩΓ for any
0 6= α, β ∈ Λ by Proposition 6.30, thus X is an admissible quasi-compact
subset of X ′ and hence of ΩΓ.

Proposition 9.4. Let Γ be the image in PG of the kernel in Example 5.11 suppos-
ing that I ( A. Consider any subset X ⊂ ΩΓ. Then the following are equivalent:
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i) X is contained in a quasi-compact admissible subset.

ii) For any 0 6= α, β ∈ I−1Λ\Λ the function

ΩΓ → C, πΓ(l) 7→
EΛ,β,1(l)

EΛ,α,1(l)

is bounded on X .

iii) For any 0 6= α, β ∈ I−1Λ\Λ the function

ΩΓ → |C|, πΓ(l) 7→ min{|l(v)| | v ∈ β}
min{|l(w)| | w ∈ α}

is bounded on X .

Proof. That i) implies ii) follows directly from the Maximmum Modulus
Principle (see Proposition 2.25). That ii) implies iii) follows from Proposi-
tion 2.56 and since, by Def.-Prop. 2.55, for any 0 6= α ∈ I−1Λ/Λ and any lift
α̃ ∈ I−1Λ of α holds that

∀l ∈ Ω̃Λ : EΛ,α,1(l) =
1

el(Λ)(l(α̃))
.

That iii) implies i) follows from Drinfeld’s [15, Prop. 6.5] and Cor. 5.3.

Corollary 9.5. Consider any A-structure Λ of M , set Γ := KΛ and view Ω∗Γ as a
subspace of Ω∗K via Prop. 7.13. Consider any free A/(t)-submodule 0 6= W ( V
and recall the rigid analyitic variety ΩΓ,W defined before Proposition 7.30. Then

ΩΓ,W → ΩW (C), πΓ(l) 7→
[
(Eα(l,Λ))α∈W̊

]
defines an isomorphism of rigid analytic varieties.

Proof. By means of Corollary 7.27, choose a free direct summand N ⊂ M
such that t−1N/N = W . By Proposition 9.3,

ΩKN → ΩW (C), πKN (l, L) 7→
[
(Eα,N,1(l, L))α∈W̊

]
defines an isomorphism of rigid analytic varieties. It is directly checked
that the precomposition of this isomorphism with the isomorphisms ΩΓ,W →
ΩK,W and ΩK,W → ΩKN provided by Propositions 7.29 and 7.30 defines the
desired isomorphism.
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Choose a finite set of representatives {Λi}i∈I of the orbits of theK-action
on the set of A-structures of M and recall from Proposition 7.13 the isomor-
phism ∐

i∈I
Ω∗Γi → Ω∗K,

where Γi := KΛi for every i ∈ I . For any i ∈ I denote by Ωi the image of ΩΓi

under the isomorphim ΩK → Ω between normal rigid analytic varieties in
Proposition 9.3. By Corollary 5.18, the ΩΓi are the irreducible components
of ΩK and hence the Ωi are the irreducible components of Ω.

Definition 9.6. Set Qi := Ωi ∪ (Q \ Ω) ⊂ Q for any i ∈ I .

Lemma 9.7. Any Qi ⊂ Q is Zariski-closed.

Proof. By Proposition 7.13, any ΩΓi is Zariski closed and open in ΩK. Hence
any Ωi is Zariski closed and open in Ω. As, furthermore, Ω is Zariski open
in Q, thus any Qi is Zariski closed in Q.

Proposition 9.8. For any i ∈ I the rule

Ei : Ω∗Γi → Qi, πΓi(l) 7→ (Eα(l,Λi))α∈V̊

defines an isomorphism of Grothendieck topological spaces which restricts to a map
ΩΓi,W → ΩW (C) underlying an isomorphism of rigid analytic varieties for any
free A/(t)-submodule 0 6= W ( V .

We will prove Prop. 9.8 before Cor. 9.12 after more preparation. How-
ever, we may already see that the rule πΓi(l) 7→ (Eα(l,Λi))α∈V̊ defines a bi-
jective mapEi : Ω∗Γi → Qi which restricts to isomorphisms ΩΓi,W → ΩW (C)
of rigid analytic varieties: Indeed, this follows from Corollary 9.5 as well as
the facts that Q \ Ω, resp. Ω∗Γi \ ΩΓi , is the disjoint union the ΩW (C) for all
such 0 6= W ( V by Theorem 8.16, resp. of the ΩΓi,W by construction.

Let us recall the content of Proposition 3.4 in the present setup. Con-
sider any subset T ⊂ V̊ and any ε ∈ |C×| and associate with it the Zariski
open, resp. admissible, resp. Zariski closed subvariety

U(T ) := {[(yα)α∈V̊ ] ∈ P | ∀α ∈ T : yα 6= 0} ⊂ P,

U(T, ε) := {[(yα)α∈V̊ ] ∈ U(T ) | ∀α′ ∈ V̊ \ T, ∀α ∈ T :

∣∣∣∣yα′yα
∣∣∣∣ ≤ ε} ⊂ U(T ),

Ω(T ) := {[(yα)α∈V̊ ] ∈ U(T ) | ∀α′ ∈ V̊ \ T, ∀α ∈ T :
yα′

yα
= 0} ⊂ U(T ).
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Then Ω(T ) 6= ∅ ⇔ T 6= ∅; in this case, denote by ρT : U(T ) → Ω(T ) the
natural projection morphism and for any O ⊂ Ω(T ) set

U(O, ε) := ρ−1
T (O) ∩ U(T, ε).

Proposition 9.9. Consider any closed subvariety P ′ ⊂ P . Then a subset X ⊂ P ′
is admissible if and only if for any T ⊂ V̊ with Ω(T ) ∩ P ′ 6= ∅:

i) the subset X ∩ Ω(T ) ⊂ P ′ ∩ Ω(T ) is admissible and

ii) any admissible quasi-compactO ⊂ Ω(T ) withO∩P ′ ⊂ X admits an ε > 0
such that U(O, ε) ∩ P ′ ⊂ X.

A covering of an admissible subset X ⊂ P ′ by admissible subsets is admissible if
and only if its intersection with X ∩ Ω(T ) is admissible for any T ⊂ V̊ .

Proof. The present setup is a special case of Example 3.3. Hence the propo-
sition is an instance of Proposition 3.4.

Proposition 9.10. Let T ⊂ V̊ . If T = W̊ for some free A/(t)-submodule 0 6=
W ⊂ V , then Ω(T ) ∩ Q = ΩW (C). Otherwise, Ω(T ) ∩ Q = ∅. Moreover,
Ω(V̊ ) ∩Qi = Ωi for any i ∈ I .

Proof. This follows directly from Theorem 8.16,i). The last assertion follows
directly from the definition of the Qi.

For any i ∈ I and any free A/(t)-submodule 0 6= W ⊂ V denote by
Orb(i,W ) the finite set of orbits O of the Γi-action on the set of direct sum-
mand L ⊂ Λi for which t−1L/L = W . In the notation of Def.-Prop. 6.22
and Proposition 7.30, for any i ∈ I we have a disjoint union

(76) ΩΓi,W =
∐

O∈Orb(i,W )

ΩO

of rigid analytic varieties and for any Y ⊂ ΩΓi,W and any r ∈ |C|we set

(77) U(Λi, Y, r) :=
⋃

O∈Orb(i,W )

U(Λi, Y ∩ ΩO, r) ⊂ Ω∗Γi .

Lemma 9.11. Consider any i ∈ I , any free A/(t)-submodule 0 6= W ( V , any
admissible quasi-compactO ⊂ Ω(W̊ ) and any finite field Fq ⊂ A with q elements.
Then there exist c, rO > 0 such that for any rO < r ∈ |C|:

E−1
i (U(O, r−r·q·rankFq [t](Λ))) ⊂ U(Λi, E

−1
i (O), r) ⊂ E−1

i (U(O,
c

r
))
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Proof. Using the quasi-compactness of O, choose a c > 1 such that

∀[y] = [(yβ)β∈V̊ ] ∈ O,∀α, α′ ∈ W̊ :

∣∣∣∣yα′yα
∣∣∣∣ ≤ c.

Choose a basis a1, . . . , ak of the Fq[t]-module A and set

c′ := c ·max1≤i≤k |ai|.

Using Cor. 2.29, choose a δ > 0 such that for any [y], [z] ∈ Ω(W̊ ):

(78)
[
∀α, α′ ∈ W̊ :

∣∣∣∣yα′yα − zα′

zα

∣∣∣∣ < δ

]
⇒ [[y] ∈ O ⇔ [z] ∈ O] .

Set rO := max{c′, c2δ }. Consider any rO < r ∈ |C| and set ε := r−r·rankFq [t](Λ).
Set Λ := Λi and Γ := Γi and E := Ei. Denote by π : t−1Λ→ V the quotient
morphism. Moreover, for any subset S ⊂ C set as before

d(S) := inf0 6=s∈S |s|.

Consider any l ∈ Ω̃∗Λ, say l ∈ Ω̃L. Set L := l(L) and n := rankFq [t](L).
Choose an xl ∈ t−1L\{0} of minimal norm and let αl := π(l−1(xl)). Propo-
sition 2.56 then yields for any further x′ ∈ t−1L which is non-zero modulo
L and of minimal norm in x′ + L, with α′ := π(l−1(x′)), that

(79)
∣∣∣∣x′xl
∣∣∣∣ ≤ ∣∣∣∣eL(x′)

eL(xl)

∣∣∣∣ =

∣∣∣∣Eαl(l)Eα′(l)

∣∣∣∣ ≤ ∣∣∣∣x′xl
∣∣∣∣
∣∣∣ x′xl ∣∣∣·q·n

.

Suppose first that πΓ(l) ∈ E−1(U(O, ε)). Then αl ∈W ; indeed, if αl was
not in W , then we could choose an x′ and α′ as in (79) with α′ ∈ W̊ and
apply the assumption that then

∣∣∣Eαl (l)Eα′ (l)

∣∣∣ ≤ ε < 1 contradicting the fact that
|xl| ≤ |x′| via the first inequality of (79). Consider then any x′1 and α′1, resp.
x′2 and α′2, as in (79) such that α′1 ∈ W̊ , resp. α′2 /∈ W̊ . The first, resp.
second, inequality of (79) then yields that

(80)
∣∣∣∣x′1xl
∣∣∣∣ ≤

∣∣∣∣∣Eαl(l)Eα′1(l)

∣∣∣∣∣ ≤ c, resp. rr·q·n ≤ 1

ε
≤

∣∣∣∣∣Eαl(l)Eα′2(l)

∣∣∣∣∣ ≤
∣∣∣∣x′2xl
∣∣∣∣
∣∣∣∣x′2xl

∣∣∣∣·q·n
,

and, in particular, that |x′1| < |x′2| since r > c′. We have thus verified con-
dition (6) of Corollary 2.54 in the following case: Let x1, . . . , xn ∈ t−1L be a
minimal reduced Fq[t]-basis of t−1L and let L′ ⊂ Λ be the Fq[t]-submodule

124



generated by the t · l−1(xi) for all xi with |xi| < d := d(l(π−1(V \W )) ∩ L).
Then t−1L′/L′ = W and d(l(t−1L \ t−1L′]) = d by Corollary 2.54. Hence

(81)
d(l(L \ L′))

d(l(L′))
=

d(t−1l(L \ L′))
d(t−1l(L′))

=
d

|xl|
(80)

≥ r.

In fact, L′ ⊂ Λ is an A-submodule and, as such, a direct summand: Indeed,
the first inequality of (80) and the definition of c′ and r imply that

∀1 ≤ j ≤ k, 1 ≤ i ≤ n : |aj · xi| ≤ c′ · |xl| < r · |xl| ≤ d = d(l(t−1L \ t−1L′))

and thus, as t−1L is anA-module, that aj ·xi ∈ t−1l(L′) for any such i, j. The
basis property of bot the aj and the xi then yields that t−1l(L′) ⊂ t−1L and
hence L′ ⊂ L ⊂ Λ are A-submodules. Moreover, as L′ ⊂ L and L ⊂ Λ are
direct summands as Fq[t]-submodules, the quotient Λ/L′ is torsion-free as
Fq[t]-module and hence also asA-module. In particular, Λ/L′ is a projective
A-module. The short exact sequence 0 → L′ → Λ → Λ/L′ → 0 thus splits;
equivalently, the A-submodule L′ ⊂ Λ is a direct summand.

Set l′ := l|L′C . Let O be the Γ-orbit of L′. As argued above, t−1L′/L′ =
W . Hence O ∈ Orb(i,W ). We claim that E(πΓ(l′)) ∈ O and hence, in view
of (81), that [l] ∈ U(Λ, p−1

Γ (E−1(O)) ∩ ΩL′ , r) so that as desired

πΓ(l) ∈ U(Λ, E−1(O), r).

For the claim, it suffices, by (78) and since ρW̊ (E(πΓ(l))) ∈ O, to show that

∀α, α′ ∈ W̊ :

∣∣∣∣Eα′(l)Eα(l)
− Eα′(l

′)

Eα(l′)

∣∣∣∣ < δ.

For any β ∈ W̊ set
(82)

Eβ = Eβ(l) and E′β := Eβ(l′) and εβ := Eβ − E′β =
∑

λ∈l(π−1(β)∩L\t−1L′)

1

λ
.

We then have for any α, α′ ∈ W̊ that∣∣∣∣ εα′Eα
∣∣∣∣ (81)

≤ 1

r · |xl| · |Eα|
=

1

r
·
∣∣∣∣eL(xl)

xl

∣∣∣∣ · ∣∣∣∣EαlEα

∣∣∣∣ ≤ 1

r
·
∏

06=λ∈L

∣∣∣∣xl + λ

λ

∣∣∣∣ · c |xl|<|λ|=
c

r

and hence as desired that∣∣∣∣Eα′Eα
−
E′α′

E′α

∣∣∣∣ =

∣∣∣∣Eα′Eα
− Eα′ − εα′

Eα − εα

∣∣∣∣ =

∣∣∣∣∣
εα′
Eα
− Eα′

Eα
· εαEα

1− εα
Eα

∣∣∣∣∣
1> c

r=

∣∣∣∣ εα′Eα − Eα′

Eα
· εα
Eα

∣∣∣∣ ≤ c2

r
< δ.
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This shows the claim and hence the first inclusion stated in the lemma.
Conversely, assume that πΓ(l) ∈ U(Λ, E−1(O), r). Thus

[l] ∈ U(Λ, p−1(E−1(O)) ∩ ΩL′ , r)

for some L′ ∈ O ∈ Orb(i,W ). Choose such an L′ and set l′ := l|L′C ∈ Ω̃L′

and define Eβ , E′β and εβ for any β ∈ W̊ as in (82). Using (78) similarly as
before, we shall first show that ρW̊ (E(πΓ(l))) ∈ O. The assumption implies
that E(πΓ(l′)) ∈ O and, as r > 1, that xl ∈ l(t−1L′). For any α, α′ ∈ W̊ thus
follows that ∣∣∣∣ εα′E′α

∣∣∣∣ ≤ 1

r · |xl| · |E′α|
=

1

r
·
∣∣∣∣el′(L′)(xl)xl

∣∣∣∣ · ∣∣∣∣E′αlE′α

∣∣∣∣
≤ 1

r
·

∏
0 6=λ∈l′(L′)

∣∣∣∣xl + λ

λ

∣∣∣∣ · c |xl|<|λ|=
c

r

and hence that∣∣∣∣E′α′E′α
− Eα′

Eα

∣∣∣∣ =

∣∣∣∣E′α′E′α
−
E′α′ + εα′

E′α + εα

∣∣∣∣ =

∣∣∣∣∣∣
E′
α′
E′α
· εαE′α −

εα′
E′α

1 + εα
E′α

∣∣∣∣∣∣
1> c

r=

∣∣∣∣E′α′E′α
· εα
E′α
− εα′

E′α

∣∣∣∣ ≤ c2

r
< δ.

Hence ρW̊ (E(πΓ(l))) ∈ O by (78) since E(πΓ(l′)) ∈ O. We finally show that

(83) ∀α′ ∈ W̊ ,∀α ∈ V \W :

∣∣∣∣ Eα(l)

Eα′(l)

∣∣∣∣ ≤ c

r
.

Consider anyα, α′ as in (83). Suppose without loss of generality thatEα(l) 6=
0 so that π−1(α) ∩ L 6= ∅. Choose an x ∈ l(π−1(α) ∩ L) of minimal norm.
Then ∣∣∣∣ Eα(l)

Eα′(l)

∣∣∣∣ =

∣∣∣∣Eαl(l)Eα′(l)
· Eα(l)

Eαl(l)

∣∣∣∣ ≤ c · ∣∣∣∣eL(xl)

eL(x)

∣∣∣∣ (79)

≤ c ·
∣∣∣xl
x

∣∣∣ ≤ c

r
.

Hence E(πΓ(l)) ∈ U(O, cr ). This establishes the second inclusion.

Proof of Proposition 9.8. As argued after Proposition 9.8, it remains to be
shown the claim that Ei induces an isomorphism of Grothendieck topolo-
gies. From Def.-Prop. 6.22 follows via (76), that a subset X ⊂ Ω∗Γi is
admissible if and only if for any free A/(t)-submodule 0 6= W ⊂ V the
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subset X ∩ ΩΓi,W ⊂ ΩΓ,i is admissible and any admissible quasi-compact
Y ⊂ X ∩ ΩΓi,W admits an r ∈ |C| with U(Λi, Y, r) ⊂ X . Moreover, for
any such W the admissible quasi-compact subsets of ΩW (C) are precisely
the intersections with ΩW (C) of the admissible quasi-compact subsets of
Ω(W̊ ) (see Cor. 2.29). As Ei restricts to an isomorphism ΩΓi → Ωi and to
an isomorphism ΩΓi,W → ΩW (C) for any such W ( V by Corollary 9.5,
the claim directly follows from Proposition 9.9 applied to the case P ′ = Qi
jointly with Proposition 9.10 and Lemma 9.11.

Corollary 9.12. The Qi for all i ∈ I are the irreducible components of Q.

Proof. By Lemma 9.7, any Qi ⊂ Q is Zariski-closed. By Corollary 6.20, any
ΩΓi is dense in Ω∗Γi . By Proposition 9.8, thus any Ωi is dense in Qi. Conse-
quently, any Qi contains the dense irreducible subset Ωi and is thus itself
irreducible. Moreover, for any irreducible Zariski closed subset Y ⊂ Q the
intersection Y ∩Ω with the Zariski open Ω is irreducible and thus contained
in some Ωi by maximality of the irreducible components Ωi. Hence the Qi
are maximal among the irreducible Zariski closed subsets ofQ and are thus
the irreducible components.

Let i ∈ I . Consider the Grothendieck ringed space (Qi, ÕQi) whose un-
derlying Grothendieck topological space coincides with the one underlying
(Qi,OQi) and whose sections on any admissible U ⊂ Qi are the functions
f : U → C that are continuous with respect to the canonical topologies, that
are bounded on any admissible affinoid subset of U and that restrict to reg-
ular functions U ∩ ΩW (C)→ C for any free (A/t)-submodule 0 6= W ⊂ V .
Denote by

nQi : (Qi, ÕQi)→ (Qi,OQi)

the morphism of Grothendieck ringed spaces whose underlying morphism
of Grothendieck topological spaces is the identity and whose homomor-
phismOQi(U)→ ÕQi(U) for any admissible U ⊂ Qi is the natural injection
by means of the Maximum Modulus Principle, i.e., Proposition 2.25.

Corollary 9.13. The isomorphism Ei of Grothendieck topological spaces yields an
isomorphism

(Ω∗Γi ,O
∗
Γi)→ (Qi, ÕQi)

of Grothendieck ringed spaces, where the homomorphisms on sections are given by
precomposition with Ei.

Proof. This directly follows from Proposition 6.26 and the construction of
ÕQi via Proposition 9.8, Corollary 9.5, Lemma 9.11 and (76).
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Theorem 9.14. The morphism nQi is the normalization of Qi.

Proof of Theorems 9.1 and 9.14. By means of the isomorphism in Corollary
9.13, we identify (Ω∗Γi ,O

∗
Γi

) with (Qi, ÕQi) and are reduced to showing that
nQi is the normalization morphism for Qi. Set Z := Qi. We want to apply
Theorem 3.8 to the present case, i.e., where the global sections S on Z are
the restrictions to Z of the Yα for all α ∈ V̊ . Let us verify its conditions:

i) Z is irreducible,

ii) the Zariski open subvariety Ω(S) ⊂ Z is normal,

iii) Z \ Ω(S) is of everywhere positive codimension in Z.

iv) any function f : X → C on any admissible X ⊂ Z which is continu-
ous with respect to the canonical topology and restricts to a regular
function on X ∩ Ω(S) restricts to a regular function on X ∩ Ω(T ) for
any T ⊂ S and

v) any z ∈ Z has a fundamental basis of admissible neighborhoods U
such that U ∩ Ω(S) is connected and, in particular, non-empty.

Condition i) follows from Corollary 9.12. Normality of Ω(S) = Ω(V̊ )∩Z =
Ωi follows from Theorem 5.8 via Theorem 9.3; this yields ii). By Proposition
9.3, Example 5.11 and Corollary 5.10, moreover, ΩW (C) is everywhere of di-
mension rankA/(t)(W ) − 1 for any free A/(t)-submodule 0 6= W ⊂ V . Via
Propostion 9.10, thus follows that Z \ Ω(S) is of everywhere positive codi-
mension which yields iii). As for Assumption iv), consider any admissible
X ⊂ Z and any function f : X → C which is continuous with respect to the
canonical topologies and which restricts to a regular function on X ∩Ω(V̊ ).
The regularity of the restriction of f toX∩Ω(W̊ ) for an arbitrary freeA/(t)-
submodule 0 6= W ⊂ V then follows from Proposition 6.44 by descending
induction on the rank of W . Taking Proposition 9.10 again into account,
this yields Condition iv). Finally, Corollary 6.20 provides Condition v). We
may thus apply Theorem 3.8 which concludes the proof.
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10 Consequences of the comparison

Let A ⊂ C be as in Sections 6, 7, 8, 9. Consider any congruence subgroup
K ⊂ AutÂ(M) as in Section 7. Choose 0 6= t ∈ A such that K contains the
kernel K(t) of the natural homomorphism AutÂ(M) → AutA(V ), where
V := t−1M/M , and, using that A is finitely generated, such that DivA(t)
generates A as in Section 8.2. Identify ∆ := K/K(t) with the image of K in
AutA(V ). Let Q := QV (C) and Ω := ΩV (C) be as in Section 9.

Theorem 10.1. The normalization morphismEK(t) in Theorem 9.1 is ∆-equivariant
and the induced morphism EK : Ω∗K → ∆\Q is the normalization morphism of
∆\Q and restricts to Drinfeld’s isomorphism ΩK → ∆\Ω between normal rigid
analytic varieties. Moreover, the morphism of Grothendieck topological spaces un-
derlying EK restricts to isomorphisms between irreducible components.

Proof. By construction,EK(t) is ∆-equivariant and thus induces a morphism
EK : Ω∗K → ∆\Q between their quotients. From Theorem 9.1 follows via
Köpf’s GAGA-theorem [31, Satz 5.1] that the quotient Ω∗K of Ω∗K(t) by the
finite group ∆ is a normal projective rigid analytic variety since Ω∗K(t) is.
Moreover, EK is finite since EK(t) is. Moreover, as EK(t) restricts to an iso-
morphism ΩK(t) → Ω, also EK restricts to an isomorphism ΩK → ∆\Ω be-
tween their quotients. Furthermore, Corollary 6.20 yields via Proposition
7.13 that both the Zariski closed complement of ∆\Ω in ∆\Q and its preim-
age in Ω∗K are nowhere dense. By [12, Theorem 2.1.2], thus EK is indeed
the normalization morphism. Moreover, as the Grothendieck topological
space on each side of EK is the quotient by ∆ of the respective side of EK(t),
the last assertion, too, follows from Theorem 9.1.

Choose any complete set S of representatives of the naturalK-action on
the set of A-structures of M and recall the isomorphism

(84)
∐
Λ∈S

(Ω∗KΛ
,R∗KΛ

) −→ (Ω∗K,R∗K)

of Grothendieck graded ringed spaces provided by Proposition 7.13.

Corollary 10.2. Ω∗K is a normal projective rigid analytic variety over C whose
irreducible components are, via (84), the Ω∗KΛ

for all Λ ∈ S.

Proof. By [12, Theorem 2.1.3], the analytification functor commutes with
the normalization functor. From Theorem 10.1 thus follows that Ω∗K is a
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normal projective rigid analytic variety. Moreover, via (84), the Ω∗KΛ
are ad-

missible subsets of Ω∗K and pairwise disjoint. It thus suffices to show that
each of them is irreducible. Consider any Λ ∈ S. Then the admissible sub-
variety ΩKΛ

⊂ Ω∗KΛ
is irreducible by Proposition 5.8 and dense by Corollary

6.20. Thus Ω∗KΛ
is itself irreducible as desired.

Corollary 10.3. Let (A′,M ′,K′) (Φ,L)−→ (A,M,K) ∈ Â, where K′ ⊂ AutÂ(M ′)
is a congruence subgroup. Then Ω∗(Φ,L) : Ω∗K′ → Ω∗K is a proper morphism of rigid
analytic varieties; it is even finite if the index of Φ∗(K′) ⊂ KΦ(M ′) is finite.

Proof. If the index of Φ∗(K′) ⊂ KΦ(M ′) is finite, then any fibre of Ω∗(Φ,L) is
finite. The corollary thus follows from Corollary 10.2 and [8, Prop. 9.6.2.4
and Cor. 9.6.3.6].

Consider any finitely generated projective A-module Λ 6= 0 and any
congruence subgroup Γ ⊂ AutA(Λ). For the remainder we consider the
following special case ofM , t,K, S so that we may interpret Λ as an element
of S and Γ to be KΛ: Assume that M = Λ ⊗A Â; then Λ is an A-structure
of M . Using that Γ ⊂ AutA(Λ) is a congruence subgroup, assume that 0 6=
t ∈ A is such that DivA(t) generates A and that furthermore Γ contains the
kernel of AutA(Λ) → AutA(t−1Λ/Λ). Identify t−1Λ/Λ with V := t−1M/M
via the isomorphism induced by the inclucion Λ ⊂ M . Assume that K is
the preimage in AutÂ(M) of the image of Γ in AutA(V ). Assume finally
that S contains Λ. In this case indeed Γ = KΛ.

Corollary 10.4. Ω∗Γ is a normal integral projective rigid analytic variety over C
whose admissible subvariety ΩΓ is dense.

Proof. Cor. 10.2 yields the first part and Cor. 6.20 the second.

Corollary 10.5. Let (A′, L′,Γ′)
ϕ→ (A,Λ,Γ) ∈ A, where Γ′ ⊂ AutA(Λ′) is a

congruence subgroup. Then Ω∗ϕ : Ω∗Γ′ → Ω∗Γ is a proper morphism of rigid analytic
varieties; it is even finite if the index of ϕ∗(Γ′) ⊂ Γϕ(Λ′) is finite.

Proof. If ϕ∗(Γ′) ⊂ Γϕ(Λ′) has finite index, then Ω∗ϕ is quasi-finite. The corol-
lary thus follows from Cor. 10.7 and [8, Prop. 9.6.2.4 and Cor. 9.6.3.6].

Recall that Γ is called fine if its image in AutA(Λ/pΛ) is unipotent for
some maximal ideal p ⊂ A.
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Corollary 10.6. Suppose that Γ is fine and let k ≥ 0 be any integer. Denote by E
the restriction of EK to Ω∗Γ and by Y its image. Then the morphism

(85) E−1(OY (k))⊗E−1(OY ) O∗Γ → O∗Γ(k)

induced by E from the inverse image under E of the k-th twisting module OY (k)
(provided by Prop. 8.25) of Y to O∗Γ(k) is an isomorphism and the natural mor-
phism (O∗Γ(k))k

′ → O∗Γ(k · k′) is an isomorphism for any k′ ≥ 0. Consequently,
if k ≥ 1, then O∗Γ(k) is an ample invertible O∗Γ-module.

Proof. The morphism of Grothendieck topological spaces underlying E is
an isomorphism by Theorem 10.1. Thus

(86) E−1(OY (k))(X ′) = OY (k)(E(X ′))

for any admissibleX ′ ⊂ Ω∗Γ. Moreover, by construction ofO∗Γ, any nowhere
vanishing section in OΓ(k)(X ′) is a basis for OΓ(k)|X′ over OΓ|X′ for any
admissible X ′ ⊂ Ω∗Γ. Using that OY (k) is invertible, choose any admissible
covering C of Y such that any Y ′ ∈ C admits a nowhere vanishing section
in OY (k)(Y ′) which is a basis of OY (k)|Y ′ over OY |Y ′ . Let Y ′ ∈ C and set
X ′ := E−1(Y ′). Using (86) and thatE sends any nowhere vanishing section
in OY (k)(Y ′) to a nowhere vanishing section in OΓ(k)(X ′), it is directly
checked that (85) restricts to an isomorphism on X ′. As the preimage of
C under E is an admissible covering, this yields the first part. The second
part holds true since moreover, by [29, Chapter 2, Prop. 5.12], the natural
morphismOY (k)k

′ → OY (k ·k′) is an isomorphism for any k′ ≥ 0 and since
the formation of tensor products and inverse images are compatible.

Suppose that k ≥ 1. As OY (k) is ample invertible by Prop. 8.25, so is its
inverse image under the finite morphism E by [28, Ch. 1, Prop. 4.4] using
thatE is the analytification of the algebraic normalization of Y by [12, Thm.
2.1.3]. Hence OΓ(k) is ample invertible by the isomorphism (85).

Corollary 10.7. The C-algebra R∗Γ(Ω∗Γ) is finitely generated with O∗Γ(Ω∗Γ) = C
and Ω∗Γ is the analytification of Proj(R∗Γ(Ω∗Γ)).

Proof. By Köpf’s GAGA-theorems [31, Sätze 4.7 und 5.1] and Corollaries
10.4 and 10.6, the variety Ω∗Γ is the analytification of some normal integral
projective algebraic variety X and, if Γ is fine, the ample invertible sheaf
O∗Γ(k) is the analytification of an ample invertible sheaf Lk on X for any
k ≥ 0, and the global sections on O∗Γ(k) are naturally isomorphic to the
ones of Lk. If Γ is fine, thus O∗Γ(Ω∗Γ) = C and the corollary follows using
the isomorphisms (O∗Γ(k))k

′ → O∗Γ(k · k′) for all k, k′ ≥ 0 as well as the
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fact (see [34, Theorem 5.7]) that the ring of sections in all powers of L1 is a
finitely generated normal integral domain and that its Proj is X .

Via the choice of a fine normal subgroup Γ′ ⊂ Γ, the general case is
reduced to the previous case using that by Noether’s theorem (see [41, The-
orem 2.3.1]) the subring of invariants R∗Γ(Ω∗Γ) ⊂ R∗Γ′(Ω∗Γ′) with respect to
the C-linear action by the finite group Γ/Γ′ is again finitely generated.

Definition 10.8. For any integer k ≥ 0 a weak modular form f ∈ O∗Γ(k)(ΩΓ) (see
Definition 6.39) is called a modular form if the negatively indexed coefficients of
the Fourier expansions at all direct summands 0 6= L ⊂ Λ of co-rank 1 all vanish;
denote by MΓ(k) ⊂ O∗Γ(k)(ΩΓ) the C-subspace of modular forms of weight k.
Set

MΓ :=
∑
k≥0

MΓ(k).

Remark 10.9. Consider any integer k. The isomorphism in Remark 6.40
from O∗Γ(k)(ΩΓ) to the space of weak modular forms in coordinates re-
stricts to an isomorphism from MΓ(k) to the subspace of modular forms
in coordinates in the sense of Basson’s [3, Definition 3.3.1].

Proposition 10.10. The restriction homomorphismR∗Γ(Ω∗Γ)→ R∗Γ(ΩΓ) is injec-
tive with imageMΓ.

Proof. Let Ω<2
Λ be the union of the ΩL for all direct summands 0 6= L ⊂ Λ

with rankA(L) ≥ rankA(Λ)− 1 and consider the admissible subset

Ω<2
Γ := pΓ(Ω<2

Λ ) ⊂ Ω∗Γ.

Corollary 6.44 applied to the various such L yields that the restriction ho-
momorphism R∗Γ(Ω<2

Γ ) → R∗Γ(ΩΓ) is injective with image MΓ. We claim
that, moreover, the restriction morphism

R∗Γ(Ω∗Γ)→ R∗Γ(Ω<2
Γ )

is bijective. Consider Γ′ := K(t)Λ ⊂ Γ. By construction of Ω<2
Γ′ and Ω∗Γ as

well as of O∗Γ′ and O∗Γ, the claim is directly reduced to showing the claim
in the case Γ = Γ′. Thus assume that Γ = Γ′. By the Riemann extension
theorem [2, Satz 10], the restriction morphism is bijective if Ω∗Γ is normal
and if Ω∗Γ \Ω<2

Γ ⊂ Ω∗Γ is Zariski-closed of codimension ≤ 2. From Corollary
10.4 follows the normality of Ω∗Γ. The image of Ω∗Γ under EK is then an irre-
ducible componentQi ofQ. We are thus reduced to showing that the image
U of Ω∗Γ \Ω<2

Γ ⊂ Ω∗Γ under the isomorphism Ei : (Ω∗Γ,O∗Γ)→ (Qi, ÕQi) pro-
vided by Corollary 9.13 is Zariski-closed in Qi and of codimension ≤ 2.
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By Corollary 9.5, the image U is the union of the ΩW (C) for all free di-
rect summands 0 6= W ⊂ V with rankA/(t)(W ) ≤ rankA/(t)(V ) − 2. By
Theorem 8.16,i), equivalently, U is the union of the QW (C) ⊂ Qi for all
such W . For any such W , moreover, QW (C) is Zariski-closed in QV (C)
and hence Zariski-closed in Qi with respect to OQi and thus also with re-
spect to ÕQi . Being a finite union of Zariski-closed subsets, hence U itself
is Zariski-closed. Moreover, by Theorem 8.16, ii), for any direct summand
0 6= W ⊂ V the dimension of any irreducible component of ΩW (C) equals
rankA/(t)(W )− 1. Hence U ⊂ Qi is Zariski-closed of codimension ≤ 2.

Corollary 10.11. MΓ is a finitely generated C-algebra withMΓ(0) = C.

Proof. This follows from Proposition 10.10 and Corollary 10.7.

Corollary 10.12. The C-vector spaceMΓ(k) is finite dimensional for any k ≥ 0.

Proof. This follows from Corollary 10.11 via induction on k.
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