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Two methodologies to calibrate landslide runout
models

Abstract Extremely rapid, flow-like landslides pose a significant
hazard worldwide; however, the analysis of the impact area and
velocity of these flows is not routine. Semi-empirical numerical
models are one tool that is available for performing this sort of
analysis. These models are physically based; however, certain input
parameters are determined through model calibration, using back-
analysis of real landslide cases. Objective, repeatable calibration
methods are needed for this approach to be useful for landslide
runout prediction. The present analysis describes the application
of optimization theory and Bayesian statistics to calibrate these
types of models. Two complementary methods are presented. The
first uses the Gauss-Marquardt-Levenberg optimization algorithm
to efficiently determine a set of best-fit calibrated model parame-
ters. The second uses a posterior analysis to quantify errors asso-
ciated with parameter calibration, which can then be used for
probabilistic forward analysis. Three case histories are presented
to demonstrate how the new methods are able to rapidly calibrate
a runout model, reduce subjectivity inherent in the calibration
process, and provide information on parameter uncertainty.

Keywords Runout modeling . Flow-like landslides . Hazard
mapping . Rock avalanche . Flowslide

Introduction
Some types of landslides, including rock avalanches, flowslides,
debris avalanches, and debris flows (using the terminology of
Hungr et al. (2014), which is based on Varnes (1978)), can attain
high velocities, travel long distances, and impact large areas far
from their source, where communities or critical infrastructure
may be located (e.g., Boultbee et al. 2006; Prochaska et al. 2008;
Keaton et al. 2014; White et al. 2015). When a potential source of
such a landslide is identified, a runout analysis (to estimate land-
slide travel distances, flow depths, and velocities) may be required
as part of a hazard and/or risk assessment.

The destructive potential of these landslides is demonstrated by
two recent case histories. The first is the Oso flowslide, which
occurred on March 22, 2014 in Washington State (e.g., Keaton
et al. 2014). Here, a terrace slope, which had been subject to
previous limited displacement landslides, failed catastrophically.
The resulting flowslide impacted the community of Steelhead
Haven, killing 43 people. Later that year, the West Salt Creek rock
avalanche occurred on the northern flank of Grand Mesa in Col-
orado (e.g., White et al. 2015). In this case, a slump block failed
catastrophically, resulting in a long runout rock avalanche that
killed three people (White et al. 2015). In both cases, the flow-like
landslides attained high velocities and traveled long distances,
which resulted in their tremendous destruction. Predicting the
runout characteristics of such events before they occur is a crucial
step in protecting society from these disasters.

Numerical models are one tool used to predict the motion of
flow-like landslides. Although physically based, many of these
models use simplified rheological relationships that require the

calibration of model parameters through back-analysis of real
landslide cases. Such models are referred to as “equivalent fluid”
models (Hungr 1995). As discussed in Hungr (1995, 2016), consid-
ering the complexity and heterogeneity of real landslides, this
calibration-based approach is a practical method to analyze full-
scale case histories.

When parameters are calibrated, the link between measureable
material properties and calibrated model parameters is no longer
obvious, and reestablishing this link is critical when using these
models for both forensic back-analysis, and forward prediction.
The present work presents two calibration methods that are useful
for reestablishing this link. We hypothesize that the physical rele-
vance of apparent parameters back-analyzed with equivalent fluid
models can be identified by addressing two outstanding problems:

1. As will be described in the following sections, prior to the present
work, calibration was generally performed using subjective, trial-
and-error calibration. Although there are some notable exceptions
to this (e.g., Galas et al. 2007; Cepeda et al. 2010; Brezzi et al. 2016;
Calvello et al. 2017; McDougall 2017), no calibration methodology
has yet addressed all potential problems associated with model
calibration (discussed below). It is desirable to have a more objec-
tive, systematic methodology to calibrate runout models. This
paper describes the application of techniques from inverse
modeling and statistics to develop such a methodology.

2. There is currently no database of case histories, calibrated with a
consistent methodology, that can be used to guide probabilistic
forward analysis. Aaron (2017) describes the application of the
calibration methodologies presented in this paper to a database of
24 rock avalanche case histories, and suggests a methodology for
making probabilistic predictions of rock avalanche motion. With
an appropriate dataset, this methodology can be extended to other
types of extremely rapid, flow-like landslides.

In the present work, we apply methods developed in optimiza-
tion theory and statistics to the problem of calibrating landslide
runout models. Two methods are presented that address the weak-
nesses inherent in trial-and-error calibration. Three back-analyses
that demonstrate the application of these methods are also
presented.

Background and motivation
A variety of numerical models have been proposed to simulate the
motion of flow-like landslides, as recently reviewed by McDougall
(2017). Equivalent fluid models (defined in “Introduction” and
“Overview of Dan3D”) have been used to reproduce the velocity,
deposit distribution, and impact area of a wide variety of extreme-
ly rapid, flow-like landslides (see Aaron (2017) and the references
contained therein). However, aside from the exceptions noted
above, back-analysis of case histories with equivalent fluid models
is performed through trial-and-error calibration. This approach
involves manually adjusting the input basal resistance parameters
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until a satisfactory reproduction of the simulation constraints is
obtained. The suitability of a particular simulation is then subjec-
tively assessed. This method of model calibration suffers from four
main weaknesses:

1. It is very demanding of the user’s time.
2. Model results are subjectively interpreted, meaning that different

users could determine different parameters for the same case.
3. This method does not explore the entire parameter space, so

there is no guarantee that the best-fit parameters have been
determined. An additional difficulty that comes from this
weakness is that, if the model conceptualization is wrong (for
example, one material is used instead of two), the user will
waste a lot of time varying parameters in search of a good fit,
as opposed to changing the simulation configuration.

4. This method ignores parameter non-uniqueness. It is often
impossible to determine a unique set of best-fit parameters
because multiple parameter sets may produce very similar
model outputs.
These four weaknesses can limit the use of back-analyzed

parameters in forward analysis. The fact that trial-and-error
back-analysis is subjective has been addressed by McDougall
(2006), Galas et al. (2007), Cepeda et al. (2010), Brezzi et al.
(2016), and Calvello et al. (2017). The matrix method, proposed
by McDougall (2006), is a method to visually assess and compare
calibration results. This method addresses parameter non-
uniqueness; however, its utility is limited to model conceptualiza-
tions that only include two parameters. The receiver operating
characteristic (ROC) method, proposed by Cepeda et al. (2010),
can handle more than two parameters and provides an objective
method to compare different parameter combinations; however, it
is not guaranteed to explore the entire parameter space and may
be demanding of the user’s time. The method proposed by
Calvello et al. (2017) uses a sensitivity analysis and the modified
Gauss-Newton non-linear optimization algorithm to calibrate an
equivalent fluid model using numerous estimates of deposit
height. To the authors’ knowledge, this procedure has so far not
been generalized to cases where numerous point estimates of
deposit heights are not available.

Methods

Overview of Dan3D
The equivalent fluid model that is used in this work is Dan3D
(McDougall and Hungr 2004; McDougall 2006; Hungr and
McDougall 2009; Aaron and Hungr 2016a). Although we only use
Dan3D in this work for demonstration purposes, the methods
presented are applicable to all landslide runout models that re-
quire parameter calibration.

Dan3D is a depth-averaged Lagrangian model that simulates
landslide motion over complex, three-dimensional terrain. The
model solves the following equations of motion using a numerical
method based on Smoothed Particle Hydrodynamics (SPH):

ρh
Dvx
Dt

¼ ρhgx−kxσz
∂h
∂x

þ τ zx−ρEvx ð1Þ

ρh
Dvy
Dt

¼ ρhgy−kyσz
∂h
∂y

; ð2Þ

where ρ is the density, h is the flow depth, vx and vy are the
depth-averaged velocities in the local x and y directions, respec-
tively, gx and gy are the x and y components of gravity, kx and ky
are the x and y lateral stress ratios (ratio of lateral stress to bed-
normal stress), σz is the bed-normal stress, τzx is the basal
resistance stress, and E is the entrainment ratio that governs
momentum transfer when accelerating stationary bed material
to the velocity of the moving Lagrangian reference frame. The
basal resistance stress and momentum transfer due to entrain-
ment only occur in the x direction, which is aligned with the
local direction of motion in Dan3D. As shown on Fig. 1, the first
term of Eq. 1 is the downslope component of gravity, the second
term represents the internal pressure gradients due to the incli-
nation of the free surface, the third term is the basal resistance
to motion, and the fourth term is the momentum transfer due to
entrainment.

As mentioned previously, the parameters that govern the basal
resistance stress (τzx in Eq. 1) are not true material properties, and
can only be constrained through back-analysis of case histories.
When performing a back-analysis using Dan3D, the objective is to
analyze the runout behavior, assuming that catastrophic failure
has occurred. Parameters are selected to simulate the bulk runout
behavior, without consideration of pre-failure stability. One com-
mon rheology, used to calculate τzx, is the Voellmy rheology, given
in Eq. (3) (e.g., Voellmy 1955):

τ zx ¼ − σz f þ ρgv2x
ξ

� �
; ð3Þ

where f is the friction coefficient and ξ is the turbulence coefficient
(sometimes referred to as the turbulence “parameter”). Both f and
ξ are calibrated parameters.

The Voellmy rheology is empirical, and has been shown to
reproduce the impact area and velocity distribution of many case

Fig. 1 Conceptual illustration of the forces resolved by Dan3D. The slice is oriented
in the direction of motion. W is the weight, T is the basal resistance, P is the
internal force due to free surface gradients, and E is the inertial resistance due to
entrainment. Figure from Aaron et al. (2017), reprinted under Creative Commons
Attribution License 4.0
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histories (a summary is provided in Aaron (2017)). However,
there may be a more fundamental interpretation. The first term
on the right side of Eq. (3) accounts for frictional resistance to
motion, and the use of a turbulent resisting stress in the second
term may mimic the effect of pore pressure dissipation due to
shear-induced dilation (Hungr and Evans 2004). Further re-
search is required to study this potential connection; however,
it provides a possible explanation for the success of the Voellmy
rheology when simulating extremely rapid, flow-like landslides.

Calibration framework
The following sections are based on the generic theory and
methods described by Hsieh (2009) and Gregory (2010). As will
be discussed, we have adapted these methods to the problem of
calibrating equivalent fluid runout models.

Field investigations of a given landslide case history result in the
observation of multiple features (or “back-analysis constraints”) that
characterize an event (e.g., Keaton et al. 2014; White et al. 2015). These
observed features may include the landslide impact area, velocity,
deposit depth, and deposit distribution. TheK observed features of an
event can be represented by the vector:

y F ¼ yF;1;…; yF;K� �T
;

where the superscript T represents the transpose operator. Dan3D
aims to reproduce the runout process of extremely rapid, flow-like
landslides, based on a vector of input parameters. Given the value
of the parameter vector b, a Dan3D simulation can be performed.
The parameter vector b refers to the set of all model parameters
used in a simulation. The simulation outputs simulated values of
the K observed features of a given case, which can be represented
by the vector:

yM bð Þ ¼ yM;1 bð Þ;…; yM;K bð Þ� �T
;

where yM, i(b)(i = 1,…, K) indicates the simulated value of a given
observed landslide feature, for example, the velocity at a point.

The goal of model calibration is to determine the input param-
eter vector b that minimizes the difference between the observed
and simulated features of an event, yF and yM(b). These differences
(sometimes referred to as “residuals”), between yF and yM(b), can
be collected into the vector:

r bð Þ ¼ r1 bð Þ;…; rK bð Þ� �T
;

where, for example, r1(b) is the difference between yF, 1 and yM, 1(b).
As will be discussed in more detail in “Selection of standard

deviation of a measurement,” there is some uncertainty in both
the measured and simulated value of observed landslide features.
Therefore, even though the residuals may not be zero, ‘b’ may be
the ‘true’ parameter vector for a given case, with the model misfit
due to statistical noise. A natural assumption is that the residuals
follow a multivariate Gaussian (or normal) distribution with zero
mean, and covariance matrix ∑ (discussed in more detail in
“Selection of standard deviation of a measurement”). Under this
normality assumption, the following likelihood function, which

has a maximum when the residuals are zero, can be defined (e.g.,
Hsieh 2009):

L bj yF ; yM bð Þ� �¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πð ÞK j∑j

q exp −
1
2
r bð ÞT∑−1r bð Þ

� �
; ð4Þ

where |∑| is the determinant of the covariance matrix ∑. The likeli-
hood function provides a means to compare how well different
parameter vectors (“b”) minimize the residuals (“r(b)”), while ac-
counting for statistical uncertainty (quantified through the covariance
matrix (∑)). The parameter vector (“b”) that best minimizes the
difference between observed and simulated measurements maxi-
mizes this likelihood function. The expression above demonstrates
the dependence of the residual vector r on the parameter vector b
(which controls the numerical model output).

Two methodologies are proposed in this paper to determine the
parameter set that maximizes Eq. (4). The first is based on an
optimization algorithm, and is more efficient than the second
proposed methodology (in terms of run time), at the expense of
some transparency in the calibration process. The second is based
on a Bayesian posterior analysis, and has the advantage of deriving
an easily interpretable posterior probability density function for
the calibrated parameters. An example calculation using these
calibration methodologies is given in Appendix A.

Method 1: optimization approach using the Gauss-Marquart-Levenberg
algorithm
Maximizing Eq. (4) is equivalent to minimizing the following least
squares objective function:

Φ bð Þ¼r bð ÞT∑−1r bð Þ; ð5Þ

The selection of ∑ is discussed in detail in “Selection of stan-
dard deviation of a measurement.” If errors can be assumed
independent, then ∑is a diagonal matrix:

∑ ¼
σ21
0
⋮
0

0
σ2
2
⋮
0

…
⋯
⋱
…

0
0
⋮
σ2K

0
BB@

1
CCA

Hence, Eq. (5) can be re-written as:

Φ bð Þ¼ ∑
K

k¼1

1
σ2k

rk bð Þ� �2
; ð6Þ

where σk is the standard deviation of the individual error compo-
nent. There are many different algorithms that can be used to
minimize the objective function (e.g., Nocedal and Wright 2006).
The algorithm used in the present work is the Gauss-Marquart-
Levenberg (GML) algorithm (Levenberg 1944; Marquardt 1963).
This algorithm is described in Nocedal and Wright (2006) and
Doherty (2010).

To run the GML algorithm, the user specifies the values of the
observed features (yF), the components of the coviaraince matrix
(∑), discussed in “Selection of standard deviation of a measure-
ment,” as well as an initial guess of the best-fit parameter values.
The algorithm then runs the model multiple times to determine
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the residuals (r(b)), as well as the model sensitivities. Sensitivities
are defined as the rate of change of the components of r(b) with
respect to the parameters being calibrated. Based on the residuals
and sensitivities, the algorithm then selects a new set of model
parameters that reduces the value of the objective function (Eq.
(5)). This process is repeated until the residuals are reduced to a
user-specified value, the parameter change from one iteration to
the next is below a user-specified threshold or the simulation is
manually terminated.

The parameter estimation package PEST (Doherty 2010) has
been used for optimization analysis detailed in this work. PEST is a
model-independent parameter estimation package and contains
an implementation of the GML algorithm that can handle both
overdetermined (number of parameters greater than the number
of constraints) and underdetermined (number of constraints
greater than the number of parameters) inverse problems. Addi-
tionally, upper and lower bounds on calibrated parameters can be
specified, to limit the parameter search space to a user defined
area (similar to the Posterior Analysis approach described in
“Method 2: posterior analysis of calibrated parameters”).

In addition to providing a set of optimized model parameters,
the PEST algorithm outputs a parameter correlation matrix, which
provides information on the uniqueness of the best-fit parameters.
This matrix provides parameter correlation values between − 1 and
1. When parameter correlation is close to − 1 or 1, multiple com-
binations of the parameter values will give similar fit results. A
negative parameter correlation indicates that similar fit results are
obtained when one parameter is increased and the other is de-
creased. Details of how PEST calculates parameter correlations are
found in Doherty (2010).

Method 2: Posterior analysis of calibrated parameters
When performing model calibration, we may have a prior belief
about the possible values of the parameter vector b. For example,
based on previously successful back-analyses, we can restrict the
range of plausible friction and turbulence coefficients when using
the Voellmy rheology (Eq. (3)). We can express this prior belief in
the form of a prior distribution, and then update this distribution
to include the information gained from evaluating the likelihood
function (Eq. (4)). The resulting distribution of the calibrated
parameters is known as the posterior distribution (Gregory 2010).
This sort of analysis, referred to as posterior analysis, is useful
when combining multiple back-analysis results for use in a prob-
abilistic forward analysis.

The posterior density of the calibrated parameters can be written
using Bayes’ law (Gregory 2010). Let πprior denote the prior density of
b, andπpost the posterior density after accounting for the data available
about the case history. These data are comprised of the vector of
residuals (“r(b)”) derived from field measurements of observed fea-
tures (yF) and computer model outputs (yM(b)). We then have:

πpost bjrð Þ ¼ L bj yF ; yM bð Þð Þ πprior bð Þ
∫L b*j yF ; yM b*

� �� �
πprior b*

� �
db*

; ð7Þ

where the denominator is a normalizing constant so that the posterior
density integrates to one, and b∗ indicates that the integrand in the
denominator is over the entire parameter space, distinct from b in the
numerator, which denotes a specific parameter set.

In our implementation using the two-parameter Voellmy mod-
el, we assume a uniform prior on the calibrated parameter vector
over a rectangular region B = Ifrictionx Iturbulence, where Ifriction and
Iturbulence are intervals of feasible ranges of the friction and turbu-
lence coefficients, respectively. With normally distributed errors,
for values of b in region B, the posterior density has the form:

πpost bjrð Þ ¼
exp −

1
2
∑K

k¼1
1
σ2
k

rk bð Þ� �2� �

∬Bexp −
1
2
∑K

k¼1
1
σ2
k

rk b*
� �� �2� �

db*
: ð8Þ

Due to the selected prior, πpost(b| r) = 0 for values of b not
contained in the rectangular region B.

Equation (8) shows that, with the assumption of normally
distributed and independent errors, and a uniform prior, the
posterior probability of the parameters is the likelihood function
normalized so that ∫Bπpost(b| r) db = 1, where the parameter space B
is defined based on the prior distribution πprior. Parameter com-
binations that, when used in Dan3D, well reproduce the field
observations will be given high probabilities, and those that poorly
reproduce the field observations will be given low probabilities.

Quantification of simulation constraints
In order to evaluate Eqs. (5) and (8), it is first necessary to define
features that can be output by Dan3D and compared to field observa-
tions of extremely rapid, flow-like landslides. The following four
quantities can be used to compare a Dan3D simulation to field data:

& Impact area;

& Estimates of volumes deposited in spatial areas;

& Point estimates of deposit depth; and

& Point estimates of flow velocity.

It should be noted that these four quantities are not the only
features that can be used. However, they have proven useful for
back-analysis of rock avalanches (examples of which are summa-
rized in Aaron (2017)). For other types of flow-like landslides,
additional landslide features may prove useful. The two calibration
methodologies presented in “Method 1: optimization approach
using the Gauss-Marquart-Levenberg algorithm” and “Method 2:
posterior analysis of calibrated parameters” are able to incorpo-
rate any calibration constraint available for a given case history.

A procedure has been defined to automatically assess how well
Dan3D reproduces these observations. A post-processor has been
created to interpret Dan3D outputs and create a model output vector
(yM(b)) at the conclusion of each simulation. It quantifies model
outputs using the procedure detailed in the following sections.

Landslide impact area
When calibrating runout models that analyze motion along a path
profile, an intuitive and widely used feature is the maximum runout
distance.When performingmodel calibration over 3D terrain, however,
the runout distance is difficult to define because the flowmay bifurcate
and deposit in multiple lobes. Instead of using runout distance as a
metric, in 3D it is necessary to define a metric that quantifies the
similarity between simulated and observed impact areas. Galas et al.
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(2007), Cepeda et al. (2010), andHeiser et al. (2017) have proposed such
metrics, and the following algorithm is based on these contributions.

Field or remote sensing investigations of long runout landslides
commonly produce maps of the landslide impact area. These maps
can be used to create a grid file (hereafter referred to as the trimline
grid file) that has a value of one for areas that are within the impact
area and a value of zero for areas that are outside the impact area. An
example trimline grid file, created for the Zymoetz River Rock Ava-
lanche (discussed in Zymoetz River rock slide-debris avalanche), is
shown in Fig. 2a.

One of the outputs of Dan3D is a grid file that shows the maximum
flow depth recorded at each node of the inputted sliding surface grid
file during the simulation. An example of such a file is shown in Fig. 2b.
As can be seen in this figure, the landslide is thickest in the source area,
due to the fact that the sliding mass is concentrated in a small area. As
the simulation is advanced in time, the sliding mass spreads out and,
as a result, the flow depth thins as the sliding mass moves downslope.

In order to quantify how well a given simulation matches the
landslide impact area, the maximum depth file is compared to the
trimline grid file. These two grid files are overlapped to create a new
grid (hereafter referred to as the trimline fitness grid) that has a value
of zero where the trimline file contains a value of one and the
maximum depth file contains a depth greater than a user-specified
cutoff value (as summarized inMcDougall (2006), a cutoff is necessary
to realistically define the margins of the flow/deposit due to the

numerical solution method used by Dan3D). This result indicates
agreement between Dan3D and the field investigation that an impact
occurred at that node of the grid. This grid also contains a value of zero
where the trimline file has a value of zero and the maximum depth is
less than the user-specified cutoff value. This result indicates agree-
ment between Dan3D and the field investigation that no impact
occurred at that node of the grid. In areas where these conditions
are not true, the grid has a value of one. This result indicates disagree-
ment between Dan3D and the field investigation. The values of the
trimline fitness grid are then summed to give a single fitness number.
This number is zero if Dan3D perfectly simulates the trimline grid file,
and gets bigger as the fitness gets worse.

Landslide deposit distribution
An important simulation constraint for some landslides is the
deposit distribution. Investigations of long runout landslides often
provide estimates of the volume of material deposited in different
areas of the landslide path (e.g., Evans et al. 1994). In order to
quantify this simulation constraint, the following routine has been
implemented. A grid file of deposit zones based on the field
investigation is created by the user and input into the post-pro-
cessor. This grid file defines zones within the landslide path for
which deposit volume estimates are available. At the end of each
simulation, the volume deposited in each of the zones is calculated
and output. These volumes can then be compared to known

Fig. 2 Overview of the Zymoetz River rock avalanche. The simulation constraints used are the volume of the deposit near the ”C” on the figure (100,000 m3), the velocity
of the flow at the cross (17 m/s), and the impact area (extending from “A” to “D”). The rheology change was implemented in the channel, downstream of the location
labeled “B.” The top image (a) shows a trimline created based on a field investigation. This grid has a value of one for locations within the dashed white lines, and a value
of zero for locations outside the dashed lines. The bottom image (b) shows an example of a maximum depth grid file output by Dan3D. Thickness values are reported in
meters. Image modified from McDougall et al. (2006). Image: Province of British Columbia, Copyright © Province of British Columbia
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volume estimates. An example deposit distribution constraint is
shown on Fig. 3, where estimates of the volume of material depos-
ited in two different zones can be seen.

Landslide deposit thickness estimates
In addition to inputting deposit zones, the user can input the
spatial coordinates of points where the deposit depth is known.
The post-processor will then output the deposit depth at these
points at the conclusion of a simulation. The deposit depth can
then be compared to field estimates of deposit depth.

Landslide velocities
Estimates of landslide velocities are generally made at specific
spatial points. These estimates are commonly of the maximum
landslide velocity at a given point in space, often based on super-
elevation measurements (e.g., Hungr et al. 1984; Prochaska et al.
2008), seismic records (e.g., Allstadt 2013), or video evidence (e.g.,
Sosio et al. 2008). To quantify velocity constraints, the spatial
coordinates of points where velocity estimates are available can
be input into the post-processor. Dan3D tracks the maximum
velocities simulated at each node during the simulation. At the
end of each simulation, the maximum velocity at each of the user-
specified points is output. These simulated velocities can then be
compared to field estimates of velocity.

Selection of standard deviation of a measurement
The standard deviation of a simulation constraint is a statistic that
quantifies the variability in the measurement error in the value of the
constraint. In order to evaluate Eqs. (5) and (8), we need estimates of
σk’s (k = 1, …,K), the standard deviations of the error components,
which quantify the degree of variability in the measurement error
associated with the value of a simulation constraint. For the simulation

constraints summarized above, selection of this statistic will require
subjective judgment. However, some guidance can be given by explor-
ing the source of errors. The two main sources of error are as follows:

1. The portion of the error that is a result of uncertainties in a
measurement;

2. The portion of the error that results from uncertainties in input
data as well as the model being an imperfect simulation of reality.

To understand the first source of error, consider the case of
estimating the velocity of a landslide from a superelevation measure-
ment. Prochaska et al. (2008) show that velocity estimates derived
from superelevations are subject to many sources of error. These
sources include estimating the radius of curvature as well as the
difficulty of distinguishing splash marks from true superelevations.
For some cases presented by Prochaska et al. (2008), velocity ranges
of 5 to 25 m/s appeared defensible. The standard deviation for this
constraint should be selected to account for this source of error. For
some superelevation observations, such as the Zymoetz River Rock
Avalanche (McDougall et al. 2006), the radius of curvature and
banking angle appear well-constrained and the error associated with
velocity estimates can be dramatically reduced.

An example of the second source of error is demonstrated in
the simulation of the trimline of the Zymoetz River Rock Ava-
lanche (Fig. 2b). Comparing Fig. 2a and b shows that Dan3D does
not perfectly reproduce the observed trimline (the value of the
trimline fitness is > 0). The observed trimline is derived from
accurate remote sensing data, and it is unlikely that this residual
is a result of measurement error. Instead, this residual results from
a host of sources that are difficult to rigorously quantify, including
uncertainties in pre-failure topography, volume and shape of the
initial failure, distribution and character of path materials, as well

Fig. 3 Overview of the coal mine waste flowslide and the field observations used for model calibration. Three images of the flowslide area are shown: a shows an image
of the source zone, b shows an image of the superelevation feature used to estimate flow velocity, and c shows an image of the highly mobile, channelized portion of the
flow. Photos: Hungr (2017) reproduced with permission
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as the assumptions used to derive the governing equations of
Dan3D. All of these sources of error contribute to the non-zero
trimline residual, detailed above.

Based on the discussion above, the following heuristics are
suggested for selecting the standard deviation of the simulation
constraints. The sensitivity of calibrated results to these values will
be discussed in “Applications of three case histories” and “Discus-
sion.” For quantities where simulation results and field estimates
can be directly compared, such as velocity, deposit distribution,
and deposit depth constraints, a best estimate and range of po-
tential values should be determined The standard deviation can
then be estimated by dividing the difference between the upper
and lower end of the range by four (with the assumption of
normally distributed errors, this corresponds to a 95% probability
that the estimated value lies within the estimated range).

For the trimline fitness metric, Aaron (2017) found that equiv-
alent fluid models can typically reproduce an observed trimline
with a residual of 25% (based on a database of 24 case histories).
Therefore, the standard deviation of the trimline fitness metric can
be estimated by:

σtrimline ¼ 0:25 Nones

2
; ð9Þ

where σtrimline is the trimline standard deviation, and Nones is the
number of ones in the trimline grid file.

Application to three case histories
The following sections detail the application of the new calibration
methodologies to three case histories. These include a coal mine
waste dump flowslide, the Frank Slide, and the Zymoetz River
Rock Avalanche. For all cases, the frictional rheology was used in
the source zone, and the Voellmy rheology was used along the
path. First, the coal mine waste dump flowslide is presented to
demonstrate the optimization method. Next, the Frank Slide is
presented to demonstrate the posterior analysis method. Finally,
these two methods are compared using the example of the
Zymoetz River Rock Avalanche. These cases demonstrate the ap-
plication of the new calibration methodologies, and provide novel
insights into the calibration process of equivalent fluid models.
For each of the case histories, we only calibrated the parameters
that govern the basal resistance, as entrainment volume was not
significant relative to the source volume in any of the case histo-
ries, and previous work has shown that simulation results are
insensitive to other user-specified parameters in Dan3D (Hungr
and McDougall 2009). The standard deviations used for the sim-
ulations, derived based on the methodology detailed in “Selection
of standard deviation of a measurement,” are shown in Table 1. An
overview of how each value in Table 1 was selected is provided in
the description of each of the individual case histories.

Coal mine waste dump failure
There have been numerous long runout flowslides originating on
coal mine waste dumps (e.g., Hungr 2017). Hungr et al. (2002)
back-analyzed the runout characteristics of 44 coal mine waste
dump flowslides using the equivalent fluid model Dan-W. They
found that the majority of cases could be simulated using a back-
analyzed friction angle of 21°. This value of bulk friction angle was
explained as an average resistance composed of both liquefied and
non-liquefied portions of the source mass. About 30% of the cases
analyzed by Hungr et al. (2002) required a two-rheology simula-
tion in order to accurately reproduce field observations. A fric-
tional rheology was used in the source zone, and the Voellmy
rheology was used along the path. The use of the Voellmy rheology
was justified because the failed material overran loose saturated
substrate, which can enhance mobility (Hungr and Evans 2004).

A well-documented coal mine waste dump flowslide that oc-
curred in British Columbia, Canada, has been back-analyzed using
the GML algorithm. An overview of this event is shown in Fig. 3.
The topography for this flowslide was digitized from a pre-event
topographic map. The initial volume of the failed material was
700,000 m3. An estimated 500,000 m3 (estimated range of 440,000
to 560,000 m3) deposited near the source zone shown on Fig. 3,
and 35,000 m3 (estimated range of 30,000 to 40,000 m3) deposited
near the toe. Velocity estimates of 17 m/s (estimated range of 13 to
21 m/s) were made based on a superelevation measurement at the
point shown on Fig. 3.

For this back-analysis, a two-rheology simulation was used,
with the switch corresponding to the boundary between the source
slope and the channel (shown on Fig. 3). This boundary corre-
sponds to the location where the flowslide overran loose, organic-
rich path material that was saturated by snowfall (Hungr 2017).
This back-analysis required the calibration of three parameters
(the friction angle in the source zone, and the two Voellmy pa-
rameters for the path), a difficult task to perform systematically
using trial-and-error calibration. Three different initial starting
guesses were tested in order to examine the uniqueness of the
calibrated parameters. The results of the calibration using the
standard deviations shown in Table 1 are shown in Table 2.

The standard deviations for this inverse analysis were selected
based on the procedure detailed in “Selection of standard devia-
tion of a measurement.” The trimline grid file contains 16,400 ones
resulting in a trimline standard deviation of 2050 using Eq. (9).
Using the deposit depth and velocity ranges given above, the
standard deviations for these three constraints were selected as
33,000 m3, 3300 m3, and 2 m/s for the source zone deposit, toe
deposit, and velocity constraint, respectively.

The best-fit simulation results are shown in Fig. 4. The best-fit
parameters were found to be 24° for the source material, and a
friction coefficient of 0.035 to 0.04 and turbulence coefficient of
500 to 1000 m/s2 for the channelized portion of the runout path.

Table 1 Standard deviations used for the three back-analyses

Case History Trimline (dimensionless) Velocity (m/s) Deposit Distribution (m3)

Frank Slide 750/1,360 - -

Zymoetz River 1,150 1 15,000

Coal Mine Waste Dump 2,050 2 33,300/3,300
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As shown in Table 2, regardless of the initial starting condition, the
model converged to similar parameter values, indicating that the
parameters are well resolved in this case. This result is also shown
in Table 3, which shows that the friction angle in the source zone
and the Voellmy friction coefficient along the path are correlated,
whereas the turbulence coefficient is well resolved (indicated by
low correlation with the other parameters). This low correlation is
due to the inclusion of a velocity constraint. The back-analysis of
the Frank Slide, discussed below, shows that when no velocity
constraints are available, the friction and turbulence coefficients
can be strongly correlated.

Frank Slide
The Frank Slide occurred in 1903 in Alberta, Canada, and
destroyed a portion of the town of Frank, claiming an estimated
70 lives (Cruden and Krahn 1978). An image of this event is shown
in Fig. 5. The volume of this rock avalanche has been estimated as
36 Mm3 (Cruden and Krahn 1978). This rock avalanche initiated
as a planar slide along a slope parallel bedding plane on the
eastern limb of Turtle Mountain (Cruden and Krahn 1978).
BGC (2000) and Read et al. (2005) list a number of possible
triggers for this event, including slope deformation due to coal
mining and above average precipitation in the months preceding
the event; however, no trigger has been definitively proven. After
failure, the Frank Slide descended the slopes of Turtle Mountain
and overran and entrained loose saturated sediments (Cruden
and Hungr 1986).

Equivalent fluid models have been used previously to back-
analyze the Frank Slide (e.g., McDougall 2006; Hungr et al. 2007).
The topography files used in the present analysis are the same as
those used in McDougall (2006) based on a post-event DEM
modified to reflect the pre-1903 conditions. Dan3D-Flex (Aaron

and Hungr 2016a), which accounts for the initially coherent stage
of motion, was used for this analysis. A coherent motion distance
of 500 m was selected, corresponding to fragmentation as the rock
avalanche vacated the source zone. A 15° bulk basal friction angle
was used in the source zone. This friction angle was selected to
ensure that the entire source mass vacates the source zone, and
was not treated as a calibrated parameter in the back-analysis.
Although empirical, this friction angle corresponds to the ultimate
strength measured by Cruden and Krahn (1978) along flexural slip
planes sampled from the debris of the Frank Slide. Both a posterior
and GML analyses were used to determine the best-fit parameters
for the floodplain material. The rheology change was implemented
at the toe of the slope to correspond with the location where the
mass encountered loose, saturated substrate.

The results of the posterior and GML analyses using the stan-
dard deviations shown in Table 1 are shown in Fig. 6. The standard
deviation of 1360 for the trimline fitness was estimated based on
Eq. (9), and the standard deviation of 750 was selected for com-
parison. Both the friction coefficient and the turbulence coefficient
are constrained by the back-analysis; however, many different
combinations result in the same trimline fitness. This is indicated
on Fig. 6 by the shape of the high probability zone derived from
the posterior analysis, as well as the dependence of the GML
results on the initial guess. Therefore, for the case of the Frank
Slide, the parameters are strongly correlated (parameter correla-
tion is described in “Method 1: optimization approach using the
Gauss-Marquart-Levenberg algorithm”). The reason for this cor-
relation is that there is only one simulation constraint (the impact
area); however, there are two calibrated parameters, resulting in
non-unique calibration results. As will be discussed in “Discus-
sion,” this has implications for using this case as a precedent for
forward prediction. Additionally, Fig. 6 shows that the calibration

Table 2 Calibrated parameters for the coal mine waste dump case history

Initial Parameters Calibrated Parameters Number of Model Runs

∅b = 21°

f = 0.04
ξ = 600 m/s2

∅b = 23°

f = 0.042
ξ = 460 m/s2

6

∅b = 30°
f = 0.1
ξ = 500 m/s2

∅b = 24.5°
f = 0.036
ξ = 1072 m/s2

48

∅b = 15°
f = 0.2
ξ = 500 m/s2

∅b = 24.8°
f = 0.035
ξ = 845 m/s2

41

Table 3 Parameter correlation matrix calculated for the coal mine waste dump at
the conclusion of the optimization analysis

Friction
Angle

Friction
Coefficient

Turbulence
Coefficient

Friction Angle 1 -0.80 0.30

Friction
Coefficient

-0.80 1 0.17

Turbulence
Coefficient

0.30 0.17 1

Table 4 Parameter correlation matrix calculated for the Zymoetz River Rock Ava-
lanche at the conclusion of the inverse model. The moderate correlation between
the two parameters reflects the fact that multiple parameter combinations can give
similar fitness results

Friction
Coefficient

Turbulence
Coefficient

Friction Coefficient 1 -0.59

Turbulence
Coefficient

-0.59 1
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results are relatively insensitive to the choice of standard devia-
tion. With larger standard deviations, the uncertainty in the values
of the calibrated parameters increases somewhat, due to larger
uncertainty in the values of the constraints.

Zymoetz River rock slide-debris avalanche
The Zymoetz River Rock Avalanche (ZRRA) occurred in 2002 in
British Columbia, Canada, about 18 km east of the city of Terrace,
B.C. An aerial photograph of this landslide is shown in Fig. 2. The

Fig. 4 Best-fit simulation results for the coal mine waste dump flowslide (“Discussion”). Top: deposit depths and impact area simulated by the model. The deposit in the
source zone and the distal runout distance are well reproduced. Bottom: maximum velocities simulated by the model. The velocity at the superelevation is reproduced

Fig. 5 Overview of the Frank Slide. The source zone as well as the blocky debris are visible
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landslide initiated as a slide in volcanic bedrock, with an initial
volume of about 900,000 m3. The landslide traveled about 4 km
down a sinuous channel, entraining an additional 500,000 m3 of
material (McDougall et al. 2006). This highly mobile landslide
severed a gas pipeline, resulting in an estimated indirect cost of
$30 million (Schwab et al. 2003).

This event has been described in Schwab et al. (2003), Boultbee
(2005), and Boultbee et al. (2006). A previous Dan3D back-analysis
of this event is provided in McDougall et al. (2006). In the present
analysis, three simulation constraints were used. These constraints
include the impact area, deposit distribution, and a velocity esti-
mate. The impact area of the landslide was determined from post-
event aerial imagery. A trimline grid file was created based on this
information, and is shown in Fig. 2. It was estimated that a volume
of 600,000 m3 deposited in the upper cirque basin, 200,000 m3 in
the channel (about 100,000 ± 30,000 m3 deposited downstream of
“C” on Fig. 2), and 600,000 m3 in the river at the bottom of the
channel (see Fig. 2 for the location of these deposit zones)
(Boultbee 2005). Figure 2 shows the location where the flow
rounded a bend and superelevated. Based on the forced vortex
equation, a velocity of 17 ± 2 m/s was estimated (Boultbee et al.
2006). A friction angle of 30° was used in the source zone, based
on McDougall et al. (2006), and both an optimization and poste-
rior analyses were performed to calibrate the parameters for the
path material. The methodology detailed in Section “Selection of
standard deviation of a measurement” was used to select the
standard deviations given in Table 1, based on the best estimate
and uncertainty values given above.

Application of the GML algorithm
The GML algorithm has been applied to the ZRRA to determine a
set of calibrated parameters. Figure 7 shows a contour map of the
values of the objective function (calculated from Eq. (5)), as well as
the optimization steps taken by the GML algorithm. Lower values
of the objective function indicate better agreement between model
results and observations. The parameter correlation matrix is
presented in Table 4. This matrix indicates that parameter corre-
lation (defined in “Method 1: optimization approach using the
Gauss-Marquart-Levenberg algorithm” as an estimate of the
uniqueness of the calibrated parameters) is moderate. Figure 7
shows that a range of parameter values from friction coefficients
of 0.095 to 0.11 and turbulence coefficients from 1300 to 1900 m/s2

all give similar fitness values. The moderate parameter correlation
is a reflection of this non-uniqueness.

Application of posterior analysis
The results of the posterior analysis using the standard deviations
shown in Table 1 are summarized in Fig. 8. In Fig. 8, the calculated
values of the residuals have been normalized to have a mean of
zero and standard deviation of one. This operation, which was
done by subtracting the mean of residuals and dividing by the
standard deviation (Hsieh 2009), results in dimensionless resid-
uals, facilitating easy comparison between the simulated values of
the various observed landslide features.

The contours of the normalized residual for the volume simu-
lated to deposit in the channel (Fig. 8c) show that this constraint is
insensitive to the turbulence coefficient. This result is because,

Fig. 6 Posterior probability density functions derived for the Frank Slide, as well as multiple simulations using relatively high probability parameters (A, B, C, and D). The
black outline shows the observed impact area and the orange outline shows the simulated impact area. The blue crosses show the starting point for the GML analysis, and
the blue diamonds show the final calibrated parameters
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when the Voellmy rheology is used, the friction coefficient deter-
mines the slope angle where material deposits. The contours of the
normalized residual of the velocity estimate (Fig. 8b) show that
this constraint is sensitive to both the turbulence and friction
coefficient, with the highest velocity corresponding to the lowest
resistance parameters.

The posterior density, shown in Fig. 8a, defines a narrow param-
eter range, with three peaks. These peaks are due to the non-linearity
in the velocity residual (Fig. 8b). If further simulation constraints
were available for this case (for example, additional velocity esti-
mates), the zone of best-fit parameters would likely shrink.

As can be seen by comparing Figs. 7 and 8, the results of the
GML algorithm agree with that of the posterior analysis approach,
as the GML algorithm determined the most probable parameters
set. The GML algorithm takes 42 model runs in order to converge
to the minimum value of the objective function, fewer than the 285
model runs needed to perform the posterior analysis.

Discussion
Both the GML algorithm and the posterior analysis approach can be
used to effectively calibrate equivalent fluid models for a given case.
In both procedures, model calibration is performed automatically,
and only needs minimal user intervention. Additionally, these algo-
rithms provide some assurance that the best set of parameters for a
given model parameterization has been found. The GML algorithm
can determine a set of best-fit parameters using relatively few model
runs (as compared to the posterior analysis approach). This is
because the GML algorithm makes use of model sensitivities (de-
scribed in “Method 1: optimization approach using the Gauss-
Marquart-Levenberg algorithm”) to efficiently explore the parameter
space, whereas the posterior analysis approach relies on a grid search
of the parameter space. The drawback of this approach is that
parameter non-uniqueness is difficult to assess, as compared to the
results of a posterior analysis.

The posterior analysis approach requires more model runs;
however, it can be used to evaluate the posterior distribution of
the calibrated parameters. This is useful as the posterior distribu-
tion provides information about the uncertainty in the calibrated
parameters and can be used to combine the results of multiple
back-analyses for probabilistic forward prediction (e.g., Aaron
2017). Therefore, when run times are feasible, it is recommended
that the posterior analysis approach be used.

For all cases tested so far, the calibration results are insensitive
to the methodologies used to quantify the simulation constraints.
Velocity, deposit depth, and deposit distribution are calculated by
the model, so these quantities can be directly compared with field
estimates. For impact area, one potential factor which may lead
results to be sensitive to the chosen methodology is a case where
reproducing the distal runout can only be achieved by dramatic
overpredicition of the runout in other areas. In such cases, it may
be useful to define separate metrics for over- and under-
estimation of deposition, which could then be weighted separately.
The calibration methodology presented in this paper can be easily
modified to include such a constraint if it should prove useful for
future analyses.

Unlike trial-and-error calibration, in which the user subjec-
tively interprets the results, the user of the proposed methods is
required to subjectively specify a covariance matrix as part of the
input procedure (guidelines for specifying this matrix are given
in “Selection of standard deviation of a measurement”). This
matrix explicitly quantifies uncertainty in measured values,
allowing for transparency when defining that a given model
residual is probable (a process implicit in subjectively
interpreting model results). At present, heuristics (detailed in
“Selection of standard deviation of a measurement”), supple-
mented by judgment, can be used to select this matrix. Figure 6
suggests that, for the case of the Frank Slide, the calibration
results are relatively insensitive to the choice of standard

Fig. 7 Optimization steps taken by the GML algorithm for the Zymoetz River Rock Avalanche, overlaid on the contours of the objective function. The red crosses show the
steps taken by the GML algorithm, described in “Method 1: optimization approach using the Gauss-Marquart-Levenberg algorithm.” For comparison, the rectangle denotes
the high probability zone determined by the posterior analysis (see Fig. 8)
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deviation. Future work could focus on developing an objective
methodology to define the uncertainty in the measured values of
the various types of back-analysis constraints. Additionally, the
added objectivity of the present approach comes at the expense
of more complexity in understanding and interpreting the results
of model calibration. However, these calibration methodologies
address the main limitations of trial-and-error calibration (listed
in “Background and motivation”).

The covariance matrix can be used to incorporate expert judg-
ment into the calibration process. This may become necessary in
the future, as the increased availability of pre- and post-event
digital elevation data could potentially result in a large number
of deposit depth measurements. Such a large number of measure-
ments may dominate the calibration process; however, the covari-
ance matrix can be selected to counteract this by giving each
measurement a high standard deviation. Additionally, features
can be assigned low standard deviations if it is desirable to more
accurately reproduce them, at the expense of accurate simulation
of other features.

The calibration results presented in Figs. 7, 8, and Table 2 for
the coal mine waste dump flowslide and Zymoetz River rock
avalanche have important implications for the use of equivalent
fluid models for both forensic back-analyses and hazard predic-
tion. By combining site investigation data with the back-analyzed
parameters, information can be inferred about the movement
mechanisms of these two extremely rapid, flow-like landslides.
As summarized in McDougall et al. (2006), the mobility of the
Zymoetz River rock avalanche can be explained based on two
mechanisms. In the source zone, strength was typical of that
expected for dry fragmented rock, resulting in a best-fit friction
angle of 30°. Along the path, interaction with saturated sediments
enhanced mobility. The analysis of the Zymoetz River case pre-
sented here shows that these back-analyzed strengths are unique,
supporting the interpretation detailed above. Similarly, the back-
analyses of the coal mine waste dump case study support the
hypothesis advanced by Hungr et al. (2002) and Hungr (2017) that
two mechanisms resulted in its dramatic runout. The first is partial
liquefaction of the material in the source zone, resulting in a bulk

Fig. 8 Zymoetz River Rock Avalanche calibration results. The posterior probability density function and normalized residuals of each simulation constraint are shown. High
probability zones in the parameter space correspond to areas where all three residuals are near zero. These zones are highlighted in red for the plots of normalized velocity
and volume residuals
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friction angle of ~ 24°. The second is interaction with saturated
organic material, which resulted in low strengths in the distal zone,
dramatically increasing the mobility of the event.

In both these cases, the calibration methodologies presented
here provided an efficient means of calibrating the model for
different parameterizations, and an objective way of comparing
the results. Therefore, more confidence can be placed in the
conclusions regarding the movement mechanisms of case
histories calibrated with these methodologies, as they are based
on a systematic, repeatable procedure. This approach was used in
Aaron et al. (2017) to infer movement mechanisms of the West Salt
Creek Rock Avalanche.

As shown by the Frank Slide example (Fig. 6), back-analysis
results with equivalent fluid models are often non-unique when
only the impact area is available as a constraint (a common
scenario in published back-analyses (e.g., Aaron and Hungr
2016b)). Figure 7 and Table 4 show that the inclusion of a velocity
constraint dramatically reduces this parameter non-uniqueness.
Parameter non-uniqueness presents a challenge when using these
models for forward analysis, as it may be unclear which parame-
ters should be used to make a forward prediction. This is a
problem that has been mentioned in the literature (e.g., Körner
1976; Hungr et al. 2005), but to our knowledge this problem has
not been quantitatively investigated. Through the use of a poste-
rior analysis (Fig. 6 and Fig. 8) or by interpreting the results of the
GML algorithm (Tables 2, 3, and 4), the calibration methodologies
presented in this paper can help model users identify and quantify
parameter non-uniqueness. Ongoing work is focused on explicitly
accounting for this source of uncertainty when predicting rock
avalanche motion.

One potential limitation of the two proposed calibration meth-
odologies is that they are ill suited for calibrating a large number
of parameters. Aaron (2017) applied these techniques to calibrate
as many as five parameters, however if calibration of 10’s of
parameters were desired then run times may get very slow. This
problem could be overcome with the use of the GML algorithm
and more sophisticated techniques to calculate model sensitivities
(e.g., Nocedal and Wright 2006).

Conclusions
Calibration of landslide runout models is conventionally per-
formed using a trial-and-error approach. This approach suffers
from four major weaknesses: it is time consuming, subjective, may
not explore the entire parameter space, and does not acknowledge
parameter non-uniqueness. This paper presents two calibration
methodologies, one based on an optimization algorithm and the
other based on a posterior analysis, that address these four weak-
nesses. With these methodologies, model calibration is more effi-
cient, repeatable, and objective. Ongoing work is focused on
applying this calibration methodology to a wide variety of case
histories, which will likely lead to the implementation of new
calibration constraints that are appropriate for a wide variety of
extremely rapid, flow-like landslides.
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Appendix A: Example Calculation
To illustrate the methodology introduced in “Methods,” consider
the example of the back-analysis of the Mt. Meager case history
presented by McDougall (2017). For clarity, we will ignore the
impact area feature in this example. Therefore, the vector of
features based on the field investigation comprises the values of

the two point estimates of velocity: yF ¼ 62 m
s ; 73

m
s

� �T
. For the

present example, we will use the model results obtained when the

parameter vector is b ¼ f ¼ 0:05; ξ ¼ 500 m
s2

� �T
;where model pa-

rameters that are not being calibrated have been omitted. When
Dan3D is run using these parameters, the simulated velocities can

be compiled in the vector yM bð Þ ¼ 70 m
s ; 75

m
s

� �T
. By differencing

yM(b) and yF, we can create the error vector r bð Þ ¼ 8m
s ; 2

m
s

� �T
.

To evaluate Eqs. (5) and (8), the covariance matrix ∑ must be
specified. Selection of the covariance matrix is discussed in “Se-
lection of standard deviation of a measurement,” but for now
assume that the covariance matrix is given by:

∑ ¼
5
m
s

� �2
0

0 5
m
s

� �2

0
B@

1
CA

Given the normality assumption, the interpretation of this
covariance matrix for the first super elevation bend is as follows.
We believe the best estimate of the velocity is 63m/s; however,
there is some measurement error associated with this estimate. We
are 70% sure that the velocity is between 57 and 67m/s, and 95%
sure that the velocity is between 52 and 72m/s. This measurement
error is quantified by using a standard deviation of 5m/s. The
results of evaluating the likelihood function (Eq. (4)) and the
GML objective function (Eq. (5)) for this parameter combination
are values of 1.6e−3 and 2.72, respectively.
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