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A B S T R A C T

Crystallization from solution is a ubiquitous process in a wide variety
of industrial fields, ranging from oil refining to the production of active
pharmaceutical ingredients. Particularly in the latter case, the size and shape
of the crystals produced strongly impacts all the downstream processes that
lead to the production of the commercially available tablet and its effect on
human body.

Therefore, it does not come as a surprise the large effort put into develo-
ping solutions that can be applied to selectively manipulate the habit and
size of the particles crystallized. The main goal of this work has been the
development and assessment of a new process, named the 3-stage process,
consisting of a cyclic combination of crystallization, milling, and dissolution
steps, to obtain high fraction of equant shaped crystals.

The results presented in this work deal with all the aspects required for
a comprehensive design and characterization of a new process, namely
the measurement tools specifically designed to characterize the product
properties of interest, the experimental characterization and mathematical
modeling of the physical phenomena underlying the single step operations
and the whole process, and the development of a strategy for the efficient
investigation of process feasibility under the constraints of limited amount
of information on compound properties available and reduced extent of the
experimental campaign. It has been shown that:

• a new stereoscopic opto-imaging setup for the accurate reconstruction
of particle morphology and the quantitative estimation of their charac-
teristic dimensions could be used for the comprehensive experimental
characterization of a continuous rotor-stator wet milling stage and for
the estimation of the kinetic parameters of its characteristic mathema-
tical model.

• a mathematical model for the 3-stage process, considering the plethora
of phenomena occurring from the single crystal to the process scale
and implementing physically-sound model parameters, could be used
for a first in-silico assessment of process feasibility and performance,
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highlighting how it could (in principle) be possible to produce crystals
with the desired specifications in terms of size and shape.

• through an extensive experimental characterization of the 3-stage
process, carried out according to the results obtained with the mat-
hematical model, it was possible to confirm the feasibility of the
proposed technology, showing however the strong dependence of the
outcome on compound specific properties.

• mathematical models, capable of capturing the fundamental physical
phenomena, can be used for the identification of characteristic process
trends and can act as a guideline for process design and development.

• it is possible to identify a set of four experiments which is the car-
dinal core of tests required to gain a first approximation of all the
possible process outcome, providing also enough information for
the estimation of the kinetic parameters of the model for the 3-stage
process.

The work reported in this thesis constitutes a thorough and comprehen-
sive analysis of the 3-stage process considering the effect of process variables
and compound properties on the final products, as well as the advanta-
ges and disadvantages of the implementation of the proposed technology
over more traditional alternatives, along with the possible approaches for
successful process design.
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S O M M A R I O

La cristallizazione da soluzione è un processo onnipresente in una grande
varietà di applicazioni industriali, partendo dalla raffinazione del greggio
per arrivare alla produzione di composti farmaceutici. In questo caso speci-
fico, la taglia e la forma dei cristalli prodotti influenza tutti i processi che
portano alla creazione delle pastiglie disponibili sul mercato e i loro effetti
sul corpo umano.

Di conseguenza, non stupisce la quantità di soluzioni sviluppate per il
controllo selettivo della morfologia e le dimensioni delle particelle cristal-
lizate. Lo scopo principale di questo lavoro di tesi è stato lo sviluppo e la
validazione di un nuovo processo, chiamato processo a 3 stadi, composto dal-
la ripetizione ciclica di stadi di cristallizazione, macinazione e dissoluzione
per ottenere particelle più squadrate.

I risultati presentati in questo lavoro trattano tutti gli aspetti coinvolti nel-
l’accurato sviluppo e caratterizazione di un nuovo processo, in particolare
gli strumenti di misura realizzati per misurare le proprietà di interesse, la
caratterizzazione serimentale ed i modelli matematici dei fenomeni fisici
alla base delle singole operazioni unitarie e del processo e lo sviluppo di
una strategia per uno studio efficiente della fattibilità di processo avendo a
disposizione un numero limitato di informazioni ed esperimenti. È stato
mostrato che:

• un nuovo setup stereoscopico basato su tecniche di imaging per la rico-
struzione della morfologia dei cristalli e la stima delle loro dimensioni
caratteristiche può essere usato per una caratterizzazione esaustiva
di uno stadio di macinazione in un mulino continuo con sistema
rotore-statore e per la stima dei parametri cinetici del corrispondente
modello matematico.

• un modello matematico per il processo a 3 stadi, che include tutti i
fenomeni dalla scala della singola particella a quella dell’intero proces-
so, può essere utilizzato per una prima valuatzione della fattibilità del
processo e delle sue prestazioni, evidenziando come sia in principio
possibile ottenere cristalli con le specifiche richieste.

v



• tramite una dettagliata campagna sperimentale, basata sui risultati
del modello matematico, è stato possibile confermare la fattibilità del
nuovo processo, nonostante la forte dipendenza del risultato finale
dalle proprietà specifiche del composto.

• modelli matematici, capaci di rappresentare la realtà fisica dei feno-
meni fondamentali, possono essere sfruttati per identificare i trend
caratteristici del processo e fungere da guida durante gli stadi di
design e sviluppo.

• è possible identificare un gruppo di quattro esperimenti che costitui-
scono l’insieme indispensabile di test richiesti per ottenere una prima
approssimazione di tutti i possibili prodotti ottenibili, fornendo anche
informazioni in quantità tale da permettere la stima delle cinetiche
del modello.

Il lavoro esposto costituisce una caratterizzazione dettagliata dell’effetto
delle variabili operative e delle proprietà del composto sul prodotto finale,
nonché dei vantaggi e degli svantaggi derivanti dalla implementazione del
processo a 3 stadi a scapito di alternative più convenzionali, così come degli
approcci utilizzabili per il design di processo.
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1
I N T R O D U C T I O N

Crystals are part of everyday life, being at the basis of common products,
such as ice-cream and medicines, as well as natural phenomena, like snow-
fall and stalactites. The macroproperties observable are strongly dependent
on the microstructure of the single crystals, since it determines how mole-
cules are incorporated on the surface and in the crystal lattice.

Crystallization is widely used in the chemical industry due to the pos-
sibility of obtaining highly purified and favorable form of a solid in a
single processing step from an impure solution, with energy requirements
significantly lower than those required by distillation or other purification
techniques.1 From a process point of view, the size and shape of crystals
are properties of great relevance, given their strong impact on the success-
ful and efficient performance of the downstream processes leading to the
manufacturing of the final product.2–5

Usually, the shape of a crystal, often called habit or form, can be dis-
tinguished in equilibrium and growth morphology. The first is the shape
adopted by a crystal, equilibrating with the surrounding environment,
aimed at minimizing the surface energy, while the latter is the shape de-
veloped when growth is the dominant phenomenon. The morphology is
determined by the symmetry of the internal crystal structure and the re-
lative growth rates of the facets of the crystal, which are related to the
surface integration of molecules on the surface. In crystallization processes,
operating conditions and non-idealities generally lead to the production of
particles whose size and shape are determined by the growth rates attained
by each facet, which might differ from one crystal to another. This means
that the process conditions and the process itself can be tuned in order to
selectively manipulate particle morphology and obtain crystals satisfying
the required specifications.

The main goal of this thesis is the design, characterization and deve-
lopment of a novel process, consisting in a combination of crystallization,
milling, and dissolution steps, for the selective manipulation and cont-
rol of crystal size and shape combining the experimental evidence with
simulations performed using physically-sound mathematical models.
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2 introduction

1.1 crystal shape manipulation

Given the relevance of particle morphology in the processing of solids,
throughout the years several approaches have been developed in order to
obtain particles with the desired shape. The different studies reported in
literature, highlight how milling represents currently the ubiquitous and
most effective process to change crystals’ morphology. Nevertheless, the
possibility of using in-line milling has been only partially explored and
without considering the morphology of the ground particles.6,7 Tailored
cooling profiles8–10 and additive addition11,12 are other approaches gene-
rally used for industrial applications. Temperature cycles, where dissolution
and crystallization stages are periodically repeated, have also been inves-
tigated to control the morphology of crystals,13–15 but they find limited
application at the industrial scale. Processes where temperature cycles are
combined with the use of additives have also been investigated,16 along
with the use of additives during milling to stabilize the particles and prevent
re-aggregation.17,18

The development of techniques for the selective manipulation of crystal
size and shape and the identification of their optimal operating conditions
heavily rely on the possibility of accurately measure and predict particle
morphology. To this aim, mathematical models, accurately describing the
crystal habit, are a fundamental requirement. While abundant literature can
be found for models and experimental procedures for the characterization
of particles with a single characteristic dimension, there is a significant lack
of knowledge concerning particles with non-equant shapes, with a very
limited number of works focusing primarily on simulation studies.19–22

In this work, we develop and investigate a combined crystallization,
milling, and dissolution process aimed at producing more equant crystals
and a monodispersed powder. The main idea underlying this technology is
exploiting the crystallization step to recover the solute from the solution
and allow crystals to grow. The particles are subsequently ground in a
continuous rotor-stator wet mill to reduce selectively their length and
the suspension is therefore heated, in a dedicated and separate stage, to
dissolve the fines formed during the wet milling step. These three steps are
repeated until the final conditions are reached. The challenges lying in the
development and characterization of this process are the lack of suitable
measurement tools, mathematical models, and experimental evidence to
support process design. All these aspects are tackled individually and
in detail in the different chapters of this thesis. In particular, in this first
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chapter, an in-house built imaging based measurement setup is presented,
as it constitutes the basis for all the mathematical models and experimental
activities presented in this thesis.

1.2 measurement device : the µ-disco

A major challenge of imaging-based particle sizing techniques is the depen-
dence of the observed particle size on the orientation of the particle under
inspection with respect to the camera. These orientation-related issues can
be mitigated by means of a multi-camera setup which provides particle
projections from different angles. The previously published stereoscopic
imaging setup, henceforth referred to as FTC,23 uses a dual-projection
technique capable of merging particle size information provided by two
cameras into nD PSSDs. This feature yields a more accurate measurement
than what single-view setups can provide.24 However, the major drawback
of the FTC is its bulky mechanical design (126×126×90 cm), making it
vulnerable to vibrations during image acquisition. Moreover, the Xenon
flashes employed required additional optics to provide collimated light;
Also, a square flow channel assembled by gluing four sapphire glass win-
dows held by a brass holder was used, making maintenance of the device
cumbersome.

Based on the issues described above, a more compact version of the
optomechanical setup (80×74×42 cm) was developed with the goal of
overcoming the problems associated with the FTC. The smaller setup des-
cribed, henceforth referred to as dual imaging system for crystallization obser-
vation (µ-DISCO), fits into a standard laboratory hood and is less vibration-
susceptible during operation. A schematic of the new setup is shown in
Figure 1.1; it consists of two monochrome CMOS cameras (Point Grey
Research, Canada) in an orthogonal configuration with telecentric optics
(Opto Engineering, Italy) resulting in an orthographic projection with very
low spatial distortions (<0.1 %). The camera-lens system provides a field
of view (FOV) of 2.41×2.02 mm at a nominal magnification of 3.5x. Two
high-power, telecentric LED illuminators (Opto Engineering, Italy), which
emit collimated chief rays parallel to the optical axis produce high contrast
silhouettes of particles passing through the flow channel. The whole setup
is mounted on an optical rail cross-construction. Manual XYZ-translation
stages (Newport Corporation, USA) that allow high precision alignment
of the two cameras, and a rotation stage (Newport Corporation, USA) that
allows orienting the parallel illumination beam, are used. A microcontroller
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Figure 1.1: Schematic of the new dual imaging system for crystallization observa-
tion (µ-DISCO). The suspesion flowing from the reactor through the
flow channel (D) is back-light illuminated using two telecentric illumi-
nators (B). The suspension is photographed using two digital cameras
(A) with telecentric optics (C). The camera, lens and the illuminator
system are mounted orthogonally on an optical rail construction.

(Atmel, USA) running in-house software provides an external trigger signal,
which enables a synchronized image acquisition from the cameras.

The introduction of the new cameras allows to operate the µ-DISCO
either in a standard mode, with a constant low frame rate (1–7 Hz), or in
a burst mode, with higher frame rates up to 75 Hz. The burst mode is
particularly useful for capturing processes with fast dynamics, such as
dissolution. In standard mode, the µ-DISCO can be operated either online,
that is, the image processing is performed in real-time, or offline, where the
image processing is performed after the image acquisition for the entire
measurement period. The cameras are connected to high-speed USB 3.0
ports and controlled with custom drivers implemented using the FlyCapture
SDK (Point Grey Research, Canada).

The suspension is sampled from the reactor using a peristaltic pump
(Watson-Marlow, Inc., UK) and flows through a single piece quartz square
channel (FireflySci, Inc., USA) embedded in an insulated sampling loop.
The cross-section of the flow channel is 2× 2 mm and incorporates the
two transitions between the circular tubing and the square channel at both
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ends. A one-piece flow channel is superior to the old channel, because of a
reduced risk of leakage and a completely eliminated risk of dissolution of
the glue used to hold the channel.

1.3 image analysis pipeline

A multi-step, in-house developed image processing approach (illustrated in
Figure 1.2) for extracting contours of particle silhouettes (Section 1.3.1 and
Section 1.3.2), reconstruction of particle shapes in 3D (Section 1.3.3), and
shape classification of the particles (Section 1.3.4) is presented.

In the following a brief and comprehensive description of the steps from
B to F is reported for the sake of clarity and completeness.

1.3.1 Step B: Adaptive background subtraction

After the acquisition of a stereoscopic image pair, an adaptive background
subtraction step25,26 is applied to both images in order to remove stationary
content from the images such as dust, dirt or scratches on the flow cell,
which tend to increase as the cell ages. The idea behind this technique is

A B D E F

Stereo image 
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Contour extraction
and contour

matching

1 2

3D reconstruction
and extraction of
2D/3D features

Quasi-equant

Needle

Sphere

Platelet

Non-convex

1

2

C

Adaptive 
background 
subtraction

nD PSSD 
reconstruction

Automated classification
into generic shape models

Figure 1.2: Illustration of the multi-step image processing approach, including
the adaptive background subtraction (B), a contour matching algo-
rithm (C), 3D shape reconstruction (D), and the automated shape
classification of reconstructed particles (E). The result of this proce-
dure is an nD particle size and shape distribution (PSSD) for each
generic shape model.
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to generate a foreground mask of pixels belonging to moving objects by
estimating the stationary background of the scene, which can be subtracted
from successive images. The subtraction of a new frame with the estimated
background model results in a difference frame containing only moving
objects, i.e., objects that appear new in the image.

1.3.2 Step C: Contour extracting and contour matching

This processing step identifies whether pixels in the image either depict
a crystal or if they belong to the background. Given the difference image
from the previous background subtraction step, we compute a binary
image that labels every pixel as either foreground or background. Being
the simplest and fastest segmentation algorithm, we use thresholding and
classify all pixels by means of a global threshold τ ∈ [0, 1] found using a
photometric calibration involving spherical latex beads (Beckman Coulter,
USA) with a nominal diameter of 90 µm. It is a well-known fact that
thresholding is prone to noise because the classification of each pixel is
independent of its direct neighbors. Therefore, the segments might not
be contiguous or contain holes. In order to cope with this problem, a
median filter with window size of 5× 5 pixels is applied to G(x, y, tk) after
segmentation, followed by a morphological opening and closing operation
with a rectangular structuring element with the size of 13 pixels.27 These
operations reduce noise and close thin concavities in the binary mask.
In a successive step, the contour of the particle silhouettes is extracted
using a boundary tracing algorithm.28 Contours containing less than 50

connected pixels are considered to be below the optical resolution of the
camera-lens system and are thus excluded from further analysis. Contours
intersecting the image boundaries are discarded as they cannot provide
an accurate size measurement of the corresponding particle. All image
processing operations are implemented using the open source computer
vision library OpenCV.29

1.3.3 Step D: 3D reconstruction and extraction of 2D/3D features

The aim of this processing step is to find spatial correspondences between
silhouettes on the two stereoscopic images that originate from the same
crystal. The matching is performed based on conditions imposed on (i)
the absolute difference in the zw-coordinate (red axis of Figure 1.3 of the
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A B C D

Figure 1.3: Volume intersection method used for the 3D reconstruction of parti-
cles being imaged by the two cameras. (A) and (B) show the volumes
spanned by the two silhouettes, VA (red silhouette) and VB (blue
silhouette); (C) illustrates the intersection of VA and VB; (D) shows
the final reconstructed visual hull V = VA ∩ VB.

contour centroids, and (ii) absolute or relative differences in the upper and
lower zw-coordinates of the bounding box of the contour.

In the first step, pairs of contours that satisfy the centroid threshold
from the two matched stereoscopic images are checked for difference in
the zw-coordinate of the bounding box. On the one hand, if a pair of
contour satisfies the threshold for absolute difference of the zw-coordinate,
it is considered to be matched. While on the other hand, if the absolute
difference threshold is not met, but the the relative difference threshold is
satisfied, the contour pair is considered to be matched and is subjected to
further image processing steps.

For the classification of crystals based on shape, a 3D volumetric model
of each crystal is required from which shape attributes can be extracted and
used in the context of shape classification. Shape-from-Silhouette (SFS)30

is a popular technique for the shape estimation of an object from a set of
calibrated silhouette images. The reconstruction obtained with this method,
henceforth referred to as visual hull (VH), is the intersection of the projective
sets (silhouette cones) obtained by unprojecting all camera-aligned silhou-
ette images into 3D space. Since object concavities can only be recovered if
they are visible in at least one of the silhouettes, the VH can be regarded as
an upper bound of the actual object shape.

Due to its efficient implementation, the volume-based approach31 is the
selected method for the reconstruction of the visual hull in this work. With
the two orthogonally aligned cameras, V can be computed by the volume
intersection V = VA ∩ VB of the two silhouette cones, VA and VB, each
representing a discretized volume spanned by the two projected silhouettes
as illustrated in Figure 1.3. A limitation of the exploited method in the given
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application is the dependence of the reconstructed VH on the orientation
of the particle with respect to the cameras. With only two cameras, the
shape of the VH might be ambiguous, e.g., a needle-like particle cannot be
distinguished from a platelet-like particle when it is oriented in a 45

◦-angle
with respect to both cameras. This ambiguity also affects the reconstruction
of flat, platelet-like particles, where certain orientations can lead to non-
platelet shaped reconstructions.

1.3.4 Step E: Particle classification

The measurement of the particle size by means of imaging methods requires
a size metric capable of adequately representing the characteristic size of
the particle to be measured. Finding such a suitable metric requires prior
3D shape information of the particle before particle sizing is performed.
In the context of this work, the task of classifying the shape of a crystal
consists of assigning a generic shape model to each particle recorded by
the stereoscopic camera setup, and hence categorizing crystals into shape
groups that share certain geometric properties.

In general, one can distinguish between physically based morphological
particle models and generic particle models. The first class of models uses
crystallographic data and aims at reflecting the morphology of an ideal
crystal as accurately as possible.23 In contrast, generic particle models
aim at simplifying the shape of the crystals as much as is sensible for a
given application. The faces of crystals are not necessarily respected using
such an approach and only the macroscopic form is considered. Following
the definition of Schorsch et al.,23 the generic model particles sphere and
needle are distinguished, along with the new classes quasi-equant, platelet,
and non-convex. Note that the non-convex class strongly resembles the
class denoted by the term agglomerate in the work by Ochsenbein et al. to
describe agglomerates of needle-like crystals.32 In this work, however, the
more general term non-convex is used since this label is restricted not only
to the agglomeration of needle-like crystals. The non-convex label in the
context of this thesis might also include overlapping particles which exhibit
non-convex shape, thus making it difficult to distinguish them from real
agglomerates.

The set of generic shapes distinguished in this work is illustrated in
process step E of Figure 1.2. Members of the sphere class are spherical objects
(spheroids), which can be described with a diameter, L1, only. Elongated,
needle-like particles are described by the needle class whose characteristic
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dimensions are approximated by a cylindrical shape with length, L1, and
width, L2, where L1 � L2. The class quasi-equant consists of regular, non-
spherical particles, for which L1 ≥ L2 ≥ L3 can be assumed, as for instance
in the case of cuboid shaped crystals. The platelet class describes flat-shaped,
tabular objects like platelet crystals, for which L1 ≥ L2 � L3 is assumed.
The non-convex class is intended for the detection and classification of crystal
agglomeration events yielding irregularly shaped particles.

Once the single particle has been assigned to its shape class, it is possible
to calculate its dimensions. Two classes are considered in this thesis, the
quasi-equant and the needles, as the appearance of objects of other nature
has to be considered an experimental artifact.

The method for calculating L1 and L2 of needle-shaped particles from
two orthogonal projections is identical to the one presented by Schorsch et
al.33

The sizes of quasi-equant particles are calculated based on the non-
oriented bounding box enclosing the reconstructed 3D VH. The bounding
box volume is calculated by VBB = abc, where a ≥ b ≥ c ≥ 0 are the length,
width and height of the bounding box. For the purpose of satisfying the
intuitive geometric relationship VVH = L1L2L3, the characteristic size is
obtained by scaling the bounding box dimensions by a constant factor, i.e.
L1 = m · a, L2 = m · b, and L3 = m · c, where m = 3

√
VVH/VBB and VVH is

the volume of the reconstructed VH.

1.3.5 Step F: nD PSSD reconstruction

The particle size and shape distribution (PSSD) can be reconstructed based
on the number of descriptors chosen and is represented by a 1D, 2D, or
3D, discretized and normalized number- and volume-weighted density
distributions. In order to obtain a PSSD from the sizes measured with the
µ-DISCO, a binning procedure is employed along the different characteristic
lengths. A linear grid with fLx bins of size ∆Lx, where x = 1, 2 or 3, is used
to obtain the PSSDs. Only a 2D PSSD is considered in this subsection, as it
is the one used throughout the work described in this thesis. The number
of particles in each bin, denoted by Ni,j is counted and is related to the
continuous distribution, n(L1,L2) as

Ni,j =
∫ L

2,j

L
2,j−1

∫ L
1,i

L
1,i−1

n(L1, L2)dL1 dL2 (1.1)
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The moment of a 3D PSSD can be used to evaluate the properties of
interest, such as the characteristic lengths and broadness of the distribution,
is defined as

µi,j =

∞∫
0

∞∫
0

Li
1
Lj

2n(L1, L2)dL1 dL2 (1.2)

The discretized normalized number- and volume-weighted distribution,
n̂i,j and n̂V

i,j, respectively are approximated to consider the effect of the
number and size of bins and are given by the following equations

n̂i,j =
Ni,j

∆L1∆L2

fL1

∑
i=1

fL2

∑
j=1

Ni,j

(1.3a)

n̂V
i,j =

L
1,iL

2
2,jNi,j,k

∆L1∆L2

fL1

∑
i=1

fL2

∑
j=1

L
1,iL

2
2,jNi,j

(1.3b)

where, L
1,i and L

2,j are the size corresponding to the bin’s pivot along the
two characteristic lengths, respectively. It is worth noting that the number-
and volume-weighted densities, are further normalized with the mode of
the respective distributions which is used for the PSSDs presented in the
thesis.

1.4 structure of the thesis

This thesis aims first of all at developing all the mathematical equati-
ons required to quantitatively model every aspect of the 3-stage process,
spanning from the ensemble of crystals and the single unit operations to
the evolution of the size and shape of particles throughout the different
cycles. Subsequently, we develop experimental protocols to perform experi-
ments to collect accurate and reliable data, using the µ-DISCO presented
in Section 1.2, that are used first to characterize the basic phenomena un-
derlying each stage and to estimate the kinetics of the mathematical model,
and then to describe the 3-stage process itself.

In Chapter 2 a comprehensive experimental and theoretical investigation
for the quantitative description of the breakage of needle-like crystals of β
L-Glutamic acid in a continuous rotor-stator wet mill, considering both the
properties of the single crystals and the operating conditions, are carried
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out. Based on the data acquired, the characteristic kinetic parameters of
the model are estimated, thus obtaining a simulation platform for the
quantitative prediction of product properties.

In Chapter 3 the mathematical model for the 3-stage process, capable of
tracking the evolution of the whole ensemble of crystals, is presented and
used for a thorough in-silico investigation of the broad design space for the
assessment of process feasibility. Furthermore, the simulations are used to
understand the effect of each operating conditions on the properties of the
products and to make a comparison with more conventional processes for
the sake of completeness.

Chapter 4 reports the results of the model-driven experimental campaign
performed to investigate the outcome of the 3-stage process using β L-
Glutamic acid. First, the laboratory rig is presented. Then, the operating
conditions of interest are investigated by means of specifically designed
sets of experiments. Finally, an experiment performed adopting heuristic
optimum conditions is carried out and compared with the outcome of a
single cooling stage, both with and without final milling, to highlight the
benefits derived from the application of the newly developed process.

Chapter 5 reports in detail an experimental protocol for the thorough
characterization of the outcome of the 3-stage process when it is applied
to a compound for which only the solubility is known. First, a set of
experiments, constituted by the minimum possible number of tests, is
identified by analyzing process simulation results and performed using
γ D-Mannitol. Based on these four experiments, the achievable region,
constituted by all the possible process outcomes, is identified and used
to estimate the characteristic kinetic parameters of the model for further
process development.

Finally, Chapter 6 reports conclusions on the whole work and an outlook
concerning the different aspects considered.

Please note that this is a thesis by published works and, as such, the
contents of the different chapters coincide with that published in a number
of peer reviewed journals.34–37 Each chapter can be viewed as a standalone
piece of work, for which all the necessary definitions are provided within
the corresponding section.





2
E X P E R I M E N TA L C H A R A C T E R I Z AT I O N A N D
M AT H E M AT I C A L M O D E L I N G O F B R E A K A G E O F
N E E D L E - L I K E C RY S TA L S I N A C O N T I N U O U S
R O T O R - S TAT O R W E T M I L L

2.1 introduction

Crystallization is of key importance in the fine and pharmaceutical industry,
where the active pharmaceutical ingredients are recovered from a solution.
The crystals thereby produced are further processed to manufacture the
tablets available on the market. The type and amount of downstream pro-
cesses employed strongly depends on the morphology of the crystallized
particles. Furthermore, the impact of shape is particularly relevant on the
filterability and compactability of the produced powder, for example by
affecting its mechanical and chemical stability. Particularly in the pharma-
ceutical industry, needle-like crystals are highly undesirable products of the
crystallization step, since they are characterized by very poor flowability
and are inclined to the formation of significant amounts of fines when
treated. Along with the shape also the polydispersity of product properties
heavily influences the processing of the powder. Several authors38–40 high-
lighted how the performance of filtration processes depends on the particle
habit and the crystal size distribution. It is in this framework that several
efforts were made in the last years in order to find operating conditions
and process strategies that could help in properly manipulating the shape
of crystals. An accurate tuning of the morphology of particles and their
distribution might in fact be helpful to better operate the downstream
processes, thus eventually allowing to significantly reduce the duration of
the whole manufacturing process.

Nowadays a large majority of processes in the pharmaceutical and food
industry include a stage where mechanical action is applied in order to
reduce the particle size and to obtain more equant crystals. Breakage is

Salvatori F. and Mazzotti M., Experimental characterization and mathematical modeling of
breakage of needle-like crystals in a continuous rotor-stator wet mill, Crystal Growth & Design,
2018, – (–), XXX-XXX.

13



14 comprehensive characterization of breakage processes

mainly performed in different types of mills and is viewed as part of the
downstream process. To reduce heating, thus possible decomposition, of the
solid particles, wet milling devices, where the whole particles suspension
flows through the grinding chamber, are used. Given their importance in
industrial applications, a lot of effort has been made by several authors to
characterize different aspects of grinding processes, such as the effect of mil-
ling on crystals properties, i.e. surface properties or loss in crystallinity.41,42

Others22,43,44 propose mathematical models to improve the understanding
of the underlying mechanisms of particles breakage and therefore to obtain
a better control on the outcome of this process.

Population balance equations (PBE)45 allow, under specific mixing as-
sumptions for the particle slurry, to describe the time evolution of the whole
ensemble of crystals. These models include specific terms to describe the
different phenomena occurring during crystallization, from nucleation to
agglomeration. The main advantage of this approach is the possibility of
achieving a good compromise between simplicity and detailed characteri-
zation of the fundamental mechanisms. Several examples of this model, as
well as of correlations for the description of the kinetic parameters in the
population balance equation, are available in the literature.46,47 Currently
most of the models available are not considering the evolution of shape
of crystals during breakage, also due to the limited amount of suitable
enhanced imaging devices commercially available. Nevertheless, in the past
few years, several efforts have been made to characterize particle morpho-
logy by means of other descriptors, such as roundness, or to improve the
daughter distributions to better characterize fragments distribution.48–50

It is in this framework that we aim at developing a new morphological
population balance equation model, capable of tracking the evolution of
the size and shape of the single crystals and to quantitatively simulate
the particle size and shape distribution, a feature hardly achieved before,
of the product powder under a broad range of operating conditions, in a
continuous rotor-stator wet mill. To this aim, new constitutive equations
are developed to correctly take into account and to model the physics un-
derlying the different phenomena occurring in the process. These equations
include those needed to describe how fast the particles are breaking, as
well as those describing the formation of new fragments, particularly their
number, size, and shape. The equations presented in this work consider the
evidence already collected for the effect of size and shape in the models
available in literature and further build on it to quantitatively describe
the macroscopic physics of grinding processes. The population balance
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equation developed is based on measurable quantities, i.e. the sizes of the
crystals, instead of hardly quantifiable properties of the particles.

The development of the new mathematical model is based on a thorough
experimental characterization of the system, where several properties of
the products are analyzed. A detailed experimental campaign is carried out
performing different sets of experiments aimed at investigating the effect of
the different operating conditions on the product properties. The results
collected can be used at first for an understanding of the process and then
as a training set for the quantitative estimation of the model parameters.

The chapter is organized as follows. In Section 2.2 the theoretical bases
of the model we developed to describe breakage of needle-like particles
and the fitting procedure used to estimate the parameters characteristic of
said model are reported. Section 2.3 describes the materials and the experi-
mental procedure adopted in the laboratory activity required to validate
the proposed model. In Section 2.4 the outcome of the extensive experi-
mental campaign aimed at investigating the effect of different operating
conditions on the milled crystals will be reported and analyzed in detail.
In Section 2.5 conclusions and final remarks regarding the obtained results
will be presented.

2.2 mathematical model

In this work, a mathematical model for the quantitative description of
the breakage of needle-like crystals in a continuous rotor-stator wet mill is
proposed, based on morphological population balance equations (MPBEs),45

which describe the evolution of the multidimensional crystal distribution
of an ensemble of crystals under the action of different mechanisms.

2.2.1 Crystal and particle ensemble models

The description of the crystalline size and shape by means of a mathema-
tical model with a reduced number of features is of great interest for a
quantitative description of crystallization processes. The model adopted for
the single crystal should be able to capture the characteristic multi-faceted
nature of the crystals themselves while enabling feasible computational
burden in the context of process simulations. To comply with these requi-
rements and in line with the quality and the type of data collected with
the µ-DISCO, an in-house developed stereoscopic dual-camera imaging
setup described in detail in Section 2.3.3, the generic particle model, as
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suggested by Schorsch et al.23 and following the implementation of Rajag-
opalan et al.,51 is adopted. Here, needle-like crystals are assumed to be
cylinders with length L1 and width L2. Based on the values exhibited by the
individual particles, the particle size and shape distribution of the ensem-
ble n(L1, L2)dL1dL2 is calculated. For a better visualization, the function
n(L1, L2)dL1dL2 is plotted in the L1L2-plane as contour lines, along which
the function n(L1, L2) attains constant value.

2.2.2 Population balance equation for milling processes

The possibility of tracking the evolution of the size and shape of an ensemble
of crystals subject to different mechanisms is required for the model-based
design and optimization of crystallization processes aimed at tuning pro-
duct properties. In this framework, the morphological population balance
equations represent a vital tool. Unfortunately, only a small number of
works46,48,49 focuses on breakage of complex-shaped crystals, due to the dif-
ficulties in describing the size and shape of the particles and their fragments
and to the lack of established measurement tools providing quantitative and
accurate information on the particle morphology of ensembles of crystals.

The morphological population balance equation that we use to describe
a continuous rotor-stator wet mill at steady-state, in the case of perfectly
segregated flow (i.e. the grinding chamber is assumed to be a tubular
apparatus), constant supersaturation, and isothermal conditions, reads as:34

∂n(L1, L2, τ)

∂τ
= B1 + B2 − D (2.1)

B1 =
∫ ∞

L1

K1(x, L2)n(x, L2, τ)g1(L1, x)dx (2.2)

B2 =
∫ ∞

L2

K2(L1, y)n(L1, y, τ)g2(L2, y)dy (2.3)

D = K1(L1, L2)n(L1, L2, τ) + K2(L1, L2)n(L1, L2, τ) (2.4)

n (L1, L2, τ = 0) = n0 (L1, L2) (2.5)

Here, it is assumed that particles can break only along one characteristic
dimension during each breakage event, in line with the assumption of
breakage in two fragments only. Simultaneous fracture along both L1 and
L2 can be correctly described by two subsequent breakage events along
one and along the other single dimension. In Equation 2.1, n(L1, L2, τ) is
the number density crystal size and shape distribution, defined on the
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internal coordinates L1 and L2, corresponding to the characteristic particle
descriptors, at the residence time τ. The term D appearing on the right
hand side of the equation is called the death term, representing the number
of particles of size L1 and L2 broken per unit time, while B1 and B2 are the
so-called birth terms corresponding to the formation of crystals of size L1
and L2 through the breakage of larger particles along L1 and L2, respectively.
The quantities K1 and K2 are the breakage frequencies, alas the number of
breakage events occurring along each characteristic dimension per unit
time, while g1(L1, x) and g2(L2, y) are the daughter distributions, describing,
according to the mechanism of the breakage event, the size and shape of
the newly formed fragments. Specific mathematical models, along with
a thorough analysis of the effect of the different parameters appearing in
each of them, are derived for the constitutive equations appearing in these
terms in the following sections.

Two different approaches can be adopted to this aim. The first would
require the quantitative description of solid and fracture mechanics at the
scale of the individual crystals. The second approach, which is adopted
in this work, uses empirical relationships that capture the key physical
effects and trends. This type of equations allows to include characteristic
features of the fundamental mechanisms underlying breakage events, while
reducing the modeling effort.

2.2.2.1 Breakage frequency

The rate at which particles are broken depends not only on the conditions
at which grinding is carried out, but also on the crystal morphology. To
capture this, the constitutive equations presented in this work for the
breakage frequencies are the product of three terms as follows:

K1 = o1(z) f1 (L1) h1 (Φ) (2.6)

K2 = o2(z) f2 (L2) h2 (Φ) (2.7)

The functions depend on the following vector of model parameters:

p = [p11, p12, p13, p14, p21, p22, p23, p24] (2.8)

The function oj(z) depends on the set of operating conditions of the
process, that we identify with the vector z, consisting for instance of the
suspension density. In this work, the only operating condition considered
in z is the rotor speed θ, while the effect of the suspension density ρS is
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assumed to be negligible in the range investigated, hypothesis that will
specifically be verified in Section 2.4.1.2. The proposed functional form is:

oj(z) = pj1EM = pj1

(
1
2

mMv2
)
= pj1mM (θrM)2 (2.9)

where the function oj(z) represents the fraction of kinetic energy transfer-
red from the rotor to the crystals thus causing the particles to break, while
mM is the mass of the rotor, rM is its radius, and pj1 is a fitting parameter
(i.e. it accounts for non-idealities, fraction of energy transferred from the
mill to the crystals, etc.).

The function f j
(

Lj
)

appearing in Equations 2.6 and 2.7 takes into account
the effect of the length of crystals on their fracture. Due to the higher
stresses generated in larger particles when a force is applied, it is intuitive
to assume that the breakage frequency must be directly proportional to the
size Lj of the crystals.52 However, the breakage of particles becomes less
and less favorable the smaller the particle is. Below a certain dimension,
typically called grinding limit, the breakage no longer occurs. In order to
take into account both these effects the suggested functional form is:

f j
(

Lj
)
=

( Lj

Lref,1

)pj2
(

1 + exp
(
−

Lj − pj3

Lref,2

))−1

(2.10)

where Lref,1 = 1000 µm and Lref,2 = 1 µm. While on the one hand
the choice of these values is arbitrary, on the other it reduces numerical
problems when implemented in the model for process simulations.

Other than size, also the aspect ratio of the particle, i.e. Φ = L1/L2, plays
a crucial role in determining its breakage frequencies; the function hj (Φ) in
Equations 2.6 and 2.7 takes this into account. In particular, it is obvious that
particles with the same length L1 will break more (less) likely lengthwise
the thinner (thicker) they are, i.e. the larger (smaller) is their aspect ratio
Φ. To account for these effects, the functional form chosen for h1 (Φ) is
monotonically increasing with Φ, but reaches a finite value as Φ reaches
very large values:

h1 (Φ) =
Φ

Φ + p14
(2.11)

Similarly we define h2 (Φ) as:

h2 (Φ) =
p24

Φ + p24
(2.12)
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By combining the three terms defined above, Equations 2.6 and 2.7 can
be recast as:

K1 = p11mM (θrM)2
(

L1

Lref,1

)p12
(

1 + exp
(
− L1 − p13

Lref,2

))−1 Φ
Φ + p14

(2.13)

K2 = p21mM (θrM)2
(

L2

Lref,1

)p22
(

1 + exp
(
− L2 − p23

Lref,2

))−1 p24

p24 + Φ
(2.14)

Figure 2.1 shows the effect of parameters p12, p13, and p14 in Equa-
tion 2.13. The parameter p12 determines not only how strongly the breakage
frequency depends on the length L1 of the crystal, but also the type of
dependence, as observed in Figure 2.1 (a). The parameter p13 determines,
along with its functional form, a range of sizes L1 centered in L1 = p13,
below which breakage no longer occurs; Figure 2.1 (b) shows the effect of
this parameter on the value of K1. The parameter p14 determines the shape
of the crystal for which, given the length-to-width ratio Φ, the breakage
along L1 becomes unfavored when compared to that along L2, as shown in
Figure 2.1 (c). Figure 2.1 (d) and (e) show possible contour lines for the bre-
akage frequencies K1 and K2, respectively, in the L1 − L2 plane. The shape
of these contour lines, as well as the value of the breakage frequencies, can
be adapted in order to quantitatively describe the experimental evidence
by fitting the values of the different parameters appearing in Equations 2.6
and 2.7 to a set of dedicated data.

2.2.2.2 Daughter distributions

The daughter distribution gj(Lj, x) is the function that, according to the
breakage physics, describes the size distribution of the fragments formed
after the breakage of a crystal of initial size x. In the model developed in
this work, breakage along each characteristic dimension occurs according
to the corresponding underlying daughter distribution. Each daughter
distribution function for a cylindrical particle is subject to the two following
constraints, as reported here for both g1 and g2:
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∫ x

0
g1(L1, x)dL1 = 2 (2.15)∫ x

0
L1g1(L1, x)dL1 = x (2.16)∫ y

0
g2(L2, y)dL2 = 2 (2.17)∫ y

0
L2

2g2(L2, y)dL2 = y2 (2.18)

Equations 2.15 and 2.17 impose the number of fragments formed when
a particle undergoes a breakage event, assumed equal to two in this work.
Equations 2.16 and 2.18 impose that the length x and the cross sectional
area y2 of the mother particle are preserved, thus ensuring that the volume
of the formed fragments is equal to the volume of the broken particle. Note
that from Equation 2.18 the width of the particles is not preserved under
breakage, i.e.

∫ y
0 L2

2g2(L2, y)dL2 is larger than y.
In this work, three different types of daughter distributions are proposed.

For the sake of clarity, we start focusing on g1, for which Figure 2.2 illus-
trates three different types of behavior. Figure 2.2 (a) shows the daughter
distribution for cleavage, where, due to the breakage event, two particles of
approximately equal size are formed. The equation chosen to describe such
a distribution is a Gaussian function with mean µ equal to half of the size
of the mother particle η.

g1(L1, η) =
2

√
πσerf

(
η/2

σ

) exp

(
−
(

L1 − η/2
σ

)2
)

(2.19)

The standard deviation σ strongly impacts the shape of the daughter
distribution; the higher the value of this parameter, the easier the breakage
of crystals in points further from the center. For very large values of σ,
the resulting distribution is a constant function, corresponding to equal
probabilities of breaking the mother crystal anywhere along its length,
as shown in Figure 2.2 (c). Lower and lower values of σ, on the other
hand, represent grinding processes where breakage occurs more and more
favorably around the center of the crystal, eventually having a perfectly
symmetric fracture of the mother particle into two fragments of the same
size, as shown in Figure 2.2 (b).

The uniform breakage distribution and the perfectly symmetric cleavage
distribution can also be modeled directly and not as the limit of the ge-
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b) 

Figure 2.2: Exemplary daughter distribution functions for different breakage
mechanisms. In panel a) the Gaussian bell is used to describe cleavage
around the center of the crystal of size η. Decreasing the variance σ

leads to the formation of crystals that are more and more symmetric.
For values of σ approaching zero, the Gaussian function collapses on
the Delta Dirac distribution, where two fragments of equal size are
formed, as shown in panel b). On the other hand, for σ approaching
infinity, the crystal can be broken in any point, as described by the
constant function reported in panel c). In panel d), the daughter
distribution describing attrition is plotted. The higher the value of the
parameter ε, the higher the probability of detaching splinters from
points far from the particle tip. Eventually, when ε approaches infinity,
the random breakage distribution shown in panel c) is obtained.
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neral Equation 2.19 for σ approaching infinity and zero, respectively. The
corresponding functional form for the former is:

g1(L1, η) =
2
η

(2.20)

and for the latter:

g1(L1, η) = 2δ(L1 − η/2)dL1 (2.21)

where we use the Delta Dirac distribution, δ(L1 − η/2) centered in η/2.
Another possible breakage mechanism is attrition, where small fragments

are detached at the corners of the crystal. In this work, the equation chosen
to model this phenomenon is

g1(L1, η) =
1

log
(

η+ε
ε

)
(L1 + ε)

− 1

log
(

η+ε
ε

)
(L1 − η − ε)

(2.22)

The parameter ε can be used to choose the maximum size of the fragment:
as shown in Figure 2.2 (d), increasing this parameter leads to larger size of
fragment; on the limit of ε approaching infinity, Equation 2.22 approaches
the uniform distribution of Equation 2.20.

The equations presented here for g1, must be reformulated for g2, thus
obtaining:

g2(L2, η) =
4L2

√
πσerf

(
η2/2

σ

) exp

−( L2
2 − η2/2

σ

)2
 (2.23)

g2(L2, η) =
4L2

η2 (2.24)

g2(L2, η) = 4L2δ

(
L2

2 −
η2

2

)
(2.25)

g2(L2, η) =
2L2

log
(

η2+ε2

ε2

) (
L2

2 + ε2
) − 2L2

log
(

η2+ε2

ε2

) (
L2

2 − η2 − ε2
) (2.26)

However, if the cross sectional area L2
2 is considered as an internal coor-

dinate instead of L2, the same daughter distributions for the length L1 can
be extended to describe the same breakage mechanisms also along this
dimension.
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2.2.3 Solution of the PBE

The morphological population balance equation is solved on a grid consis-
ting of 201 and 101 points for the internal variables L1 and L2, respectively.
In order to ensure the preservation of the mass and of the number of frag-
ments after breakage, the fixed pivot scheme suggested by Kumar et al.53

has been implemented. The set of ordinary differential equations obtained
by discretizing the population balance equation in the L1 and L2 directions
is integrated over time using the Matlab ODE15 solver.

2.2.4 Parameter estimation

The estimation of the model parameters has been performed by fitting
the model outcome to the results of a dedicated experimental campaign
performed according to the protocol described in Section 2.3.5; its results
are reported in Section 2.4.1.3. In the following, a detailed description of
the fitting procedure and of the method adopted for the estimate of the
confidence intervals is reported.

2.2.4.1 Objective function and optimization routine

The parameter estimation performed in this work is based on the maxi-
mum likelihood estimate, which consists in finding the set of parameters,
identified by the vector p∗, maximizing the probability of obtaining the
measured set of experimental data. Assuming that the independent varia-
bles are deterministic, that the errors are distributed with zero mean and
a specific variance, and that the errors in the different measurements are
independent and uncorrelated, the maximum likelihood estimate of the
vector of parameters p is the vector minimizing the following function:

F(p) =
NE

2

NO

∑
i=1

ln
NE

∑
j=1

(
yij − ŷij(p)

yij

)2

(2.27)

In Equation 2.27, NE represents the total number of experimental measu-
rements, NO is the number of considered outputs, yi represents a specific
property of the measured particle size and shape distribution for the i-th
experiment that needs to be fitted, while ŷi(p) is the corresponding model
estimation according to the set of parameters p.

The quantification of the kinetic parameters requires the minimization of a
nonlinear, nonconvex equation. The solution of such a problem is not trivial,
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given the possible presence of several local minima. Therefore, both a robust
optimization routine, capable of avoiding these attractors, and a good first-
guess value for the model parameters are required. To this aim, the Matlab
genetic algorithm routine provided by the Matlab optimization toolbox has
been used. The population size chosen is 100, while the crossover fraction
adopted is 0.70. The algorithm is seeded by providing individuals obtained
by combination of random values of the different optimization variables by
latin hypercube sampling. After 10 generations the algorithm is reseeded
providing an initial population where 50 % of the individuals is randomly
picked from the last population of the previous run and 50 % is randomly
generated according to the aforementioned method. This allows to span the
largest domain of the parameter space by preserving at the same time the
winning traits identified in the previous run of the algorithm. Simulations
are performed on a Computer with an Intel(R) Xeon(R) CPU E5-2687W v3

@ 3.10 GHz processor, 20 cores, and 32 GB of RAM.
Two cautionary remarks are worth making. First, despite the possibility

of robustly identifying a minimum for Equation 2.27, there is no guarantee
that the said minimum is the global minimum of the function. Then, the
identified set of parameters can be used to estimate the outcome of a
grinding process within the investigated range of operating conditions
(interpolation), but there is no guarantee that the predictions of the model
can be extrapolated to different conditions.

2.2.4.2 Confidence intervals estimation

The confidence intervals estimated together with the optimal set of para-
meters p∗ provide an indication of the overall quality of the fitting as well
as of the uncertainty associated to each estimated parameter value. They
are usually estimated for a specified level of confidence, which corresponds
to the probability of obtaining a value for the parameters in the specified
intervals using repeated samples. To this aim, the Jacobian of the model
with respect to the estimated parameters can be used to get an estimate of
the confidence intervals. The general formulation of the Jacobian matrix is

J =

[
∂ fi
∂xj

]
with i, j = 1, ..., n (2.28)

The element Jij of the Jacobian is the derivative of the function fi with
respect to the variable xj. If the set of variables x is equal to the vector of
parameters p and the function f is the vector of model output ŷ, the element
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Jij of the Jacobian corresponds to one of the sensitivity equations of the
model. The diagonal of the measurement error covariance matrix S can be
approximated by the weighted sum of the residuals

Sii ≈ σ2
i =

1
NE

NE

∑
j=1

(
yj − ŷj(p∗)

)2 (2.29)

By linearizing the non-linear equation and by assuming normally distri-
buted errors, the positive semidefinite parameter covariance matrix V can
be estimated using the Jacobian matrix as

V ≈
(

JTSJ
)−1

(2.30)

The matrix can be used to identify the hyperellipsoidal parameters confi-
dence region. Such hyperellipsoid is defined for the confidence level α and
can be used to get an approximation of the confidence interval for the j-th
parameter:

Cij =
√

VjjtN−k
1−α/2 (2.31)

Here, tN−k
1−α/2 represents the value of the t-statistics with N − k degrees of

freedom at a confidence level α. The estimated confidence intervals should
be considered in light of the uncertainty introduced with the linearization
hypothesis, but provide nevertheless qualitative information on how well
the parameters are estimated.

2.2.4.3 Fitted outputs

In order to determine the set of kinetic parameters appearing in Equati-
ons 2.13 and 2.14, it is necessary to identify the set of outputs to be fitted.
Despite the interest in tracking the evolution of the entire crystal ensemble,
using the whole particle size and shape distribution as a fitted output is
practically impossible, given the high computational burden required in this
case. Therefore, it is more convenient to use the moments of the distribution
to evaluate the average sizes, which are the fitted quantities. The µij-cross
moment of the particle size and shape distribution n(L1, L2, τ) is defined as

µij (τ) =
∫ ∞

0

∫ ∞

0
Li

1Lj
2n (L1, L2, τ)dL1dL2 (2.32)

However, the µ-DISCO cannot measure reliably particles whose size is
below approximately Lmin = 10 µm. Therefore, in the model, this value is
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Fitted properties Experimental Simulated

L1,N µ10/µ00 µ̂10/µ̂00

L2,N µ01/µ00 µ̂01/µ̂00

L1,V µ22/µ12 µ̂22/µ̂12

L2,V µ13/µ12 µ̂13/µ̂12

σ1,N

√
µ20/µ00 − (µ10/µ00)

2
√

µ̂20/µ̂00 − (µ̂10/µ̂00)
2

σ2,N

√
µ02/µ00 − (µ01/µ00)

2
√

µ̂02/µ̂00 − (µ̂01/µ̂00)
2

Table 2.1: Average quantities fitted in this work

used as the lower integration limit to evaluate the moments corresponding
only to the portion of the simulated particle size and shape distribution in
the size range measurable by the device.

µ̂ij (τ) =
∫ ∞

Lmin

∫ ∞

Lmin

Li
1Lj

2n (L1, L2, τ)dL1dL2 (2.33)

In order to capture the features of the whole population, both the number
and volume based average L1 and L2 are used, while σ1,N and σ2,N, which
are the number based variance of the distribution in directions L1 and L2
respectively, can be used as a validation of the capability of the model of
correctly describing the whole particle size and shape distribution. Table 2.1
reports the equations and the moments required to evaluate all the described
quantifiers.

2.3 materials and methods

2.3.1 Materials

Deionized and microfiltered (pore size of the filter 0.22 µm) water was obtai-
ned using a Milli-Q Advantage A10 device (Millipore, Zug, Switzerland).
L-Glutamic acid monosodium salt mono-hydrate (NaGlu, Sigma Aldrich,
Switzerland, purity ≥99%), hydrochloric acid (HCl, Sigma Aldrich, Switzer-
land, ≥37%) and L-Glutamic acid (C5H9NO4, Sigma Aldrich, Switzerland,
purity ≥99%) were used as delivered. Ethanol (EtOH,Merck KGaA, Darm-
stadt, Germany, purity >99.5%) has been used as delivered. L-Glutamic
acid exhibits two known polymorphs that can form in water, the metastable
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α form and the thermodynamically stable β form, which are monotropically
related.54 As reported by Pertzoff,55 the solubility of L-Glutamic acid in
ethanol is extremely low, being approximately 0.06 grams per kilogram of
ethanol.

2.3.2 Experimental setup

A scheme of the setup used to carry out the milling experiments is reported
in Figure 2.3. The plant consists of a crystallizer, a rotor-stator wet mill
(IKA Magic Lab) equipped with the MK/MKO module, and a filtration
funnel. The crystallizer, a jacketed glass vessel with a volume of 2 liters,
is equipped with a thermostat for the control of the temperature of the
suspension. A peristaltic pump allows to precisely set the flow rate of the
suspension through the mill. The grinding chamber is also equipped with a
thermostat to avoid changes in the temperature of the flowing suspension. A
vacuum filter, operated continuously throughout the experiment, is placed
immediately after the outlet section of the grinding chamber in order to filter
and recover the particles, thus minimizing the risk of possible undesired
dissolution.

2.3.3 Measurement tools

In order to quantitatively measure the particle size and shape distribution,
the µ-DISCO, an optomechanical setup, has been used for the analysis of the
final powder. The setup consists of two cameras, that can capture pictures
with a frame rate ranging from 5 fps to 75 fps, arranged in an orthogonal

Thermostat 2 

Mill 

Thermostat 1 

Crystallizer 
Filter 

To vacuum 

Pump 

Crystallizer 

Pump 

a) b) 

μ-DISCO 

Figure 2.3: In panel (a), a sketch of the setup used throughout the experimental
campaign is shown. Panel (b) shows a skematization of the measure-
ment setup.
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configuration. The suspension of crystals flows in a quartz channel placed
between the two cameras. The use of this device, described in details by
Rajagopalan et al.,51 allows for the reconstruction of multi-dimensional
particle size and shape distributions starting from two orthogonal projecti-
ons of the same object. The crystals, whose size spans from 10 to 2,000

µm, are subsequently classified, based on their reconstructed volume, into
different classes. The classification in the needle and cuboid classes is ba-
sed on the covariance-sphericity, Cλ = L3/L1 and the covariance-linearity,
Fλ = (L1 − L2)/L1, with a threshold of approximately 0.1 and 0.78 re-
spectively. In the case of needles, L3 = L2. In this work, only the classes of
needles and cuboids are considered for the reconstruction of the particle
size and shape distribution of the ensemble of crystals. The cuboid particles,
originally measured using three characteristic dimensions, are described
as needles exploiting their volume and biggest dimension to evaluate the
corresponding L1 and L2 values. The choice of neglecting the remaining
classes for the reconstruction of the particle size and shape distribution
in this case stems from the evidence that, due to the absence of types of
particles other than needles and cuboids, as confirmed by visual inspection,
the appearance of objects of different nature in the shape analysis must be
considered an experimental artifact. The µ-DISCO device allows to measure
and characterize around 30,000 crystals within a measurement interval of
fifteen minutes.

Due to the high velocity of the fluid inside the channel, leading to blurred
images, associated with the flow rate of 0.98 L/min used throughout
the experimental campaign, measurements are performed offline using
a suspension prepared mixing 1000 g of saturated ethanol solution and 1 g
of crystals. A schematic of the measurement setup is reported in Figure 2.3
(b).

2.3.4 Preparation of seed crystals

The experimental activity described in this work involves the use of different
populations of crystals, for a total of six different starting distributions of
particles.

The first population of crystals (Seeds 1) consists of L-Glutamic acid
seeds produced by pH-shift transformation, according to the procedure
illustrated by Scholl et al..56 A different population of L-Glutamic acid
crystals (Seeds 2) has been obtained by combining equal weight amounts of
crystals belonging to population Seeds 1 milled at 5,000 rpm, 10,000 rpm,



30 comprehensive characterization of breakage processes

S
e

e
d

s
 1

 
S

e
e
d

s
 2

 
S

e
e

d
s
 3

 
S

e
e
d

s
 4

 
S

e
e
d

s
 5

 
S

e
e

d
s
 6

 

F
i
g

u
r

e
2.

4:P
article

size
and

shap
e

d
istribu

tion
of

the
six

p
op

u
lations

of
crystals

u
sed

as
seed

s
d

u
ring

the
exp

erim
ental

activity.



2.3 materials and methods 31

15,000 rpm, 20,000 rpm, and 25,000 rpm. Seeds 3 have been obtained by
growing the seeds obtained via pH-shift transformation by slowly cooling
a suspension of crystals (suspension density: 15 g/kgw) from 50

◦C to 25

◦C. A fourth population (Seeds 4) has been produced by applying three
temperature cycles to the crystals of population Seeds 1. A mass of 102.1
g of crystals have been added to 1,979.6 g of a saturated solution of β L-
Glutamic acid in water at 25

◦C. For each cycle, the suspension is heated to
30
◦C at a rate of 0.1 ◦C/min and kept at the final temperature for 3 hours.

The suspension is then cooled back to 25
◦C at the same rate and kept at

the final temperatures for 12 hours. An additional population of crystals
(Seeds 5) has been produced by suspending 40 grams of Seeds 1 crystals
per kilogram of water in a saturated solution of LGA in water at 50

◦C.
The suspension is heated to 52

◦C at a rate of 0.1 ◦C and after three hours
cooled to 47

◦C at the same rate. After 14 hours the cycles are performed
two more times until the suspension is cooled to 25

◦C at 0.1 ◦C/min. After
14 hours the crystals are filtered. For all the different processes described
above, the final products have been filtered and dried in an oven at 45

◦C for 24 hours. The last seed population (Seeds 6) has been obtained by
sieving Seeds 1 (mesh grid 90 µm) and keeping the finer fraction. Figure 2.4
shows the different particle size and shape distributions for each of the
seed population produced according to the methods described above.

2.3.5 Experimental protocol for breakage experiments

A saturated solution of β L-Glutamic acid in ethanol is prepared by addition
of an excess of solute in the crystallizer at a temperature of 25

◦C. The
solution is filtered after 24 hours and approximately 1 kg of it is replaced in
the crystallizer at 25

◦C. Crystals of the desired population of seeds are then
added in order to obtain a suspension with the desired density, varying
between 0.25 % (typical of very soluble drugs) and 5 % (typical of industrial
processes). The tubes and the grinding chamber are filled with clear ethanol
solution. The mill is then turned on, so that its speed is constant and at
the desired value. Subsequently the slurry is pumped from the crystallizer
through the mill at the maximum flow rate provided by the pump, namely
0.98 L/min, so as the residence time in the grinding chamber τ is 5.16

s. The milling device is equipped with a dedicated thermostat to allow
for an accurate control of the suspension temperature, thus avoiding its
possible rapid increment hence the undesired dissolution of crystals during
grinding. The rotor speed is controlled as enabled by the manufacturer and
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varied between 5,000 rpm and 25,000 rpm. The outlet stream is filtered
in order to recover the ground crystals, that are subsequently dried in a
ventilated oven at 45

◦C for 24 hours.

2.4 results and discussion

In the following, the results obtained in the course of a comprehensive
characterization of the continuous wet milling process are reported and
discussed. The first section deals with the experimental characterization
of said stage, while the second part focuses on the modeling activity and
its results. A third section deals with the validation of the fluid dynamics
included in the model by direct comparison of simulation results and
experimental measurements.

2.4.1 Experimental characterization of the process

The experimental campaign carried out in this work is aimed at charac-
terizing the wet grinding process of β L-Glutamic acid by investigating
different operating conditions and their impact on the process outcome. A
first set of experiments has been performed in order to assess the experi-
mental reproducibility. Then, two sets of tests have been run to investigate
the effect of the suspension density and of the milling intensity on the final
properties of the products. The analysis of the results presented in this
section allows to get a deep understanding of the effect and importance
of the different operating conditions, and it constitutes the basis for the
validation of the model and the estimation of its kinetic parameters.

2.4.1.1 Assessment of experimental repeatability

In order to assess the repeatability of the experimental procedure, crystals
from the population Seeds 1 and Seeds 2 have been milled at 5,000 rpm
and 25,000 rpm respectively. The experiments have been performed two
and three times and the conditions adopted are reported in Table 2.2, along
with the corresponding results in terms of average size of the products.
Figure 2.5 shows the particle size and shape distributions for each set of
experiments. The small discrepancy between the average sizes and the
overlapping of the different distributions demonstrates the repeatability of
the experiments under different operating conditions.
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Repeatability assessment

Exp ID τ [s] θ [rpm] mEtOH [g] mLGA [g] ρs

[
gLGA
gEtOH

]
Seeds1 - - - - -

FIT1 5.16 5,000 970.0 9.68 1.00 %

FIT1R 5.16 5,000 1000.17 10.01 1.00 %

Seeds2 5.16 - - - -

FIT10 5.16 25,000 870.15 8.71 1.00 %

FIT10R 5.16 25,000 858.93 8.83 1.03 %

FIT10B 5.16 25,000 735.76 7.65 1.04 %

Table 2.2: List of the experiments and the corresponding operating conditions
used to assess experimental repeatability

Seeds 1 

Seeds 2 

FIT1 

FIT1R 

FIT10 
FIT10R 

FIT10B 

FIT10R 

FIT10B 

FIT10 

FIT1 

FIT1R 

a) b) c) 

Figure 2.5: Experimental results obtained during the campaign aimed at asses-
sing repeatability. In panel (a), the volume-weighted average sizes of
the seeds (triangles) and the products (circles) are shown. Panels (b)
and (c) show the comparison among the different particle size and
shape distributions for the two subsets of experiments.
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2.4.1.2 Effect of suspension density

As reported in Table 2.3, a series of experiments at different suspension den-
sities, ranging from approximately 2 to 50 grams of crystals per kilogram of
solvent, has been performed to check the possible influence on breakage of
the mass of particles in suspension. The results of this first set of tests are
illustrated in Figure 2.6, in terms both of average sizes and of PSSDs. The
comparison highlights how the amount of mass suspended has no signifi-
cant impact on the average size, as measured at the end of the experiment,
since no clear trend could be observed. Furthermore, the overlapping of
the distributions, reported for experiments MASS1 and MASS4, as well
as for experiments MASS5 and MASS8, assesses the limited influence of
this operating parameter within the range of values explored. In agreement
with this observation, no effect of the mass suspended needs to be included
in the constitutive equation for the breakage frequency.

Effect of mass suspended

Exp ID τ [s] θ [rpm] mEtOH [g] mLGA [g] ρs

[
gLGA
gEtOH

]
Seeds1 - - - - -

MASS1 5.16 5,000 952.2 2.48 0.26 %

MASS2 5.16 5,000 958.7 4.90 0.51 %

FIT1 5.16 5,000 970.0 9.68 1.00 %

MASS3 5.16 5,000 925.7 18.5 2.00 %

MASS4 5.16 5,000 950.1 46.8 4.92 %

MASS5 5.16 10,000 885.1 2.18 0.25 %

MASS6 5.16 10,000 898.5 4.55 0.51 %

FIT2 5.16 10,000 1001.75 10.06 1.00 %

MASS7 5.16 10,000 875.0 17.7 2.02 %

MASS8 5.16 10,000 852.1 42.9 5.03 %

Table 2.3: List of the experiments and the corresponding operating conditions
used to investigate the effect of the suspension density
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Seeds 1 

MASS1 

MASS4 

MASS8 

MASS5 

MASS1 

MASS4 

MASS5 

MASS8 

a) b) c) 

Figure 2.6: Results of the experimental campaign aimed at investigating the
effect of the suspension density ρS on the properties of the final
products. Panel (a) reports the volume-weighted average sizes of the
seeds (fuchsia triangle) and of the powder obtained after milling
(circles). Panel (b) and (c) show a comparison between the particle
size and shape distributions of experiments MASS1 and MASS4 and
experiments MASS5 and MASS8 respectively.
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2.4.1.3 Effect of milling intensity

Table 2.4 reports the set of 5 experiments used to investigate the effect of the
rotor speed θ, in the range from 5,000 to 25,000 rpm, on the final product
properties. The results of this experimental campaign are illustrated in
Figure 2.7.

Seeds 1 

θ 
Cuboids 

Needles 

FIT1 

FIT1 

FIT4 

FIT4 

θ 

Seeds 1 

a) 

c) 

b) d) 

Figure 2.7: Results of the experimental campaign aimed at investigating the effect
of the rotor speed θ on the properties of the final products. Panel
(a) shows the volume-weighted average sizes of the seeds (fuchsia
triangle) and of the powder obtained after milling (circles). The rotor
speed increases along the direction identified by the arrow and stres-
sed by the increasing darkness of the markers. Panel (b) reports the
corresponding variances of the populations for each experiment. In
(c) the fraction of particles classified as cuboids and needles is shown
as a function of the rotor speed θ (Cλ=0.1). Finally, panel (d) reports
the comparison between the particle size and shape distributions for
experiments FIT1 and FIT4.
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Effect of rotor speed θ and fitting experiments

Seeds Exp ID τ [s] θ [rpm] mEtOH [g] mLGA [g] ρs

[
gLGA
gEtOH

]
Seeds 1 FIT1 5.16 5,000 970.00 9.68 1.00 %

Seeds 1 FIT2 5.16 10,000 1001.75 10.06 1.00 %

Seeds 1 FIT3 5.16 15,000 987.40 9.95 1.01 %

Seeds 1 FIT4 5.16 20,000 951.20 9.69 1.02 %

Seeds 1 FIT5 5.16 25,000 934.50 9.65 1.03 %

Seeds 2 FIT6 5.16 5,000 925.81 9.37 1.012 %

Seeds 2 FIT7 5.16 10,000 786.13 7.88 1.00 %

Seeds 2 FIT8 5.16 15,000 788.35 7.88 1.00 %

Seeds 2 FIT9 5.16 20,000 808.53 8.10 1.00 %

Seeds 2 FIT10 5.16 25,000 870.15 8.71 1.00 %

Seeds 3 FIT11 5.16 5,000 669.70 6.73 1.00 %

Seeds 3 FIT12 5.16 10,000 656.10 6.58 1.00 %

Seeds 3 FIT13 5.16 15,000 646.60 6.53 1.01 %

Seeds 3 FIT14 5.16 20,000 726.30 7.31 1.00 %

Seeds 3 FIT15 5.16 25,000 713.70 7.20 1.01 %

Seeds 4 FIT16 5.16 5,000 824.26 8.24 1.00 %

Seeds 4 FIT17 5.16 10,000 806.53 8.25 1.02 %

Seeds 4 FIT18 5.16 15,000 784.75 7.88 1.00 %

Seeds 4 FIT19 5.16 20,000 845.20 8.77 1.04 %

Seeds 4 FIT20 5.16 25,000 840.95 8.67 1.03 %

Table 2.4: List of the experiments and the corresponding operating conditions
used to investigate the effect of the rotor speed and to estimate the
kinetic parameters
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In Figure 2.7 (a) the effect of increasing rotor speed θ on the average sizes
of the products is shown. The reduced variation in the average width L2
in comparison with that of the length L1 suggests that crystals are mainly
broken lengthwise. In Figure 2.7 (b) the evolution of the broadness of
the distribution along L1 and L2 is shown for the different experiments.
For increasing values of θ, the particles not only attain a more compact
morphology, but they also become more uniformly distributed with reduced
variation between their sizes. This evidence is supported also by Figure 2.7
(c), where an increment in the fraction of cuboids and a decrease in the
percentage of needle-like crystals can be observed. Finally, Figure 2.7 (d)
shows a comparison between the whole particle size and shape distribution
for experiments FIT1 and FIT4, through a more comprehensive visualization
of the effects above. This analysis on the effect of the rotor speed is of
great importance, since the model should be able to capture each of the
characteristic trends emerged in this set of experiments.

2.4.2 Model validation

In this section, the results obtained during the previous experiments are
combined with new sets of experimental runs to create a large and robust
training data set for the estimation of all model parameters. By using the
procedure reported in Section 2.2.4.1, it is possible to assess the validity of
the model and subsequently use it for quantitative prediction of process
outcome and for process control.

2.4.2.1 Estimation of model parameters

All the kinetic parameters appearing in Equations 2.13 and 2.14 can be
estimated by fitting the simulations results to the experimental data. For the
sake of simplicity, in the following, physically sound values are imposed
to some of the parameters by considering general mechanical properties
of the milling device and of the crystals. Therefore only a subset of the
original kinetic parameters needs to be estimated via minimization of the
error function defined by Equation 2.27.

parameters chosen via theoretical considerations As dis-
cussed in Section 2.2.2.1, parameters p13 and p23 account for the fact that
crystals cannot be ground below a certain size, i.e. they represent the grin-
ding limit. Despite the general consensus on the existence of such limit,
experimental evidence thereof is rather scarce. This size depends on the
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properties of the crystalline structure57 as well as on the type of device used.
As reported by Luciani et al.,58 in the case of the IKA Magic Lab device
used in this work the grinding limit is approximately 30 µm. To assess
this, we also performed a test where crystals from population Seeds 1 were
milled for 24 h at 26,000 rpm. The average of the mean sizes obtained at
the end of this experiment was approximately 29 µm (detailed results are
here not shown for the sake of brevity), in line with what observed in the
cited work. A reference rounded value of 30 µm has therefore been used in
this work, also considering the variability among the available data.

Rather than considering the mechanical properties or the complex and
imperfect crystalline structure of the crystals, a physically-sound value for
parameters p14 and p24 can be obtained through considerations involving
the angular mass of the particles. Figure 2.8 shows two cylinders, and for
each of them the axes corresponding to the two characteristic dimensions
are highlighted. The moment of inertia is proportional to the mass of
the particle and is an indication of how the mass is distributed around
the considered axis. Since the breakage of the particle in the grinding
chamber of a continuous rotor-stator wet mill occurs due to particles being
accelerated and pressed through the tight gap between the rotor and the
stator, the angular mass can be used to determine whether this mechanism
is more likely to break the particle along one or the other axis. More
specifically, when the crystal lattice is isotropic, the cleavage occurs on a

L2 

L1 

L2 

L1 

Figure 2.8: Example of two cylinders with their corresponding axes of inertia as
considered in this work.
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plane perpendicular to the axis whose angular mass is smaller. By enforcing
the condition:

IL1 =
1
2

mL2
2 =

1
12

m(3L2
2 + L2

1) = IL2 (2.34)

where m is the mass of the cylindrical particle, one obtains a value for
the aspect ratio Φ = L1/L2 at which the two angular masses are the same
along the two directions, namely Φ =

√
3. In order to obtain the same

values of h1 and h2 for Φ =
√

3, one must choose p14 = p24 = Φ =
√

3.
Concerning the daughter distribution, since in the mill used throughout
the experimental campaign breakage can occur due to both attrition and
cleavage, the model for uniform fracture defined by Equation 2.20 has been
adopted for both characteristic dimensions.

parameter estimated via error minimization In order to quan-
titatively estimate the kinetic parameters p11, p21, p12, and p22 the set of
experiments reported in Table 2.4 has been performed. For each experiment,
the particle size and shape distribution of the products has been measured
and the average sizes have been calculated. The results are reported in
Figure 2.9, where the experiments have been concatenated for a better visu-
alization. Here, the triangles, representing specific average properties of the
seeds as calculated by the grinding model using the estimated parameters,
are stacked over the circle corresponding to the properties of the products
at the end of the experiment reported on the horizontal axis. For each
batch of seeds, five experiments, identified by the same background color
in the different panels, have been performed at different milling intensities
ranging from 5,000 rpm to 25,000 rpm. Figure 2.9 shows in panels (a)-(d)
the number- and volume-weighted average sizes used for the fitting, while
in panels (e) and (f) shows the number-weighted broadness of the particle
size and shape distribution in direction L1 and L2 respectively. The latter
quantities are not used for the parameter estimation but can be used as
indicators of the model capability of fitting the population of crystals as a
whole. As it can be seen in the plots, the experimental measurements are
satisfactorily described.

The simulated number-weighted average width L2 exhibits a maximum
when the rotor speed θ increases, which is an unexpected behavior. This
evidence can be justified considering that the daughter distribution for L2
does not guarantee the conservation of the total width of the particles, in line
with the type of measurement collected with the µ-DISCO. The presence of
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this maximum, however, cannot be easily verified experimentally, because
the difference between maximum and average L2 value is very small, namely
of the same order of magnitude of the error committed when measuring
the size of the crystals, i.e. 1 µm.

Particularly interesting are the results reported in Figure 2.9 (e) and (f)
concerning the broadness of the distribution. This average quantity is in
fact not used to estimate the kinetic parameters, but the fitted average
sizes appear in its defining equation. Nevertheless, since also moments of
higher order not appearing in the objective function are used to evaluate the
variance of the distribution, this property can be used as a first indicator of
the possibility of fitting the whole population using only the four average
sizes. Given the good agreement between the simulated values and the
experimental ones, the use of the average length and width alone to capture
the whole population can be considered as a satisfactory solution.

Figure 2.10 shows, as blue circles in (a), the sizes of all the particles
that have been measured before and after milling. Such a plot helps in
identifying the range of sizes L1 and L2, over which the model parameters
have been estimated and should be regarded as accurate. In particular, the
corresponding size and shape training region has been highlighted with
the light blue area corresponding to the convex hull of the cloud of points
experimentally observed. In panel (b) a visualization of how particles of size
L1 and L2 are more prone to fracture is provided. The breakage frequencies
K1 and K2 can be seen as the two components of a vector K, representing the
breakage velocity along the corresponding characteristic sizes. In agreement
with this definition, the stream lines, which are instantaneously tangent to
the breakage vector K, are reported, thus providing an indication of how,
given the sizes of a particle, a crystal is expected to break and thus how its
morphology is expected to change. In the region corresponding to both L1
and L2 below 100 µm, the streamlines are converging to a single line and
then approaching zero.

Table 2.5 reports the estimated values of parameters p11, p12, p21, and p22
along with the corresponding 95% confidence intervals. The uncertainties
on these parameters are reduced, but the ones for the kinetic parameters
of the breakage frequency K2 are larger than those on parameters p11 and
p12. This evidence can be justified considering the size data available for
L2 and used for fitting. As shown in Figure 2.10 (a), the range exploited is
10 to 50 µm, which has a considerably low variability when compared to
that investigated in the case of L1. Furthermore, the value of the grinding
limit in the real milling device and that used in the model are of the same
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b) a) 

Figure 2.10: Range of validity of the estimated parameters. In panel (a), the sizes
of each one of the particles measured during all the performed ex-
periments is reported as a blue circle, with the resulting convex hull
corresponding to the pale-blue region, which should be regarded
as the validity range of the estimated parameters. Panel (b) shows
the streamlines for the breakage vector K in the L1L2-plane, highlig-
hting, for each combination of characteristic sizes, how likely it is to
break a particle along one of its axis.
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order as magnitude of the width of the crystals milled, thus leading to
small variations in L2 hence to more uncertainty in its estimated value.

Parameter values and 95% confidence intervals

Parameter Estimated value

p11

[
s

kg·m2

]
16.06 ± 0.04

p12 [−] 1.907 ± 0.001

p21

[
s

kg·m2

]
105.06 ± 6.90

p22 [−] 1.964 ± 0.026

Table 2.5: Estimated values for the kinetic parameters and their confidence inter-
vals

model validation Figure 2.9 reports five verification experiments.
The verification experiments have been performed by using both comple-
tely new populations of crystals, namely populations Seeds 5 and Seeds 6,
under operating conditions previously adopted in the fitting experiments,
as well as crystals from population Seeds 1 milled with new values of rotor
speed chosen within the range explored previously, i.e. 5,000 rpm to 25,000

rpm (see Section 2.4.1.3). Table 2.6 reports the detailed conditions applied
for this set of five runs. The model adopting the set of parameters identified
through fitting can correctly describe the average sizes of the ground cry-
stals, hence enabling the use of the model for prediction. Figure 2.11 shows
the experimental and simulated populations for experiments VER2 and
VER4 in panel (a) and (b) respectively. In both cases the good overlapping
between simulated and experimental populations confirms the excellent
predictions granted by the developed model, which is therefore capable of
capturing the complex features of the particle size and shape distributions
and of its evolution. In order to obtain a quantitative estimation of the
quality of the predictions, the mean absolute error for each of the fitted
average quantities and for each set of experiments is reported in Figure 2.12.
For all of the four average sizes, the mean absolute error for the prediction
experiments is in the same order of magnitude of that committed during
fitting, thus demonstrating the good quality and reliability of the model
also for predictions.
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a) b) 

Figure 2.11: Comparison among the particle size and shape distribution obtained
by simulations (blue) and experimentally (red) for experiments VER2

and VER4.
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Figure 2.12: Histogram plotting the difference among the simulated and expe-
rimental fitted quantity for the fitting and validation experiments.
Each bar corresponds to each one of the five subsets identified in
Figure 2.9 (Seeds1 = fuchsia, Seeds2 = cyan, Seeds3 = orange, Seeds4

= green, Validation = blue).
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Effect of rotor speed θ and verification experiments

Seeds Exp ID τ [s] θ [rpm] mEtOH [g] mLGA [g] ρs

[
gLGA
gEtOH

]
Seeds 5 VER1 5.16 25,000 840.95 8.67 1.03 %

Seeds 6 VER2 5.16 10,000 716.60 7.20 1.00 %

Seeds 6 VER3 5.16 20,000 702.30 7.12 1.01 %

Seeds 1 VER4 5.16 8,000 628.39 6.35 1.01 %

Seeds 1 VER5 5.16 17,000 637.00 6.40 1.00 %

Table 2.6: List of the experiments and the corresponding operating conditions
used for model validation

2.4.2.2 Prediction of the fraction of needles and cuboids

The results obtained throughout the experiments reported in Table 2.4 have
also been exploited to identify a value for the aspect ratio to discriminate
among cuboids and needles in the simulation results. Each one of the
1,383,017 particles measured by the µ-DISCO was used as a basis for training
a decision tree model to distinguish the two crystal classes. In particular,
the covariance-sphericity Cλ = 1/Φ = L2/L1 in combination with the
fitctree Matlab function was used to generate a decision tree model from
the provided set of data. For more details about the procedure used, the
readers can refer to Rajagopalan et al.51 The only node identified by the
algorithm corresponds to Cλ = 0.39, the threshold below which a particle
is considered to be a needle and above which the crystal is assumed to
be a cuboid. The measured particles are then reclassified according to
this criterion and the resulting confusion matrix is reported in Figure 2.13

(a). Each row of the matrix represents the number of crystals assigned
by the algorithm to a specific particle morphology, while each column
represents the actual habit of the same object as identified by the µ-DISCO.
The name is due to its immediate visualization of the cases where the
algorithm confuses two classes.59 The elements on the main diagonal of this
matrix, highlighted in green in Figure 2.13 (a), represent particles whose
morphology is correctly identified by the model. As it can be seen, the error
committed by the classification method is acceptable, namely only 6.4 % of
all the measured crystals is wrongly classified.

The value of Φ = 1/Cλ ≈ 2.5 is subsequently used to estimate the
number of cuboids and needles obtained at the end of each simulation;
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Figure 2.13: In panel (a), the confusion matrix obtained by construction of a
decision tree based on 1,383,017 particles measured is reported. In
panel (b) the comparison between model prediction (solid lines and
sqares) and experimental results (circles) for the fraction of needle
(blue) and cuboid (red) classes in each of the experiments is reported.

the corresponding results are reported in panel (b) of Figure 2.13, where
they are compared with the experimental data. It is clear how the model
manages to correctly capture the trends describing the amount of particles
belonging to the different classes. Despite the good quantitative agreement
between the model and the experiments, in some cases, as for example
experiments FIT15 and VER1, the discrepancy between the two is more
than 15 % of the measured value. Nevertheless, the quantitative information
obtained is of great interest, since it can provide an indication of whether
the milling stage significantly impacted the shape of the crystals or whether
its effect on the morphology of the particles was not relevant.

2.4.3 Effect of residence time

In this last part of the work, we focus on the effect of the residence time in
the grinding chamber τ. By comparing the experimental measurements with
the results of simulations performed using the parameters estimated in the
previous section, we can assess once again the predictive performance of the
model and verify the validity of the assumption about the fluid dynamics,
on which the model is based. To this aim, four experiments have been
performed under the conditions reported in Table 2.7. Figure 2.14 shows the
number-weighted average length and width as a function of the residence
time τ. As proven by the good agreement with the simulation outcome, the
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model can predict both qualitatively and quantitatively the trends measured
experimentally. Thus, the proposed model for the continuous rotor-stator
wet mill can also be used as a tool to predict the outcome of grinding stages
where different residence times in the milling chamber are applied, as well
as a process where several grinding stages are performed in series or where
more than a single passage in the mill is required. However, it is evident
from the presented results, that residence times in the grinding chamber
below five seconds have not been experimentally investigated. First, this
limitation is a consequence of the maximum flow rate that can be applied
by the volumetric pump in our experimental setup. Secondly, the flow rates
required to achieve reduced residence times in the mill would be so high
that crystals might be broken in an uncontrolled way by the pump itself
and the results obtained would not be representative of the milling action
only.

Effect of residence time

Exp ID τ [s] θ [rpm] mEtOH [g] mLGA [g] ρs

[
gLGA
gEtOH

]
Seeds1 - - - - -

FIT3 5.16 15,000 987.4 9.95 1.01 %

TAU1 6.60 15,000 735.8 7.65 1.04 %

TAU2 7.92 15,000 732.0 7.49 1.02 %

TAU3 11.61 15,000 646.3 6.77 1.05 %

Table 2.7: List of the experiments and the corresponding operating conditions
used to investigate the effect of the residence time
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L1 

L2 

Figure 2.14: Results of the experimental campaign aimed at investigating the
effect of residence time τ on the ground powders. The blue circle
represent the experimental average size L1, while the green ones
the average width L2. The blue and green solid lines correspond
respectively to the simulated average length and width.

2.5 conclusions

This work presents a comprehensive characterization of the grinding of
β L-Glutamic acid crystals carried out using a commercially available
continuous rotor-stator wet mill. The model of the process is based on a
morphological population balance equation for which novel constitutive
equations have been developed, considering not only the operating condi-
tions at which the process is carried out, but taking also into account the
characteristic geometric properties of the particles. These equations, based
on the combination of empirical observation and physical concepts, can be
used to describe the breakage of needle-like crystals, but can be extended to
other compounds, morphologies, and types of mill by choosing the appro-
priate functional forms for the different terms of the breakage frequencies
K1 and K2. One of the main advantages of the proposed model is, in fact,
the possibility of constructing a breakage frequency function as the product
of three specific functions describing each characteristic feature of the bre-
akage mechanism. Therefore the model can be tailored to describe different
types of mills just by providing the correct formulation for the function
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oi(z) in Equations 2.6 and 2.7, whereas the functions fi (Li) and hi (Φ),
considering the geometrical properties of the crystals, can be reformulated
in order to extend the application of the model to particles with different
geometries. Both functions should be recast in order to correctly include
the effect of the characteristic sizes of the different crystal morphologies
(i.e. platelets, cuboids) to which the model should be extended, as well as
the geometrical and morphological properties associated to their shape.
Furthermore, in order to apply the model to compounds with significantly
different mechanical properties, which are here embedded in parameters
p11 and p21, a dedicated function should be introduced. The results and
the analysis reported in this paper can therefore be seen as a benchmark
and starting point for the further development of a generally valid model
capable of quantitatively describe the breakage of crystals with non-equant
morphologies in a milling device.

In order to characterize the system and to develop a model for process de-
sign and control, an extensive experimental campaign consisting of different
sets of tests, has been designed and performed. At first, an experimental
characterization of the system for the thorough understanding of the ef-
fect of the operating conditions on the product properties, involving the
repeatability and reproducibility assessment, has been carried out. The data
set available has been expanded, eventually consisting of twenty-five runs
performed with different seeds populations and under several operating
conditions, and has been used to first estimate the kinetic parameters and
to consequently assess the possibility of using the model in a predictive
manner. Finally, the effect of the residence time has been investigated and
exploited to validate the fluid dynamics assumptions on which the model
relies. The morphological population balance, along with its constitutive
equations, developed in this work proves to be a fundamental tool for the
quantitative prediction of the properties of interest of the product crystals,
thus constituting a milestone for a better understanding and characteri-
zation of continuous wet milling processes and a first step towards their
optimal design and control, beyond the specific and successful case of β
L-Glutamic acid studied in this work.
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2.6 notation

Li crystals characteristic dimension i [µm]

n number density function [µm−2 kg−1]

B birth term in the PBE [µm−2 kg−1 s−1]

D death term in the PBE [µm−2 kg−1 s−1]

Ki breakage frequency for dimension i [s−1]

gi daughter distribution of the fragments along
the i-th dimension

[µm−1]

z vector of operating conditions [-]

mM mass of the rotor [kg]

rM average radius of the rotor [kg]

p vector of breakage frequency parameters [varies]

F objective function [-]

NE total number of experimental observations [-]

NO number of considered outputs [-]

yi characteristic property of the measured par-
ticle size and shape distribution for the i-th
experiment

[µm]

ŷi(p) characteristic property of the estimated par-
ticle size and shape distribution for the i-th
experiment

[µm]

J Jacobian matrix of the model [varies]

S measurement error covariance matrix [µm2]

V positive semidefinite parameter covariance
matrix

[varies]

Cij confidence intervals for parameter pij [varies]

tN−k
1−α/2 t-statistics with N − k degrees of freedom

with a confidence level α
[-]

L1,N number-weighted average length [µm]

L2,N number-weighted average width [µm]

L1,V volume-weighted average length [µm]

L2,V volume-weighted average width [µm]
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τ residence time in the mill [s]

θ rotor angular velocity [rps]

Φ aspect ratio [-]

σ standard deviation of the daughter distribu-
tion

[µm]

η size of the mother particle [µm]

δ(Li) Dirac’s delta function [µm−1]

ε daughter distribution parameter [µm]

µij cross moment ij of the PSSD [varies]

ρ density of the crystalline phase [kg m−3]

σ1,N number-weighted standard deviation in L1
direction

[µm]

σ2,N number-weighted standard deviation in L2
direction

[µm]



3
M A N I P U L AT I O N O F PA RT I C L E M O R P H O L O G Y B Y
C RY S TA L L I Z AT I O N , M I L L I N G , A N D H E AT I N G C Y C L E S -
A M AT H E M AT I C A L M O D E L I N G A P P R O A C H

3.1 introduction

The ever-growing demand for high quality products and the strict requi-
rements on solid formulations are nowadays driving more and more the
interest of the crystallization community towards new aspects of the parti-
culate processes. Basic properties of everyday commodities, especially those
in powder form, do in fact strongly depend on the size and shape of the
single particles. Especially in the pharmaceutical industry, the morphology
of crystals is of crucial importance, due to its large influence on the bioa-
vailability of the commercialized drugs, as well as on the processability of
the intermediates. Several authors38,39,60,61 have in fact highlighted how the
dimensions of the single crystals and their variability in terms of particle
size distribution (PSD) affect the filterability of the powder obtained at the
end of a crystallization stage.

A large effort has been therefore put in developing and designing techni-
ques that would allow to control the shape of the crystals precipitated from
solution. In particular, it is possible to identify two different types of appro-
ach, one aimed at directly controlling the morphology of crystals during
crystallization and another aimed at changing the habit of the particles after
the crystallization stage.

The use of different solvents, as well as additives, belongs to the first type
of approaches.62–66 This technique relies on the molecular interactions at the
basis of crystal growth. According to Wulff’s rule in fact, crystal morpho-
logy is dominated by the facets exhibiting the lowest surface energy and the
slowest growth. Since these characteristics are determined by the functional
groups present at the solid interface, the modification of these properties by
using engineered compounds can be exploited. Furthermore, the influence

Salvatori F. and Mazzotti M., Manipulation of particle morphology by crystallization, milling,
and heating cycles - A mathematical modeling approach, Industrial & Engineering Chemistry
Research, 2018, – (–), XXX-XXX.
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of a third compound in solution can eventually hinder nucleation events.
The strict specifications on product purity, particularly concerning phar-
maceutical products, strongly limit the type of solvents and additives that
can be used in the manufacturing of the active pharmaceutical ingredients.
Traces of these compounds might be incorporated in the crystal lattice or
might not be properly removed from the collected powder, resulting in their
assimilation in the human body. In order to avoid the drawbacks related to
the presence of undesired compounds in the crystallization environment,
another applicable technique is based on the use of temperature cycles.67,68

Several studies have been performed to understand the effect of thermal
cycles on the morphology of crystals and dedicated theories and mathema-
tical models were also developed.69 However, thermal cycles allow to reach
an attainable region that might exclude the target size and shape relevant
for the process under considerations.70,71

For all these reasons, it is current industrial practice to intend shape ma-
nipulation as part of the downstream processes. Among the different unit
operations subsequent to crystallization, milling is the one that is ubiqui-
tously present. The size reduction is accomplished by inducing mechanical
stress in the crystals and thus breaking them. For this reason, a wide variety
of devices, ranging from jaw crushers to ball mills, has been developed to
address the different process requirements. However, one of the typical dra-
wbacks of milling is the undesired heating of solid particles, which could
eventually lead to degradation and amorphization of the products.41 Wet
milling devices are a solution to this problem; the particles are processed
in suspension, reducing therefore the risk of large temperature changes.
Furthermore, the shift from batch to continuous manufacturing promoted
the development of continuous grinding devices. Nevertheless, the pro-
blem connected to the modification of crystal surface and structure has not
completely been solved with the introduction of wet milling. Moreover, the
formation of fine fragments during breakage is an additional drawback,
since their presence in the final products has a strong and negative impact
on compaction and filter cake properties.

In this theoretical work, a new process to control and manipulate crystal
shape is proposed, analyzed, and discussed. Such a process is a combination
of cooling crystallization with thermal cycles and intermediate milling.
While the aim of the grinding step is that of directly manipulating the
size and shape of crystals, the main objective of the cyclic dissolution and
crystallization consists in the removal of fine and amorphous material
to favor the growth of larger undissolved crystals. Since the focus is on
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process synthesis and design, and not on a specific substance, a parametric
analysis has been carried out using physically realistic data, rather than
data applicable to a specific system (which are anyways not available in the
literature). Estimating model parameters and validating the model through
experiments are both beyond the scope of this work, but are part of a
forthcoming research program.

This chapter is organized as follows. Section 3.2 introduces a possible
combination of the three stages and a detailed description of the process,
along with the goals of the single steps and those of the combined cycle.
In Section 3.3 the mathematical model used to simulate the process is
presented; this model allows to describe the key physical phenomena,
occurring at the crystal scale, and at the same time to characterize both
the single unit operations and the full process. The model is then used
to perform a first assessment of the feasibility of the process and then
a thorough study of the effect of different operating conditions on the
product properties; the outcome of this investigation is extensively reported
in Section 3.4. In Section 3.5 conclusions will be drawn.

3.2 conceptual design

In this work we target the crystallization from solution of substances that
typically crystallize with a needle-like shape. The approach to avoid needles
is that of developing a combined crystallization, milling, and dissolution
process aimed at producing more equant crystals. We consider a process,
whose overall goal is to recover the crystallizing substance from a solution
at high concentration and (relatively) high temperature, by using seeds and
cooling the system to a low temperature. More specifically, there are two
main objectives at two different scales. The first is defined at the particle
scale and consists in obtaining more equant crystals, as well as to avoid
the presence of amorphous material. In particular, the production of more
equant crystals can be achieved both by increasing their width and by redu-
cing their length. The second goal is defined for the ensemble of particles
and consists in the production of a monodispersed powder, thanks to the
removal of the undesired fines. Based on these considerations it is straig-
htforward to design a process consisting of a repeated sequence of three
steps, where the dissolution stage immediately follows the grinding step,
where the fines are formed. Moreover, crystallization should be performed
immediately before the grinding stage, since milling is the step aimed at
controlling the shape of the crystals grown in the crystallizer. The very
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first step in the process should be crystallization, by cooling of the initial
saturated solution, which typically comes from an upstream synthesis stage.
Concerning the very last stage of the process, both crystallization and disso-
lution could be considered, but not milling, as it would lead to the presence
of fines in the product. In this work, crystallization is also used as the last
process step.

Seeds 

Crystallization 

Milling 

Dissolution 

Crystallization 

Products 

a) 

Seeds 

Seeds 

Products 

Products 

b) 

Figure 3.1: Visualization of the different stages involved in the process. In a) the
block diagram shows the sequence of unit operations as performed
during the 3-stage process. In b), the evolution of length and width of
a crystal throughout a process consisting of three cycles is illustrated
qualitatively to better highlight the objectives of the different stages
and of the whole process.

Figure 3.1(a) shows a block diagram with the sequence of the unit opera-
tions as they are performed during the cycles. Once the main objectives and
the structure of the process have been defined, it is necessary to determine
the goals that should be achieved during each stage.

During crystallization, the objective is to increase the width of the cry-
stals to the maximum extent allowed by mass and kinetic constraints. The
occurrence of agglomeration, breakage, and nucleation phenomena should
hence be avoided. To this aim, low cooling rates and reduced agitation
are required. Moreover, seeds are added in the first crystallization stage,
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to further avoid nucleation events. This choice of operating conditions,
however, will not affect in any way the growth kinetics, hence it won’t
prevent crystals from growing as needles. The milling stage should directly
manipulate the shape of the crystals by breaking them. Crystals should be
broken mainly lengthwise to exploit at best the size reduction. Phenomena
like attrition, which would lead to the formation of a large amount of fines,
or fracture along the longest dimension are highly undesired, as their out-
come significantly deviates from the desired objectives. Finally, dissolution
should be performed so that the fines are completely dissolved, while the
increase of solute concentration thus generated will be recovered in the
following crystallization stage. Figure 3.1(b) shows the possible evolution
of the average sizes of an exemplary particle throughout the cycles.

Once the process and its goals have been defined, a feasibility study is
required to assess the potential of the proposed technology. A fast, yet
thorough, screening of the process features and trends can be performed
by mathematical simulations. The advantage of this approach lies in the
possibility of reproducing the outcome of a large amount of experiments in
a limited amount of time.

3.3 mathematical model

The process developed in this work involves different unit operations and
several rather complex phenomena. The mathematical model stands out as a
powerful tool for a thorough and fast investigation of the applicability of the
technology. To accomplish this task, the model should be able to describe
at the same time particle-scale phenomena as well as plant-scale unit
operations. Another fundamental requirement is the capability of tracking
the size and shape of the ensemble particles. Population balance equations
(PBE) are the natural choice for the description of particulate processes. The
flexibility of this model stems from the possibility of including fundamental
phenomena and to adapt them to achieve an accurate description of the
different unit operations. At the basis of the PBEs, irrespectively of the
process described, lies the necessity of defining a model for the single
crystals and their ensembles.

3.3.1 Crystal model

The crystalline structure of a particle, due to its complexity, has been object
of several studies. In particular, the identification of models capable of
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describing particles by means of a reduced number of parameters is of
extreme interest. The use of convex polytopes is one of the available models
for faceted, convex crystals.72 Despite the detailed rendition of particles
morphology, the computational burden required to describe an ensemble
of particles, each described with such level of detail, is too high for the
simulation of entire processes.
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size and shape 

distribution 

Contour plots 

Figure 3.2: Visualization of the steps required to create a particle size and shape
distribution starting from single crystals. The real, faceted, convex
particle is approximated, according to the generic particle model, to a
cylinder of length L1 and width L2. Once these two quantitites are
evaluated for all the particles in suspension, the particle size and
shape distribution is reconstructed by assigning each crystal to the
discretized internal coordinates space. In order to better visualize the
information in a quantitative manner, contour plots are used instead
of a 3-D rendition of the surface. The isolines plotted in the L1L2-
plane represent the curves where the distribution attains a constant
specific value.

A valid alternative is the generic particle model as proposed by Schorsch
et al..23 Particles are described by means of polyhedra, an approach that
ensures reasonable accuracy with a reduced number of characteristic sizes.
Furthermore, this allows for a less computationally intensive description of
the ensemble of particles, a key feature for the model. In order to consider
the morphology of a crystal, the minimum number of sizes that should be
considered is two. For elongated particles, i.e. needle-like crystals, the refe-
rence shape chosen and adopted in this work is the cylinder, characterized
by a length L1 and a width L2, as illustrated in Figure 3.2.

Based on the value of the characteristic sizes of each crystal in the particles
ensemble, it is possible to reconstruct the particle size and shape distribution
of crystals, n(L1, L2)dL1dL2, which represents the number of particles with
size L1 ∈ [L1; L1 + dL1] and L2 ∈ [L2; L2 + dL2] per unit mass of solvent.
A convenient way to visualize particle size and shape distributions are
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contour plots, in the L1L2-plane, along which, the function n(L1, L2) has a
constant value. Four isolines are used in all the figures, in order to provide
the necessary amount of information while allowing at the same time for
easy readability.

3.3.2 Population balance equation

The generic formulation of a population balance equation for a well-mixed
batch crystallizer is given by Ramkrishna[45].

∂

∂t
n (t, x) +∇x · [G (t, x, z) n (t, x)] = B (t, x, z)− E (t, x, z) (3.1)

Here, n (t, x) is the number density function representing the crystal
population, defined on a set of internal coordinates x, e.g. the characteristic
sizes L1 and L2, and G is the vectorial field describing the rate of change of
the internal coordinates, e.g. the growth rates, which is a function of the
properties z (temperature, supersaturation, pH, etc.) of the continuous phase
surrounding the crystals. The terms B (t, x, z) and E (t, x, z) represent the
birth and death of particles, respectively, due to breakage and agglomeration
events. Obviously, the constitutive equations used to describe G, B, and E
depend also on the very nature of the crystalline material considered.

The population balance equation can be tailored to describe the different
stages of the process by defining appropriate functional forms for the
different terms appearing in Equation 3.1.

3.3.2.1 PBE for crystallization

Under the assumption of cylindrical particles and absence of agglomeration
and breakage, the population balance equation for a well-mixed batch
crystallizer can be recast as:

∂n
∂t

+
∂ (G1n)

∂L1
+

∂ (G2n)
∂L2

= Jδ(L1)δ(L2) (3.2)

n (L1, L2, t = 0) = n0 (L1, L2) (3.3)

The boundary condition of the partial differential equation will be dis-
cussed in Section 3.3.2.4. Nuclei are assumed to be point-like entities when
they appear, therefore they are formed at a rate J with characteristic sizes
L1 = L2 = 0, as to the right hand side of Equation 3.2. Equation 3.3 re-
presents the initial condition of Equation 3.2, describing the population of
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crystals at the beginning of the crystallization, that is either the particle
size and shape distribution of the seeds in the case of the first cycle, or
that obtained at the end of the dissolution step throughout the rest of the
process. The population balance equation has to be coupled with a material
balance for the solute in solution, which under the assumption of constant
volume can be written as follows:

dc
dt

= −kVρ
dµ12

dt
(3.4)

c (t = 0) = c0 (3.5)

In Equation 3.4 kV represents the volume shape factor, which is equal to
π/4 for cylinders, while ρ is the density of the solid phase; µ12 represents
the cross moment of the particle size and shape distribution, according to
the following general definition of the moments of a 2D distribution:

µij (t) =
∫ ∞

0

∫ ∞

0
n (L1, L2, t) Li

1Lj
2dL1dL2 (3.6)

The expression used to model the growth rate Gi depends on the pre-
vailing growth mechanism. In the current work an empirical correlation is
used.

Gi = kG,i1 exp
(
− kG,i2

T

)
(S− 1)kG,i3 with S > 1 (3.7)

S is the supersaturation, which, in the case of either mild non-idealities or
negligible effect of the composition on the activity coefficient of the solute,
is defined as the ratio between the concentration of solute in solution and
its solubility at the temperature T:

S =
c

c∗(T)
(3.8)

The nucleation term J must take into account primary, both homogene-
ous and heterogeneous, as well as secondary nucleation. Expressions for
primary nucleation can be derived from the classical nucleation theory. Con-
cerning secondary nucleation, given the uncertainties on its mechanisms,
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different models have been proposed in the literature. In this work, the
equation proposed by Mersmann73 is used.

J = JSec + JHom + JHet (3.9)

JHom = kHom,1 exp
(
− kHom,2

ln2 S

)
(3.10)

JHet = kHet,1 exp
(
− kHet,2

ln2 S

)
(3.11)

JSec = kSec,1εkSec,2 mkSec,3
S ḠkSec,4 (3.12)

In Equation 3.12, mS is the suspension density, Ḡ is the average growth
rate, calculated as (G1 + G2) /2, while ε is the power input of the crystallizer
evaluated as shown in Equation 3.13:56

ε =
NPd5

I ω3

V
(3.13)

Here, NP is the power number for the impeller, which is equal to 0.6 in
the case of a four blade impeller,74 d is the diameter of the stirrer, ω its
rotational speed and V the volume of the reactor.

Note that in the original work by Mersmann,73 only particles described
by a single characteristic length, L, were considered, hence the growth rate
appearing in Equation 3.12 was defined unambiguously as G = dL/dt. In
our case, and being consistent with the empirical character of Equation 3.12,
we have made the empirical choice of using the arithmetic average to define
Ḡ in the used equation. With this, we are not claiming this is the perfect
choice; however, we assume that such choice does not have a major impact
on the results of the whole study.

3.3.2.2 PBE for milling

In the currently available literature, little is reported concerning morphologi-
cal population balance equations for complex phenomena such as breakage
and agglomeration.46,48,49 In the framework of the development and charac-
terization of the 3-stage process, a mathematical model for the breakage,
that could consider also the morphology of the particles, had to be crea-
ted. The population balance equation for a continuous rotor-stator wet mill,
which is described as a plug-flow tubular apparatus (i.e. under conditions of
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perfectly segregated flow), operated at steady-state, under the assumption
of constant temperature and supersaturation, reads as follows:

dn
dτ

= B1 + B2 − E (3.14)

B1 =
∫ ∞

L1

K1(x, L2)n(x, L2, τ)g1(L1, x)dx (3.15)

B2 =
∫ ∞

L2

K2(L1, y)n(L1, y, τ)g2(L2, y)dy (3.16)

E = K1(L1, L2)n(L1, L2, τ) + K2(L1, L2)n(L1, L2, τ) (3.17)

n (L1, L2, τ = 0) = n0 (L1, L2) (3.18)

Note that τ represents the residence time along the tubular apparatus, and
that no material balance for the solute is needed (see Equation 3.4) because
breakage does not impact the concentration in solution. Equation 3.15

describes the formation of fragments of size (L1,L2) due to the fracture of
a longer parent crystal of size (x,L2), while Equation 3.16 is its equivalent
in the L2 direction. Equation 3.17 is used to describe the breakage of a
crystal of size (L1,L2). The terms K1(L1, L2) and K2(L1, L2) are the breakage
frequencies, whose aim is to model the rate of breakage of the crystals.
The functions g1(L1, x) and g2(L2, y) represent the daughter distributions,
which are functions used to describe the size distribution of fragments
formed in a specific breakage event.

The functional form adopted for the breakage frequency must take into
account both the size and shape of the particles undergoing fracture, as well
as being physically consistent with experimental evidence. The equations
implemented in this work to model the breakage frequency are:

K1 = k0,1 f1 (L1) h1 (Φ) (3.19)

K2 = k0,2 f2 (L2) h2 (Φ) (3.20)

Such equation contains three different terms, each one of them allowing
to take into account different characteristics of the grinding process. The
factor k0 is used to model the intensity of the stress applied to the particle
leading to the breakage event, hence it takes into account the operating
conditions under which the mill is operated. It is proportional to the energy
provided by the mill to the liquid slurry, and a possible functional form for
this quantity is reported in Equation 3.21.

k0,i = kM,i1 (EM)p2 = kM,i1

(
1
2

mMv2
)kM,i2

= kM,i1

(
1
2

mM (θrM)2
)kM,i2

(3.21)



3.3 mathematical model 63

Here, mM is the mass of the mill rotor, while θ and rM are respectively its
rotational speed and its radius.

The term fi (Li) in Equations 3.19 and 3.20 is used to take into account the
dependency of the breakage rate on the particle size, the position at which
stress is applied and the grinding limit. The functional form proposed
and adopted in this work is reported for both characteristic dimensions in
Equations 3.22 and 3.23:

f1 (L1) = LkM,13
1

1− exp
−
(

L1
kM,14

)kM,15
 (3.22)

f2 (L2) = LkM,23
2

1− exp
−
(

L2
kM,24

)kM,25
 (3.23)

The parameters kM,13 and kM,23 are used to take into account the effect
of the different stresses generated by a force applied on the particle; kM,i4,
kM,i5, and their corresponding exponential functions are used to model the
grinding limit.

The function hi (Φ) takes into account the effect of the shape of crystals
on their breakage. In particular, the aspect ratio Φ is used as a measure of
the particle morphology.

Φ =
L1

L2
(3.24)

The longer the particle, the higher the value of the aspect ratio and the
easier it is to break a particle along a plan perpendicular to L1. Based on
these considerations, the suggested functional form is as follows.

h1 (Φ) =
Φ

kM,16 + Φ
(3.25)

h2 (Φ) =
1

kM,26Φ + 1
(3.26)

Introducing the aforementioned functions in Equations 3.19 and 3.20, the
resulting expressions for K1 and K2 are:

K1 = kM,11

(
mM (θrM)2

2

)kM,12
1− exp

−
(

L1
kM,14

)kM,15
 LkM,13

1 Φ
kM,16 + Φ

(3.27)

K2 = kM,21

(
mM (θrM)2

2

)kM,22
1− exp

−
(

L2
kM,24

)kM,25
 LkM,23

2
kM,26Φ + 1

(3.28)
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The mechanism underlying breakage, according to the type of mill consi-
dered, is assumed to be cleavage. In this type of fracture, the mother particle
is ruptured into two smaller fragments of similar size. The equations used
to model this type of breakage are:

g1(L1, x) = A1 exp

(
− (L1 − x)2

B2
1

)
(3.29)

g2(L2, x) = A2 exp

(
− (L2 − x)2

B2
2

)
(3.30)

The value of the parameters Ai has to ensure that both the number of frag-
ments and the mass of the mother particles are preserved; the parameters
Bi measure how broad the distribution of fragments is.

3.3.2.3 PBE for dissolution

The model for a batch well-mixed dissolution stage has the same form of
the one presented in Section 3.3.2.1 for cooling crystallization.

∂n
∂t

+
∂ (D1n)

∂L1
+

∂ (D2n)
∂L2

= 0 (3.31)

n (L1, L2, t = 0) = n0 (L1, L2) (3.32)

The PBE needs to be coupled with its initial condition, i.e. Equation 3.32,
and with the boundary condition which is discussed in Section 3.3.2.4. The
mass balance for the solute, reported in Equation 3.4, is used to ensure
mass conservation. In Equation 3.31, D1 and D2 are the dissolution rates for
the two characteristic dimensions and have a negative value. The kinetics
used in this work are those suggested by Eisenschmidt.75

Di = −kD,i1 exp
(
− kD,i2

T

)
(1− S)kD,i3 with S < 1 (3.33)

3.3.2.4 Boundary conditions for crystallization and dissolution

Boundary conditions for the PBEs of Equations 3.2 and 3.31 must be as-
signed on the boundary of the L1 − L2 space domain, which is defined by
L1 = 0 or L2 = 0, and by L1 or L2 becoming infinitely large. In fact, for first
order PDEs, they have to be assigned on the portion of the boundary that
belongs to the domain of dependence of the points in the 3D domain with
t > 0, L1 > 0, and L2 > 0. Such portion corresponds to L1 = 0 or L2 = 0 in
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the case of growth, and to L1 and L2 becoming infinitely large in the case of
dissolution. In both cases n(L1, L2, t) must be equal to zero on the relevant
part of the boundary of the L1 − L2 plane.

3.3.3 Results analysis and key performance indicators

The advantage of an in-silico approach for the assessment of the process
lies in the possibility of having access to all the properties of the system.
Despite the great interest in the distributions of crystals as a whole, it is
convenient to limit the analysis to a few key properties. The µij moments
of the population (see Equation 3.6) can be used to this aim. Each moment
is in fact proportional to relevant quantities, such as the total number of
particles suspended and their volume, as well as their total length and width.
Furthermore, the ratios between the moments µij can be used to calculate
the average sizes of the particles and the broadness of the distribution in
terms of standard deviation σ1,V. Table 3.1 gives an overview of the average
properties considered and used in this work.

Average quantities

Volume weighted L̄1: µ22/µ12

Volume weighted L̄2: µ13/µ12

Volume weighted σ1,V:
√

µ32/µ12 − L̄2
1

Volume weighted Φ: µ21µ12

Table 3.1: Performance indicators used in this work.

Through these quantities, it is possible to quantitatively define the spe-
cifications on the products. In the current work, a minimum value for the
average width L̄2 and a maximum value for the average length L̄1 are
defined together with an upper limit for the aspect ratio. These conditions
identify a portion of the L1L2-plane, referred to as target region. If the point
with coordinates given by the average sizes belong to this region, then the
product satisfies the constraint on the morphology of the particles.

Concerning the broadness of the distribution, the value of σ1,V has to be
kept as low as possible for the sake of the homogeneity of the final powder.
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The presence of fines in the final product can be evaluated by calculating
the total number of particles per unit mass of solvent with sizes L1 and L2
below a threshold value λ using the following formula:

F (t) =
∫ λ

0

∫ λ

0
n (L1, L2, t)dL1dL2 (3.34)

A key feature of the process is the productivity P, defined as the ratio
between the mass of crystals recovered at the end of the cycles and the total
process time.

P =
mR

tT
(3.35)

3.3.4 Parametric analysis

The aim of the work is to assess the feasibility of the cyclic process and
to investigate the effect of the different operating conditions on the key
performance indicators. A simple, yet thorough, approach to this problem
is the parametric analysis, which is based on a broad set of simulations
performed by combining different values for all the process variables, thus
enabling to explore the entirety of the design space. This type of analysis
allows to get a deep insight on the characteristic features and trends of the
process, as well as to explore how to improve and optimize the process
performance.

3.4 results and discussion

3.4.1 Choice of model parameters and operating conditions

The model presented in Section 3.3 is intended as a tool to investigate the
feasibility of the proposed process and its main features. However, the
lack of information in open literature concerning the kinetics for all the
phenomena occurring in the different stages of the cycles does not allow
to study the application of the designed process to a specific compound.
Therefore, the values adopted for the parameters appearing in the different
kinetics equations are borrowed from different compounds, if available,
and are chosen so as the physics at the basis of the model is correct and
consistent. Table 3.2 gives an overview of the values of the parameters used
in this work.

In particular, the implemented parameters for homogeneous and hete-
rogeneous primary nucleation are those for L-glutamic acid estimated by
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Scholl et al.,76 while those for growth have been obtained by refitting the
experimental evidence collected for L-glutamic acid by Ochsenbein et al.77

with the size independent growth model reported in Equation 3.7. The
parameters for dissolution are those of potassium dihydrogen phosphate
as reported by Eisenschmidt et al.75 The values adopted for the breakage
kinetics have been obtained by visual fitting of dedicated simple breakage
experiments performed by us using a suspension of L-glutamic acid crystals
in water.

Along with the parameters characteristic of the kinetics of the system, the
model includes a set of variables representing the operating conditions of
the process. The variety of unit operations involved in the cycles inherently
leads to a broad design space. A thorough analysis of the different stages
helps in the identification of the sensible ranges of values for the operating
conditions of the process.

The process has to be operated between the initial temperature T0 and
the final temperature TF, thus recovering the desired amount of mass mF.
Being the first step a seeded crystallization stage, it is necessary to define
the type of seed crystals fed, both in terms of particle distribution and mass.
The crystallization stages have to be characterized in terms of temperature
profile and cooling rate βC. Heating rates and heating ramps have also to be
defined for the heating stage, with a further decision variable represented
by the amount of mass dissolved mD. Concerning the milling, the residence
time in the grinding chamber τ and the rotor speed θ are the characteristic
operating conditions.

Given the large amount of process variables, it is of crucial importance
to reduce the degrees of freedom of the process to the minimum extent
by applying some design rules of thumb, wherever possible. For example,
the initial and final temperature of the process are determined by the
synthesis stage and by the solubility curve respectively; these values are
also used to determine the differences between the final temperatures of the
cooling stages. The seeds, in terms of both distribution and mass, impact the
evolution of the system during cooling. Generally, the seeds are produced by
milling, being therefore a very fine powder, and the mass added is about 1%
of the total mass recovered. Considering the cooling rate, its value is based
on a trade-off, between avoiding undesired nucleation while not reaching
a long cooling time. The heating ramp chosen is such that it is as fast as
possible, to reduce the duration of the dissolution stage. Table 3.3 lists all
the operating conditions and their values adopted during simulations. In
the current work, particular attention is put on the effect of the number of
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cycles, C, the rotor speed, θ, and the amount of mass dissolved during each
dissolution stage, mD.

Concerning the specifications on the products, the values adopted are
400 µm, 130 µm, and 3 for L1,max, L2,min, and Φmax respectively. The values
chosen for L2,min and Φmax are such that the final average width L2 of
the crystals is at least twice the initial one by retaining at the same time
a compact morphology. A value of λ = 20 µm has been chosen as the
threshold value to identify fines.

3.4.2 Solution of the PBE

In order to solve the population balance equation for crystallization and
dissolution, a high resolution finite volume method was used. The multidi-
mensional partial differential equation is discretized in the space domain
thus obtaining a set of ordinary differential equations. As highlighted by
Gunawan,78 high resolution methods exploit flux limiters across bounda-
ries interface to smoothen possible discontinuities. The resulting algorithm
exhibits an increased stability allowing at the same time for high accuracy
and limited computational burden. The van Leer flux limiter is used in this
work.79

The population balance equation for the milling stage is solved applying
the fixed pivot method as suggested by Kumar,53 which allows for strict
preservation of number and volume of the crystals.

For the sake of simplicity, the same spatial grid has been adopted for
both the high-resolution and the fixed pivot method, namely 500 points
for dimension L1 and 300 for L2. The computational time required by the
breakage simulations varies with the milling intensity applied, ranging
from 2 seconds to some minutes using an Intel® CoreTM i7-4770 CPU @
3.40 GHz processor with 16.0 GB RAM.

3.4.3 Identification of reference conditions and process assessment

When designing a new process, it is necessary to identify some reference
conditions for the investigated variables and use this as a starting point for
the ensuing analysis of the design space. In the current work, the reference
set of values for the different variables is reported in Table 3.4.

Figure 3.3 illustrates the outcome of the simulation at these operating
conditions.
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Variable Reference operating condition

Number of cycles, C: 4

Rotor speed, θ: 7,000 rpm

Mass dissolved, mD: 40%

Table 3.4: Values adopted as a reference for the investigated operating conditions.

In particular, Figure 3.3(a) clearly shows how the average sizes of the
products, represented by the purple marker, belong to the acceptance region,
satisfying therefore the specifications imposed on the morphology of the
crystals. These results suggest that the process could in principle be used
to selectively manipulate the size and shape of the particles. In order to
gain a better insight into the properties of the final product, the seeds and
the final distributions can be compared as shown in Figure 3.3(d). Here,
it is immediately clear that, despite providing the possibility of obtaining
particles with the desired morphology, the process has led to a distribution
of products much broader than the one of the original seeds. Such behavior
is due to two different causes, namely nucleation during cooling and
breakage of crystals during milling. In Figure 3.3(b) the concentration and
saturation profile throughout the stages of the process are illustrated. The
spikes correspond to increases in solute and equilibrium concentration,
which are due to the dissolution stage, lasting only few minutes due
to its fast kinetics. Figure 3.3(c) shows the evolution of the µ00 moment,
proportional to the number of crystals, with respect to the volume weighted
standard deviation σ1,V, which is an indicator of the broadness of the
distribution. The blue segments of the curve are those representing the
evolution of the two quantities during the three milling stages. The trends
suggest that the milling stage is the step that determines the number of
crystals suspended, as well as the broadness of the distribution. This is
due to the breakage of crystals, which doesn’t occur always at the center
of the particles hence it forms fragments of different dimensions. Process
feasibility is further investigated by analyzing the effect of single operating
variables on the final product. To this aim, Figure 3.3(a) shows the outcome
of simulations performed by varying the rotor speed θ from 3,000 rpm
to 14,000 rpm (blue line), the number of cycles C from 2 to 6 (red line),
or the amount of mass dissolved during the dissolution stage mD (green
line) from 0% to 99%. The variety of products obtained, whose properties
meet process specifications, requires a thorough understanding of the effect
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of the single process variables on the most important features of the final
ensemble of crystals.

3.4.4 Effect of mass dissolved

The mass dissolved represents an important variable in determining the
performance of the process and the quality of the final products. In order
to assess this, simulations were performed varying the mass of crystals
dissolved from 0% to 99% for three different values of rotor tip speed,
namely 4,000, 7,000, and 10,000 rpm, and for a process consisting of 4 cycles.
Figure 3.4 shows the increment in average width of the crystals as a function
of the number based fraction of fines in the products for the different values
of mD. The curves obtained for θ = 7,000 and θ = 10,000 rpm exhibit a
minimum, whose position varies with the rotor speed θ. The trend can be
justified considering that, despite being able to remove a larger amount of
fines by increasing the amount of mass dissolved, the high supersaturations
generated in the following crystallization stage are mostly consumed by
nucleation events, due to the reduced number of particles suspended. This
would therefore lead to a decrease in the average L2. By further increasing
the amount of mass dissolved, the number of particles constituting the
ensemble gets drastically reduced and only a small amount of the suspen-
ded crystals overcomes the dissolution stage. By doing so, the increasing
amount of solute mass recovered during the following crystallization stage,
due to the smaller total crystal surface available, leads to bigger particles.
The trend exhibited by the curve obtained at the lowest value of rotor tip
speed is different. At a reduced milling intensity a large amount of fines
are not produced; therefore, dissolution leads to the reduction of the size
of the particles, without removing crystals from the suspension. However,
secondary nucleation events occur anyways and fines are still present in
the final products. The effect of the mass dissolved on the broadness of the
distribution, σ1,V, is directly proportional to the amount of fines formed,
which increases with the amount of mass dissolved. For high values of mD,
since the ensemble of crystals is almost completely dissolved during the
dissolution step, the value of the different key performance indicators will
converge to a single point, which corresponds to crystallization from a clear
solution. For the sake of comparison, Figure 3.4(c) illustrates the outcome
of two simulations performed at a rotor speed θ of 7,000 and 10,000 rpm
and a fraction of mass dissolved of 50%, where the minimum is located,
and of 90%.
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3.4.5 Effect of the rotor speed

The effect of different milling intensities is investigated by considering a
range of rotor speeds θ from 3,000 to 14,000 rpm; this is done for three
different number of cycles, namely 4, 5, and 6. In Figure 3.5(a), the difference
between the final and initial average ∆L2 is reported as a function of the
average final aspect ratio Φ. For increasing rotor speeds θ, the average aspect
ratio steeply decreases until an asymptotic value is reached. Furthermore,
higher values of θ lead to higher energy input, which favors the breakage
of crystals also along the L2 dimension. In Figure 3.5(b), ∆L2 is plotted as
a function of the broadness of the distribution σ1,V. At first, for increasing
values of θ, an increase in σ1,V can be observed. This can be explained
by considering that, for low values of the rotor speed, the population at
the end of the milling stage is constituted of both broken and unbroken
particles, since the energy input provided by the rotor is not sufficient to
efficiently break all the crystals. However, as θ further increases, the PSSD
obtained after milling is more and more compact. The previous conclusions
can be verified by comparing in Figure 3.5(c) the two populations obtained
at 5,000 rpm, plotted in red, and at 10,000 rpm, in blue.

3.4.6 Effect of the number of cycles

Figure 3.6(a) and Figure 3.6(b) show the average sizes and the σ1,V, respecti-
vely, obtained by incrementing the number of cycles, C, for a value of rotor
speed of 4,000, 7,000, and 10,000 rpm. Increasing the number of cycles
leads to a larger value of average L2 for the products and improves the
morphology of the particles by reducing L1. At the same time, the repeated
milling stages allow for an effective breakage of the crystals, thus leading
to more compact crystal distributions, as shown by the decreasing value of
σ1,V throughout the cycles. However, it is possible to notice, by comparing
two adjacent points along the curves at constant rotor speed in the figure,
that the beneficial effect on these properties becomes less pronounced with
each increment in the number of cycles. The reason for this is a combination
of different causes, the influence of which is hard to quantify. First, the ratio
between the mass suspended during each cooling stage and the amount of
particles suspended decreases by increasing the number of cycles, since the
higher number of milling stages performed leads to the formation of more
crystals. Furthermore, breakage is a complex phenomenon, which depends
also on the size of the particles, as shown in Equations 3.27 and 3.28. This
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means that the way particles break depends on the characteristics of the
crystals constituting the population suspended, which changes according
to the number of cycles performed. Moreover, the efficiency in removing
particles during dissolution depends on the size of the single crystals, as
well as their distribution; the narrower the distribution, the smaller the
number of crystals dissolved. Therefore, the same amount of solute mass
is recovered during crystallization on a larger crystal surface, hence the
change in size is reduced. The particle size and shape distributions obtained
at the end of a process performed with 3 and with 5 cycles are reported in
Figure 3.6(c).

3.4.7 Parametric study of the process and heuristic optimum

The analysis performed allows to understand the influence of the single
operating conditions on the characteristic features of the crystals, but it is
not exhaustive, as it does not consider the interplay between the different
variables, hence it does not allow to identify the best conditions under which
the process should be operated. However, for the purpose of this work, a
multi-objective optimization, besides being computationally expensive and
not being supported by a dedicated experimental model validation, would
provide no useful information, given the choice of the growth, breakage,
and dissolution kinetics used in the simulations (see the discussion in
Section 4.1).

It is however useful to illustrate how the model can be used to identify
optimal operating conditions in a heuristic manner, and it makes obviously
sense to do this using the fictitious parameters defined in Section 4.1. In
what follows, the outcome of this analysis is quantitatively discussed as if
the model parameters referred to a real substance.

Therefore, in order to explore the whole design space and to identify
and characterize possible trade-offs between the different properties of
the products, a broad-range parametric analysis has been performed. The
results of the set of simulations, performed by combining all the possible
values of milling intensity (from 3,000 to 14,000 rpm, with a resolution of
500 rpm) and number of cycles (from 2 to 6) while keeping the amount
of mass dissolved constant (mD = 40%), are illustrated in Figure 3.7(a) in
terms of crystal dimensions L1 and L2.

The wide variety of particles morphology achievable at the end of the
process reflects the variability of conditions that can be implemented; diffe-
rent combinations of milling intensity and number of cycles allow to meet
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the process specifications. As previously mentioned, the intrinsic multi-
objective nature of the optimization problem does not allow for a quick
identification of the best operating conditions. However, the parametric
analysis can be used to identify general, characteristic trends and process
features, which in turn help understanding how to properly choose ope-
rating conditions close to optimality. To this aim, the process indicators
defined in Section 3.3.3 can be used. Figure 3.7(b) reports the productivity
P as a function of ∆L2. The plot clearly shows the presence of a trade-off
between these two properties, a behavior typically encountered in chemical
processes. A similar trend can be observed also in Figure 3.7(c), where
another trade-off is identified between the broadness of the final PSD σ1,V
and ∆L2, as well as in Figure 3.7(d), where the ratio of fines F/µ00 for the
different process simulations is plotted as a function of ∆L2. Based on the
previous observations, it is clear that it is not possible to optimize all the
objectives of the process at the same time.

The identification of the optimal conditions for the process is not trivial
and is outside the scope of this paper. However, based on the previous
trade-offs, some heuristic optimal conditions can be proposed, for instance
a milling intensity of 10,000 rpm and a number of cycles of 4, which allow
increasing L2 without decreasing the productivity. This set of operating
conditions also leads to a reduction in the relative amount of fines in the
final product. The distribution of crystals obtained at the end of this simu-
lation is shown in Figure 3.7(e), while its average properties are indicated
in Figure 3.7 with the aquamarine markers.

While we believe that the conclusions above illustrate trade-offs that
have a general validity, the specific conclusions and observations strongly
depend on the specific substance considered, and on the corresponding
parameters.

3.4.8 Comparison with other processes

In order to further verify the suitability of the process for a direct control
of the size and shape of the particles, as well as the properties of the final
distribution, we compare the 3-stage process presented above with a one-
stage cooling crystallization process on the one hand and on the other hand
with a single sequence of a crystallization step followed by milling. The
results of such analysis, carried out using the model described in Section 3,
are illustrated in Figure 3.8 and discussed in the following.
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In Figure 3.8(a) the average sizes of the products obtained at the end of
the 3-stage process are reported as the aquamarine area (for rotor speeds θ
varying from 3,000 to 14,000 rpm and for a number of cycles ranging from
2 to 6), while those obtained at the end of the cooling stage, both with and
without milling, are reported as a green line (with θ ranging from 3,000 to
14,000 rpm) and as a blue dot, respectively. In Figures 8b, 8c and 8d the
productivity, broadness of the distribution and the fraction of fines at the
end of the process are reported as a function of the variation in average
width ∆L2. In order to carry out a fair comparison between the cooling
followed by milling and the 3-stage process, the process indicator chosen
to identify operating conditions for both processes is the variance σ1,V. A
value of 75 µm has been chosen as a reference. Based on this choice, 4 cycles
and θ=7,500 rpm are adopted for the 3-stage process, while a rotor speed of
8,500 rpm is used in the case of a process with milling after cooling.

Concerning the average sizes and the morphology of the particles obtai-
ned at the end of the three different processes, as shown in Figure 3.8(a) the
single cooling stage (blue dot) allows to increase the size of the particles,
but their morphology is significantly different from the desired one; a sub-
sequent milling would in fact allow to obtain more equant particles (green
dot), whose morphology is close to that of the crystals obtained with the
three stage process. Figure 3.8(b) shows how the 3-stage process allows to
reduce significantly the σ1,V in comparison with the value achieved during
the single crystallization stage. This is due to both the milling action and
the reduced ∆TC, which minimizes the extent of nucleation. However, if
milling is carried out after the single crystallization step, an improvement
in the dispersity of the distribution, similar to that obtained with the 3-stage
process, can be attained.

The productivity of the 3-stage process is the lowest among the three
alternatives, as shown in Figure 3.8(c). However, this comparison only
considers the crystallization aspect of the manufacturing of crystals, neg-
lecting therefore how the downstream process times are affected by such a
change in particles morphology. A direct comparison might be therefore
misleading.

Figure 3.8(e) shows the particle size and shape distributions of the seeds
and of the products of all the processes considered. The comparison between
the outcome of the 3-stage process and that of cooling crystallization with
milling clearly highlights the benefits of the repeated temperature cycles
on the ensemble of crystals. Despite the lower milling intensity applied in
the 3-stage process, the products obtained are still monodispersed, while
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the ones simply milled exhibit clearly two modes, i.e. a highly undesirable
feature.

The main goal of the 3-stage process is that of manipulating the shape
of the crystals as well as of reducing the number of undesired fines in the
final product. Figure 3.8(c) shows how the temperature cycles effectively
decrease the presence of these fine particles in comparison to the other
alternatives, improving therefore the quality of the final distribution in
terms of further processability.

As mentioned in the introduction, thermal cycles without milling have
been proposed to fulfill the same process specifications discussed here. In
the case illustrated in Figure 8a, pure temperature cycles can be viewed as
the limiting case for a rotor speed θ approaching zero. It is apparent that
product crystals obtained with θ=0 and varying number of cycles would
yield crystals outside the target region. Though specific to the fictitious
substance considered in this parametric study, such result is not surprising
and must be general. In fact, it is well known that the attainable region in the
L1L2-plane for temperature cycles has a limited amplitude.70,71 We definitely
believe that a milling step expands the design space of the crystallization
process significantly, and enables the generation of crystals with sizes and
shapes not attainable without it.

The process developed and presented in this work stands out as a valid
technique for the manipulation of particle morphology. The choice of a
process over the others leads to advantages and disadvantages that need to
be carefully considered, but it is beyond the scope of this paper to suggest
which of the three alternatives presented should be implemented when
considering the crystallization of a specific compound.

3.5 conclusions

A new process, aimed at tuning the size and shape of crystals by combi-
ning crystallization, milling and dissolution stages has been designed. A
conceptual design helped in defining the sequence of unit operations and
in identifying the objectives for each one of them, as well as the key per-
formance indicators for the process. The possible feasibility of this process
has been assessed by means of a dedicated mathematical model, capable
of describing phenomena ranging from the single particle to the process
scale, to create a first set of simulations. Such simulations allowed to further
investigate the effect of each operating condition on the performance indi-
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cators, providing insight on the significance of the phenomena occurring in
the different stages.

A second larger set of simulations has been performed in order to per-
form a parametric analysis of the process, to identify the characteristic
trends obtained by combining all the possible operating conditions. The
results of such an analysis highlighted the presence of trade-offs for the
different properties of interest. According to the results collected during
this simulation campaign, a heuristic optimization, whose aim was to deter-
mine close-to-optimality conditions, has been performed. In particular, a
successful outcome is achieved when combining mild milling intensities,
granting compact particle size and shape distributions, with a moderately
large number of cycles, which allows to increase the width L2.

Finally, a comparison with two process alternatives, namely a single
crystallization stage and a crystallization and milling process, highlighted
the benefits achievable through the use of the combined cycles.



3.6 notation 85

3.6 notation

B birth term in the PBE [µm−2 kg−1 s−1]

c solute concentration in the li-
quid phase

[g kg−1]

c0 initial solute concentration in the
liquid phase

[g kg−1]

c∗ solubility [g kg−1]

C number of cycles [-]

dI diameter of the impeller [m]

Di dissolution rate for dimension i [µm s−1]

E death term in the PBE [µm−2 kg−1 s−1]

F number fraction of fines [-]

gi daughter distribution of the frag-
ments along the i-th dimension

[µm−1]

G vector of rates of change [µm s−1]

Gi growth rate for dimension i [µm s−1]

kG vector of growth rate parameters [varies]

kHom vector of homogeneous nuclea-
tion rate parameters

[varies]

kHet vector of heterogeneous nuclea-
tion rate parameters

[varies]

kSec vector of secondary nucleation
rate parameters

[varies]

kM vector of breakage frequency pa-
rameters

[varies]

kv shape factor [-]

Ki breakage frequency for dimen-
sion i

[s−1]

J nucleation rate [kg−1s−1]

Li crystals characteristic dimension
i

[µm]

m mass [g]
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n number density function [µm−2 kg−1]

n0 PSD of seed crystals [µ−2 kg−1]

NP power number [-]

P productivity [g h−1]

S supersaturation [-]

t time [s]

T temperature [◦C]

V volume of the reactor / liquid
phase

[m3]

βC cooling rate [◦C min−1]

βH heating rate [◦C min−1]

δ(Li) Dirac’s delta function [µm−1]

ε power input [W kg−1]

Φ aspect ratio [-]

µij cross moment ij of the PSSD [varies]

ρ density of the crystalline phase [kg m−3]

σ1,v volume weighted standard devi-
ation in the L1 direction

[µm]

τ residence time in the mill [s]

ω impeller rotational speed [rps]



4
M A N I P U L AT I O N O F PA RT I C L E M O R P H O L O G Y B Y
C RY S TA L L I Z AT I O N , M I L L I N G , A N D H E AT I N G C Y C L E S -
E X P E R I M E N TA L C H A R A C T E R I Z AT I O N

4.1 introduction

In the pharamaceutical industry, drugs are required to act in a short amount
of time and to specifically target certain organs of the human body with
limited to no impact on the others. The way the active molecule interacts
with body tissues is related to the so called bioavailability of the substance, a
property, among other features, strongly related to the shape of the crystals
of the active pharmaceutical ingredient (API). In particular, needle-like
particles are characterized by scarce bioavailability, which, together with
difficulties in their processability,38,61,80 led to the necessity of developing
strategies for a better control of crystal morphology.

In the past years, two main strategies have been applied. The first consists
in controlling the shape of crystals during the crystallization process itself.
To this aim, different combinations of solvents and additives62,63,81–89 are
tested and applied. The approach is based on the different chemical inte-
ractions that are established at the solid-liquid interface between molecules
in the solid phase and in solution. The inclusion of additive molecules on
the active sites of the crystal surface can actually be successfully used to
promote the growth of surfaces otherwise not favored. However, a typical
drawback of this approach lies in the limited amount of additives and
solvents that can be used in compliance with the strict regulatory require-
ments for the chemicals used in the production of APIs. Therefore, another
technique commonly used involves the use of temperature cycles.16,67,90 Ho-
wever, one possible limitation lies in the shapes achievable when repeatedly
dissolving and growing different facets, as the resulting morphology is not
necessarily the one granting the desired product properties. The second
approach envisions shape manipulation as part of the downstream proces-

Salvatori F. and Mazzotti M., Manipulation of particle morphology by crystallization, milling,
and heating cycles - Experimental characterization, Industrial & Engineering Chemistry research,
2018, 57 (45), 15522-15533.
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sing and is performed as a standalone unit operation, namely milling.7,91–93

Here, size reduction is achieved by exploiting mechanical action, thus bre-
aking the crystals and reducing mainly their length. Due to drawbacks
such as overheating of the solid particles and formation of amorphous
materials,41,42 dry milling is currently being dropped in favor of wet mil-
ling. However, the problem of fine splinters formed during rupture still
remains unsolved.

To tackle this problem, in a previous publication,34 we proposed and
designed a process, called 3-stage process, consisting in a combination
of different stages to selectively manipulate the morphology and size of
needle shaped crystals. First, a clear saturated solution at high temperature,
coming from the synthesis stage, is fed to a crystallizer, where seed crystals
are added in order to reduce to a minimum the occurrence of nucleation
events during crystallization. The system is then cooled, recovering solute
molecules from the liquid phase by incorporating them in the crystal
lattice. The suspension obtained at the end of this first stage is fed to a
continuous rotor-stator wet mill, where milling is performed. The outlet
stream is collected in a second crystallizer, where it is heated to a higher
temperature in order to dissolve the fines formed during the previous
stage. The stages are repeated cyclically as many times as desired, until
the process is concluded by a final cooling crystallization step. The novelty
of the 3-stage process, in comparison to similar techniques,94 lies in the
possibility of using industrially available equipment and well developed
techniques to selectively manipulate particle morphology.

A first assessment of process feasibility has been performed by means
of a specifically tailored mathematical model, capable both of capturing
phenomena occurring at the single particle scale and of describing the unit
operations at the process scale. The effect of the single operating conditions
has also been investigated, to understand their effect on the ensemble of
particles and on the morphology of the final product. Furthermore, the
model has been used to simulate a large number of experiments obtained by
varying the different process variables and to subsequently identify heuris-
tic optimum. This in-silico experiment was chosen as the best trade-off, i.e.
as the one granting the specific requirements concerning the size and shape
of crystals while ensuring a good process productivity. This simulation has
been subsequently compared with process simulations of cooling crystalli-
zation, both with and without a final milling stage, thus highlighting the
possible benefits deriving from the application of the 3-stage process over
the other two alternatives. These results certainly represented a novelty,
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as no other multidimensional model has been presented and discussed in
details, for such a complex crystallization system, in the literature before.

In this work, an experimental campaign is designed, carried out, and
evaluated together with the outcome of process simulations to assess and
characterize the process and its characteristics. The work is structured as
follows. In Section 4.2 the mathematical model used for process simulations,
as well as the theoretical background for the choice of the values for the
kinetic parameters and the key performance indicators used, is presented.
Section 4.3 reports a detailed description of the laboratory setup used to
carry out the experimental tests, along with the materials, the procedures
adopted, and the operating conditions implemented during the experi-
mental campaign. In Section 4.4, the results of laboratory tests, performed
with β L-Glutamic acid, aimed at verifying first the process feasibility and
then the effect of selected operating conditions on the process outcome
via a comparison with model simulations are presented. The analysis of
the experiments carried out at different operating conditions and their
comparison with the corresponding simulations will constitute the basis
for the identification of general, heuristic, optimal conditions, under which
the process should be operated in order to tune the final properties of the
powder effectively. Furthermore, the results of a single crystallization stage
and a single crystallization stage followed by milling are analyzed, together
with those obtained for the 3-stage process, for a better understanding of
advantages and disadvantages deriving from the application of the novel
technology. The unique insight gained with the µ-DISCO is fundamental
for a thorough quantification and characterization of the improvements in
particle morphology achievable with the combination of temperature cycles
and breakage through mechanical action.

4.2 theory

In the previous chapter, the feasibility of the 3-stage process was assessed
in-silico by means of process simulations. To this aim, a mathematical
model based on morphological population balance equations (MPBE) has
been developed. In this work, experiments are devised and performed in
order to verify the qualitative trends obtained through simulations. For the
sake of clarity, here a brief though comprehensive description of the model
is reported along with a description the numerical methods exploited to
solve its equations. Furthermore, the properties considered to quantitatively
characterize the final products are presented and discussed in detail.
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4.2.1 Crystal model and PBE

Crystals are usually characterized by the complex features studied in the
context of crystallography.72,95,96 Of particular relevance is the development
of models capable of capturing the basic properties of crystal lattices with
a limited number of descriptors. The generic particle model, as presented
by Schorsch et al.23 and further developed by Rajagopalan et al.,51 satisfies
these needs and is adopted in this work. Based on this model, a needle-like
crystal is approximated by a cylinder of length L1 and width L2.

According to the characteristic length and width of each crystal belonging
to the crystals’ ensemble, the particle size and shape distribution (PSSD)
can be reconstructed. In particular, n(L1, L2)dL1dL2 represents the number
of particles with length L1 ∈ [L1; L1 + dL1] and width L2 ∈ [L2; L2 + dL2].
PSSDs are graphically represented in the L1L2-plane as contour plots, where,
along each isoline, the function n(L1, L2) attains a constant value.

PSSDs, as well as the chosen particle descriptors, constitute the basis
for the mathematical model of the process. The generic formulation of a
morphological population balance equation for well-mixed a batch process,
where nochange in the volume occurs, is reported by Ramkrishna [45] and
reads as follows:

∂

∂t
n (t, x) +∇x · [G (t, x, z) n (t, x)] = B (t, x, z)− E (t, x, z) (4.1)

In Equation 4.1, n (t, x) is the number density function representing the
crystal ensemble, defined on the internal set of coordinates x, representing
the particle descriptors; G is the vectorial field describing the growth rates,
function of the properties z of the continuous phase and - in principle
- of the particle descriptors x, along the internal coordinates. The terms
B (t, x, z) and E (t, x, z) are used to model the birth and death of crystals,
respectively, due to breakage, agglomeration, and nucleation events. The
advantage of this type of model lies in its flexibility, due to the possibility
of tailoring each term in the equation according to the physical phenomena
characterizing each stage of the process. A detailed description of these
terms for each step of the 3-stage process has been reported recently [34].
For the sake of completeness and clarity however, in the following the
equations for each stage are briefly discussed.
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Under the assumption of cylindrical particles, perfectly-mixed suspen-
sion, and no agglomeration and breakage events, the population balance
equation for a batch crystallizer can be recast as:

∂n
∂t

+
∂ (G1n)

∂L1
+

∂ (G2n)
∂L2

= Jδ(L1)δ(L2) (4.2)

n (L1, L2, t = 0) = n0 (L1, L2) (4.3)

n (L1 = 0, L2, t) = 0 (4.4)

n (L1, L2 = 0, t) = 0 (4.5)

Equations 3.3, 4.4 and 4.5 represent respectively the initial and boundary
condition of Equation 4.2, describing the particle size and shape distribu-
tion at the beginning of the process and the flux of particles across the
boundaries of the L1 − L2 domain. In order to ensure mass conservation,
the population balance equation is coupled with a material balance for the
solute, which, under the assumption of constant volume of the suspension,
can be written as follows.

dc
dt

= −kVρ
dµ12

dt
(4.6)

c (t = 0) = c0 (4.7)

where kV is the shape factor, which is equal to π/4 in the case of cylin-
drical particles, where VP = πL1L2

2/4 is the volume of the particle, and µ12
is the cross-moment of the particle size and shape distribution, which is
directly proportional to the total volume of the suspended crystals and is
defined as follows

µ12 (t) =
∫ ∞

0

∫ ∞

0
n (L1, L2, t) L1L2

2dL1dL2 (4.8)

The equations used to model the nucleation J73,76 and the growth rates
G1 and G2

77 are

J = JSec + JHom + JHet (4.9)

JHom = kHom,1 exp
(
− kHom,2

ln2 S

)
(4.10)

JHet = kHet,1 exp
(
− kHet,2

ln2 S

)
(4.11)

JSec = kSec,1εkSec,2 mkSec,3
S ḠkSec,4 (4.12)

Gi = kG,i1 exp
(
− kG,i2

T

)
(S− 1)kG,i3 with S > 1 (4.13)
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The population balance equation for a continuous rotor-stator wet mill,
described as a plug-flow tubular apparatus (i.e. under conditions of per-
fectly segregated flow), operated at steady-state, under the assumption of
constant temperature and supersaturation, where no growth, nucleation,
and agglomeration events occur, can be written as

dn
dτ

= B1 + B2 − E (4.14)

B1 =
∫ ∞

L1

K1(x, L2)n(x, L2, τ)g1(L1, x)dx (4.15)

B2 =
∫ ∞

L2

K2(L1, y)n(L1, y, τ)g2(L2, y)dy (4.16)

E = K1(L1, L2)n(L1, L2, τ) + K2(L1, L2)n(L1, L2, τ) (4.17)

n (L1, L2, τ = 0) = n0 (L1, L2) (4.18)

This model has been developed and assessed along with its assumptions
in a previous publication.35 The term τ represents here the residence time
in the grinding chamber of the mill, while B1, B2, and E are the birth and
extinction terms due to breakage of particles and the subsequent formation
of smaller fragments. The equations chosen for the breakage frequencies
and the daughter distributions are of the same functional form proposed
elsewhere [35]

K1 = kM,11mM (θrM)2
(

L1

Lref,1

)kM,12
(

1 + exp
(
− L1 − kM,13

Lref,2

))−1 Φ
Φ + kM,14

(4.19)

K2 = kM,21mM (θrM)2
(

L2

Lref,1

)kM,22
(

1 + exp
(
− L2 − kM,23

Lref,2

))−1 kM,24

kM,24 + Φ
(4.20)

g1(L1, η) =
2
η

(4.21)

g2(L2, η) =
4L2

η2 (4.22)

Here, Φ = L1/L2 represents the aspect ratio of the particle that is brea-
king, while gi(Li, η) represents the number of fragments of size Li formed
when a particle of size η breaks. It is worth noting that Equation 4.21

corresponds to breakage events yielding two fragments exhibiting a ho-
mogeneous distribution of lengths L1, whereas Equation 4.21 corresponds
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to breakage events yielding two fragments exhibiting a homogeneous dis-
tribution of cross sectional areas πL2

2/4. Note that Lref,1 = 1000 µm and
Lref,2 = 1 µm are used to provide numerical stability when solving the
population balance equation. For a deeper analysis of the functional forms
chosen and the physics underlying the breakage of needle-like crystals in
a continuous rotor-stator wet mill, the reader is referred to the original
paper.35

The model for a batch well-mixed dissolution stage has the same form of
that presented in Equation 4.2 for cooling crystallization.

∂n
∂t

+
∂ (D1n)

∂L1
+

∂ (D2n)
∂L2

= 0 (4.23)

n (L1, L2, t = 0) = n0 (L1, L2) (4.24)

n (L1 → ∞, L2, t) = 0 (4.25)

n (L1, L2 → ∞, t) = 0 (4.26)

The boundary conditions are chosen in agreement with the hypothesis of
no incoming particles flux through the relevant L1− L2 domain boundaries,
which are L1 → ∞ and L2 → ∞ in the case of dissolution.45 To ensure pre-
servation of the mass of solute, Equation 4.6, is coupled with Equation 4.23.
D1 and D2 are the dissolution rates along the two characteristic dimensions
and have a negative value. The kinetics used in this work are of the same
form proposed recently [75].

Di = −kD,i1 exp
(
− kD,i2

T

)
(1− S)kD,i3 with S < 1 (4.27)

Table 4.1 reports in detail the values adopted for the kinetic parameters
appearing in each of the models presented above. It is necessary to stress
that the values chosen are not representative of a single specific system, but
are selected based on different systems. Growth rate kinetics have been esti-
mated from fitting raw data reported previously,23 dissolution parameters
have been adjusted from the ones reported already75 for potassium dihyd-
rogen phosphate, while breakage kinetics have been obtained by visual
fitting of a limited amount of simple breakage experiments of L-glutamic
acid particles in water.

4.2.2 Solution of the PBE

In order to solve the morphological population balance equations, the PDEs
are discretized in the space of the internal coordinates L1 and L2, using 400
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Stage Parameter Dimension L1 Dimension L2

Crystallization kG,i1 [µm s−1] 2400 58

kG,i2 [K] 2400 2400

kG,i3 [-] 3.7 2.5

kHom,1 [# kg−3 s−1] 1.3 × 10
24

kHom,2 [-] 163

kHet,1 [# kg−3 s−1] 1.4 × 10
5

kHet,2 [-] 10

kSec,1 [-] 2.5 × 10
19

kSec,2 [-] 0.6

kSec,3 [-] 0.75

kSec,4 [-] 2

Milling kM,i1 [s−1] 16.06 16.06

kM,i2 [-] 1.907 1.964

kM,i3 [µm] 30 30

kM,i4 [-]
√

3
√

3

Dissolution kD,i1 [µm s−1] 0.818 × 10
6

0.136 × 10
6

kD,i2 [K] 3572 3223

kD,i3 [-] 1 1

Table 4.1: Parameters adopted throughout simulations
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and 50 grid points respectively.The PBE for the dissolution and crystalli-
zation stages are solved by implementing the finite volume method,78,79

which ensures strict preservation of the particle number through smoothe-
ning of the fluxes across the discretization boundaries. For the PBE of the
milling stage, the fixed pivot technique is exploited,53 as it guarantees exact
preservation of the number and mass of the fragments formed during
each simulated breakage event. Both numerical techniques allow to avoid
numerical oscillations and loss of particle mass and number throughout the
calculations. The simulations have been performed on a computer with an
Intel(R) Core(TM) CPU i7-4770 @ 3.40 GHz processor, 8 cores, and 16 GB of
RAM.

4.2.3 Process performance indicators

In order to evaluate the potential of the 3-stage process, it is necessary to
identify measurable quantities that can be used to compare and assess the
quality of the product crystals. A comparison between the particle ensem-
bles as a whole, despite carrying inherently all the required information, is
not useful due to the large amount of data shown simultaneously, which
makes carrying out a clear and thorough analysis impossible. To circumvent
this problem, the cross moments of the population µij can be used based
on the following definition:

µij (t) =
∫ ∞

0

∫ ∞

0
n (L1, L2, t) Li

1Lj
2dL1dL2 (4.28)

Table 4.2 reports all the performance indicators, along with their defini-
tion, used in this work. The first set is constituted by the volume-weighted
average sizes of the population L1,V and L2,V, which are a good indication
of whether an improvement in the sizes and morphology of the crystals has
been achieved or not. Another set of useful indicators is constituted by σ1,V
and σ2,V, which are the volume-weighted variances of the distribution for
the two internal coordinates L1 and L2. These quantities can be used as a
measure of the polydispersity of the produced powder, since a high value
of these indicators would correspond to a large variability in terms of the
corresponding characteristic size among the particles.

The amount of fines still present in the final products is also a quantity of
interest. In this work, we classify particles as fines when either one or both
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dimensions are below λ =20 µm. The fraction of fines in the final product
can then be calculated as

F =

∫ λ
0

∫ λ
0 n (L1, L2, t) L1L2dL1dL2

µ00
(4.29)

Average quantities

Volume weighted L̄1: µ22/µ12

Volume weighted L̄2: µ13/µ12

Volume weighted σ1,V:
√

µ32/µ12 − L̄2
1

Volume weighted σ2,V:
√

µ14/µ12 − L̄2
1

Table 4.2: Performance indicators used in this work.

4.3 materials and methods

4.3.1 Experimental setup

Figure 4.1 shows a detailed schematic of the laboratory rig developed and
used for the experimental campaign. The plant consists of two jacketed
batch crystallizers (LaboTechSystems LTS, Reinach) each with a volume of 2

liters and equipped with an overhead stirrer, and a continuous rotor-stator
wet mill IKA MagicLab, whose grinding chamber is equipped with the
module MK/MKO (IKA-Werke, Staufen). Both crystallizers and the mill are
equipped with a dedicated thermostat (Huber Pilot ONE, Offenburg) for
precise temperature control. The three devices are interconnected through
a line, inside of which the suspension flows thanks to a peristaltic pump
(Ismatec, Wertheim). The configuration allows to perform the experiments
in a robust way, avoiding undesired changes of temperature.

4.3.2 Model compound

The model compound used throughout the experimental campaign is L-
Glutamic acid, namely its β polymorph.
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Thermostat 1 

Thermostat 2 

Thermostat 3 

Crystallizer 2 Crystallizer 1 

Continuous 

rotor-stator  

wet mill 

Pump 

Figure 4.1: Scheme of the laboratory setup. Please note that the peristaltic pump
can transfer the suspension from Crystallizer 1 to Crystallizer 2 and
viceversa.

As widely reported in literature,54 L-Glutamic acid exhibits two known
polymorphs, the metastable α polymorph and the thermodynamically stable
β form. The solubility of both polymorphs in water is shown in Figure 4.2.
The needle-like morphology of the stable form, as well as its low solubility
in water, make this compound a perfect candidate for our scope.

Crystals are produced through pH-shift precipitation and subsequent
polymorphic transformation at constant temperature. First, equimolar
amounts of sodium glutamate (NaGlu, Sigma Aldrich, Switzerland, purity
≥99%) and hydrocloric acid (HCl, Sigma Aldrich, Switzerland, ≥37%) are
mixed in deionized and microfiltered water, obtained using a Milli-Q Ad-
vantage A10 device (Millipore, Zug, Switzerland), at 5

◦C under continuous
stirring at 300 rpm for an hour. The crystals produced are recovered, filtered
and dried for 12 hours in a ventilated oven at 45

◦C. A saturated solution of
the α form is prepared at 45

◦C by mixing equimolar amounts of NaGlu and
HCl; the crystals produced in the previous synthesis step are then added
and allowed to transform at constant temperature over a period of 48 hours.
The β crystals are then recovered, filtered and dried in a ventilated oven at
60
◦C for 24 hours.



98 experimental process characterization

Figure 4.2: Solubility of the two polymorphs of L-Glutamic acid in water.

4.3.3 Experimental protocol for 3-stage process experiments

A saturated solution of β L-Glutamic acid in water is prepared at the initial
temperature of the first cooling stage T0. The required amount m0 of β
crystals per kilogram of water is added to the saturated solution as seeds, to
reduce to a minimum extent nucleation events. The temperature is reduced
by applying the designed cooling ramp and the corresponding cooling
rate γC, until the final temperature of the cooling stage is reached. The
system is left under stirring conditions until the concentration approaches
equilibrium. The suspension is then pumped through the grinding chamber,
where milling is performed at the desired intensity by setting the rotor
speed θ, and the ground product is collected in the second crystallizer.
Here, the system is heated at a rate γD until the final temperature of the
dissolution stage is reached. This is calculated as the temperature where,
once equilibrium is reached, the required mass fraction mD of the total solid
mass suspended at the end of the grinding stage has been dissolved. The
stages are then repeated for the established number of times nC and the final
products are filtered and dried for further analysis. Concerning the duration
of each stage, we observed via a preliminary set of ATR-FTIR measurements
that the time required for equilibration during cooling is approximately
twelve hours, while it reduces to three hours for dissolution. We therefore
used this as the duration for all the crystallization and dissolution stages. Of



4.3 materials and methods 99

course, this choice impacts productivity of the process, whose optimization
is out of the scope of this work.

4.3.4 Experimental protocol for process comparison experiments

A single cooling experiment, both with and without milling, has been
performed to assess the benefits of the 3-stage process on the size and
shape of the final products. A saturated solution is prepared at the same
initial temperature T0 of the 3-stage process and the amount m0 of β seeds
is added. The system is cooled from T0 to TF at the same rate used in the
3-stage process characterization experiments and stirred until equilibrium
is reached. Crystals are then recovered and dried in the case of no milling,
or ground at the desired milling intensity.

4.3.5 Operating conditions

The combination of three different unit operations leads to a broad design
space, due to the large number of degrees of freedom associated to the
operation of each stage in each cycle. Concerning the cooling stage, the
population and amount of seeds added, the temperature profile, and the
cooling rate are the operating conditions that should be taken into account.
The milling stage can be characterized in terms of the milling intensity
and of the residence time of the suspension in the grinding chamber. The
heating stage requires the definition of the heating ramp and of the amount
of mass that is dissolved, which in turns affect the final temperature of this
step. At the process level, the initial and final temperature, as well as the
overall number of cycles carried out are the operating variables.

It is immediately clear that designing an experimental campaign that
could comprehensively investigate the whole design space is very time
consuming. Therefore, some generally valid set values for some of these con-
ditions can be chosen, thus leading to a reduced design space. In agreement
with the previous work, the initial and final temperature T0 and TF of the
process are chosen based on the fact that, in industrial pharmaceutical
processes, the pure solution comes from a synthesis stage operated at high
temperature, and on process constraints on the amount of mass recovered.
The seeds used in the first cooling stage are produced through pH-shift
transformation according to the procedure described in Section 4.3.2 and
the amount added equals 10% of the total mass recovered throughout the
process. The cooling ramp adopted is linear with a rate of 0.1 ◦C/min. The
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residence time in the milling chamber is set to 5 s, the minimum allowed by
the peristaltic pump used in the experimental campaign. In line with the
choices adopted for the cooling stage, the heating ramp is linear and has a
rate of 0.1 ◦C/min. Table 4.3 reports all the conditions fixed throughout the
experimental campaign. The three remaining degrees of freedom, namely
the milling intensity, the amount of mass dissolved in the heating stage,
and the number of cycles have been thoroughly investigated to identify
their major effects on product properties.

Concerning the conditions applied for the two process comparison expe-
riments, in order to carry out a fair analysis, the same conditions exploited
for the 3-stage process are adopted. As to the single crystallization process,
the same amount and type of seeds used for the combined cycles is used,
and the difference between initial and final temperature is also the same,
along with the cooling profile and the cooling rate. For the milling stage,
a rotor speed of 5,000 rpm is applied together with a residence time of 5

seconds.

Process Stages

Condition Set point Condition Set point

Initial temp. T0 50
◦C Crystallization

Final temp. TF 25
◦C Temp. drop ∆TC (T0 − TF) /nC

Compound β LGA Cooling rate γC 0.1 ◦C/min

Seeds mass m0 1 g/kgw Milling

Seeds pH-shift prod. Residence time τ 5 s

N◦ cycles varying Rotor speed θ varying

Dissolution

Mass dissolved mD varying

Heating rate γD 0.1 ◦/min

Table 4.3: Process operating conditions. The temperatures at the end of each
cooling stage can be calculated from the data in the table. For example,
if two cycles are performed, the set point temperatures of the cooling
stages would be 37.5 ◦C and 25

◦C, while if five cycles are performed,
they would be 45

◦C, 40
◦C, 35

◦C, 30
◦C, and 25

◦C.
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4.3.6 Measurement techniques

In order to compare the results of simulations and experiments, it is neces-
sary to measure the length and width of the real particles suspended in the
crystallizer. To this aim, an in-house built opto-mechanical measurement
device, the µ-DISCO, has been used. The system consists of two cameras,
equipped with telecentric lenses, capable of capturing images along two
orthogonal planes at a frame rate of 5 fps. An image analysis routine allows
to identify and separate the silhouettes of the different particles from the
background. The contours of each silhouette are matched and a visual
hull is reconstructed. This feature is used to automatically assign the parti-
cles to pre-defined shape classes (cuboids, needles, spheres, agglomerates,
and non-convex) hence to evaluate their characteristic sizes. Concerning
needle-like particles, the length L1 and width L2 are used in agreement
with the generic particle model to reconstruct the PSSD of the ensemble of
crystals. Further details are reported in Rajagopalan et al.51 In this work,
the measured PSSDs are based on the measured size and shape of about
10,000 crystals. Due to the high suspension densities reached throughout
the process, measurements are performed offline, mixing a representative
sample of crystals (approximately 0.5 grams) with 500 grams of ethanol.

A Leica 8000 M microscope has also been used to collect high-quality
pictures of crystals for a better visualization and comparison of their mor-
phology and their surface structure. Both 5× and 10× magnification have
been used; the relative scale bar is reported in each picture.

4.4 results and discussion

4.4.1 Feasibility and experimental reproducibility

In order to verify the possibility of accurately repeating experiments, as well
as of producing crystals whose average sizes fulfill the desired specifications,
three tests have been performed under the reference conditions reported
in the first row of Table 4.4. The target region (grey area in Figure 4.3) has
been defined by the following constraints on the average aspect ratio, i.e.
Φ ≤ 5, length, i.e. L1,V ≤ 500 µm, and width, i.e. L2,V ≥ 100 µm, of the
crystals. Concerning the specifications on the products, the values adopted
are chosen for L2,V and Φ so that the final average width L2 of the crystals
is larger than the initial one, by retaining at the same time a compact
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morphology. The maximum value of L1,V is back-calculated from the other
two constraints.

Operating conditions

Experiment ID θ [rpm] mD [%] nC [-]

Reference 5,000 40 3

Mill 1 12,000 40 3

Mill 2 20,000 40 3

Mill 3 25,000 40 3

Cycle 1 5,000 40 4

Cycle 2 5,000 40 6

Mass 1 5,000 60 3

Mass 2 5,000 80 3

Heuristic Optimum 8,000 40 5

Single Cooling N.A. N.A. N.A.

Cooling + milling 5,000 N.A. N.A.

Table 4.4: Operating conditions of the experimental runs. In all the cases, the
remaining operating conditions are those reported in Table 4.3

The average sizes of the crystals obtained at the end of these three ex-
periments are plotted as the three colored circles in the L1L2-plane shown
in panel (b). The small difference between the outcome of the three expe-
rimental runs demonstrates the possibility of accurately reproducing the
experiments; such difference is reasonable and acceptable when considering
the large number of process steps involved and the inherent and inevita-
ble propagation and amplification at each step of possible experimental
errors. The green triangle, whose vertices correspond to the outcome of the
three experiments, defines the region where the outcome of the process
performed under the specified conditions belongs. In order to further verify
experimental reproducibility, the particle size and shape distributions of
two of the three experiments have been compared as shown in panel (c)
of Figure 4.3. The overlapping of the two populations and of their contour
lines confirms once again the consistency between the different runs of the
process.
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Concerning feasibility, the process performed adopting the operating
conditions listed in Table 4.4 proved to be capable of producing crystals
fulfilling the given specifications.

4.4.2 Experimental analysis and assessment of the 3-stage process

In the following, the results of experiments carried out to investigate the
effect of the mill rotor speed, the number of cycles, and the amount of
mass dissolved on the properties of the final particles are presented. The
experimental conditions for each of the experiments performed are reported
in Table 4.4.

The effect of the operating conditions on the product properties can be
understood by analyzing their PSSDs, shown in Figure 4.4. Here, the particle
size and shape distributions for the experiments aimed at investigating
the effect of a higher milling intensity (Mill1), of a larger number of cycles
(Cycle1), and of a larger fraction of mass dissolved during heating (Mass1)
are shown. It is readily observed that not only the 3-stage process affects the
average sizes of the population, but also the whole PSSD, thus leading to
products with different distributions of sizes and shapes. A large amount of
information is contained in the contour plots used to illustrate the PSSD in
Figure 4.4, which can be summarized by the values of the average properties
in Figure 4.5, namely average sizes in panel (a) and average broadness in
panel (b). Here, the green triangle, labeled as a reference, is an average of
the three experiments presented in Section 4.4.1. A thorough analysis of
the effect of each operating condition investigated is therefore carried out
by considering both the experimental data and the process simulations, in
terms of these average properties.

The average sizes of the products, are shown in panel (a) of Figure 4.5.
Here, the symbols, connected by a dotted line serving as a guide to the
eye, represent the outcome of the experiments aimed at characterizing the
effect of the rotor speed, θ (blue), of the number of cycles, nC (red), and
of the mass dissolved, mD (orange). The filled fuchsia circle represents the
outcome of a simulation performed under the same operating conditions
adopted for the experiments described in the previous section. The solid
lines represent the results of the simulations performed with the model
presented in Section 4.2.1 varying the three parameters above in the same
range of the experimental campaign (15 simulations for the blue and orange
line, 5 simulations for the red line).



4.4 results and discussion 105

M
a

s
s
 1

 
R

e
fe

re
n

c
e
 

5
0
0
 μ

m
 

2
5
0
 μ

m
 

M
il

l1
 

C
y
c

le
1
 

5
0
0
 μ

m
 

5
0
0
 μ

m
 

H
e
u

ri
s

ti
c
 o

p
ti

m
u

m
 

5
0
0
 μ

m
 

Fi
g

u
r

e
4
.4

:E
ff

ec
t

of
ro

to
r

sp
ee

d,
m

as
s

di
ss

ol
ve

d,
an

d
nu

m
be

r
of

cy
cl

es
on

av
er

ag
e

pr
od

uc
t

pr
op

er
ti

es
as

ill
us

tr
at

ed
by

th
e

av
er

ag
e

pa
rt

ic
le

si
ze

s
at

th
e

en
d

of
ea

ch
co

rr
es

po
nd

in
g

ex
pe

ri
m

en
t

or
si

m
ul

at
io

n
in

pa
ne

l(
a)

an
d

σ 1
,V

an
d

σ 2
,V

in
pa

ne
l(

b)
.T

he
so

lid
lin

es
re

pr
es

en
tt

he
re

su
lts

of
pr

oc
es

s
si

m
ul

at
io

ns
,c

ar
ri

ed
ou

tf
or

ab
ou

t1
5

di
ff

er
en

tv
al

ue
s

of
th

e
re

po
rt

ed
pa

ra
m

et
er

,w
hi

le
th

e
op

en
sy

m
bo

ls
,c

on
ne

ct
ed

by
a

do
tt

ed
lin

e
as

a
gu

id
e

to
th

e
ey

es
,c

or
re

sp
on

d
to

th
e

m
ea

su
re

d
ex

pe
ri

m
en

ta
lo

ut
co

m
e.



106 experimental process characterization

mD 
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Figure 4.5: Effect of rotor speed, mass dissolved, and number of cycles on average
product properties as illustrated by the average particle sizes at the
end of each corresponding experiment or simulation in panel (a)
and σ1,V and σ2,V in panel (b). The solid lines represent the results
of process simulations, carried out for about 15 different values of
θ and mD and 5 values of nC, while the open symbols, connected
by a dotted line as a guide to the eyes, correspond to the measured
experimental outcome. The three green circles represent the outcome
of the three repetitions for the reference experiment (see Figure 4.3 for
the corresponding average sizes), while the green triangle represents
their average.

The experimental and simulation trends are in good qualitative agreement.
High values of rotor speed θ can be used to significantly reduce the average
size L1,V, but at the price of favoring also undesired breakage along the
width, thus reducing also L2,V. Performing more cycles allows to obtain
more compact crystals, since L1,V reduces and L2,V becomes larger at the
same time, due to the repeated milling action and the lower values of super-
saturation achieved during each cooling step. Dissolving more mass leads
to very elongated crystals no longer fulfilling the product specifications.

Increasing the rotor speed θ not only produces smaller crystals, but also
leads to more compact distributions. On the other hand, increasing the
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number of cycles leads to a powder with reduced variability in crystals’
length but larger variability in crystals’ width. This effect can be justified by
considering that more milling stages are performed on crystals with a larger
L2, hence favoring the breakage along this dimension. The trend observed
experimentally when increasing the mass dissolved exhibits a maximum
for both σ1,V and σ2,V. This can be explained by considering that increasing
the mass dissolved leads to higher and higher levels of supersaturation
during cooling, to the formation of more and more nuclei, and to the
removal of more and more crystals during dissolution, until eventually, for
mD=100%, the distribution would correspond to that obtained via unseeded
crystallization from a homogeneous solution.

In panel (b) of Figure 4.5, a comparison between the experimental and
simulated σ1,V and σ2,V is also carried out. Here, the three green circles
represent the outcome of the three repetitions of the reference experiment
(see Figure 4.3 for the corresponding average sizes); the green triangle
represents the average of the three repetitions. Their relative position gives
an indication of the experimental uncertainty, which is also in the case of
the broadness of the PSSD as in the case of the average sizes very small.
Concerning the effect of the rotor speed θ on these properties, the model
and the experiments show a good qualitative agreement. However, the
simulations underestimate the effect of the number of cycles nC on σ2,V, for
which no significant effect is observed in the calculations, in contrast with
the relevant variation observed throughout the experiments. Furthermore,
the model also predicts a reduced effect of the mass dissolved mD on both
σ1,V and σ2,V, whereas the experiments exhibit a characteristic and detecta-
ble trend. This discrepancy cannot be simply justified as an experimental
error (as shown above) but might be explained by considering three aspects.
The first concerns the kinetics implemented in the model, which are not
representative of the specific system used and therefore can not make the
model a fully predictive tool. Estimating the specific kinetics at this stage
is however beyond the scope of this work. The second aspect concerns
the properties σ1,V and σ2,V themselves, as they are calculated through
high-order moments µij, which are difficult both to predict using a model
and to measure experimentally.77 While the average sizes depend on the
low-order moments and are easy to predict once the physical phenomena
are correctly taken into account (i.e. growth, breakage, etc.), describing
the evolution of σ1,V and σ2,V would require the precise modeling of phe-
nomena that cannot be known a priori and that bear no general validity
(i.e. growth rate dispersion, breakage mechanism, etc.). Finally, the third
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aspect concerns the complex interplay between the different phenomena,
the operating conditions, and the combination of different unit operations.
To better clarify this point, in a separate set of calculations not reported
here for brevity, we performed an in-silico sensitivity analysis where the
secondary nucleation rate JSec has been increased while keeping all the
other conditions and kinetic parameters constant; we have observed that the
output of the model is extremely sensitive to such rate, both quantitatively
and qualitatively, with the resulting σ1,V and σ2,V attaining very different
values and exhibiting significantly different trends for different levels of
JSec.

All the effects described above can be observed visually in the set of
microscope pictures provided in Figure 4.4 along with the PSSDs. For each
of them, the scale bar is provided inside the corresponding images. Despite
the possibility of observing all the phenomena described in the previous
paragraph, we should not forget that these images are only complementary
to the information contained in the PSSDs, which allow to quantify the
properties of interest based on a statistically relevant number of sampled
crystals and that are therefore of fundamental importance for a correct
assessment of the process outcome.

4.4.3 Heuristic optimum experiment

An experiment has been performed in order to assess the observation, made
using the model, that combining moderate milling intensities and a large
number of cycles allows to achieve the best compromise; the corresponding
operating conditions are reported in Table 4.4. The values have been chosen
based on the considerations reported in detail earlier,34 where the tradeoffs
between the different objectives of the process were analyzed, as well as
on the experimental observations collected throughout the experimental
campaign reported in this work. Since only rotor speeds between 5,000

rpm and 12,000 rpm ensure that the final products belong to the target
region, the chosen value of 8,000 rpm for the heuristic optimum experiments
represents a reasonable intermediate value. The choice of the percentage of
mass dissolved, namely the 40%, ensures that enough fines are dissolved
and nucleation is contained, as highlighted in Section 4.4.2. The outcome of
the selected experiment is illustrated in Figures 4.4 and 4.5.

In panel (a) of Figure 4.5, it is possible to see how the average length L1
of the product decreased, due to the effect of moderate milling intensities,
while the average width L2 significantly increased due to the high num-
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ber of cycles performed, namely 5. These results are in semi-quantitative
agreement with the simulations. Furthermore, panel (b) shows the variances
σ1,V and σ2,V of the particle size and shape distribution of the products.
Also in this case, the properties of the final powder are a combination of
those observed by tuning the single operating conditions. The PSSD as
measured at the end of the process, shown in Figure 4.4, demonstrates the
possibility of operating the 3-stage process in order to obtain particles with
an improved morphology, as observable in the microscope picture, and a
more monodispersed powder.

Figure 4.6 plots the percentage of fines in the product F against the
increment in average width ∆L2. The heuristic optimum can be seen as a
representative outcome of the 3-stage process, combining at the same time
a reduced presence of fines granting with a significant improvement in
the morphology of the crystals due to the larger L2 reached. We believe
that this proves the suitability of this novel technology for the selective
manipulation of β L-Glutamic acid crystal habit.

𝜃 

𝑛C 

Heuristic 

optimum 

Reference 

Figure 4.6: Fraction of fines present in the final products as a function of the
increment in average width achieved at the end of the different
experiments.

4.4.4 Comparison with other processes

In order to assess the benefits on the particle size and shape distribution, as
well as on the morphology of the individual crystals, granted by the 3-stage
process, it is necessary to compare the powder produced in this process,
in particular that obtained in the reference case, with that produced at the
end of a single cooling stage, operated under the same conditions as the
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3-stage process, and that obtained after milling at 5,000 rpm the crystals
obtained at the end of such cooling crystallization step. In Figure 4.7, where
the results are illustrated, the heuristic optimum experiment for the 3-stage
process is also reported for the sake of comparison.

In panel (a), the comparison among the average sizes obtained at the
end of each different process shows that the target region can be reached
only if a milling stage is also included. However, further information
concerning the quality of the products can be obtained from panel (b) and
(c), where the broadness along both L1 and L2, as well as the particle size
and shape distributions for each of the experiments are reported. Despite
the requirements on the sizes being fulfilled for both the milling and the
3-stage process, the distribution obtained by a single cooling stage and
subsequent milling is characterized by a more pronounced polydispersity,
due to the larger values of σ1,V and σ2,V as reported in panel (b). This
evidence is also confirmed by the comparison of the microscope pictures of
the crystals produced in the different processes, clearly highlighting how the
repeated dissolution and crystallization cycles effectively help in removing
the fine particles. Furthermore, the improvement achieved with the 3-stage
process is even more striking when the outcome of the two alternative
simple processes are compared with the heuristic optimum experiment.
The comparison of microscope images allows to investigate features of
the crystals which are hardly accessible when using the mathematical
model to investigate the process. Another important difference between the
particles produced is their quality in terms of smoothness of the surface and
regularity; it appears that the crystals produced at the end of the 3-stage
process are less indented than those produced by cooling and by milling, as
well as less jagged than the seeds. This effect is mainly due to the healing
effect induced by the series of dissolution and subsequent crystallization
stages carried out in the novel 3-stage process.

In light of the results obtained, it is possible to confirm that the 3-stage
process effectively leads to a product powder of β L-Glutamic acid crystal
with improved properties.

4.5 conclusions

In this work, for the seeded crystallization of β L-Glutamic acid in water,
we have investigated a novel 3-stage cyclic process aimed at tuning the
aspect ratio of the product crystals. The process consists of a combination
of crystallization, milling, and dissolution steps through a dedicated and
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comprehensive experimental campaign to confirm the conclusions reached
using a specifically developed mathematical model and described in detail
earlier.34

First, the reproducibility and repeatability has been verified by repeatedly
performing the process under the same operating conditions. Then, the
effect of the rotor speed, the number of cycles, and the mass dissolved
during the heating step has been investigated with a back-to-back compari-
son of experiments and simulations to analyze and understand the trends
observed. The comparison showed that there is a good agreement between
the trends measured and those simulated for the average sizes, less good for
the broadness of the PSSD (which is admittedly more difficult to measure
and predict).

With the aim of obtaining crystals with an improved morphology, a new
experiment has been carried out under operating conditions that have been
optimized heuristically. Such conditions have been selected based on the
observation obtained with the model and on the results of the previous
experimental campaign, and combine mild milling intensities and a large
number of cycles. The results confirmed that the produced crystals exhibit
a more equant shape, in agreement with the model qualitative predictions.
The outcome has also been compared with those of a cooling stage, both
with and without final milling, thus showing how the 3-stage process is
the only process capable of producing crystals with the most compact
morphology and with a width larger than that of the seeds.

Despite the promising results obtained, a few points remain open. The
first concerns the effective possible implementation of the 3-stage process at
the industrial scale. The data collected, as well as the model, do not allow
to understand whether the increased process time can be counterbalanced
by a reduced time required in the downstream processing of the powder.

The second related point concerns the lack of a quantitative correlation
between the size and shape of the crystals and their processability (i.e.
filterability, flowability, etc.). This would be very useful, as it would allow
to make a better choice of the size and shape of the crystals based on the
corresponding processability and not merely on heuristic considerations.

The third and last point concerns the potential of the 3-stage process
for scale-up to industrial applications. This should be attractive in light
of what we have demonstrated here end elsewhere,34 i.e. its potential for
tuning the PSSD of the product particles. However, the complexity of the
3-stage process leads to a large design space, whose exploration, to identify
optimal operating conditions, might be very demanding in the design and
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development phase of a new industrial process, namely for reasons of
time and lack of materials. In this context, the role of the mathematical
model, which has been demonstrated to be able to capture the key trends
in the effect of the operating conditions on product quality, is extremely
important in guiding decisions during the process synthesis and design
phases. Nevertheless, scale-up of this process constitutes without doubt a
challenge, that calls for new developments: on the one hand the study of
new design methods, which enable an efficient exploration of the design
space; on the other hand the application of on-line control techniques,
supported by the use of the µ-DISCO monitoring instrument.
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4.6 notation

B birth term in the PBE [µm−2 kg−1 s−1]

c solute concentration in the li-
quid phase

[g kg−1]

c0 initial solute concentration in the
liquid phase

[g kg−1]

c∗ solubility [g kg−1]

C number of cycles [-]

Di dissolution rate for dimension i [µm s−1]

E death term in the PBE [µm−2 kg−1 s−1]

F number fraction of fines [-]

gi daughter distribution of the frag-
ments along the i-th dimension

[µm−1]

G vector of rates of change [µm s−1]

Gi growth rate for dimension i [µm s−1]

kG vector of growth rate parameters [varies]

kHom vector of homogeneous nuclea-
tion rate parameters

[varies]

kHet vector of heterogeneous nuclea-
tion rate parameters

[varies]

kSec vector of secondary nucleation
rate parameters

[varies]

kM vector of breakage frequency pa-
rameters

[varies]

kv shape factor [-]

Ki breakage frequency for dimen-
sion i

[s−1]

J nucleation rate [kg−1s−1]

Li crystals characteristic dimension
i

[µm]

mM mass of the rotor [g]

n number density function [µm−2 kg−1]
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n0 PSD of seed crystals [µm−2 kg−1]

NP power number [-]

S supersaturation [-]

t time [s]

T temperature [◦C]

γC cooling rate [◦C min−1]

γH heating rate [◦C min−1]

δ(Li) Dirac’s delta function [µm−1]

ε power input [W kg−1]

Φ aspect ratio [-]

µij cross moment ij of the PSSD [varies]

ρ density of the crystalline phase [kg m−3]

σi,v volume weighted standard devi-
ation in the Li direction

[µm]

τ residence time in the mill [s]

θ rotor speed [rps]





5
E F F I C I E N T A S S E S S M E N T O F A C O M B I N AT I O N O F
C RY S TA L L I Z AT I O N , M I L L I N G , A N D D I S S O L U T I O N
S TA G E S F O R PA RT I C L E S I Z E A N D S H A P E
M A N I P U L AT I O N

5.1 introduction

Crystallization is one of the most used separation and purification processes
in the pharmaceutical and food industry. The properties of the crystals,
such as their polymorphism and their morphology, are important both for
their behavior in the downstream processes97–101 and for the quality of the
final commercialized products.102–106 In particular, the size and the shape
of the crystals are known to significantly impact the performance of steps
as filtration and tableting, thus rising interest in developing methods to
directly manipulate the particle morphology at the crystallization stage.
Currently, two are the major alternatives available. The first involves the use
of additives, to modify how the solute molecules are integrated onto specific
crystal facets.107 Numerous studies have proven how the same compound
can exhibit significantly different morphologies depending on the type of
additive used and on its amount.16,66,108–110 However, the additives that
can be exploited in pharmaceutical processes are regulated and strongly
limited by their impact on human health, thus restricting the possibility
of effectively manipulating crystal morphology and their application in
industrial processes. Therefore, the most widespread industrial technique
exploited to manipulate crystal habit is milling. Here, mechanical force
is applied to break the individual crystals and to obtain more equantly
shaped particles. However, the high stresses induced by the forces applied
and the strong temperature increment experienced by the solid particles
may lead to undesired solid-state transformations,41,111,112 which would
alter the properties of the final product. Furthermore, the large amount

Binel P., Salvatori F. and Mazzotti M., A robust and efficient approach for the investigation of
combined crystallization, milling, and dissolution stages, Chemical Engineering Science X, 2018,
In press.

117
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of fines formed during breakage represents a problem during filtration,113

leading to long process times with a higher risk of product decomposition.
In previous publications34,36 we have investigated the possibility of com-

bining crystallization, milling, and dissolution stages into a new process,
called 3-stage process, to selectively manipulate the size and shape of cry-
stals while mitigating the drawbacks characteristic of each unit operation.
The strategy underlying the new technology is to let crystals grow under
typical crystallization conditions and to subsequently mill them, breaking
them mainly along their shorter dimension, thus producing more compact
crystals. The fine particles formed are then dissolved and the excess of so-
lute in the liquid phase is recovered by repeating these three steps cyclically.
A first assessment of the process analyzing the qualitative trends in terms
of average sizes and dispersity of the distribution was carried out by per-
forming an in-silico investigation.34 The mathematical model used to carry
out the study was structured so as to specifically describe the phenomena
occurring during each stage, but it was not fitted to a specific substance, in
order to keep the observation as generally valid as possible. The effect of a
subset of the most important operating conditions was thoroughly analyzed
and some heuristic optimum conditions were identified. More recently, a
comprehensive set of experiments has been performed to assess the results
of the simulations and to verify the possibility of effectively tuning particle
morphology in practice.36 The results highlighted how the process, when
applied to β L-Glutamic acid, can effectively produce particles satisfying
the product specifications, thus yielding product particles with a quality
superior to that of the crystals obtained via more conventional processes.
However, the study has also highlighted how the productivity of the 3-stage
process is significantly lower than that of the other processes analyzed for
comparison. Furthermore, process characterization requires a large effort
when it comes to estimating the set of process outcome for different, newly
explored compounds.

Despite being aware of the great potential of the 3-stage process in
changing particle size and shape, we are also aware of its shortcomings,
especially concerning its implementation to compounds with very different
properties, its time consuming characterization, and its reduced producti-
vity. Therefore, in this work, we aim at specifically tackling these problems,
by providing a shortcut method with a reduced characterization effort, to
assess the potential and feasibility of the 3-stage process when applied
to new systems. To do so, we apply the methodology developed in the
previous publications, both for simulations and experiments, extending it
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to the whole range of operating conditions that can be effectively applied,
using the available experimental setup. Both a new set of simulations and
a new set of experiments, involving also a new compound for which no
information on the characteristic growth or dissolution kinetics is readily
available, are performed; we analyze and exploit the results from a com-
pletely new perspective. The paper is structured as follows. In Section 5.2
the mathematical model is presented, along with the fitting procedure for
parameter estimation, the method adopted to identify the required set
of experiments, and the theoretical evidence at the basis of the proposed
approach. In Section 5.3, the model compounds and the experimental setup
are described and the procedure to perform the laboratory tests is reported
in detail. In Section 5.4 the experimental evidence is reported, analyzed, and
discussed, focusing on the quantity and type of information that can be col-
lected throughout the experimental campaign and how it can be exploited
during the process design stage. Finally, Section 5.5 draws conclusions.

5.2 theory

The aim of this work is to develop a robust and effective strategy to in-
vestigate the 3-stage process and to understand under which operating
conditions it should be operated for the specific system considered. In this
section, the theoretical basis of the approach developed and proposed is
presented; the results of such in-silico analysis will guide the experimental
assessment. First, the mathematical model, based on morphological popula-
tion balance equations (MPBEs),45 and capable of tracking the evolution of
the whole particle ensemble in terms of the size and shape of its crystals,
is presented. The model is hence used to simulate the process under a
broad range of operating conditions, and of different compound-specific
properties, to explore its application and potential for different systems.
The results of these simulations are analyzed to identify general, system-
dependent features, which constitute the basis of a compound-specific
strategy for the identification of heuristically optimal operating conditions.

5.2.1 Mathematical modeling of the 3-stage process

5.2.1.1 Crystal model

The multi-faceted nature of crystals requires models capable of correctly
capturing these important features. Convex polytopes21,114,115 can describe
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the different surfaces exposed by the single crystals, but their use in MPBEs
would require not only a large computational effort, but also measurement
tools capable of identifying the different facets of the particles constituting
the whole ensemble and of measuring a statistically relevant sample in a
short period of time. To overcome these drawbacks, and in agreement with
the measurements made with the µ-DISCO (see Section 5.3.4), the generic
particle model33,51,116 is adopted in this work. Particles are approximated
as cylinders with length L1 and width L2, with their shape represented
by the aspect ratio Φ = L1/L2. The particle ensemble is modeled using
the particle size and shape distribution (PSSD), where the double diffe-
rential n(L1, L2, t)dL1dL2 represents the number of crystals with length
L1 ∈ [L1; L1 + dL1] and width L2 ∈ [L2; L2 + dL2] per unit mass of solvent.

5.2.1.2 MPBE for the crystallization stage

The MPBE for a well-stirred batch crystallizer, where no breakage and no
agglomeration occur, reads as follows:

∂n
∂t

+
∂ (G1n)

∂L1
+

∂ (G2n)
∂L2

= JNδ(L1)δ(L2) (5.1)

n (L1, L2, t = 0) = n0 (L1, L2) (5.2)

n (L1 = 0, L2, t) = 0 (5.3)

n (L1, L2 = 0, t) = 0 (5.4)

Here, G1 and G2 represent the growth rates along the internal coordinates
L1 and L2, while the term Jδ(L1)δ(L2) represents the formation of new
crystals, due to nucleation events, of size L1 = L2 = 0. Equation 5.2 is the
initial condition for Equation 5.1 and n0 (L1, L2) represents the particle size
and shape distribution of crystals at the beginning of the cooling stage,
whereas Equations 5.3 and 5.4 are its boundary conditions.

Equation 5.1 is coupled with a mass balance for the solute concentration
in the liquid phase, c, which under the assumption of constant mass of
solvent reads as

dc
dt

= −kVρ
dµ12

dt
(5.5)

c (t = 0) = c0 (5.6)

Here, kV is the shape factor, equal to π/4 for cylinders, and µ12 is the
cross-moment of the particle size and shape distribution, which is directly
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proportional to the mass of crystals suspended per unit mass of solvent.
The supersaturation S, in the case of either mild non-idealities or negligible
effect of the composition on the activity coefficient of the solute, can be
defined as the ratio between the concentration of solute in solution and its
solubility at the temperature T:

S =
c

c∗(T)
(5.7)

The constitutive equations for growth and nucleation, both primary and
secondary, have been adapted from Ochsenbein et al.,77 Ploss et al.,73 and
derived from the classical nucleation theory.

Gi = kG,i1 exp
(
− kG,i2

T

)
(S− 1)kG,i3 with S > 1 (5.8)

JN = JS + JHe + JHo (5.9)

JS = kS,1εkS,2 mkS,3
S ḠkS,4 (5.10)

JHo = kHo,1 exp
(
− kHo,2

ln2 S

)
(5.11)

JHe = kHe,1 exp
(
− kHe,2

ln2 S

)
(5.12)

(5.13)

Here, ε is the power input, mS the suspension density, Ḡ is the average
growth rate, calculated as (G1 + G2) /2. This is an arbitrary choice, provi-
ded the ambiguity of the original definition of G = dL/dt, that we however
believe has no significant impact on the outcome of the simulations perfor-
med.

5.2.1.3 MPBE for the milling stage

The MPBE for a continuous rotor-stator wet mill, under the assumption
of perfectly segregated flow (i.e. the grinding chamber is assumed to be a
tubular apparatus), constant supersaturation, and isothermal conditions,
reads as:35
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∂n(L1, L2, τ)

∂τ
= B1 + B2 − D (5.14)

B1 =
∫ ∞

L1

K1(x, L2)n(x, L2, τ)g1(L1, x)dx (5.15)

B2 =
∫ ∞

L2

K2(L1, x)n(L1, x, τ)g2(L2, x)dx (5.16)

D = K1(L1, L2)n(L1, L2, τ) + K2(L1, L2)n(L1, L2, τ) (5.17)

n (L1, L2, τ = 0) = n0 (L1, L2) (5.18)

The functions Ki and gi(Li, x) are called breakage frequency and daughter
distribution respectively and are used to model how fast the particles are
breaking and the size of the fragments formed according to the type of
mechanism underlying the breakage events. The functional forms adopted
in this work are:

K1 = p11mM (θrM)2
(

L1

Lref,1

)p12
(

1 + exp
(
− L1 − p13

Lref,2

))−1 Φ
Φ + p14

(5.19)

K2 = p21mM (θrM)2
(

L2

Lref,1

)p22
(

1 + exp
(
− L2 − p23

Lref,2

))−1 p24

p24 + Φ
(5.20)

g1(L1, x) =
2
x

(5.21)

g1(L2, x) =
2L2

x2 (5.22)

Here, Φ = L1/L2 represents the aspect ratio of the particle that is brea-
king, while gi(Li, η) represents the number of fragments of size Li formed
when a particle of size η breaks. It is worth noting that Equation 4.21

corresponds to breakage events yielding two fragments exhibiting a ho-
mogeneous distribution of lengths L1, whereas Equation 4.21 corresponds
to breakage events yielding two fragments exhibiting a homogeneous dis-
tribution of cross sectional areas πL2

2/4. Note that Lref,1 = 1000 µm and
Lref,2 = 1 µm are used to provide numerical stability when solving the
population balance equation. For a deeper analysis of the functional forms
chosen and the physics underlying the breakage of needle-like crystals in
a continuous rotor-stator wet mill, the reader is referred to the original
paper35 or to Chapter 2.
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5.2.1.4 MPBE for the dissolution stage

The MPBE for the batch, well-mixed dissolution stage is similar to that
presented for the crystallization stage:

∂n
∂t

+
∂ (D1n)

∂L1
+

∂ (D2n)
∂L2

= 0 (5.23)

n (L1, L2, t = 0) = n0 (L1, L2) (5.24)

n (L1 = 0, L2, t) = 0 (5.25)

n (L1, L2 = 0, t) = 0 (5.26)

Here, Di is the dissolution rate along characteristic dimension Li and
has a negative value. The material balance presented in Equation 5.5 is
coupled with Equation 5.23 to ensure preservation of the mass of solute.
The functional form chosen is that proposed by Eisenschmidt et al..75

Di = −kD,i1 exp
(
− kD,i2

T

)
(1− S)kD,i3 with S < 1 (5.27)

5.2.1.5 Solution of the MPBE

The MPBE is solved by discretizing Equations 5.1 and 5.23 along the in-
ternal coordinates using 300 and 100 points for L1 and L2, respectively.
The MPBEs for crystallization and dissolution are solved using the finite
volume method, with Van Leer flux limiters for improved stability,78 while
the MPBE for breakage is solved by exploiting the fixed pivot technique
developed by Kumar et al.,53 to ensure the preservation of the number of
fragments formed and of their mass. Simulations have been performed
on a Computer with an Intel(R) Xeon(R) CPU E5-2687W v3 @ 3.10 GHz
processor, 20 cores, and 32 GB of RAM.

5.2.2 Process performance indicators

In order to quantify the quality of the products obtained at the end of
both simulations and experiments, it is convenient and necessary to define
average properties extracted by their particle size and shape distribution,
using the cross-moments defined as

µij (t) =
∫ ∞

0

∫ ∞

0
n (L1, L2, t) Li

1Lj
2dL1dL2 (5.28)
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Table 5.1 reports the definition for the average quantities used to quantify
the product quality. In particular, the volume-weighted average length
L1,V and width L2,V are used to identify the attainable region of the 3-
stage process for both simulations and experiments. The number-weighted
variances of the distribution, σ1,N and σ2,N, and the number-weighted
average sizes, L1,N, and width, L2,N, can be exploited to further characterize
the product quality and to estimate the kinetic parameters appearing in the
constitutive equations of the model, as discussed in detail in Section 5.4.1.4.

Average quantities

Volume weighted L1,V: µ22/µ12

Volume weighted L2,V: µ13/µ12

Number weighted L1,N: µ10/µ00

Number weighted L2,N: µ01/µ00

Number weighted σ1,N:
√

µ20/µ00 − L2
1,N

Number weighted σ2,N:
√

µ02/µ00 − L2
2,N

Table 5.1: Performance indicators used in this work.

5.2.3 Parametric analysis

The aim of this work is to develop a strategy to characterize, using a small
amount of experiments, the outcome of the 3-stage process when applied
to compounds with different properties and kinetics. An in-silico approach
is certainly convenient to define such strategy, since it allows tackling
this problem with a limited effort in comparison to that required for a
comprehensive experimental characterization. Therefore, we have carried
out first a sensitivity analysis on the operating conditions, namely the rotor
speed θ and the number of cycles nc, adopting the conditions reported in
Table 5.3.

The choice stems from the observation made elsewhere34,36 that these
two operating parameters have the strongest impact on product properties.
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The range of operating conditions investigated in this work is the one
that can be effectively applied when the experimental setup described
in Section 5.3.1 is used. This is certainly of interest and improves the
information provided by the model, as it allows to acquire a more precise
estimation of the outcome of the 3-stage process. The sensitivity analysis has
been subsequently complemented with a parametric analysis on some of the
parameters appearing in the constitutive equations of the model, by varying
them in physically-sound intervals. By doing so, we aim at simulating and
characterizing the outcome of the 3-stage process, under a broad range
of operating conditions, when applied to different compounds exhibiting
different intrinsic features. In particular, the analysis focused on the growth
and dissolution rates for both characteristic dimensions, as the energy input
provided by the grinding device and the mechanical properties of typical
active pharmaceutical ingredients are such that it is not possible to observe
a significant variation in the average sizes of the ground crystals when
considering different such substances.117 The effect of different growth and
dissolution rates has been simulated by varying the pre-exponential factors
kG,11 and kD,11, in the range reported in Table 5.2. This choice stems from
the observation that varying all the remaining parameters appearing in the
growth and dissolution rates shown in Equations 5.8 and 5.27 would lead
to similar conclusions. Moreover, given the linear dependence of the growth
and dissolution rates on the selected parameters, it is possible to easily
relate the trends observed with the change in the corresponding kinetics. It
is worth noting that the absolute value of the growth or dissolution kinetics
is however of limited interest in the context of studies where crystal shape
is the focus, since it is the ratio of the growth and dissolution rates of the
specific facets that determines the morphology of the crystals and not their
absolute values.67 The results obtained are therefore rationalized to quickly
identify trends characteristic to specific groups of compounds based on
common features (i.e. ratio of the dissolution rates, ratio of the growth
rates, etc.) and are subsequently used to design and guide the experimental
activity required to characterize the 3-stage process when applied to new
systems.

5.2.3.1 Effect of varying the operating conditions

The third panel on the second row of Figure 5.1 shows, in the L1L2-plane,
all the possible simulated outcomes of the 3-stage process (pink circles
encased by solid pink lines), adopting the simulation conditions reported
in Table 5.3 and when kG,11 = 600 µm s−1 and kD,11 = 0.818× 106 µm s−1.
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G1/G2 = 1.5
D1/D2 = 1.9

G1/G2 = 12
D1/D2 = 0.2

G1/G2 = 1.5
D1/D2 = 0.2

G1/G2 = 12
D1/D2 = 1.9

G1/G2 = 1.5
D1/D2 = 0.9

G1/G2

D
1 /D

2

Figure 5.1: Results of the sensitivity and parametric analyses performed by va-
rying first the rotor speed θ and the number of cycles nC (see Table 5.3)
and subsequently the growth and dissolution kinetics to reproduce
the effect of different compound properties on the achievable region
of the 3-stage process. The pink dots represent all the possible outco-
mes obtained adopting the kinetic parameters reported in Table 5.2
and the conditions shown in Table 5.3. The solid pink line enclosing
all the possible outcome of the 3-stage process represents the so called
attainable region. The four experiments, indicated by the orange, red,
blue, and purple markers, corresponding to the four tests constituting
the smart approach for process characterization.
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It is readily observed that all the average sizes obtained at the end of the
process belong to a curved quadrilateral region, whose vertices are the
four colored points; we call this region the attainable region (by the 3-stage
process) for a given substance and the selected seeds characteristics. Such
points correspond to the outcome of the process when the combination of
the minimum and maximum level chosen for the rotor speed θ (3,000 and
26,000 rpm) and the number of cycles nc (2 and 6) are applied. Therefore, a
possible experimental screening procedure to assess the feasibility of the
3-stage process for a specific new substance consists in performing these
four experiments, corresponding to a two-factors factorial design, and to
use the sizes of their products to define an approximated attainable region.
This has the advantage of being a model-free strategy, that does not require
a comprehensive characterization of the system, which is known to be
extremely time demanding.

5.2.3.2 Effect of varying the system kinetics

However, it is necessary to verify the applicability of this method also when
compounds with different properties are used. Therefore, a parametric
analysis has been performed investigating the effect of different growth and
dissolution kinetics. Its results are reported in the other panels of Figure 5.1.
Here it is possible to observe that very distinct attainable regions can be
obtained for different simulated compounds, ranging from a situation
where the 3-stage process actually worsens the particle size and shape
when more cycles are applied (upper left corner) to a case where it greatly
improves the crystal morphology leading to a wide variety of different
outputs (lower right corner). It is worth noting that in all cases the outcome
of the factorial design experiments can be used to delimit and define the
attainable region, thus confirming the suitability and robustness of the
characterization strategy proposed.

In order to get a deeper understanding of the connection between com-
pound kinetics and process outcome, it is convenient to observe how the
relative position of the average sizes of the four identified experiments and
their absolute position in the L1L2-plane changes when different kinetics
are applied. To this aim, panel (a) of Figure 5.2 can be used to visualize
these effects. The black and gray arrows show the results of the parame-
tric analysis when either the growth or the dissolution kinetics only are
changed, while the shaded area shows the results obtained when all the
possible combinations of growth and dissolution rates are explored. The
effect of different growth rate ratios is generally more significant than that
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G1/G2

D1/D2

a)

b)

D1/D2

G1/G2

L1

L2

kG,11=600 μm s-1

kD,11=81.8x104 μm s-1

Seeds

G1/G2 = 1.5
D1/D2 = 0.9

Figure 5.2: In panel (a), the effect of different growth and dissolution kinetics on
the four experiments used for robust and efficient process characteri-
zation is shown. The conceptualization of the phenomena leading to
the different types of attainable regions are shown in panel (b). Here,
for different growth and dissolution rates, the evolution of the sizes
of an exemplary particle during growth and dissolution is shown.
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of the dissolution rates. Possible reasons for this might be that the growth
stages span larger temperature intervals for cooling in comparison to those
adopted for dissolution through heating, and that in the overall process
there are less dissolution steps than growth steps. Furthermore, the effect
of different kinetic rates appears more significant when more cycles are
carried out, which is to be expected since overall more crystallization and
dissolution stages are performed. The effect of a change in growth and
dissolution rates reduces when high milling intensities are applied, due to
the milling becoming the controlling stage in manipulating the PSSD. These
effects are also visible when considering the whole attainable region. The
reason for the different types of attainable region obtained lies in how the
mass is removed and reprecipitated on the crystals throughout the cycles,
as high dissolution rates and low growth rates along L1 help in achieving a
better morphology by reducing the characteristic length and by favoring
the growth along the width, while the opposite situation occurs for high
G1/G2 ratios and low D1/D2 ratios. A conceptualization of these effects
is illustrated in Figure 5.2 (b), where the blue arrows and the comprised
region represent an exemplary evolution of the particle sizes for different
G1/G2 (black arrow) during cooling, while the red arrows and the region
between them represent the evolution of the sizes for different D1/D2 (gray
arrow) ratios during the dissolution stage.

5.2.3.3 Effect of varying the seeds characteristics

To verify how the type of attainable region obtained at the end of the
3-stage process depends on the characteristics of the seeds, we extended the
parametric analysis by performing simulations where the mass of seeds and
their PSSD are varied. Table 5.4 reports the characteristics of the different
seeds used at the beginning of each simulation, while Figure 5.3 shows the
attainable regions for the three cases considered. As it is readily observed,
the shape of the region obtained for the three cases is the same, with the
characteristics of the seeds having an effect on the final average sizes only.
This observation is of great relevance, as it demonstrates that the type of
attainable region does indeed depend on the intrinsic properties of the
compound to which the 3-stage process is applied only and not on the
PSSD or on the amount of the seeds used.
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Seeds2 
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Sim1 

Sim2 
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Sim2 

Sim3 

Figure 5.3: Results of the analysis performed to investigate the effect of different
seed populations and mass thereof on the attainable region of the
3-stage process for two sets of kinetic parameters.

Simulation Seeds Seeds properties Seeds mass m0

Sim1 Seeds 1 Gaussian µL1 = 100 µm
and µL2 = 50 µm

1 g kg−1
w

Sim2 Seeds 1 0.25 g kg−1
w

Sim3 Seeds 2

Gaussian µL1 = 500 µm
and µL2 = 50 µm 1 g kg−1

w

Table 5.4: Seeds used in simulations

5.2.3.4 Factorial design

The results of the parametric analysis are very important, as they have
allowed us to identify a smart, robust, and effective experimental screening
procedure required to investigate the feasibility and potential of the 3-stage
process with neither a thorough characterization of compound specific pro-
perties nor system-specific mathematical modeling. This procedure consists
in performing four experiments, under operating conditions defined by
combining the minimum and maximum applicable milling intensity and
number of cycles, and defining the attainable region as the portion of the
L1L2-plane enclosed by the average sizes of the corresponding products.
Furthermore, the simulations showed that the type of attainable region
obtained depends only on the ratio of growth rates G1/G2 and dissolution
rates D1/D2 typical of the compound used.
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A few remarks are necessary. The first concerns the quality of the cha-
racterization of the process outcome obtained with the factorial design
approach. As shown in previous publications,34,36 the dependence of the
final size and shape of the crystals on the operating conditions is strongly
non-linear. Nevertheless, the approximated achievable region, obtained with
the approach proposed in this work, still represents a good indication of the
process outcome and can be used as a guide throughout the process design
stage, where decisions concerning the operating conditions are made.

The second remark concerns the improvement in product properties
achieved when the compound exhibits high G1/G2 and low D1/D2 ratios.
The reduced variability in process outcome obtained shows that the final
size and morphology of the crystals cannot be significantly improved
by increasing the number of cycles performed. Nevertheless, the 3-stage
process, due to the repeated milling and dissolution stages, allows to obtain
crystals that are more compact than those obtained by simple cooling, as
well as a final powder with a reduced presence of fines in comparison to
that obtained by simple milling.

The strategy for process characterization developed in this chapter will
be assessed with a dedicated experimental campaign using two different
compounds, namely β L-Glutamic acid and γ D-Mannitol. For the latter,
however, it is necessary to estimate the specific growth rates in order to
relate its properties to the type of attainable region obtained. To this aim,
the fourteen cooling stages performed belonging to the four factorial experi-
ments can be used. This is of particular interest, given that a deeper insight
and characterization of the system can be obtained without performing any
other experiments. Therefore, a preliminary in-silico study has been carried
out to assess the possibility of using the information of the fourteen cooling
stages to estimate growth kinetics.

5.2.4 Fitting of the kinetic parameters

In this paper, we estimate the growth kinetics of γ D-Mannitol exploiting
the information available from the four experiments performed according to
the factorial design approach. The estimation is performed by minimizing
the objective function defined as

F(p) =
NE

2

NO

∑
i=1

ln
NE

∑
j=1

wij

(
yij − ŷij(p)

yij

)2

(5.29)
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Where p represents the set of growth kinetic parameters to be estimated,
NE is the number of experimental measurements, NO is the number of
fitted outputs (average properties of the measured PSSD), yi represents
any average property of the measured particle size and shape distribution
for the i-th experiment that needs to be fitted, ŷi(p) is the corresponding
model estimate based on the set of parameters p, and wij is used to weight
the contribution of each relative error to the objective function. To identify
the minimum of the function F(p), the genetic algorithm provided by the
Matlab optimization toolbox is used. The algorithm is seeded using 50 % of
the individuals randomly generated using latin hypercube sampling and 50

% from the last population of the previous run. The population size chosen
is 60, with a crossover fraction of 0.70.

While on the one hand fitting the whole particle size and shape distri-
bution would be of great interest, on the other hand this would lead to a
very high computational burden. Therefore, in this work we aim at fitting
the number-weighted average sizes and variances reported in Table 5.1,
which allow identifying uniquely the whole distribution of crystals with a
reduced simulation effort.

5.2.4.1 Confidence intervals estimation

Along with the kinetic parameters, we also estimate the corresponding
confidence intervals by means of the Jacobian analysis.

The diagonal element Sii of the error covariance matrix can be calculated
as

Sii ≈ σ2
E,i =

1
NE

NE

∑
j=1

(
yj − ŷj(p∗)

)2 (5.30)

By linearizing the model and assuming normally distributed errors, the
positive semidefinite covariance matrix V can be estimated using the corre-
sponding Jacobian matrix as

V ≈
(

JTSJ
)−1

(5.31)

This matrix can be used to determine the hyperellipsoid defined at the
confidence level α corresponding to the approximate confidence intervals
for the estimated parameter j.

Cj = tN−k
1−α/2

√
Vjj (5.32)
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In Equation 5.32, tN−k
1−α/2 corresponds to the value of the t-statistics with

N − k degrees of freedom at the designed confidence level α. The estimated
confidence intervals are certainly affected by the uncertainty introduced
with the linearization hypothesis, but they provide nevertheless the infor-
mation required to evaluate the quality of the fitting.

5.2.5 Estimation of growth kinetics from in-silico data

In order to assess the possibility of estimating the growth rate parameters
using the information associated to the fourteen cooling stages performed
at different operating conditions while carrying out the complete factorial
design protocol, the in-silico data generated by the model in the course of
the corresponding simulations can be used. In particular, the time-resolved
number-weighted average L1 and L2 are used and fitted to estimate the
value of the kinetic parameters appearing in Equation 5.8 for both crystal
dimensions. In order to reproduce the effect of the experimental error and
measurement uncertainties on the measured sizes, white Gaussian noise is
added to the simulated data, using the in-built Matlab function awgn, thus
generating in-silico a set of experimental data.

Panel (a) of Figure 5.4 shows the in-silico generated experimental data
(red boxes), while the results of the fitting are reported as a blue solid
line. For the sake of clarity and brevity, only the results of 3 out of the 14

available cooling stages are shown. The quality of the fitting is satisfactory,
with a good quantitative agreement (average absolute error of 10 upmum
for both dimensions) between the two sets of data. Panel (b) shows, in the
concentration vs. temperature plane, the region explored by the different
simulated stages (red area) and the solubility curve (black line): the range
of validity of the fitting covers a broad range of temperatures and concen-
trations. It is worth noting that the region partially lies below the solubility
line, which corresponds to the conditions of the solution at the beginning
of the cooling stages; this is due to the final conditions of the simulated
dissolution stage, as the simulations are stopped at a close-to-equilibrium
concentration. Finally, even if for some of the cooling stages the initial and
final temperatures are the same, the different particle ensembles suspended,
both in terms of number of crystals and sizes of the particles, lead to a
different evolution of the concentration throughout the stages, thus making
these stages actually different and allowing to effectively exploit all the
cooling steps for the estimation of the kinetics.
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a)

b)

Figure 5.4: Results of the in-silico fitting performed to assess the possibility of
estimating growth kinetics using the data available when the factorial
experiments are performed. In (a) the fitted average sizes are shown,
while panel (b) shows the range of concentration and temperatures
over which the fitting is performed.
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5.3 materials

The compounds used in this work are D-Mannitol (Sigma-Aldrich, ≥ 98%,
Switzerland) and L-Glutamic acid, produced by pH-shift precipitation
from L-Glutamic acid monosodium monohydrate (Sigma Aldrich ≥ 98%,
Switzerland) and hydrocloric acid (Fluka, Buchs, 37-38%).

As highlighted by Cornel et al.,118 D-Mannitol exhibits three different
polymorphs, whose solubilities in water are reported in panel (a) of Fi-
gure 5.5. In this work we focus on the thermodynamically stable polymorph
γ, exhibiting a needle-like morphology. However, to reduce the extremely
large solubility of D-Mannitol in the solvent and to avoid the formation
of bacteria colonies in suspension, the solvent used in the experimental
campaign is a mixture of water (Millipore Milli-Q, Zug, Switzerland) and
propan-2-ol (Reagent grade, VWR, Germany) which is an antisolvent for D-
Mannitol. Therefore, the solubility of γ D-Mannitol is measured according
to the experimental procedure described in Section 5.3.2. The seeds used
for the factorial experiments described in Section 5.3.3 consist of the fine
powder delivered as a raw chemical without further treatment. The corre-
sponding particle size and shape distribution is reported on the right-hand
side of Figure 5.6.

L-Glutamic acid has two polymorphic forms, namely the metastable α

form and the thermodynamically stable β form, which are monotropically
related.54 The corresponding solubilities are reported in panel (b) of Fi-
gure 5.5. The seeds of β L-Glutamic acid used throughout the experimental
campaign were obtained by polymorphic transformation from the α form
via pH-shift, and their particle size and shape distribution is shown in the
left-hand side of Figure 5.6.
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a)

b)

α

β

γ

β

α

D-Mannitol

L-Glutamic acid

Figure 5.5: Solubility of the model compounds and their polymorphs. Panel (a)
shows the solubility in water of the three polymorphs of D-Mannitol,
the metastable α and β, and the stable γ, as reported by Cornel et
al.118 In panel (b) the solubility of α and β L-Glutamic acid from
Scholl et al.54 are plotted.
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γ D-Mannitolβ L-Glut. acid

Figure 5.6: Volume-weighted average particle size and shape distributions of the
seeds of γ D-Mannitol (left) and β L-Glutamic acid (right) used for
the factorial experiments.
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5.3.1 Experimental setup

In Figure 5.7, a sketch of the laboratory setup is shown. The experimental
rig consists of two crystallizers, a continuous rotor-stator wet mill (IKA
MagicLab, Module MK), and a peristaltic pump (Ismatec BVP). In order
to keep the temperature of the suspension constant during milling, the
grinding chamber is jacketed and connected to a thermostat. Moreover, each
crystallizer is equipped with a dedicated thermostat for the precise control
of the suspension temperature during crystallization and dissolution and
with a dedicated ATR-FTIR spectrometer (ReactIR 45m, Mettler Toledo,
Switzerland), used to monitor the concentration of D-Mannitol in the liquid
phase. An FBRM G400 (Mettler Toledo, Switzerland) is used to monitor pos-
sible nucleation and attrition events. This device is used only to detect the
formation of fine particles, since the extraction of quantitative information
on the size and shape of non-equant particles from FBRM measurements is
known to be troublesome.

Thermostat 1 

Thermostat 2 

Thermostat 3 

Crystallizer 2 Crystallizer 1 

Continuous 

rotor-stator  

wet mill 

Pump 

Figure 5.7: Scheme of the laboratory setup.

5.3.2 Solubility of γ D-Mannitol

In this work, the solubility of γ D-Mannitol in a 10/90 wt% mixture of
propan-2-ol and water is measured in the temperature range 3–30

◦C using
both a gravimetric method and an ATR-FTIR-based approach.

To perform the gravimetric analysis, a suspension is prepared by adding
to 500 g of the propan-2-ol/water mixture, kept at the target temperature
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T, an excess of solids. The suspension is then kept at T under stirred
conditions for 24 h. Three samples of the liquid phase are then taken and
placed on three Petri dishes, which are subsequently left in a ventilated
oven at 25

◦C for 24 hours. The weights of the empty, full, and dried Petri
dishes are recorded, thus allowing to evaluate the solubility.

The solubility is also assessed with chemometrics measurements. To
correctly capture both the effect of temperature and concentration on the
infrared signal, a first set of calibration experiments has to be performed to
fit the concentration to the characteristic peaks. Here, 2 kg of the propan-
2-ol/water mixture are prepared at temperature T0 in a stirred jacketed
crystallizer, equipped with an FBRM probe to detect possible nucleation
events. γ D-Mannitol is added to produce an undersaturated solution
(saturated at TS), which is then cooled down to the final temperature TF at
a rate of 5

◦C h−1.

Exp ID mW [g] mP [g] mM [g] T0 [◦C] TF [◦C] TS [◦C]

Blank 1799.9 200.1 0 30 3 –

Exp1 1800.6 200.9 365.18 40 20 30

Exp2 1799.9 200.7 258.60 30 10 20

Exp3 1800.4 200.9 154.64 15 3 5

Exp4 1799.7 200.2 144.59 15 3 3

Val1 1800.5 200.5 233.30 5 15 n/a

Val2 1799.9 200.0 329.30 15 25 n/a

Val3 1800.2 200.3 391.42 20 30 n/a

Val4 1800.3 201.5 395.04 25 30 n/a

Table 5.5: List of the ATR-FTIR calibration and solubility measurements.

The IR spectra are collected until either the final temperature is reached
or nucleation is detected. The results of the calibration experiments are
used to train a model based on partial least squares regression (PLS), which
correlates the intensity of the baseline-corrected spectra to the concentration
of the solution characteristic of each experiment at different temperatures.
To this aim we used the Matlab function plsregress with 10-fold cross vali-
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dation and four latent variables. Figure 5.8 shows the set of experiments
performed under the conditions reported in Table 5.5 and according to the
procedure described above.

The experiments have been repeated twice and allow calibrating robustly
the ATR-FTIR over a broad range of concentrations and temperatures. In the
upper part of panel (b), the raw spectra collected during the experiments
are reported along with that of the solvent mixture (blank experiment).
In order to correlate the peak intensity with the concentration of γ D-
Mannitol in solution, a single-point baseline correction is applied, using as
a reference the intensity at 1127 cm−1 wavenumber. The choice is motivated
by the fact that the spectrum of propan-2-ol exhibits a maximum at that
wavenumber, and its concentration in the solvent mixture remains constant.
Hence, its absorbance at a given temperature should be equal at any given
solute concentration. This assumption is confirmed by visual inspection of
the spectra collected at various conditions, and the choice of the baseline
results in consistent spectra among the repetitions of the same experiments.
The PLS regression is performed in the wavenumber range 1127 to 999

cm−1, where the characteristic peaks of γ D-Mannitol show the maximum
variability upon changes in concentration and are least affected by those of
the solvent. The results of the baseline correction are reported in the lower
plot of panel (b).

The solubility is estimated by performing four dedicated experiments,
where 2 kg of the propan-2-ol/water mixture are prepared at four different
initial temperatures. An excess of γ D-Mannitol is added and the system
is kept under constant conditions for two hours. The suspension is then
heated at a rate of 2

◦C h−1 until the final temperature is reached. The
results of the solubility measurements, carried out under the conditions in
Table 5.5, are shown in panel (c) with purple markers. Here, a comparison
with the data acquired with gravimetric measurements (represented by the
black triangles) is carried out. The good agreement between the results
obtained with different techniques assesses the possibility of measuring
accurately the solute concentration throughout the experimental campaign.

To check the possible influence of the different solvent on the solid form,
an X-ray powder diffraction measurement (XRPD) is performed on the
crystals recovered at the end of the experiments. Panel (d) of Figure 5.8
shows the results of the XRPD measurement as obtained by Cornel et
al.118 in water and those obtained in this work for γ D-Mannitol in the
water/propan-2-ol mixture. Being the two patterns identical, we conclude
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that the change of solvent did not impact the solid form produced at the
end of the crystallization process.

5.3.3 3-stage process experimental protocol and factorial design

A saturated solution of the specific compound in the corresponding solvent
is prepared at the initial temperature T0,C1. The required amount of seeds
m0 is added and the system is cooled to the final temperature of the
first cooling stage Tf,C1 at the rate γC. The system is kept at constant
temperature until equilibrium is approached. The suspension of crystals
is pumped at 0.98 L min−1 through the continuous rotor-stator wet mill,
operated at the desired rotor speed θ. The outcome is collected in a second
crystallizer, where it is heated to the temperature Tf,H1, chosen to ensure
that, in the proximity of equilibrium, the fraction of suspended mass mD
will be dissolved. The dissolution step is necessary to eliminate most of
the fine particles formed during the milling stage, and the value of mD has
to be carefully chosen so as to accomplish the task without reducing the
efficiency of the overall process. The stages are repeated n number of times
until the final temperature Tf,Cn is reached. Then the crystals are collected,
filtered, and washed with pure propan-2-ol to promote displacement of the
entrained solution, thus avoiding its crystallization during drying. Finally,
the washed filter cake is placed in a ventilated oven at 65

◦C for 24 h.

5.3.4 PSSD measurement setup and protocol

The PSSD of the products is measured by using the µ-DISCO, a stereoscopic
imaging device, described by Rajagopalan et al.51 It consists of two cameras,
equipped with telecentric lenses, arranged in an orthogonal configuration,
thus allowing for the reconstruction of the particle shape starting from
two orthogonally projected images of the same crystal. Pictures of the
particle suspension, flowing in a quartz cell engineered to ensure lowest
optical distortion, are collected through bursts with a frame rate of 35 fps.
For each measurement, 10 bursts of 800 images each are launched, thus
allowing to reconstruct the size and shape of approximately 30,000 particles
in a time interval of 15 minutes. Based on the reconstructed geometrical
properties, the particles are automatically classified in 5 classes, namely
spheres, cuboids, needles, platelets, and non-convex polytopes. In this
work, we only consider the needles and cuboids classes, as we believe,
based on visual inspection under the optical microscope, that other crystal
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shapes occasionally detected are not representative of the crystal population.
Because of the high suspension density, reaching 7 wt% in the case of γ
D-Mannitol, the measurements are performed off-line on a suspension of
crystals in antisolvent.

5.4 results and discussion

5.4.1 Factorial design for the 3-stage process

In this section we aim at assessing the strategy described above by applying
it experimentally to two different compounds, namely β L-Glutamic acid
and γ D-Mannitol, both crystallized from specific aqueous solutions. In
particular, for each of them, the four factorial experiments are carried out
to identify the corresponding attainable region. To relate the type of attai-
nable region obtained for the two compounds to their specific properties,
an estimation of the growth kinetics for γ D-Mannitol is performed and
the estimated kinetics are compared to those already available for β L-
Glutamic acid. Based on these results and on the process simulations, a
general system-dependent strategy to identify heuristic optimal conditions
is proposed.

5.4.1.1 Case study 1: β L-Glutamic acid

Given that the effectiveness of the 3-stage process in modifying the size and
shape of β L-Glutamic acid crystals has already been evaluated both expe-
rimentally and in-silico and thoroughly discussed elsewhere,34,36 we report
here results for this compound as a reference case, aiming at highlighting
how the well-known properties of this system can be used to interpret the
outcome of the process based on the general trends observed through the
simulations presented above.

The 3-stage process is applied according to the operating conditions in
Tables 5.6 and 5.7, and the resulting volume-weighted average characteristic
dimensions of the final crystal population are shown for each of the factorial
experiments together with the full PSSDs in the left-hand side of Figure 5.9.
One can readily observe that the number of cycles significantly affects the
width L2 of the crystals, thus leading to a wide attainable region. This is
a case where the process we consider is most effective in navigating the
space plane by changing the relative dimensions of the crystals, and both
the milling intensity and the number of cycles have an evident impact on
the final crystal shape.
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With reference to the simulations illustrated in Figure 5.1, the behavior
of β L-Glutamic acid is similar to that corresponding to the three cases at
bottom right corner of the figure, i.e. for small values of the ratio G1/G2
when the ratio D1/D2 is large or intermediate, and for large values of the
ratio D1/D2 when the ratio G1/G2 is small or intermediate.

5.4.1.2 Case study 2: γ D-Mannitol

The results of the six experiments performed according to the operating
conditions reported in Tables 5.6 and 5.7 are shown in the right-hand side
of Figure 5.9; for each experiment the volume-weighted average length and
width of the final population of crystals are plotted along the full PSSDs.

Inspection under the optical microscope of the crystals obtained in ex-
periments M1 and M2, performed at 5,000 rpm, showed the presence of
crystals exceeding the millimeter in length together with a considerable
amount of fines. This condition is not optimal for sizing with the µ-DISCO,
because due to optical constraints the number of larger crystals would likely
be underestimated, with a strong bias in the volume-based average L1,V
towards fines. For this reason, we have chosen to include these experiments
for the characterization of the attainable region, but we have decided not to
exploit their information for the estimation of the growth kinetics.

One can observe that in all the experiments considered the process does
not lead to a significant variation in the width of the crystals L2. With
reference to the simulations illustrated in Figure 5.1, the behavior of γ D-
Mannitol is similar to that corresponding to the five systems along the
diagonal of the G1/G2-D1/D2 plane in the figure; this corresponds to
where the ratios G1/G2 and D1/D2 are simultaneously small, intermediate,
or large.

5.4.1.3 Discussion

In the case of β L-Glutamic acid the growth and dissolution rates of the
different facets is known from the literature; thus the ratio G1/G2 can be
calculated to be about 4,77 whereas the ratio D1/D2 is about 12.119 This puts
β L-Glutamic acid in the bottom right corner of Figure 5.1, corresponding to
systems for which the 3-stage process allows tuning the PSSD by varying the
operating conditions. The experimental results presented in Section 5.4.1.1
and illustrated in the left-hand side of Figure 5.9 are perfectly consistent
with the prediction from the values of the ratios G1/G2 and D1/D2.
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Condition LGA DM

Process

Initial temp. T0,C1 [◦C] 50 25

Final temp. Tf,Cn [◦C] 25 5

Seeds mass m0 [g kg−1
solv] 0.1 7.8

N◦ cycles nC varying

Crystallization

Temp. drop ∆TC (T0,C1 − Tf,Cn) /nC

Cooling rate γC [◦C h−1] 6 2

Milling

Residence time τ [s] 5

Rotor speed θ [rpm] varying

Dissolution

Fraction of mass dissolved mD 40% 20%

Heating rate γD [◦C h−1] 6 2

Table 5.6: Operating conditions of the factorial design for β L-Glutamic acid
(LGA) and γ D-Mannitol (DM).

β L-Glutamic acid γ D-Mannitol

θ [rpm] nC θ [rpm] nC

A1 3,000 2 M1 5,000 2

A2 3,000 6 M2 5,000 5

A3 14,000 2 M3 15,000 2

A4 14,000 6 M4 15,000 5

M5 25,000 2

M6 25,000 5

Table 5.7: Rotor speed and number of cycles of each experiment of the factorial
design for the model compounds.
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Such ratios are in contrast not known for γ D-Mannitol, for which we
have however the outcome of the experiments carried out according to the
factorial design (see Section 5.4.1.2 and the right-hand side of Figure 5.9).
Such experiments point at a system where both ratios G1/G2 and D1/D2 are
small, or intermediate, or large (in relative terms). In order to confirm this
system’s property, we should either carry out a full-fledged characterization
of growth and dissolution kinetics, i.e. a task beyond the scope of this
work, or alternatively use the available cooling steps performed during the
factorial design experiments in order to obtain a best estimate of the growth
kinetics (as discussed in Sections 5.2.4 and 5.2.5). The latter approach will
be pursued in the following.

5.4.1.4 Empirical estimation of γ D-Mannitol growth kinetics

From the experiments reported in Section 5.4.1.2, there are nine cooling sta-
ges that can be used for the empirical characterization of the γ D-Mannitol
growth rates. For each cooling stage we have measured the solute concen-
tration continuously and the PSSD of the starting and of the final ensemble
of crystals. These data are shown in the two panels of Figure 5.10, where
the data of the nine cooling stages are concatenated and plotted as function
of a rescaled time (horizontal axis), with the actual duration of each step
is reported in the upper panel. Both panels show the measured solute
concentration in grams of solute per kilogram of solvent (light blue profiles,
left vertical axis); the final number-weighted average length of the crystals,
L1,N, and variance along the L1 direction, σ1,N, are also shown in the upper
and in the lower panel, respectively (pink circles, referring to the right
vertical axis). Figure 5.11 illustrates particle size and shape properties for
two exemplary experiments, namely Exp 1 and Exp 2 in Section 5.4.1.2: in
the upper part of Figure 5.10 the PSSDs of the crystal ensemble as measured
using µ-DISCO before cooling (pink contour lines and shade) and thereafter
(gray) are illustrated; in the lower part of the same figure the two final
PSSDs are illustrated as blue contour lines.

By inspection of Figure 5.11, it is apparent that the final crystals are more
elongated, with a broader distribution in the L1 direction than the initial
crystals. This is confirmed by the initial and final values of L1,N and of σ1,N
in Figure 5.10: both quantities increase significantly during cooling because
of growth, obviously, and because of broadening of the distribution. The
latter effect is much less obvious, and might require a more in-depth study
for a sound physically based characterization. In the scope of this work, we
have decided to describe such effect via a growth model, where the growth
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Exp 1 Exp 2

Experimental

Simulated

End

Start

Figure 5.11: In the first row, the particle size and shape distributions collected
at the beginning (pink) and at the end (gray) of two cooling stages
are shown, highlighting the increased broadness of the final PSSD
in comparison to the original one. On the second row, a comparison
between the PSSD at the end of the cooling stage, both measured
(blue) and simulated (red), is carried out, showing the agreement
between model and experiments.
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rate in the L1 dimension is size-dependent: the functional form is known to
be able to account for a broadening of the distribution (see for instance the
characterization of β L-Glutamic growth reported earlier77).

In this work we propose the following constitutive equations for the gro-
wth rate in the two directions as a function of supersaturation, temperature
and dimension L1 (depending on seven parameters):

G1 = p11 exp
(
− p12

T

)
(S− 1)p13

(
1− exp

(
−p14

L1

Lref

))
(5.33)

G2 = p21 exp
(
− p22

T

)
(S− 1)p23 (5.34)

It turns out that the nine experiments available are not sufficient to estimate
all seven parameters without a strong correlation among them. We have
therefore simplified the previous equations: by neglecting the explicit depen-
dence on temperature, i.e. by setting p12 = p22 = 0 (note that the equations
are still temperature-dependent through the definition of supersaturation
in Equation 5.7); by assuming linear dependence on the supersaturation
driving force, i.e. by setting p13 = p23 = 1 and by choosing Lref = 1000 µm.
The resulting simplified equations depending only on three parameters,
namely p11, p14, and p21, are:

G1 = p11(S− 1)
(

1− exp
(
−p14

L1

Lref

))
(5.35)

G2 = p21(S− 1) (5.36)

The three parameters have been estimated by matching simulations and
experiments as well as possible in terms of five pieces of information for
each cooling stage, namely the concentration profile over time, and the
average sizes and variances (in both L1 and L2 directions) of the final
PSSD (note all simulations have been started with an ensemble of crystals
having exactly the same PSSD as that measured). The estimated parameters
are reported in Table 5.8, together with their 95% confidence intervals.
The simulated results are shown in Figures 5.10 and 5.11 together with
the experimental measurements for the sake of comparison: simulated
dark blue concentration profiles are plotted in Figure 5.10; red squares
represent the final L1,N and σ1,N in the upper and lower panel, respectively,
of Figure 5.10; the red contour lines in the lower part of Figure 5.10 illustrate
the simulated final PSSDs for experiments Exp 1 and Exp 2.

While we are fully aware that the agreement between simulations and
measurements is not perfect, we would argue that it is reasonably good



5.4 results and discussion 153

Parameter values and 95% confidence intervals

Parameter Estimated value

p11
[µm

s
]

30.2 ± 1.5

p14 [−] 0.81 ± 0.04

p21
[µm

s
]

0.20 ± 0.03

Table 5.8: Estimated values of the kinetic parameters and their confidence inter-
vals.

(average absolute error of 15 µm forL1 and 5 µm for L2), since all main
trends are properly captured. More specifically, we consider the estimated
growth rates as sufficient to provide a reasonable estimate of the ratio
G1/G2, whose importance in the context of the 3-stage process has been
demonstrated above. Considering the size dependence of G1 and assuming
L1 varying between 100 µm and 300 µm yield a value of G1/G2 from
Equations 5.35 and 5.36 between about 15 and about 40. This is a much
larger value than in the case of β L-Glutamic acid, which leads to the
conjecture that the γ D-Mannitol system behaves similar to the system in
the bottom left corner of Figure 5.1, i.e. a system characterized by a large
value of both G1/G2 and D1/D2.

5.4.2 From the attainable region to process design

Based on the type of attainable region obtained, it is possible to heuristically
optimize the operating conditions that should eventually be applied when
the 3-stage process is implemented.

In the case of low G1/G2 and high D1/D2 ratios (bottom right corner of
Figure 5.1), as in the case of β L-Glutamic acid, the process can actually
lead to a wide variety of sizes and shapes. As shown elsewhere,34,36 a good
compromise between the improved crystal morphology and the producti-
vity of the process is represented by heuristically optimal conditions, where
a moderate milling intensity is combined with a large number of cycles.

On the other hand, for high G1/G2 and low D1/D2 ratios (top left corner
of Figure 5.1), the best operating conditions correspond to the minimum
number of cycles and the highest milling intensity. This choice provides
a compromise between productivity, number of fines in the product, and
morphology of the crystals at the end of the process.
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For situations similar to the case of γ D-Mannitol, the heuristically opti-
mal operating conditions correspond to a high milling intensity, with the
aim of improving particle morphology, and an intermediate (3 to 4) number
of cycles, to remove the fines formed during breakage.

It is important to notice that the strategy proposed is based only on the
outcome of the four factorial experiments and does not require any mathe-
matical model, thus reducing the characterization effort to a minimum.

5.4.3 Exploration of the process design space

The attainable regions shown for γ D-Mannitol and β L-Glutamic acid have
been obtained by varying the rotor speed and the number of cycles. It is
clear that this covers only a subset of the whole design space characteristic
of the 3-stage process and is therefore necessary to understand if and how
varying the other operating conditions can change the type of attainable
region obtained.

In particular, another operating parameter that can be varied is the
fraction of mass dissolved.34,36 In order to investigate its effect on the
attainable region for different compounds, some considerations can be made
considering the compound-specific properties, as well as the simulation
results. We start by considering the case of large D1/D2 and small G1/G2
ratios (bottom right corner of Figure 5.1). For this type of compounds,
increasing the fraction of mass dissolved has a beneficial effect, since more
crystal mass would be removed during dissolution, making the particles
shorter, and solute would be recovered during cooling by growth along
L2, thus obtaining more compact crystals (see panel (b) of Figure 5.2). In
this case, the shape of the attainable region does not change, but different
sizes can be achieved. The same situation occurs for compounds with small
D1/D2 and large G1/G2 ratios (top left corner of Figure 5.1).

Less intuitive are the two remaining cases, that is compounds with small
(large) D1/D2 and small (large) G1/G2 ratios, for which the model can
indeed be used to gain a better insight. Figure 5.12 shows the effect of
increasing the fraction of mass dissolved for two of these intermediate cases.
It is readily observed that changing this operating condition does indeed
change the shape of the attainable region, but leads to product particles
with a worse morphology. Further, increasing the fraction of mass dissolved
leads to particles with a more equant shape only if the change in length L1
of the crystals during the crystallization step is smaller than its reduction
during the dissolution stage.
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=40%

=80%

=40%

=80%

Figure 5.12: Simulations aimed at investigating the effect of the fraction mass
dissolved on the attainable region of the 3-stage process (left panel:
G1/G2=1.5 and D1/D2=0.2; right panel: G1/G2=12 and D1/D2=1.9).

For a more in-depth investigation of the effect of changing the mass dis-
solved during the heating steps on the PSSD of the product crystals, one can
use the model that we have developed in Section 5.4.1.4 for γ D-Mannitol.
Such model would be applied beyond the scope of the experiments used
to estimate its model parameters, namely to study the effect of changing
mD based on fitting experiments carried out all with the same value of mD.
In order to check whether this is possible, we have carried out one 3-stage
process experiment under the same conditions as run M5 in Table 5.7, but
with 50% of mass dissolved during the dissolution stages instead of 20%
only. The results of such experiments are illustrated in Figure 5.13, where
the left-hand side shows the initial (pink contour lines and shade) and
final (gray) PSSDs measured with the µ-DISCO and the right-hand side
shows the measured (blue) and the calculated (red) final PSSDs. It is readily
observed that the agreement between simulation result and experimental
measure is acceptable, i.e. similar to the error observed in the case of the
cooling experiments used to estimate the growth model parameters. We con-
sider this result very encouraging, because it demonstrates the possibility
of efficiently exploring the design space of the 3-stage process.
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Figure 5.13: Results of the experiment performed adopting the operating conditi-
ons reported in Tables 5.6 and 5.7 for experiment M5 dissolving 50%
of the mass suspended. In the left panel, the particle size and shape
distributions collected at the beginning (pink) and at the end (gray)
of two cooling stages are shown. In the right panel, the comparison
between simulation (red) and experimental (blue) results is reported.

5.5 conclusions

The 3-stage process certainly represents a valid approach to manipulate the
size and shape of crystals, but its shortcomings, particularly concerning
the very broad design space and its characterization when applied to
different compounds, question its applicability. In this work we tacked these
problems by developing a robust and effective approach to characterize the
3-stage process feasibility and potential for different compounds with a
contained characterization effort.

First, we used the model to determine generally valid compound-dependent
features. In particular, the attainable region, which is the portion of the
L1L2-plane corresponding to all the possible process outcomes, has been
identified through process simulations performed with different growth
and dissolution kinetics. This analysis allowed to pinpoint, as key characte-
ristics of the system, the growth and dissolution rates ratios, which strongly
affect the type and shape of the attainable region. These simulations were
used to define a small set of experiments to fully identify the attainable
region without performing a comprehensive and time demanding process
characterization.
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The strategy developed has therefore been applied to experimentally
investigate the outcome of the 3-stage process when applied to two different
compounds, namely β L-Glutamic acid and γ D-Mannitol. The results
validated the observation obtained through simulations and confirmed
the developed model-free approach as a valid tool for an efficient process
characterization. We then used the experimental data acquired throughout
the factorial experiments to estimate the growth kinetics of γ D-Mannitol
and compare the behavior of both model compounds.

The experiments have been combined with the information acquired
via process simulations in order to define, for each type of attainable
region, heuristic optimal conditions granting the best compromise between
productivity and crystal shape. Finally, the experimental data are used to
tune the model parameters and run simulations to explore the whole design
space and predict the properties of the 3-stage process products.

The main strength of the proposed approach lies in its general validity, as
it is not necessary to fully characterize the system to quantify the outcome
of the 3-stage process, but only a limited set of tests, namely the four
factorial experiments, can be used to this aim. This is particularly interesting
given the reduced amount of material and effort required to carry out
the tests. Analyzing different compounds also allowed to experimentally
observe the different attainable region obtained via simulations. Based on
the type of attainable region, general heuristic optimal conditions have been
defined, which are mainly based on common properties of the final size
and shape of the crystals and not on the specific features of the system.
This is of great relevance, as it is possible to apply the identified conditions
merely according to the type of attainable region obtained, thus saving
a time demanding process optimization for each compound investigated.
Furthermore, gaining access to the information throughout each stage
showed how a deeper insight in different aspects of the 3-stage process
and the system can be achieved without further characterization effort,
especially when this information is combined with the model. In this
case, the effect of different operating conditions, once the kinetics of the
system have been estimated, can be investigated in-silico, thus leading
to the possibility of greatly enlarging and exploring the process design
space without performing time-consuming and expensive experiments, a
possibility certainly valuable for research and development purposes.
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5.6 notation

B birth term in the PBE [µm−2 kg−1 s−1]

c solute concentration in the li-
quid phase

[g kg−1]

c0 initial solute concentration in the
liquid phase

[g kg−1]

c∗ solubility [g kg−1]

C number of cycles [-]

Di dissolution rate for dimension i µm s−1]

E death term in the PBE [µm−2 kg−1 s−1]

F objective function [-]

gi daughter distribution of the frag-
ments along the i-th dimension

[µm−1]

G vector of rates of change [µm s−1]

Gi growth rate for dimension i [µm s−1]

JN nucleation rate [kg−1s−1]

JS secondary nucleation rate [kg−1s−1]

JHe heterogeneous primary nuclea-
tion rate

[kg−1s−1]

JHo homogeneous primary nuclea-
tion rate

[kg−1s−1]

kD vector of dissolution rate para-
meters

[varies]

kG vector of growth rate parameters [varies]

kHom vector of homogeneous nuclea-
tion rate parameters

[varies]

kHet vector of heterogeneous nuclea-
tion rate parameters

[varies]

Ki vector of breakage frequency pa-
rameters

[varies]

kv shape factor [-]

Ki breakage frequency for dimen-
sion i

[s−1]
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Li crystals characteristic dimension
i

[µm]

Li,N number-weighted average cha-
racteristic dimension i

[µm]

Li,V volume-weighted average cha-
racteristic dimension i

[µm]

m0 mass of seeds per kg of solvents [g/kg]

mD percentage of mass dissolved [-]

mM mass of the rotor [g]

n number density function [µm−2 kg−1]

n0 PSD of seed crystals [µm−2 kg−1]

nC number of process cycles [-]

NE total number of experimental ob-
servations

[-]

NO number of considered outputs [-]

NP power number [-]

p vector of breakage rate parame-
ters

[varies]

q vector of estimated growth rate
parameters

[varies]

S supersaturation [-]

t time [s]

T temperature [◦C]

T0 initial process temperature [◦C]

TF final process temperature [◦C]

x size of the mother particle du-
ring a breakage event

[µm]

yi characteristic property of the me-
asured particle size and shape
distribution for the i-th experi-
ment

[µm]

γC cooling rate [◦C min−1]

γD heating rate [◦C min−1]

ε power input [W kg−1]
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Φ aspect ratio [-]

µij cross moment ij of the PSSD [varies]

ρ density of the crystalline phase [kg m−3]

σ1,N number-weighted standard devi-
ation in L1 direction

[µm]

σ2,N number-weighted standard devi-
ation in L2 direction

[µm]

τ residence time in the mill [s]

θ rotor speed [rps]
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C O N C L U D I N G R E M A R K S A N D O U T L O O K

Given the relevance of industrial crystallization, it only came naturally for
academic researchers to delve into every aspect of this separation process.
Their interest ranged from the structure of the crystalline lattice to the
development of efficient processes and pieces of equipment. To this aim,
several measurement tools have been developed, to investigate all the
details required for a comprehensive understanding of all the phenomena.
A plethora of crystallization processes have also been designed to produce
particles with the desired size and shape. Nevertheless, controlling the shape
of crystals still remains an open question in the crystallization community,
with different branches of research tackling the problem from different
perspectives.

In this thesis, the use of mechanical action has been investigated as a
possible approach for the selective manipulation of crystal morphology.
In particular, a new process integrating a milling and a dissolution step
in the crystallization pipeline has been proposed as a novel solution for
the selective manipulation of crystal size and shape. The 3-stage process
certainly proved to be a viable alternative to attain crystals characterized by
a more equant morphology, in comparison to more traditional processes
currently exploited in the industry. The comprehensive investigation of the
design space characteristic of this process is however inherently difficult,
due to the large amount of degrees of freedom corresponding to the plethora
of operating variables. Therefore, a bottom-up approach has been used
in the beginning to develop a shortcut procedure to fully characterize
the system. Nevertheless, as it is currently designed and characterized,
the 3-stage process can still experience improvements ranging from the
characterization techniques used to the operation itself.

In this chapter, we provide final remarks on the most relevant findings
presented in this work, as well as a possible outlook in light of the continued
effort put in the development of imaging devices and process design.

161
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6.1 imaging techniques and particle ensemble modeling

The use of imaging techniques for the reconstruction of the 3D structure of
measured particles is a vital tool for the investigation of the morphology of
crystals. Currently, a very limited amount of commercially available devices
considers the real habit of crystals when characterizing their size. It is in
this framework that the µ-DISCO, presented in Chapter 1, stems out as a
unique instrument, capable of providing an insight otherwise not accessible.
In particular, it has been shown that this novel instrument, with its im-
proved optics, background removal, and statistical contour matching from
stereoscopic images, paves the way towards more accurate characterization
of particle size and shape. Thus, this measurement device is the perfect
candidate for the quantification of changes in the particle morphology in
crystallization processes. Yet, some improvements can be achieved both in
the hardware and the software.

First, in order to perform on-line measurements also with very high
suspension densities, an automated dilution loop, where the suspension is
sampled from the crystallizer, diluted with pure solvent, and subsequently
concentrated and sent back to the vessel, is necessary. Concerning the
hardware, one or more cameras could be added in order to improve the
reconstruction of the visual hull, thus making more accurate the estimation
of the sizes of the measured particles. Another possibility could be the use
of a different type of camera, with a different magnification and resolution,
for the detection and measurement of fine particles, an aspect particularly
important for the study of attrition and nucleation. The change made to
the optical components, however, would bring only a marginal betterment
compared to that achievable by improving the software component of this
measurement tool. It is certainly in this area that the µ-DISCO can exploit
the algorithms and techniques already applied in machine learning and
computer vision. For example, the foreground extraction, the possibility
of tracking particle motion for the acquisition of more images of the same
crystals are some of the routines that are currently successfully implemented
in other fields and of which the µ-DISCO would greatly benefit.

Strictly related to the imaging techniques, the models for crystals should
also be updated. Currently, the number of particle shape classes used by
the µ-DISCO and the quality of the image collected does not allow for
a level of detail such that complex-shaped particle morphologies can be
always accurately characterized. This would be of great interest for the
development of models capable of predicting specific properties of a tablet,
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such as the dissolution rates in the human body, using the quantitative
information on the area of each specific facet exposed by the crystals. Howe-
ver, the use of morphological population balance equations faces two major
challenges. The first one concerns the development of robust and precise
algorithms for the solution of these problems, which is still an on-going
topic of research. The second challenge concerns their implementation in
the industrial practice, mainly due to the lack of off-the-shelf measurement
instruments for product characterization, which can provide the required
information on particle size and shape. Nevertheless, these models are still
a vital tool, both during the stages of process design and development and
for the understanding of the basic phenomena underlying the different unit
operations.

6.2 breakage of needle-like particles

In Chapter 2 a comprehensive characterization of the milling device and
stage that is used in the 3-stage process has been presented. In particular,
first a mathematical model, whose constitutive equations are based on a
combination of the empirical evidence and the underlying physics of the
breakage events, has been developed. Therefore, a series of tests have been
performed aimed at investigating the repeatability and reproducibility, as
well as the effect of different operating conditions on the final products.
The kinetic parameters have been fitted to demonstrate the suitability of the
model for the quantitative description and prediction of the outcome of a
milling process where a continuous rotor-stator wet milling device is used.

The model developed can certainly be improved, by carrying out spe-
cific activities aimed at generalizing its formulation and applicability. For
example, the terms in its constitutive equations can be recast in order to
extend the model to different types of milling devices (i.e. ball mills, roll
mills). In particular, the term taking into account the operating conditions
should be tailored to consider the mechanics of the breakage event, i.e. how
and where the force is applied. Furthermore, indentation hardness tests
can be performed on single crystals of different compounds in order to
estimate their hardness to deformation and correlate this intrinsic property
to the breakage kinetics. Particularly interesting would also be the pos-
sibility of developing an experimental protocol for the identification and
quantification of the correct functional form for the daughter distribution.
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6.3 improvements for the 3-stage process

In Chapters 3 and 4 the potential of the 3-stage process has been assessed
both through simulations and experiments. In particular, first the feasibility
of the process through simulations has been shown. Therefore we perfor-
med an in-silico sensitivity analysis on process operating conditions to
thoroughly characterize their effect on the final properties of the crystals
and to identify general, characteristic trends. A set of dedicated experiments
has been designed based on the observation collected through simulations
to assess the trends simulated. The process proved to effectively manipulate
the morphology of the crystals. Hence, we combined the simulated and
experimental observation to identify an heuristic optimum experiment,
which would allow to obtain products with close-to-optimal properties. The
crystals obtained at the end of such experiment have been compared with
those obtained at the end of a cooling crystallization step both with and
without milling, highlighting the strong improvement achieved in terms of
particle size and shape when the 3-stage process is performed. Nevertheless,
the process could be further improved in order to overcome some of its
drawbacks.

The heating stage, as it is designed now, dissolves indiscriminately the
fine particles and the coarser crystals, since the whole suspension is heated
in the vessel. This problem can be tackled in different ways. A first solution
could be splitting the ground suspension into two parts, each containing a
specific percentage of the mass of crystals suspended. The dissolution stage
is then performed only on one of the two new suspensions, such that its
outcome is a clear solution which is then added to the fraction that was not
treated, recovering hence the supersaturation by growth. However, with
this approach, fines would still be present and would consequently grow
in the suspension that is not treated, potentially leading to products with
significant variability in their size. Therefore a second process alternative
relies on selectively separate the fines in a dedicated stage, such as an
hydrocyclone or by flotation.

From the process point of view, the choice of splitting the temperature
drop from the beginning to the end of the process only according to the
number of cycles could potentially lead to very high supersaturations in
the first cycles, where a small amount of crystal mass is available to recover
the excess of solute thus leading to a large number of undesired nucleation
events, and low supersaturations in the last cycles, where the opposite
situation occurs. Therefore, this parameter should be considered to define
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the final temperature of each cooling stage. Furthermore, the choice of
keeping all the operating conditions constant throughout the cycles limits
the process outcome. For example, the rotor speed could be reduced from
cycle to cycle so to avoid extensive breakage along L2 towards the end of
the process, thus improving product morphology. Obviously, removing this
constraint would greatly improve the variety of sizes and shapes achievable,
but at the price of expanding the design space and requiring a huge effort
to investigate experimentally.

6.4 process characterization

The identification of the attainable region of the 3-stage process, as investi-
gated in Chapter 5, represents one of the biggest challenges, especially in
terms of trade-off between number of experiments performed and infor-
mation required. In particular, in this chapter it has been shown how, by
applying the factorial design approach, it is possible to identify a limited set
of experiments which allows to characterize the variety of process outcome
under different operating conditions. A sensitivity analysis on the kinetic
parameters appearing in the constitutive equations of the model has been
performed to investigate in-silico the effect of different compound proper-
ties on the 3-stage process outcome. The results have been assessed by
carrying out two sets of experiments on two different compounds. Further-
more, it has been proven that, given the amount of information inherently
contained in the different cycles, it is possible to further characterize the
process, if needed, by estimating also the characteristic kinetics and thus
proceed with process optimization.

If on the one hand the approach proposed is robust and extremely help-
ful, on the other it is clear that non-linear effects can not be quantified based
only on the outcome of the four experiments identified with the factorial
design. Furthermore, the problem of process characterization becomes har-
der to tackle when removing some of the assumptions on the operating
conditions, thus significantly enlarging the design space and hence the
number of experiments required. Using the model reported in Chapter 2

could certainly help, as it would avoid time consuming laboratory experi-
ments for the 3-stage process, but it would need dedicated tests to quantify
the kinetic parameters, as they strongly impact the process outcome. A
thorough characterization as that performed in Chapter 2 would require
a large number of experiments, without giving any insight on the process
outcome. Therefore, it would be more useful to gain an understanding
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of basic properties, i.e. growth rates and dissolution rates ratios, which
are effectively determining the final outcome of the cycles, as shown in
Chapter 5, with simple experiments. One idea would be to measure the
behavior of single crystals and obtain the quantities of interest from these
experiments. Even though the sample might be statistically irrelevant, from
growth and dissolution experiments on single crystals a rough estimation
of the kinetics is still possible and it would help in clarifying the type of
attainable region characteristic of the compound investigated.

The factorial design still represents a valid alternative to identify the
set of experiments required for a thorough characterization even when
more than two operating conditions have to be explored, but their number
exponentially increases with the number of process variables. Therefore, the
factorial design approach can be coupled with an optimization algorithm to
identify in real-time, based on the previous tests, the set of experiments that
should be performed next and simultaneously identify optimal operating
conditions. The use of population balance equations in the optimization
routine is not advised, due to large effort required by the experiments used
to fit the kinetics of the model. A more promising approach is based on
black-box models, such as artificial neural networks,120,121 where, provided
a set of inputs, an output is generated without any knowledge of the nature
of the problem. The main advantage is that this type of models does not
require a deep understanding of the basic phenomena, but has the drawback
of requiring a robust experimental data-set to train the algorithm.

The combination of mathematical modeling and factorial design allows
to avoid the investigation of operating conditions leading to products not
fulfilling the imposed specifications and therefore to reduce the number
of experiments to be performed by ruling out those not providing signifi-
cant information. Despite not being the optimal approach, this technique
certainly represent a good starting point to further develop new alternatives.

6.5 3-stage process control

In the framework of further improving of the 3-stage process, the possibility
of performing path planning to determine the sequence of stages and the
corresponding operating conditions necessary to reach the desired target
is also of relevant interest. This has been proven to be possible, through
simulations, in the case of pure temperature cycles,71 but its feasibility
in laboratory experiments still has to be assessed. Despite the intrinsic
difficulty of the problem, the approach has been already successfully been
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implemented in the case of more complex processes.122,123 While it is clear
that a detailed model is required to successfully accomplish these tasks, a
sensitivity analysis on the kinetics, similar to that reported in Chapter 5,
might be useful to identify generally valid trends based on specific group
of properties that holds for different compounds.

Model-free control is also certainly appealing when it comes to its appli-
cation to the 3-stage process. The main challenge actually lies in controlling
the milling stage, given its short characteristic time. A workaround to this
problem consists in milling only a small fraction of the suspension, so
to measure the resulting products and subsequently adapt the operating
conditions to obtain the desired final properties. Concerning the control
of the crystallization and dissolution stage, experimental works have been
published71,90,124–126 showing a successful model-free controller capable of
adjusting the operating conditions to achieve the desired shape and sizes.
The main difficulty might however lie in performing on-line measurements
with the µ-DISCO in its current configuration, unless the dissolution loop
mentioned in Section 6.1 is developed and implemented.

6.6 industrial perspective

In light of all the results shown in this thesis, the 3-stage process certainly
represents an interesting alternative for the selective manipulation of parti-
cle size and shape, especially in the case where no additives or different
solvents can be used. Nevertheless, some issues need to be solved in order
to eventually implement this process at the industrial scale.

As highlighted in Chapters 3 and 4, the productivity of the active phar-
maceutical ingredient, defined as the amount of compound recovered in the
solid phase per process time, significantly drops in the case of the 3-stage
process. This is due to the introduction of the dissolution and milling stages,
which increases the total process time. In this framework, it would be of
interest trying to combine the dissolution and the milling stage. Since the
characteristic time of dissolution is in the order of minutes, a controlled
increment of temperature of the suspension in the mill could be exploited
to let dissolution occur during breakage, at least partially. Furthermore,
it is necessary to also quantify, for a better estimation of the productivity,
the process time of all the downstream unit operations. It is only with this
complete picture in mind, that a decision concerning the implementation of
the 3-stage process can be made.
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According to its current design, the 3-stage process would require two
batch crystallizers, a plant configuration that certainly increases the risk of
batch-to-batch variability. The problem can be solved by moving towards
continuous manufacturing, a topic of current relevance especially in the
pharmaceutical industry, with the added benefit of the quality-by-design
of the products, but possible drawbacks linked to the difficulties faced
when moving from batch to continuous production.127,128 Furthermore, in
the framework of energy efficient processes, it is necessary to investigate
more in detail the energy consumption of the different stages, eventually
coupling the dissolution and crystallization stages to recover the largest
amount of heat available.
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