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Abstract

Neurological disorders such as epilepsy, dementia, and Parkinson’s disease,

are estimated to affect around one billion people worldwide, and this number

is expected to increase because of a demographic transition. To date, they

are treated with medication and non-invasive neurostimulation methods, includ-

ing transcranial magnetic stimulation. If the methods fail and the symptoms

are severe, invasive surgeries such as lesional dissection or deep brain stimula-

tion (DBS) are performed. DBS is a common and effective surgical treatment

where small electrodes are implanted at specific locations in the brain and mod-

ulates neural activities around that region using electrical signals. However,

the current procedure uses a straight rigid needle, which restricts the search for

feasible target areas in the brain. Robot-assisted minimally invasive surgery is a

promising approach for improving the current procedures by enhancing dexter-

ity, precision, and stability. Recent research on the magnetic steering of flexible

tools have explored these strategies and demonstrated their versatility in differ-

ent surgical applications.

The objective of this thesis is to develop a new robotic-based method for

targeting and placing surgical tools in specific brain regions. To this end, mag-

netic and fluoroscopic guidance were utilized for steering a flexible needle. The

respective surgical planning algorithm was then developed and evaluated. First,

a fluoroscopic tracking method is developed to assess localization uncertainties

associated with a single fluoroscopic image and sequentially combines different

views using a Kalman filter. The method is implemented and validated for two

minimally invasive surgical tools, ablation catheters and neurostimulation elec-

trodes. Second, the steering of a flexible needle with an embedded magnetic tip

is implemented based on fluoroscopic guidance. Then, a kinematic model for the

magnetic needle is derived based on a nonholonomic bicycle model, and a closed-

loop control strategy with feed-forward and feedback components is implemented

using a chained-form transformation. The proposed needle steering method is

validated through in vitro and ex vivo experiments. Finally, a surgical plan-

ning algorithm for guiding flexible magnetic needles in neurosurgical scenarios

is implemented and evaluated using rapidly-exploring random trees.
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Zusammenfassung

Neurologische Erkrankungen wie Epilepsie, Demenz und Parkinson-Krank-

heit betreffen weltweit schätzungsweise rund eine Milliarde Menschen, und es

wird erwartet, dass diese Zahl aufgrund eines demographischen Übergangs zu-

nimmt. Bis heute werden sie mit Medikamenten und nicht-invasiven Neuro-

stimulationsmethoden, einschlielich transkranieller Magnetstimulation, behan-

delt. Wenn die Methoden versagen und die Symptome schwerwiegend sind, wer-

den invasive Eingriffe wie Läsionsdissektion oder Tiefenhirnstimulation (THS)

durch-geführt. THS ist eine häufige und effektive chirurgische Behandlung,

bei der kleine Elektroden an bestimmten Stellen im Gehirn implantiert wer-

den und die neuronalen Aktivitäten in dieser Region durch elektrische Signale

moduliert werden. Das derzeitige Verfahren verwendet jedoch eine gerade starre

Nadel, die die Suche nach möglichen Zielgebieten im Gehirn einschränkt. Die

robotergestützte minimal-invasive Chirurgie ist ein vielversprechender Ansatz

zur Verbesserung der derzeitigen Verfahren durch Verbesserung von Beweglichkeit,

Präzision und Stabilität. In neueren Forschungen zur magnetischen Steuerung

von flexiblen Werkzeugen wurden diese Strategien erforscht und ihre Vielseit-

igkeit in verschiedenen chirurgischen Anwendungen bewiesen.

Ziel dieser Arbeit ist es, eine neue roboterbasierte Methode zu entwickeln,

um chirurgische Instrumente in spezifischen Hirnregionen gezielt einzusetzen. Zu

diesem Zweck wurde die magnetische und fluoroskopische Führung zur Steuerung

flexibler Nadeln verwendet. Anschliessend wurde der entsprechende Algorith-

mus für die Operationsplanung entwickelt und ausgewertet. Zunächst wurde

ein fluoroskopisches Tracking-Verfahren entwickelt, um die mit einem einzel-

nen fluoroskopischen Bild verbundenen Lokalisierungsunsicherheiten zu bewerten

und um verschiedene Ansichten mit Hilfe eines Kalman-Filters sequentiell zu

kombinieren. Die Methode wurde für zwei minimal-invasive chirurgische In-

strumente, Ablationskatheter und Neurostimulationselektroden, implementiert

und validiert. Zum anderen wurde die Steuerung der magnetischen Nadel auf

der Grundlage einer fluoroskopischen Steuerung realisiert. Anschliessend wurde

ein kinematisches Modell für die Magnetnadel auf Basis eines nichtholonomen

Fahrradmodells abgeleitet und eine geschlossene Regelkreisstrategie mit Feed-
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Forward- und Feedback-Komponenten über eine Kettenformtransformation im-

plementiert. Die vorgeschlagene Nadelsteuerungs-methode wird durch In-vitro-

und Ex-vivo-Experimente validiert. Schliesslich wurde ein chirurgischer Pla-

nungsalgorithmus zur Führung flexibler Magnetnadeln in neurochirurgischen

Szenarien implementiert und mit Hilfe von rapidly-exploring-random-tree Al-

gorithmen ausgewertet.
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Chapter 1

Introduction

The brain is one of the most important organs in our body. It generates and

controls movement, and receives, integrates, and interprets sensory information.

Our brain is also responsible for the control of blood pressure and heart rate,

and associated with our intelligence, emotion, cognition, and memory. These

activities are the result of the interconnection of billions of neurons in the brain.

After birth, this network is maintained through neuronal migration and differ-

entiation. Defects during this process, caused by premature death or misplaced

growth can result in neurological disorders. This is suspected to be the cause

behind epilepsy, Alzheimer’s disease, Parkinson’s disease, and schizophrenia.

This chapter starts with a broad overview of the brain anatomy and of some

brain abnormalities that can cause neurological disorders. Then, deep brain

stimulation (DBS) is introduced as a neurosurgical treatment for these diseases.

Finally, details about the underlying surgical procedures behind DBS and its

current outcomes are elaborated. Further details about the brain can be found

in Vander’s human physiology [1].

1.1 Human Brain Anatomy and Neurological Disorders

The human brain makes up the central nervous system together with the spinal

cord. Protected by the skull and suspended in the cerebrospinal fluid, the brain

consists of the cerebrum, diencephalon, brainstem, and cerebellum.

The largest component of the brain is the cerebrum, which is separated to the

right and left cerebral hemispheres by a deep longitudinal groove. Underneath
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1. Introduction

they are connected by a large group of nerve fibers. The outer shell of the

hemisphere is the cerebral cortex, which is divided into four lobes such as the

frontal, parietal, occipital and temporal lobe. The cerebral cortex collects and

processes signals from the sensory nerves through the diencephalon, and controls

muscle movement by sending signals to the brainstem and spinal cord. The

inner layer of the hemisphere is composed of several subcortical nuclei such as

the basal ganglia, hippocampus, and olfactory bulb, which are responsible for

the movement and behavior regulation.

Below the cerebrum, the diencephalon forms the central core of the brain,

which includes the thalamus and hypothalamus. The first is a collection of

several nuclei which serve as the synaptic relay stations to integrate inputs to

the cortex, and the latter regulates homeostasis.

The brainstem and cerebellum, are situated at the base of the brain. Between

the diencephalon and the spinal cord, the brainstem contains all the nerve fibers

relaying signals from the other parts of the brain to the spinal cord. Through

these nerve fibers, it receives and integrates inputs from all regions of the central

nervous system. The brainstem is also involved in motor functions, cardiovas-

cular and respiratory control, and sleep regulation. The cerebellum, which is

located posteriorly to the brainstem, is responsible for coordination and bal-

ance, and may also have some cognitive functions.

There are two body fluids circulating in the brain, the blood and the cere-

brospinal fluid. The blood is supplied to the brain through the internal carotid

arteries and the vertebral arteries. It provides oxygen and glucose which is an

essential source of energy to the brain. Therefore, when the blood supply is

deficient for a few minutes, this can easily cause severe brain damage. The cere-

brospinal fluid is produced by specialized cells in four ventricles in the brain.

It circulates through the interconnected ventricles, and provides nutrients, reg-

ulates temperature and blood pressure, and clear the waste products from the

brain. This fluid fills the gap between the brain and skull, supporting and pro-

tecting the soft neural tissues.

This complex structure of the brain is interconnected by neurons, which re-

ceive and transmit information using electrical signals. They are connected to

muscles, glands, and sensory organs in the body through multiple neural path-

ways. These networks of neurons develop from the embryonic phase until birth.

After that point, neurons do not experience extensive regeneration. Therefore,

abnormalities and injuries in the brain’s neural network can potentially cause

neurological disorders.
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1.1. Human Brain Anatomy and Neurological Disorders

Celebral cortex
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Figure 1.1 : The human brain anatomy.

Parkinson’s and Alzheimer’s disease, epilepsy, and dystonia are examples of

neurological disorders currently affecting hundreds of millions of people world-

wide [2]. The most widely accepted causes for these conditions are associated

with the death of neurons or abnormal neural activities in the brain [3], [4].

Ongoing solutions used to rectify these issues include both medication and non-

invasive neurostimulation such as transcranical magnetic stimulation. If those

methods fail and the symptoms are severe, invasive surgeries such as deep brain

stimulation or ablation are performed.
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1. Introduction

Table 1.1 : DBS for Different Neurological Disorders

Disease Possible
Targets

Comments

Parkinson’s Disease† STN, GPi The most common DBS indica-
tion.

Essential tremor† VIM First FDA-approved target for
essential tremor and tremor-
dominant disorders [10].

Dystonia† VL, GPi Pediatric DBS for treating dysto-
nia is under investigation [11].

Epilepsy† ANT Only used for patients who
cannot have resective brain
surgery [12], [13].

Alzheimer’s Disease Fornix A transventricular approach is
required to reach fornix [14].

Tourette’s Syndrome /
OCD

CM, GPi DBS for treatment-resistant OCD
is approved under a Humanitarian
Device Exemptions.a

Depression NAc, SCC,
VC/VS, Lat-
eral Habenula

Small number of clinical studies
have demonstrated the antide-
pressant effects for treatment-
resistanc depression [8], [15].

Pain Syndrome VPL,VPM The patient selection is more im-
portant than other disorders [9]

† These are the FDA-approved applications.
a HDE is the FDA approval process for the devices for a rare disease or condition.
NAc, nucleus accumbens; SCC, subcallosal cingulate;

1.2 Deep Brain Stimulation

Deep Brain Stimulation (DBS) is a well-established neurosurgical technique used

to treat a variety of neurological disorders with high efficacy. Millimeter-sized

electrodes are implanted into a specific region of the brain and connected to an

implanted pulse generator (IPG) which controls the electrical stimulus. DBS has

been successfully applied to movement disorders such as Parkinson’s disease or

Essential Tremor [5], [6], psychiatric disorders such as depression or obsessive-

compulsive disorder [7], [8], and pain syndromes such as chronic pain after stroke

or amputation [9]. Depending on the type of neurological disorders, different

brain regions are targeted for stimulation, as described in Table 1.1.
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Frame-based Method Frameless Method

(a) (b) (c) (d)

Figure 1.2 : Electrode placement systems utilized in DBS surgery : frame-based

and frameless method. (a) ZD-stereotactic system from inomed (Emmendingen, Ger-

many) and Leksell Vantage from Elekta (Stockholm, Sweden). (b,c) A customizable

frame STarFix microTargeting platform and Microtable developed at Venderbilt Univer-

sity [18], [19]. (d) ClearPoint system with the skull-mounted aiming device SmartFrame

for interventional MRI-guided DBS from MRI Interventions Inc (Irvine, CA, USA).

1.2.1 Surgical Procedure

To determine the exact location of an electrode with respect to the target re-

gion, we need a coordinate system fixed to the patient’s head. The most common

placement method is the frame-based method, shown in Figure 1.2 (a). A stereo-

tactic head frame is mounted around the patient’s head and the preoperative

imaging is acquired with a localization device attached to the frame. This in-

troduces the polar coordinate system, which designates the target point as the

center of the sphere and the trajectory as a straight line along the movement

axis. This frame-based method is capable of sub-millimeter accuracy.

A relatively new frameless method is presented in Figure 1.2 (b-d). The guid-

ing appliance is directly fixed on the patient’s head with three or four bone-

screws, which later serve as the fiducial markers. The advantages of frameless

systems are their flexibility and reduced weight, which enable mounting with-

out space restrictions such that they can be used in magnetic resonance imag-

ing (MRI) scanners [16]. However, the frameless systems have less accuracy than

the frame-based system due to their coordinate system [17]. The small discrep-

ancy in the insertion axis can influence the tip of the electrode.
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Surgical Procedure of 
Deep Brain Stimulation

2. Frame Mounting 3. CT Scanning 
and CT/MR Registration

5. Neurological Testing6. Electrode Implanting7. Postoperative CT Scanning
 (for electrode placement verification)

8. IPG Implanting

4. Microelectrode Recording9. IPG Programming

1. MR Scanning and
Preoperative Planning 

Figure 1.3 : Surgical procedure of DBS. Images taken from [20]–[25]

Implanting an electrode in a specific region of the brain is a complicated

and sensitive procedure. The exact steps of DBS surgery always depend on the

neurosurgeon’s preference and experience, as well as available clinical devices.

Nevertheless, most of the surgeries can be split into the following steps, as out-

lined in Figure 1.3:

• Preoperative target identification and surgical planning

• Intraoperative targeting and electrode implantation

• Postoperative validation

• IPG implantation and programming

Here, the procedure of DBS is explained in detail based on the protocol used

in the University Hospital of Zurich, however, it may differ in other centers. Tar-

get identification and surgical planning is the first step of a DBS procedure, based

on the preoperative imaging. Depending on the electrode placement method, ei-

ther frame-based or frameless, the relevant frames or fiducials are implanted

under local anesthesia prior to the surgery. Then the preoperative MRI and CT
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are acquired to localize frames or fiducials and identify the anatomical targets.

Usually, MRI is utilized to obtain a high resolution image of soft tissues and CT

is done after frame placement to identify the frame positions. Then, the pre-

operative MRI is merged with the CT scan to locate the target in high-resolution

MRI in reference to the frame positions on the CT scan. Based on these imag-

ing modalities, the neurosurgeon determines the insertion point(s) and surgical

trajectory with the help of a computer-assisted system such as StealthStation

from Medtronic [21].

In the operating room, a small hole is first drilled into the patient’s skull

based on the planned insertion point. Then the microdrive is attached to the

stereotactic frame or fiducial screws. The microelectrode is inserted along the

planned trajectory in submillimetric scales using the microdrive. This micro-

electrode records the intraoperative physiological information near the preoper-

atively planned target location which can be used for confirmation and refine-

ment for anatomical localization. The same microelectrode is also used for direct

stimulation, which is useful to test the stimulation-evoked paresthesia or motor

contractures and to check the alleviation of the symptoms such as tremor and

rigidity. Once the final location is determined, the DBS electrode is implanted.

The final electrode position is confirmed, e.g. via fluoroscopy.Postoperative po-

sition verification is currently done in several ways, including 3D localization

using a CT or MRI scan. At certain centers, this includes that the patient is

transported out of the operation room to the scanner with the frame mounted.

If there is suboptimal discrepancy of the electrode placement, the patient needs

to be brought back to the operation room for a second insertion.

Once the entire neurosurgical procedure is performed and verified, the IPG

is implanted in a preformed pocket subcuteaneously in the chest, and connected

to the DBS lead with an extension wire. The initial programming is usually

performed a few days or weeks after the surgery when the patient has returned to

the symptomatic baseline. During the adjustment procedure, a few adaptations

on pulse amplitude, width, and frequency are required to stabilize the clinical

benefit for long-term follow-up [26].

1.2.2 Current Outcome

The efficacy and safety of DBS is well established. The stimulation of the subtha-

lamic nucleus , which is one of the most common targets for Parkinson’s disease,

can reduce the motor fluctuation by more than 50% [27]. The stimulation of
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the ventral capsule/ventral striatum (VC/VS) relieves the symptoms of patients

with highly-resistant obsessive-compulsive disorder [7], [28]. DBS treatment for

chronic pain, which was the original purpose of its development, was found

to be effective in patients whose chronic pain was traceable to specific brain

regions [29]. Recently, small numbers of clinical studies have also demonstrated

the antidepressant effect of DBS for treatment-resistant depression [8], [15]. DBS

has several advantages over other procedures such as pallidotomy or thalamo-

tomy, wherein a small region of the brain is destroyed or removed, because the

stimulation-related side effects can be reversed [30] and the reimplantation of the

electrode is also feasible.

However, despite the promising outcome of DBS in treating various neuro-

logical disorders, a few complications have been reported with the current tech-

nique [31], [32]. One group is related to hardware implantation. Hemorrhages,

one of the most serious complications, can occur at various steps in the DBS

procedure such as microelectrode recording, guide tube insertion, and final elec-

trode implantation, when the trajectory crosses through the vessels and the

ventricles. This can happen at various steps in the DBS procedure such as mi-

croelectrode recording, guide tube insertion, and final electrode implantation.

The second group is related to hardware defects and infections, which can affect

one tenth of patients. This includes electrode fractures, electrode migrations,

short or open circuits, infections and allergic reactions associated with IPGs or

electrodes [32], [33]. The other common complications are stimulation-related

adverse effects. During the adaptation time of IPG programming, most of the

patients experience side-effects. Some neuropsychiatric symptoms, including de-

pression, anxiety, apathy, or suicide attempts in severe cases, could occur after

DBS surgery. Also, cognitive decline in verbal fluency, long-term memory, and

processing speed have been reported [34], [35].

DBS is a common and effective neurosurgical treatment. However, a few

adverse complications exist and the exact physiological mechanism of the treat-

ment still remains unknown [36]. A better understanding of brain physiology and

patholody would definitely help to explore the action mechanism of DBS, thus

providing new guidelines for designing electrodes and IPGs. On the other hand,

as the fundamental purpose of current DBS technique is to modulate neural

activities at a specific brain region, careful preoperative targeting and precise

electrode placement are important factors [37]. Therefore, improved targeting

methods and new placement methods would enhance technical development in
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DBS.

1.3 Thesis Outline

This thesis aims to enhance the current neurosurgical technique, where the pur-

pose is to place surgical tools at specific locations in the brain region in a precise

and safe manner, by means of new targeting and placing methods. Fluoroscopic

imaging is used to localize small surgical tools because it is the most available

imaging modality in the operating room and provides good resolution and frame

rates. Under fluoroscopic guidance, a new placement method using a flexible

needle and a magnetic steering system is implemented. A surgical planning al-

gorithm that uses a sampling-based method and considers surgical constraints

is demonstrated to facilitate the placement of neurosurgical tools.

Chapter 2 outlines the current robotic solutions in neurosurgery. It intro-

duces different robotic systems developed for neurosurgery, and imaging or sens-

ing technologies used for those systems in the operating room. In Chapter 3, a

tracking method using a single fluoroscope is presented. The proposed method

is validated with different minimally invasive tools. In Chapter 4, a magnetically

guided flexible needle is modeled and implemented using the proposed tracking

method for neurosurgical application. Using a fluoroscopic feedback of the nee-

dle tip position and orientation, the proposed control strategy is validated in

a brain phantom tissue and a biological tissue. Chapter 5 presents a surgical

planning approach for flexible needles to aid neurosurgeons to adapt to the new

proposed method.
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Chapter 2

Robotics in Neurosurgery

In this chapter, different robots that are used in neurosurgery are introduced,

and the tracking methods and surgical planning approaches that aid those robots

are elaborated. A review on surgical robots can be found in [1]–[3] and those

particularly focusing on neurosurgical applications are covered in [4]–[10].

2.1 Surgical Robots in Neurosurgery

Surgical robots are categorized into passive and active robots based on their

different mechanisms [1]. Passive robots usually serve as tool holding devices.

The earliest applications of surgical robots were in this category, where they

were used to hold fixtures at predefined locations and help surgeons perform the

rest of neurosurgical procedures. Active robots are more involved in the surgical

procedure. They perform complex tasks such as skull drilling, tissue dissection,

and electrode implantation, which were previously carried out by neurosurgeons.

According to their interaction with surgeons, surgical robots can be further

classified into three categories which are supervisory-controlled, teleoperated,

and shared-control systems [5]. In supervisory-controlled systems, robots are

able to perform fully automated procedures. Surgeons can specify the motion of

the robot prior to the operation, and the robots follow the programmed motion

in the operating room. The surgeons are close to the patients and robots, how-

ever, they do not need to intervene until it becomes necessary. In teleoperated

systems, surgeons have full control over robots from remote sites. They can

obtain real-time visual feedback from surgical scenes through the use of cam-
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eras, and haptic feedback from force sensors that are integrated into the robots.

These feedback signals aid surgeons to control master devices as if they were

operating on the patients, while the robot motion is determined by following the

master device. In shared-control systems, surgeons and robots share the control

over surgical instruments. The surgical procedure is carried out by surgeons,

while the robots serve as a complement for steady-hand manipulation, such as

reducing the surgical tremor.

In the following section, robots used in neurosurgery are reviewed, and I also

have discussed potential surgical robots that can be used in neurosurgery.

2.1.1 Robotic Arms

Earlier studies used industrial robotic arms as passive tool holders for surgical

applications [11]. The calibrated robotic arm was used to register preoperative

CT scans of patients in the operating room and then moved to the desired po-

sition at which a burr-hole is located by supervisory-control. Then the robots

were locked in the stationary position, thus allowing the surgeons to perform

biopsy. An industrial robotic arm was recently tested for stereotactic neuro-

surgery as an active tool [12]. The robot autonomously drilled a burr-hole, in-

serted a guidewire, and implanted electrodes in the pig’s brain, following the

planned trajectory.

Surgical robots such as the neuromate, the ROSA, and the Renaissance, are

designed and developed for neurosurgical applications such as deep brain stim-

ulation, stereoelectroencephalography, and brain tumor resection as shown in

Figure 2.1. The clinical outcomes of the neuromate and the ROSA have im-

proved the current technology by minimizing the surgical risks and time [13],

[14]. These robots have used shared-control by restricting the workspace with

the haptic feedback system. For example, the surgical drilling instrument was

attached to the end-effector of the neuromate, which resulting in an improvement

regarding the safety and stability of the drilling procedure [15]. A miniaturized

parallel robot like the Renaissance has been developed to reduce the physical

footprint of surgical robots in the operating room [16]. This robot was mounted

directly on the skull and was able to guide the surgical tools based on planning

software [17].
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(a) neuromate® (b) ROSA® (c) Renaissance®

Figure 2.1 : Robot arms used in neurosurgery. (a) neuromate® stereotactic robot

from Renishaw (Gloucestershire, UK). (b) ROSA® robot from Medtech (France). (c)

Renaissance® guidance system from Mazor Robotics (Caesarea, Israel).

(b) Craniostar (c) Micron for microsurgery(a) Dissector Tool

Figure 2.2 : Hand-help surgical robots. (a) A hand-held device for neurosurgical micro-

dissection developed at Imperial College London [18]. (b) A hand-held robot for cran-

iotomy developed at University of Heidelberg [19]. (d) An actively stabilized hand-help

tool for microsurgery developed at Carnegie Mellon University [20].

2.1.2 Hand-held Surgical Robots

Hand-held robotic tools have recently drawn attention due to their compactness,

simple manipulation, and easy integration into the surgical workflow [21]. These

tools can assist the surgeons to filter out tremor, provide haptic feedback, and

constrain motion under shared-control.

Payne et al. have developed a hand-held haptic dissector for neurosurgical

microdissection task [18], as shown in Figure 2.2 (a). By measuring the tip deflec-

tion of the dissection tool, the force applied to the tissue was calculated. When

this force exceeds a critical threshold, the hand-held device gives a warning to
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(a) neuroArm (b) da Vinci® Surgical System

Figure 2.3 : Telesurgical systems. (a) A teleoperated neurosurgical robotic system,

neuroArm, developed at University of Calgary [23]. (b) da Vinci® surgical system

from Intuitive Surgical (Sunnyvale, CA, USA).

the surgeons by haptic vibration. This enhances the safety of the operating

procedure.

To aid neurosurgeons drilling a burr-hole into the skull, hand-held robots

like the Craniostar [19] and the STS [22] have been used as shown in Figure 2.2

(b). The Craniostar, integrated with two-wheel drives and a drill, performed

craniotomy following the preoperatively planned trajectory under shared con-

trol with surgeons. The STS device enhanced the safety of the procedure by

monitoring the drilling depth into the skull and comparing its depth with the

preoperative CT/MR imaging data.

Hand-held devices such as the Micron[20] shown in Figure 2.2 (c) have re-

duced the involuntary motion of eye surgeons by imposing piezoelectric actuators

that move the tooltip opposite to the tremor direction, thus, it acts as a stabilizer

for vibration. These robots were initially developed for ophthalmic microsurgery.

Nonetheless, the resulting performance demonstrated their versatility to assist

neurosurgical procedures.

2.1.3 Telesurgical Robots

Telesurgical robots are used to carry out surgical procedures even when the

patient and the surgeons are not in the same location. This enables intraopera-

tive imaging without exposing surgeons to radiation. The robots are mainly

teleoperated, however, the control interface between the master and the slave

robots provide shared control capabilities. For example, the motion captured
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from the master devices is filtered out and scaled down before sending it to the

slave robots. The dexterity of the telesurgical robots is highly dependent on

their end-effectors, which have evolved from rigid tools to flexible continuum

robots [24], [25].

The neuroArm, a teleoperated robotic systems, was developed for microneu-

rosurgery and MR-guided stereotaxy [23], [26] as shown in Figure 2.3 (a). The

surgeons manipulate the master devices that have positional and force feed-

back capabilities. The robotic arms on the slave-side can perform the surgical

procedure under the master-slave control architecture. The strength of the neu-

roArm was to conduct operating procedures such as needle insertion, soft tissue

cutting, and irrigation under intraoperative MR guidance. Recent reports have

shown the successful clinical outcomes of the neuroArm for microdissections of

different tumors [27], [28].

The most established telesurgical robotic system is the da Vinci surgical sys-

tem shown in Figure 2.3 (b). This system was first developed for open abdominal

remote telesurgery and has extended to minimally invasive surgery (MIS) in urol-

ogy and cardiology [29]–[31]. Recently, the feasibility and safety of the da Vinci

system used in keyhole neurosurgery were examined in a cadaver study [32]. How-

ever, researchers have concluded that the system is not optimal for brain surgery

since the multiple bulky arms inhibit maneuverability through the burr-hole and

limit endoscopic visualization.

2.1.4 Flexible Continuum Robots

Continuum robots are structured with infinite degrees of freedom, which is a

fundamental difference to conventional manipulators composed of discrete rigid

joints [33]. This allows the robots to have an increased dexterity because of

their flexible bodies, which allows them to traverse through confined anatomies

without harming the patients. Continuum robots can be used as the end-effector

of telesurgical systems, and also designed as independent surgical robots.

The NIOBE shown in Figure 2.4 (a) has been developed to guide cardiac

ablation catheters using remote magnetic navigation [34], [35]. This system con-

sists of two permanent magnets which actively change their orientation to steer

magnetic catheters. According to the direction of the generated uniform mag-

netic field, the tip of the catheters is aligned along that direction. Krings et al.

have presented a neuroradiological application of the NIOBE system [36]. The

navigation of microguidewires was demonstrated in tortuous vessel anatomy and
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(a) NIOBE® (b) ICH evacuation robot  

(c) steerable needles

Figure 2.4 : Flexible Continuum Robots. (a) NIOBE® magnetic navigation system

from Stereotaxis (St.Louis, MO, USA). (b) A robotic steerable cannula for intracerebral

hemorrhage evacuation developed at Vanderbilt University [39]. (c) Steerable needles

with a bevel-tip [41], tendon actuation [42] and magnetic guidance [43] developed at

Carnegie Mellon University, Delft University of Technology and ETH Zürich, respec-

tively.

in-vitro aneurysms. Using custom-made microcatheters and the NIOBE system,

Kara et al. first demonstrated endovascular guidance into the deep intracerebral

venous structure of animal models [37].

Concentric tube robots, which are composed of several precurved tubes, have

been suggested for neurosurgical applications such as neuroendoscopy [38] and

intracerebral hemorrhage evacuation [39]. Butler et al. have utilized the robots to

access cerebral ventricles in the brain. Under teleoperated control, the surgeons

were able to navigate the robots, more safely and smoothly in the phantom

model of ventricles with a shorter learning time. A similar precurved cannula

as the one shown in Figure 2.4 (b) was used to treat intracerebral hemorrhage.

Additionally, Bergeles et al. have proposed a method to optimize the design of

concentric tube robots based on their surgical task [40].

As flexible needles traverse through soft tissues, instead of navigating within
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blood vessels or anatomical cavities, they interact with tissues which causes tool

deflection [44]. The asymmetric geometry of the needle tip creates a moment that

deforms the flexible needle following a curved trajectory. This allows obstacle

avoidance with motion planning and helps to reach the deep brain region more

safely. Examples of flexible needles are shown in Figure 2.4 (c). The bevel-tipped

needle was examined to reach multiple targets from one burr hole in a cadaveric

brain [41]. To increase the tip dexterity, flexible needles with tip actuation were

developed. For example, Berg et al. used four cables to connect the needle tip

and four actuators at the needle base, respectively [42]. Petruska et al. designed

a flexible needle with a permanent magnet at the tip to manipulate it under

magnetic guidance [43]. Ko et al. used four bevel-tipped probes with different

tip orientations inspired by an egg-laying channel present in insects [45].

2.2 Tracking Technologies

An accurate and efficient tracking method is important to guide neurosurgical

robots. This tracking method can be classified in two categories; the first method

uses a non-invasive imaging modality available in the operating room, and the

second method utilizes position or shape sensors. Among those tracking tech-

nologies, the methods proposed and utilized in surgical robots are detailed in

the following sections.

2.2.1 Intraoperative Imaging Modalities

A few imaging modalities are available in the operating room, such as X-ray

fluoroscopy, intraoperative CT/MRI, and ultrasonography. The advantage of

implementing these modalities is that the precise location of pathologies along

with other anatomical structures are visible in the image simultaneously.

X-ray fluoroscopy is the most used imaging modality in the clinic because it

provides sufficient resolution and frame rates, compared to other non-invasive

imaging modalities. However, the fluoroscopic method has drawbacks such as

harmful radiation exposure to patients and surgeons, which is inevitable, and lack

of depth perception [46]. To overcome the 2D nature of single-axis fluoroscopy,

multiple views from different angles are taken. For example, Talukdar et al. used

a rotational C-Arm fluoroscope to visualize the anatomical structures in 3D with

tanhe optimized C-Arm geometry [47]. Shirato et al. used four fluoroscopic sys-

tems to track a gold marker embedded in the tumor lesion for radiotherapy [48].
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Fluoroscopic tracking has been recently demonstrated in the tracking of sur-

gical robots. For example, Glozman et al. manipulated a flexible needle into a

muscle tissue under fluoroscopic guidance [49] and Vandini et al. estimated the

position and shape of concentric tube robots within a tissue model [50].

Intraoperative MRI provides high-resolution imaging of soft tissues without

harmful X-ray radiation, Therefore, it is widely used in image-guided neuro-

surgery such as in electrophysiology and endovascular procedures [51]. However,

the major limitation of MRI is that the surgical procedure must be performed

with non-ferromagnetic devices. This requires additional development of sur-

gical tools. For example, an MR-compatible stereotactic device was developed

to allow intraoperative visualization of the surgical instrument and the intended

target in the brain [52].

Ultrasonography is another commonly used intraoperative imaging modality.

An ultrasound device is portable, inexpensive, and can offer images of soft tissues

in real-time. However, one drawback of the system is its limited field of view.

Therefore, it is difficult to image structures behind bones [53]. This problem

could be solved by inserting a small ultrasound probe directly into the resec-

tion cavity, which can reduce the influence of artifacts [54]. In surgical robotic

applications, ultrasound has been used to track a resection robot in prostate

surgery [55] and flexible needles [56], [57].

2.2.2 Sensing Technologies

Surgical robots can be localized with embedded sensors, such as electromagnetic

sensors and optical fibers. These sensors can provide high precision and acquire

data at a high frequency. Since this method only offers information about sur-

gical robots, additional image registration is required to locate the robots with

respect to the patient’s anatomy.

Electromagnetic sensors have been used to track surgical robots, such as flex-

ible needles and catheters. This tracking method using electromagnetic sensors

is available without line-of-sight restrictions, which can easily localize robots in-

side patients. However, this method has some drawbacks [58], [59]. One is that

the tracking accuracy can drop when the sensor is close to any disturbing objects

such as other imaging devices in the operating room and pacemakers implanted

in the patients. Another drawback is that additional devices such as magnetic

field generators are required in the operating room. Currently, tracking methods

that integrate electromagnetic sensors with other imaging modalities have been
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demonstrated. For example, Tran et al. combined 2D information from fluoro-

scopic images and pose information from electromagnetic sensors to estimate the

3D shape of the catheters. Depending on the type of electromagnetic sensors and

magnetic field generators, many commercial products are available for medical

applications [60]–[62].

Optical fibers fabricated with fiber-Bragg-grating (FBG) have been proposed

to calculate the shape of surgical tools such as colonoscopes [63] and flexible

needles [42], [64], [65]. A number of FBG sensors are integrated into the surgical

robots and used to measure the axial strain of the placed position when they are

elongated or compressed under mechanical loading. Then, the curvature of each

position is calculated to estimate the position and shape of the robots. This

method fully relies on optics, therefore, it does not interfere with other medical

devices that generate electrical and magnetic signals. The sensors can provide

accurate and fast shape information of flexible tools, however, the integration

into small devices remains a challenge.

2.3 Computer-Assisted Surgical Planning

Computer-assisted surgical planning is used to aid surgeons during preoperative

planning, and to reduce the time for actual surgery by optimizing the procedures,

thus enhancing the clinical outcomes. Planning begins with the understanding

of preoperative images of patients. The surgical targets and structures are auto-

matically segmented from images, and surgical procedures are planned with the

help of treatment-specific algorithms. In the last stage, surgeons validate the

planning results [9]. This surgical planning is specific to the patients, surgical

devices, and treatment procedures. Therefore, the involvement of new surgical

robots changes the current procedures and requires updates on the planning

algorithms, including the development of new planning methods.

Robotic arms are used as tool holding devices in the operating room. Their lo-

cation and posture should be acquired precisely concerning the patients’ anatomy.

This can be calculated by registration and intraoperative imaging of fiducial

markers mounted on the robotic arms using computer-assisted surgical plann-

ing [66].

The da Vinci telesurgical system is another example that considerably af-

fected surgical procedures. It brought in new robotic tools and imaging systems

which helped to overcome many limitations of minimally invasive surgery. They

allowed a full range of manipulation inside the patients and enables a stable
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camera platform with depth perception [3]. However, this invention requires ex-

tensive training for surgeons. On the other hand, planning algorithms can help

to ease this process. For example, Adhami et al. optimized the incision sites for

minimally invasive tool access and the pose of robots to guarantee a collision-free

operation throughout the intervention for coronary heart disease [67]. Further-

more, Sun et al. developed a computer-based simulator where the surgeons can

virtually try the procedures in advance [68].

Several surgical planners also have been implemented to support current

stereotactic surgery such as ablation, biopsy, stimulation, and implantation in

the brain. For example, surgical planners automatically suggest the possible

trajectories and insertion areas on the skull that minimize the surgical risk based

on the preoperative MR scans of the patients [69], [70]. Then the suggested

trajectories are accepted upon evaluation by neurosurgeons [71], [72]. As new

surgical tools such as flexible needles are incorporated in stereotactic surgery,

planning becomes less intuitive. This requires understandings of anatomical

constraints as well as robot kinematics and dynamics, which is the subject of

current research [73], [74].
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[67] L. Adhami and È. Coste-Manière, “Optimal planning for minimally invasive sur-

gical robots,” IEEE Trans Robot Autom, vol. 19, no. 5, pp. 854–863, 2003.

[68] L.-W. Sun, F. Van Meer, J. Schmid, Y. Bailly, A. A. Thakre, and C. K. Yeung,

“Advanced da vinci surgical system simulator for surgeon training and operation

planning,” Int J Med Robot, vol. 3, no. 3, pp. 245–251, 2007.

[69] E. J. Brunenberg, A. Vilanova, V. Visser-Vandewalle, Y. Temel, L. Ackermans,

B. Platel, and B. M. ter Haar Romeny, “Automatic trajectory planning for deep

brain stimulation: A feasibility study,” in Med Image Comput Comput Assist

Interv, 2007, pp. 584–592.

27



2. Robotics in Neurosurgery

[70] C. Essert, C. Haegelen, F. Lalys, A. Abadie, and P. Jannin, “Automatic compu-

tation of electrode trajectories for deep brain stimulation: A hybrid symbolic and

numerical approach,” Int J Comput Assist Radiol Surg, vol. 7, no. 4, pp. 517–532,

2012.

[71] S. Bériault, F. Al Subaie, D. L. Collins, A. F. Sadikot, and G. B. Pike, “A multi-

modal approach to computer-assisted deep brain stimulation trajectory plann-

ing,” Int J Comput Assist Radiol Surg, vol. 7, no. 5, pp. 687–704, 2012.

[72] Y. Liu, P. E. Konrad, J. S. Neimat, S. B. Tatter, H. Yu, R. D. Datteri, B. A.

Landman, J. H. Noble, S. Pallavaram, B. M. Dawant, et al., “Multisurgeon, mul-

tisite validation of a trajectory planning algorithm for deep brain stimulation

procedures,” IEEE Trans Biomed Eng, vol. 61, no. 9, pp. 2479–2487, 2014.

[73] S. Bano, S. Y. Ko, and F. R. y Baena, “Smooth path planning for a biologically-

inspired neurosurgical probe,” in Conf Proc IEEE Eng Med Biol Soc, IEEE, 2012,

pp. 920–923.

[74] S. Patil, J. Burgner, R. J. Webster, and R. Alterovitz, “Needle steering in 3-D

via rapid replanning,” IEEE Trans Rob, vol. 30, no. 4, pp. 853–864, 2014.

28



Chapter 3

Fluoroscopic Tracking

for Minimally Invasive Tools

An accurate and efficient tracking method is important to precisely guide mini-

mally invasive tools in real-time. The required accuracy depends on the specific

clinical applications. For example, a coil embolization of a small neck aneurysm

requires a position resolution better than 4 mm [1], and navigation into the neuro-

logical vascular system requires resolution on the order of 1 mm [2]. Among non-

invasive imaging techniques such as projective X-ray fluoroscopy, ultrasound,

electromagnetic tracking, CT, and MRI, fluoroscopy is a promising solution for

remote manipulation for minimally invasive tools because it provides sufficient

frame rates and resolution. However, the primary drawbacks of fluoroscopy are

that the images are only in 2D and it exposes both the patients and surgeons to

radiation [3].

To overcome the 2D nature of single-axis fluoroscopy, C-Arm fluoroscopy of-

fers projections from various angles, and biplanar fluoroscopy provides two per-

pendicular projections. Talukdar et al. [4] modeled stereoscopy with a rotational

C-Arm and optimized the geometric parameters for different clinical procedures.

Bourantas et al. [5], [6] reconstructed the 3D path of a catheter using biplanar

fluoroscopy and intravascular ultrasound images. Direct 3D catheter localization

from a single fluoroscopic image can be achieved by incorporating catheter size

information [7]. Using this technique, Yatziv et al. [8] tracked multiple catheters

for cardiac ablation in a 3D space.

In this chapter, a fluoroscopic tracking method for minimally invasive tools

is proposed. By using sequentially rotated views, the method can improve the
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3. Fluoroscopic Tracking

level of position accuracy while reducing the radiation exposure compared to

biplanar fluoroscopy. In section 3.1, the procedure to extract the 3D position of

the object from a single fluoroscopic image is briefly revisited and the covariance

of this estimate is numerically analyzed and discussed. In section 3.2, a solution

for combining a series of position estimates from multiple views using a Kalman

filter is proposed. The method is validated using sequential fluoroscopic views

of cardiac ablation catheters in section 3.3 and DBS electrodes in section 3.4

3.1 Localization Using a Single View

3.1.1 Position Estimation

It has been shown by Fallavollita [7] that the 3D position of an object can be

extracted from a single 2D fluoroscopic image. A direct relationship between

catheter’s depth and its width or area measured in image is suggested. Given

the C-Arm fluoroscopic imaging geometry shown in Figure 3.1, the procedure is

as follows. The 3D position in the C-Arm imaging space Pc = [xc yc zc]T of

an object is a function of the tip’s width δo [mm], the imaged width δi [pixels],

and the tip’s fluoroscopic image position PI = [u, v]T [pixels]. The horizontal

position (xc, yc) of the object is given by[
xc

yc

]
=
δo
δi

[
u− w

2

v − h
2

]
, (3.1)

where the width and the height of the image is w and h in pixels, respectively.

The vertical position zc is also linear to the ratio of object size δo and projected

size δi

zc =
L

ps

δo
δi
− Lc, (3.2)

where ps is the physical pixel size in millimeters, L is the distance between the

source and image, and Lc is the distance between the source and the origin of

the C-arm coordinate frame.

By rotating the C-Arm, the position of the object changes with respect to

the C-Arm imaging coordinate system. Taking the origin of the world frame

and the fluoroscopic imaging coordinates to be at the center of the rotating axis

of the C-Arm, the world frame position P as a function of the C-Arm rotation

matrix Rc and imaging frame position Pc is

P = RcP
c. (3.3)
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Figure 3.1 : Geometry of a C-Arm fluoroscope with a flat panel detector. The depth zc

can be estimated from the object size δo, the projected image size δi, the pixel size ps,

the distance L between the X-ray source and the detector, and the distance Lc between

the source and the origin of the C-Arm frame. The position of the object tip in the

fluoroscope image plane is (u, v), and the image width is w and height is h.

3.1.2 Covariance Estimation

The calculated 3D position Pc differs from the actual position due to errors in

the measured quantities u, v, and δi arising from noise in the fluoroscopic image,

inaccuracies in the C-Arm geometry, and error prone segmentation methods. In

this section, we investigate the effect of image-based errors on the uncertainty

of 3D position estimation.

Let the covariance matrix of image-based measurements [u v δi] be denoted

by MI as

MI =

 σ2
u σuv σuδi

σuv σ2
v σvδi

σuδi σvδi σ2
δi

 . (3.4)

The measurement variances σ2
u, σ2

v, and σ2
δi

can be obtained by analyzing several

images taken at the same object’s pose and C-Arm configuration. These vari-

ances are consistent with the C-Arm configuration. The cross-covariance terms

σuv, σuδi , and σvδi are zero because the three variables are independent and

uncorrelated in the image space.
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3. Fluoroscopic Tracking

For a given covariance matrix MI and position Pc as a function of (u, v, δi),

the covariance matrix MPc

is calculated from error propagation [9] as

MPc

= JMIJT (3.5)

where the transformation Jacobian is given as the partial derivatives of (3.1)

and (3.2) as

J =
[∂Pc

∂u

∂Pc

∂v

∂Pc

∂δi

]
=


δo
δi

0 − δo
δ2
i

(u− w

2
)

0
δo
δi

− δo
δ2
i

(v − h

2
)

0 0 − L
ps

δo
δ2
i

 . (3.6)

Therefore, the covariance matrix ΣPc

is obtained as

MPc

=

M11 M12 M13

M12 M22 M23

M13 M23 M33

 (3.7)

where

M11 =
(δo
δi

)2

σ2
u +

(
u− w

2

)2( δo
δ2
i

)2

σ2
δi

M12 = (u− w

2
)(v − h

2
)
( δo
δ2
i

)2

σ2
δi

M13 = (u− w

2
)
L

ps

( δo
δ2
i

)2

σ2
δi

M22 =
(δo
δi

)2

σ2
v +

(
v − h

2

)2( δo
δ2
i

)2

σ2
δi

M23 = (v − h

2
)
L

ps

( δo
δ2
i

)2

σ2
δi

M33 =
( L
ps

)2( δo
δ2
i

)2

σ2
δi .

The position of the object with respect to the world frame is obtained using

a linear equation (3.3) and the covariance matrix M becomes

M = RcM
Pc

RTc . (3.8)
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Figure 3.2 : Effects of an object position on condition number κ of the covariance matrix

MPc
. (a) Condition number κ following various objects with different physical sizes.

(b-d) Distribution of κ in image plane at differenct zc.

The 3D position is extracted from a single fluoroscopic image, and its uncer-

tainties are related to the errors in image-based measurements. It is natural to

have higher uncertainties in the out-of-image direction than the in-image direc-

tion. To study the directional uncertainties of final 3D position estimates, the

condition number κ is defined as

κ =

√
λmax(MPc)

λmin(MPc)
(3.9)
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indicating the ratio of the largest to the smallest standard deviations of the

estimates.

Suppose the object is at the center of the image, therefore, (u, v) = (w
2
, h

2
)

and the variances σ2
u, σ2

v, and σ2
δi

are the same as σ2. The covariance matrix

becomes

MPc

=
(δo
δi

)2

1 0 0

0 1 0

0 0 L2

δ2i p
2
s

σ2, (3.10)

and κ exhibits linear growth with L
psδi

. Using the system parameters reported

later in section 3.3, the estimation error in the out-of-image direction is about

250 times larger than the error in the imaging plane when the object is located

near the center of the C-Arm frame. The condition number varies depending on

object’s physical size and the distance zc shown in Figure 3.2 (a). As the object

gets closer to the X-ray source and its physical size gets bigger, X-ray projects

a larger area in the detector which results in a better estimation of δi.

This condition number also depends on the object’s location in the image

plane as shown in Figure 3.2 (b-d). The estimation errors in the depth direction

are smaller when the object is closer to the center of the image plane. As zc

increases, the difference of the condition number within the image plane gets

larger. Therefore, the condition number depends highly on the depth of the

object, and slightly on the location of the object in the image plane.

3.2 Combining Multiple Views

The depth calculation is significantly more sensitive to noise than the horizontal

position estimate. Thus, the uncertainty in that world frame direction can be

significantly larger than the other two directions. Rotating the C-Arm changes

the direction of the most uncertain axis, as depicted in Figure 3.3, and allows

for a sequentially refined estimate. To fuse position estimates from sequential

images, we propose using a Kalman filter, and acknowledge that the Gaussian

noise assumption is violated. The actual distribution cannot be Gaussian be-

cause of the nonlinear transformation between the image space and the world

position, and because the object’s projected width cannot be negative. The

inaccuracy in this assumption will primarily affect our estimate covariance but

should not significantly affect our estimated position, because the actual proba-

bility distributions are fundamentally monomodal. Since the Kalman filter is a
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Figure 3.3 : Uncertainty ellipsoids of the position estimates at different C-Arm config-

urations. Image adapted from Ziehm Imaging (Nürnberg, Germany).

least squares-based method [10], it will eventually converge to the correct values

even if the individual sample weightings are slightly inaccurate.

Posing our problem in a Kalman filter sense, we take the system state as

P, which is the position of a catheter tip in world frame, and assume it evolves

quasi-statically. Specifically, we assume the state transition matrix is the identity

and there is no command input. Thus, any deviation between the measurement

and the estimate are solely due to the measurement noise m. The process noise

n is taken to be small (approximately 1 mm) to account for any accidental dis-

turbance of the catheter pose while rotating the C-Arm. The measured output

Q is obtained from (3.3) and the measurement noise m with covariance matrix

M is obtained from (3.8).

The Kalman filter is a recursive estimation method and works with two steps,

the prediction step and the update step [11]. In the prediction step, the current

state of the system is predicted with the previous state along with the uncer-

tainties. Then in the update step, the current prediction is combined with the
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3. Fluoroscopic Tracking

current observation to update the state estimate.

For our system, the Kalman filter equations are described as follows:

prediction: P̂†k = P̂k−1 (3.11)

Σ†k = Σk−1 +N (3.12)

update: Kk = Σ†k(Σ†k +M)−1 (3.13)

P̂k = P̂†k + Kk(Qk − P̂†k) (3.14)

Σk = Σ†k −KkΣ†k. (3.15)

Here, P̂†k and Σ†k are the estimates of the state and the covariance matrix,

respectively, before the measurement is incorporated. The Kalman gain Kk

must be recalculated at each step because the measurement covariance is not

constant since the C-Arm rotates. With the updated gain, the estimate of the

current sate P̂k and the covariance matrix Σk are updated.

3.3 Tracking Ablation Catheters

3.3.1 Experimental Setup

We use a C-Arm fluoroscope from Ziehm Imaging (Nürnberg, Germany [12])

which offers images free of magnetic distortion due to its flat-panel detector. The

catheter used in the experiments is designed for cardiac ablation from Biosense

Webster (Irvine, CA, USA [13]). The physical parameters for fluoroscope and

catheter are provided in Table 3.1.

Table 3.1 : Physical Parameters of the Experimental Setup

Geomety Calibration

L 1110 mm L/ps 5830 pixel

Loffset 215 mm Loffset 217 mm

Lc 580 mm

w, h 1024 pixel

ps 0.195 mm/pixel

δo 2.35 mm
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3.3. Tracking Ablation Catheters

3.3.2 Calibration

To calibrate the constants in (3.2) for our system, we used fluoroscopic images

of the asymmetrical circle pattern at different distances from the X-ray source

shown in Figure 3.4 (a). The depth is measured from the top of the generator to

the object, which is zcm = zc+Lc−Loffset. Based on the geometry of the C-Arm

and (3.2), the fitting curve follows

zcm =
L

ps

δo
δi
− Loffset. (3.16)

The least-squares fit of (3.16) to the data is shown in Figure 3.4 (b), and the

fit curve is found to be

zc = 5830
δo
δi
− 217 (3.17)

with an R2 value of 0.9999. The coefficients L
ps

and Loffset have a 2.58% and

0.93% error, respectively, as compared to the expected values from the reported

C-Arm geometry. We use (3.17) to estimate the depth of the object in the

tracking experiments.

To find the image position PI and the width δi, the tip is segmented with

an empirically determined threshold. Then, PI is computed as the centroid of

the segmented catheter tip and the width is estimated by using the covariance

of the tip points. To characterize the measurement noise of this method, ten

images are taken at each of eight distinct poses for a total of eighty fluoroscopic

images. The covariance of u, v, and δi are calculated based on this sample set.

The measurement covariance for the image parameters MI , measured in pixels,

is

cov([u v δi]
T ) =

 0.0241 0.0046 −0.0006

0.0046 0.0241 −0.0006

−0.0006 −0.0006 0.0796

 . (3.18)

The off-diagonal covariances are negligible as discussed in 3.1.2, and the variances

are

σ2
u = σ2

v = 0.024 and σ2
δi = 0.080. (3.19)

Because the dynamics of the system is not considered, we assume the process
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Figure 3.4 : Depth Calibration with an asymmetrical circle pattern. (a) Asymmetrical

4×9 circle pattern for calibration, with the object size δo=10 mm. Fluoroscope images

of the pattern at different distances from the X-ray source, zcm = {0, 455, 895}mm from

left to right. (b) Measured depth as a function of object-size to image-size ratio δo
δi

. The

blue line shows the least squares linear fit and the average error of δo
δi

was 9.65× 10−4.

noise, measured in millimeters, is as small as

N =

1 0 0

0 1 0

0 0 1

 . (3.20)

To initialize the filter, the first measured position and measurement covari-

ance are taken as the initial state P0 and the initial estimate covariance as Σ0,
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3.3. Tracking Ablation Catheters

Table 3.2 : Measured Ground-Truth Position.

Reference Position Pr [mm]

x y z

pose 1 -17.5 -10.0 -21.0

pose 2 -16.0 2.0 58.0

pose 3 -3.6 26.9 126.2

pose 4 -3.6 25.5 73.2

pose 5 -4.4 26.5 39.2

respectively.

3.3.3 Results

3.3.3.1 Tracking performance with a rotating C-Arm

Five catheter positions were estimated to demonstrate the proposed approach.

Fluoroscope images of the catheter tip were obtained with different configura-

tions of the C-Arm, by rotating about the C-Arm’s x-axis from −45° to 45° (see

Figure 3.5). Images for the poses 1 and 2 were obtained with 15° increments, and

for the poses 3 to 5 increments of 7.5° were used. In some configurations, the

catheter tip left the field of view of the imaging system as the C-Arm rotated.

The number of sequential poses used to calculate the position for these positions

was reduced accordingly.

The estimated position, using the proposed localization approach is shown

in Table 3.4. The standard deviations for the estimates are calculated from the

covariance matrix Σk, and we consider the diagonal entries as variances in the

world frame. The square root of these values are the standard deviations.

The results were compared with the manually measured position of the

catheter tip Pr in Table 3.2 and the estimated position Pc with a single im-

age at θ = 0° in Table 3.3. The standard deviation of the estimated position Pc

was computed as the square root of singular values for MPc

in (3.7).

The proposed approach gives the mean estimation error for five poses as

13.9 mm in 3D space and 8.8 mm in depth compared to the manually measured

position, while Pc from a single image gives 14.7 mm mean error in 3D and

14.4 mm in depth. These uncertainties are similar to the values reported by

Fallavollita [7]. As discussed in 3.2, the error in the initial out-of-image-plane
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3.3. Tracking Ablation Catheters

Table 3.3 : Estimated Position P c using a Single Image at θ = 0◦.

Estimated Position Error

Pc [mm] ‖Pc −Pr‖
x y z [mm]

pose 1 -17.7 ± 0.20 -14.6 ± 0.16 -31.8 ± 6.09 11.7

pose 2 -15.8 ± 0.20 1.5 ± 0.03 29.6 ± 7.53 28.4

pose 3 -3.4 ± 0.05 25.1 ± 0.37 136.6 ± 10.39 10.6

pose 4 -3.6 ± 0.05 24.5 ± 0.33 61.8 ± 8.34 11.4

pose 5 -3.6 ± 0.05 24.7 ± 0.31 28.1 ± 7.49 11.3

Table 3.4 : Estimated Position P̂ combining Multiple Images with a Kalman

Filter.

Estimated Position Error

∆θ P̂ [mm] ‖P̂−Pr‖
pose [◦] x y z [mm]

1 15 -18.1 ± 0.06 -17.4 ± 0.98 -24.8 ± 1.53 8.3

2 15 -14.8 ± 0.05 -6.9 ± 0.93 52.2 ± 1.78 10.7

3 7.5 -3.1 ± 0.03 17.0 ± 0.25 139.9 ± 3.18 16.8

4 7.5 -3.2 ± 0.02 14.7 ± 0.54 84.1 ± 2.71 15.3

5 7.5 -3.2 ± 0.02 10.7 ± 0.83 49.2 ± 2.39 18.7

direction is reduced by combining multiple views using a Kalman filter. However,

the estimation error in the initial in-image-plane direction increases by adding

additional views. This is because the most uncertain axis of the rotated view

is no longer orthogonal to the least uncertain axis of the current estimate. The

variance of the estimation slightly increases in that direction when the new

measurement is added, and, since the measurement is noisy, the position error

may slightly increase as well. The results show that the error and standard

deviation in the x-axis is much smaller than the standard deviation in the y- and

z-axes because the C-Arm was rotated about the x-axis and remained orthogonal

to the most uncertain measurement direction for all images. As expected, the

total estimation error and total standard deviation improves with each successive

view.
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Figure 3.6 : The maximum standard deviation of the position estimate σmax by im-

posing multiple views. The variation in initial errors is mainly due to differences in the

imaged width of the catheter, which is a function of the distance from the X-ray source.

3.3.3.2 Convergence of error covariance

The square root of the maximum singular value of the updated covariance matrix

Σk is shown in Figure 3.6 for different poses of the catheter. As discussed in

section 3.1, the singular values of the covariance matrix give the variances of the

estimated position and the square root is the standard deviation of estimates.

The length of the major axis of the uncertainty ellipse in the estimated position

is σmax. This maximum uncertainty decreases quickly as the iteration proceeds

and multiple views are combined. The initial uncertainty starts between 4.8 mm

and 7.7 mm and converges to less than 3.2 mm, which implies the estimated

positions after the iterations have an estimate standard deviation of less than

3.2 mm. The initial errors are not equal because the position and width of the

catheter in the fluoroscopic image affects the measurement covariance, as shown

in Figure 3.2. As is the nature of the Kalman filtering, σmax will asymptotically

decrease to a steady state value, which is a function of both the measurement

noise and process noise by incorporating new measurements.

3.4 Tracking DBS Electrodes

In DBS procedure, a position verification for electrodes is performed using 2D

fluoroscopy at first in the operating room and then a postoperative CT scan val-
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idates the final location afterwards. To enable full 3D localization in the oper-

ating room, intraoperative fluoroscopic guidance was suggested utilizing fiducial

markers. The intraoperative DBS electrode tracking has been demonstrated by

using biplanar orthogonal fluoroscopy with four fiducial markers mounted on a

stereotactic frame [14]. Recent work has proposed an image segmentation and

optimization method to localize DBS electrodes in fluoroscopic images using two

fiducial markers [15].

The method proposed in [15] is used to segment the fiducial markers in a

fluoroscopic image and localize them in three dimensions with respect to the

fluoroscope. The DBS electrode is localized using its physical size and the pro-

jected area, also with respect to the fluoroscopic geometry. These two segmen-

tation results derive the 3D electrode position relative to the fiducial markers.

The proposed method in 3.2 is then employed to combine multiple fluoroscopic

views. The final localization result is compared to the postoperative CT scans.

3.4.1 Surgical Procedure

A preoperative CT/MR imaging and surgical planning were performed before

operations without changes. At the beginning of surgery, custom-made fiducial

markers were fixed to both sides of the stereotactic frame as shown in Figure 3.7

(b). These markers were sterilized before surgery to allow handling in the op-

erating room without risk of contamination. The steps of intraoperative micro-

electrode targeting, neurological testing, and electrodes implantation followed

the current surgical procedure.

After the permanent electrodes were placed, fluoroscopic images were taken

from several different perspectives. The images could capture the electrodes and

fiducial markers in the field of view as shown in Figure 3.7 (a). The postoperative

CT scan validated the final position of electrodes which was later used as the

reference position to compare the tracking results.

All the fluoroscopic images were taken with the informed consent from pa-

tients, and the study protocol was approved by the ethics committee of the Uni-

versity Hospital of Zurich. The fluoroscopic images and CT data were collected

anonymously.

43



3. Fluoroscopic Tracking

X"ray
Source

Image.
Detector

C"Arm

DBS.
Electrode

Fiducial.Markers
Stereotractic
Frame

(a)

(b) (c)

Figure 3.7 : In vivo experimental setup. (a) A fluoroscopic image capturing two fiducial

markers and a DBS electrode in the scene. (b) The markers were fixed to both sides

of the stereotactic frame, which was mounted to the skull before the surgery. (c)

Equipment used in the experiment.

3.4.2 Localization from a Single Fluoroscopic Image

A fluoroscopic image captures electrodes and a pair of fiducial markers as shown

in Figure 3.7 (a). From this image, the pixel position of the markers is segmented

using the method proposed in [15]. A blob detector is first used to segment any

circular objects in the scene. Among those detected blobs, the set of points which

gives minimum errors relative to the projection of the fiducial markers is chosen

as the matching set. Using least squares interpolation, the transformation of the

markers with respect to the C-Arm frame is measured as T cm.

For electrode segmentation, the image position is first obtained using a fast

feature detector [16] that determines the region of interest. An alpha matting

approach is then used to segment the electrode from the background. The center

and orientation is obtained by calculating the center of mass and the principal
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axis of the segmented image using the covariance matrix, respectively. The

width of the electrode is measured from the intensity profile along the short

axis. Then the 3D pose of the electrode is obtained comparing the center and

width information in pixels to the physical size of the electrode, which measures

P cel.

From the calculated transformations T cm and the position of the electrode in

the C-Arm frame P cel, the position of the electrodes in the stereotactic frame is

obtained as shown in Figure 3.7 (c) as

P sel = T sm(T cm)−1P cel (3.21)

where the transformation of the markers to the stereotactic frame, T sm, is given

from its geometry.

To characterize the measurement noise of the above segmentation method,

the same fluoroscopic device in section 3.3 is used. Ten images are taken at each

of nine different poses for a total of ninety fluoroscopic images. To calculate the

covariance of u, v, and δi, the mean value of four leads’ center and width are

used. The measurement covariance MI for the image parameters, measured in

pixels, is

MI =

 0.0498 −0.0177 −0.0087

−0.0177 0.0498 −0.0087

−0.0087 −0.0087 0.1603

 , (3.22)

which results in the variances as σ2
u = σ2

v = 0.0498 and σ2
δi

= 0.1603. The

process noise is again assumed as small as N = [1 0 0, 0 1 0, 0 0 1], measured

in millimeters.

3.4.3 Results

Three electrode positions were estimated to demonstrate the proposed approach.

Figure 3.8 and Table 3.5 show the estimation results for one electrode from pa-

tient I as an example. During the operation, four electrodes were implanted into

this patient and the first implanted electrode which targeted the left subthalamic

nucleus was localized. The three fluoroscopic images were taken at different C-

Arm configurations and used to estimate the 3D position as shown in Figure 3.8

(a). Each image resulted in the position estimate, Q0, Q1, and Q2, respec-

tively. The position estimates and the estimation uncertainties are depicted in

Figure 3.8 (b) and they are compared to the reference position Pr, which was
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(a)

(b)

Figure 3.8 : Position estimation results for the DBS electrode implanated in patient I.

(a) Fluoroscopic images capturing the electrode and fiducial markers taken at three

different C-Arm configurations. The segmentation results for the electrode are presented

in the white boxes. (b) Position estimates from each fluoroscopic image depicted with

its uncertainty. Note that the scale of the axis is not equal in x- and z-axis.

manually measured from the postoperative CT scan.

The proposed approach gives the mean estimation error for three poses as

3.66 mm in 3D space and 3.32 mm in the stereotactic frame’s z-direction. The

maximum standard deviation of the position estimates (σmax) were decreased to

5.17 mm, which is about 64 percent compared to the initial estimate P0. Since

the fluoroscopic images were taken in the operation room, the eligible number

of images were limited to minimize the radiation exposure to the patients. Also,
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3.5. Discussion

Table 3.5 : Estimated Position Q using a Single Image and the Combined Posi-

tion Estimate P̂ from patient I.

Error

x y z [mm]

Pr -3.25 -54.38 12.55 -

Q0 -2.42 ± 0.57 -55.75 ± 0.31 22.73 ± 8.42 10.31

Q1 -2.29 ± 0.29 -54.55 ± 0.23 5.54 ± 6.10 7.07

Q2 -2.20 ± 0.07 -54.97 ± 0.34 19.13 ± 8.34 6.69

P̂ -2.07 ± 0.23 -55.08 ± 0.16 16.28± 4.28 3.98
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Figure 3.9 : The maximum standard deviation of the position estimate σmax by impos-

ing multiple views.

the C-Arm configurations were restricted and thus the most uncertain axis of the

estimates did not change largely. These factors led to a similar estimation error

in 3D space and in the depth direction. Compared to previous experimental

results of cardiac ablation catheter, the estimation errors are relatively smaller,

which were attributed to the reference position measured with a higher accuracy

using the CT scan. However, the estimates are still suboptimal. This could be

caused by any segmentation errors occurred when calculating the transformation

matrix T cm.

3.5 Discussion

A fluoroscopic tracking method is herein proposed to assess localization un-

certainties associated with a single fluoroscopic image and combine sequential
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position estimates using a Kalman filter. The method is evaluated using two

different minimally invasive surgical tools, the cardiac ablation catheter and the

DBS electrode. Using a calibrated C-Arm fluoroscope for tracking cardiac ab-

lation catheters, the estimated standard deviation was reduced by 62 percent

compared to a single image. The absolute accuracy was within the uncertainty

of our manual measurements. The validation was extended to the case in situ in

the operating room. A DBS electrode was localized using a pair of custom-made

fiducial markers which was attached on the stereotactic frame. This experiment

resulted in a 36 percent decrease in the estimated standard deviation.

The estimation uncertainty is analyzed based on a condition number in (3.9),

which indicates the ratio of the largest to the smallest standard deviations of

the estimates. The condition number is a function of the physical size of an

object and its location with respect to the fluoroscopic imaging system. When

an object is closer to the X-ray source and its physical size gets bigger, the X-ray

projection occupies a larger area in the detector, and this helps to attain a better

image segmentation. Therefore, it is possible to estimate the 3D position of an

object with higher precision.

This method can be expanded to any number of minimally invasive surgical

tools in the field of view. Additionally, the method can be directly extended

to non-stationary objects because a Kalman filter approach is used. However,

one thing to note is that the C-Arm should be configured carefully to avoid an

overlap of surgical tools.
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B. Mihout, and P. Fréger, “Deep brain stimulation of the subthalamic nucleus in

parkinson’s disease: Usefulness of intraoperative radiological guidance,” Stereotact

Funct Neurosurg, vol. 86, no. 6, pp. 351–358, 2008.

[15] D. Kasper, “DBS electrode localization,” Master’s thesis, ETH Zürich, 2016.
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Chapter 4

Magnetic Guidance of a Flexible Needle

A rigid straight needle is currently utilized in the clinic to access deep brain

regions, while providing a stable insertion. However, this confines the feasible

paths only to straight trajectories, which can not be adjusted during needle

insertion. In contrast, a flexible needle can achieve curved trajectories using

a bending force around an asymmetric tip. The trajectories can then be cor-

rected based on intra-operative imaging. Therefore, this flexible needle acts as

a substitute for rigid straight needles.

There are several designs and actuation methods for steering flexible nee-

dles [1]–[3]. A bevel-tipped needle was driven using a combined motion of needle

insertion and spinning where the asymmetric needle tip naturally induced a

bending motion depending on its fabricated angle [4], [5]. To design paths with

different curvatures, a duty-cycled spinning control was previously used. How-

ever, it may cause additional damage to the tissue surrounding the needle [6],

[7]. Steering of these needles passively relies on tissue interaction forces, which

displace the tip angle. Additionally, active needles have been introduced to

control the tip angle and thus increase the tip dexterity. This includes flexible

needles with a tendon-driven tip joint [8]–[10], optically actuated shape memory

alloys [11], and offset adjustable parallel segments [12]. Recently, a flexible needle

with a permanent magnetic tip was designed to reduce tissue damage due to its

blunted tip. The feasibility of this strategy was demonstrated using phantom

tissues with a high curvature path [13].

In this chapter, a flexible needle is steered under magnetic guidance. To

improve its clinical relevance, a projective X-ray fluoroscope is utilized as an
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4. Magnetic Guidance of a Flexible Needle

imaging modality. Section 4.1 starts with an introduction to magnetic manipu-

lation followed by the kinematic model that is developed for the magnetically

guided flexible needles. A control strategy for steering the needle is described

in section 4.2. Section 4.3 describes the experimental setups and their calibra-

tion method. This includes the calibration of parameters that are related to the

kinematic model and to the fluoroscopic imaging systems. Finally, section 4.4 de-

scribes the experimental results of steering magnetic needle in the brain phantom

tissue and ex vivo pig brain.

4.1 Modeling of a Magnetic Needle

A magnetic needle is modeled with a rigid magnetic tip connected to a non-

magnetic flexible body which follows the trajectory of the tip. A simple mecha-

nism for steering this magnetic needle through soft tissue is used. The external

magnetic field controls the direction of the magnetic tip, and the linear motion

at the distal end of the needle actuates the needle insertion. Due to asymmetric

stress surrounding the tip, the needle penetrates through tissue in a preferential

direction. A detailed description of the magnetic needle model followed by a

brief introduction of magnetic manipulation is given in the next sections.

4.1.1 Magnetic Manipulation

Magnetic manipulation systems generate magnetic fields and gradients to guide

a magnetized object while permeating non-magnetic environment such as the

human body. One way of generating magnetic fields and gradients is to use

electromagnets which usually consist of a ferromagnetic core and a wire winding

up the core. The magnetic field is produced by the electric current through the

wire.

The externally applied field is expressed as the magnetic flux density B [T]

as

B = µ0H (4.1)

where µ0 = 4π×10−7 [T·m/A] is the permeability of vacuum and H [A/m] is the

external magnetic field strength. This magnetic field exerts the magnetic torque
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4.1. Modeling of a Magnetic Needle

and force on the object as [14]

τ = vM×B

F = v(M ·∇)B = v

[
∂B

∂x

∂B

∂y

∂B

∂z

]
M

(4.2)

where v [m3] is the volume of the magnetic material in the object, M [A/m] is

the remnant magnetization vector, and ∇ is the vector-gradient operator. The

induced magnetic torque and force can control the position and orientation of

the object. The torque τ aligns the magnetization direction of the object to

the applied field direction, and the force F creates a translational motion in the

direction of the magnetic field gradients.

A magnetic manipulation system can be configured with a number of elec-

tromagnets. Each of them generates a magnetic field throughout the workspace,

and the total magnetic field can be assumed as the sum of the contributions of

all individual electromagnets.

At a given point P, a k-th electromagnet generates a magnetic field as Bk(P).

This is linearly proportional to the current Ik with constant matrix B̃k, which

denotes the contribution of the k-th electromagnet by unit current. The total

magnetic field is then expressed as

B(P) =

n∑
k=1

B̃k(P)Ik = B(P)I (4.3)

where B(P) is a 3 × n unit field contribution matrix, and I is a n × 1 vector

imposing the currents in each magnet.

Using (4.2) and (4.3), the magnetic force and torque applied to the object

can be expressed with the input current I as[
τ

F

]
= A(B̃,P)I (4.4)

where A(B̃,P) is a 6 × n actuation matrix that maps the current of n electro-

magnets to a field and gradient at a given point P. For a desired torque and force

vector [τdes Fdes]
T , the required currents in the electromagnets can be found by

using the pseudo-inverse of A as

I = A(B̃,P)†
[
τdes

Fdes

]
. (4.5)
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Figure 4.1 : Schematics of a magnetic flexible needle steered in soft tissue. The direction

of the magnetic tip is steered with the external magnetic field and the flexible needle

body follows the trajectory of the tip with the linear motion at the distal end.

4.1.2 Kinematic Model of a Magnetic Needle

Using an external magnetic field, the direction of a magnetic tip is actively

steered. The insertion of the needle body is actuated using a motorized linear

advancer at the distal end of the needle as shown in Figure 4.1. To simplify the

model of a magnetically steerable needle, several assumptions were made. First,

the external magnetic field is large enough to guide the needle tip direction in a

short time, which allows to consider the orientation of the applied magnetic field

as the steering direction of the needle. Second, the flexible needle body follows

the trajectory of the magnetic needle tip, which allows to neglect any damage

coming from the needle cutting through tissue.

The kinematics of the magnetically guided flexible needle can be similar

to that of a bicycle model, which was adapted previously for flexible needles.
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4.1. Modeling of a Magnetic Needle

Webster et al. showed that a bevel tip needle could be considered as a bicycle

model with a fixed steering angle [15], and Ko et al. adapted the same model but

with a steerable angle [12]. In our case, the external magnetic field is actively

steering the front wheel at a virtual point in front of the needle tip, and the

magnetic tip and the flexible body follow the bending motion without slipping.

Figure 4.1 shows a schematic drawing of a magnetically guided flexible needle.

A virtual point in front of the needle tip is assigned at Pf which serves as a

steering wheel in the bicycle model. The orientation of the external magnetic

field B steers the virtual front wheel direction. Then, the needle tip acts as

the rear wheel of a bicycle model following its front wheel with an orientation

defined by h. Therefore, the configuration of the magnetic needle is denoted

with the heading direction h = [hx hy hz]
T at position P = [x y z]T and the

steering magnetic field direction B = [BxBy Bz]
T at position Pf = [xf yf zf ]T .

Here h and B are unit vectors. By letting the distance between the needle tip

and the front wheel be a positive number l and using a rigid-body constraint,

the 3D position of the steering front wheel can be obtained as

Pf = P + lh. (4.6)

A non-slipping condition in the bicycle model constrains the velocity of the

two wheels in the direction perpendicular to their orientation. This is applied

to our model as

hyẋ− hxẏ = 0

hzẋ− hxż = 0

Byẋf −Bxẏf = 0

Bzẋf −Bxżf = 0.

(4.7)

Using (4.6), these constraints can be expressed compactly as

ω(q) · q̇ = 0 (4.8)
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where

q =
[
x y z hy hz By Bz

]T

ω =


hy −hx 0 0 0 0 0

hz 0 −hx 0 0 0 0

By −Bx 0
−l(Bxhx +Byhy)

hx

−lByhz
hx

0 0

Bz 0 −Bx
−lhyBz
hx

−l(Bxhx +Bzhz)

hx
0 0

 .

Here, the target is assumed to be posed ahead of the initial position to maintain

hx = (1 − h2
y − h2

z)
1/2 > 0 and Bx = (1 − B2

y − B2
z)1/2 > 0. Note that hx and

Bx are excluded from the state vector because they are redundant variables.

A system with nonholonomic constraints in (4.8) can be represented as a

control system with the input u = [u1 u2 u3]T as

q̇ = g1(q)u1 + g2(q)u2 + g3(q)u3 (4.9)

where

g1 =

[
hx hy hz

hzC2 − hxC1

l(B · h)

hxC3 − hyC2

l(B · h)
0 0

]T
g2 =

[
0 0 0 0 0 1 0

]T
g3 =

[
0 0 0 0 0 0 1

]T
C1 = Bxhy −Byhx, C2 = Byhz −Bzhy, C3 = Bzhx −Bxhz.

Here, g1, g2, g3 are chosen so that the input u1 corresponds to the needle

insertion velocity at the distal end which is vI , and u2, u3 correspond to the

change rates of the steering direction which are Ḃy, Ḃz. The forth and fifth

elements of g1 are the second and third elements of the vector
h× (B× h)

l(B · h)
.

This vector holds the time-derivative of the heading direction ḣ in the plane

containing h and B, and its magnitude is correspondent to the tangent value of

the angle between two vectors, h and B. To avoid model singularity, the steering

direction relative to the current needle tip direction is restricted to be less than

π/2, i.e., h ·B 6= 0.

The parameter l is strictly positive, implying that the distance offset between

the steering wheel and the tip always exists. Physical properties such as stiffness

56



4.2. Feedback Control

and the damping coefficient of the soft tissue, as well as the magnitude of the

external magnetic field, decide the virtual offset distance l. For example, when

the reaction force from soft tissue is large, it demands more efforts to align the

magnetic tip to the input field direction, which can be incorporated with a larger

l. In the same manner, an external magnetic field with large magnitude causes

a large torque on the tip. It requires less time to align the tip, thus resulting in

a smaller l. This value of l can be experimentally determined with a specific soft

tissue phantom.

4.2 Feedback Control

The nonholonomic system in (4.9) is controllable according to Chow’s theo-

rem [16]. However, the stability of this system is not guaranteed by only using

time-invariant feedback [17]. Murray and Sastry introduced a method to trans-

form nonholonomic systems into chained form systems [18] which is analogous

to the exact linearization of a nonlinear system described in [19]. Bushnell et al.

further expanded and generalized the previous work to deal with nonholonomic

systems with more than three inputs [20]. Our kinematic model of a magnetic

needle can be understood as the system described in [20].

4.2.1 Chained System

According to the Proposition I in [20], a drift-free, nonholonomic system with

three inputs can be converted to a two-chain, single-generator chained form as

ż1 = v1 ż2 = v2 ż5 = v3

ż3 = z2v1 ż6 = z5v1

ż4 = z3v1 ż7 = z6v1

(4.10)

with a coordinate change and an invertible input transformation

z =
[
z1 z2 z3 z4 z5 z6 z7

]T
= Φ(q)

v =
[
v1 v2 v3

]T
= β(q)u

(4.11)

if there exists a basis f1, f2, f3 for ∆ = span{g1,g2,g3} such that the distributions

Gi := span{adif1 f2, adif1 f3} for 0 ≤ i ≤ n− 1 (4.12)
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have constant dimensions and are all involutive. Here, the Lie bracket of the

vector fields f and g are defined as

[f ,g](x) =
∂g

∂x
f(x)− ∂f

∂x
g(x)

ad0
f g(x) = g(x)

adkf g(x) = [f , adk−1
f g](x), k ≤ 1

and the Lie Derivative of a vector field h along f is defined as

LgLfh(x) =
∂(Lfh)

∂x
g(x)

Lkf h(x) = LfL
k−1
f =

∂(Lk−1
f h)

∂x
f(x)

L0
f h(x) = h(x).

This condition is used to find the chained form system for the magnetic needle

model in (4.9). The vector fields f1, f2, f3 can be chosen as

f1 =
g1

hx
f2 = g2 f3 = g3 (4.13)

which describes the same system as in (4.9) with a new input vector u′ =

[hxvI Ḃy Ḃz]
T . The corresponding distributions are constructed as

G0 = span{f2, f3}

G1 = span{f2, adf1 f2, f3, adf1 f3}

G2 = span{f2, adf1 f2, ad2
f1 f2, f3, adf1 f3, ad2

f1 f3}

(4.14)

where the distribution G2 has dimension n− 1 = 6 and G0,G1,G2 are all invo-

lutive. With the function h1 = x, h2 = y, h3 = z, the chained form coordinates

can be transformed from the state variables as

z1 = h1 = x

z2 = L2
f1
h2 =

−C1

lh3
x(B · h)

z5 = L2
f1
h3 =

C3

lh3
x(B · h)

z3 = Lf1h2 =
hy
hx

z6 = Lf1h3 =
hz
hx

z4 = h2 = y z7 = h3 = z

(4.15)
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and the corresponding input transformation is determined as

v = β(q)u

=

 1 0 0

β21 β22 β23

β31 0 β33

u

=

 1 0 0

L3
f1
h2 Lf2L

2
f1
h2 Lf3L

2
f1
h2

L3
f1
h3 0 Lf3L

2
f1
h3

u

(4.16)

where

β21 =
(Bxhx +Byhy)(hxC1 − hzC2) +Byhz(hyC2 − hxC3)

l2h4
x(B · h)2

+
3C1(hyC1 − hzC3)

l2h4
x(B · h)2

+
C2

1 (hxC1 − hzC2)− C1C3(hyC2 − hxC3)

l2h4
x(B · h)3

β22 =
Bxhx +Byhy
lh3
xBx(B · h)

+
C2

1

lh3
xBx(B · h)2

β23 =
Bzhy

lh3
xBx(B · h)

− C1C3

lh3
xBx(B · h)2

β31 =
(Bxhx +Bzhz)(hyC2 − hxC3) +Bzhy(hxC1 − hzC2)

l2h4
x(B · h)2

+
3C3(hzC3 − hyC1)

l2h4
x(B · h)2

+
C2

3 (hyC2 − hxC3)− C1C2(hxC1 − hzC2)

l2h4
x(B · h)3

β32 =
Byhz

lh3
xBx(B · h)

− C1C3

lh3
xBx(B · h)2

β33 =
Bxhx +Bzhz
lh3
xBx(B · h)

+
C2

3

lh3
xBx(B · h)2

.
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4.2.2 Nonlinear Error Equation

For the chained form system in (4.15) and (4.16), the state and input errors can

be denoted as

ei = zid − zi i = 1 · · · 7

ṽj = vjd − vj j = 1 · · · 3
(4.17)

where zid is the desired state trajectory and vjd is the desired input trajectory.

These can be obtained by transforming the predefined trajectory given in the

cartesian coordinates as Pd = [xd yd zd]
T to the desired trajectory in the chained

form as described in [21]:

z1d = xd

z2d =
ẋdÿd − ẍdẏd

ẋ3
d

z5d =
ẋdz̈d − ẍdżd

ẋ3
d

z3d =
ẏd
ẋd

z6d =
żd
ẋd

z4d = yd z7d = zd

(4.18)

v1d = ẋd

v2d =
ẋ2
d
...
yd − ẋd...xdẏd − 3ẋdẍdÿd + 3ẍ2

dẏd
ẋ4
d

v2d =
ẋ2
d
...
zd − ẋd...xdżd − 3ẋdẍdz̈d + 3ẍ2

dżd
ẋ4
d

.

(4.19)

From (4.17), the nonlinear error equation can be obtained as

ė1 = ṽ1

ė2 = ṽ2

ė3 = z2dv1d − z2v1

ė4 = z3dv1d − z3v1

ė5 = ṽ3

ė6 = z5dv1d − z5v1

ė7 = z6dv1d − z6v1.

(4.20)

The Lyapunov-like function is chosen as V =
1

2
eT e which gives the time
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derivative as

V̇ = ėT e

= a1v1 + b1v1d + a2v2 + b2v2d + a3vd + b3v3d

(4.21)

where

a1 = −e1 − z2e3 − z3e4 − z5e6 − z6e7

a2 = −e2

a3 = −e5

b1 = e1 + z2de3 + z3de4 + z5de6 + z6de7

b2 = e2

b3 = e5.

With positive definite constants k1, k2, k3 and the control input v as

v1 =
b1
a1

(−v1d − k1b1)

v2 =
b2
a2

(−v2d − k2b2)

v3 =
b3
a3

(−v3d − k3b3),

(4.22)

the time-derivative of V becomes V̇ = −b21k1− b22k2− b23k3 ≤ 0 showing that the

function V is negative semi-definite. The control input in (4.22) can be rewritten

as

v1 =
e1 + z2de3 + z3de4 + z5de6 + z6de7

e1 + z2e3 + z3e4 + z5e6 + z6e7

· (v1d + (e1 + z2de3 + z3de4 + z5de6 + z6de7)k1)

v2 =v2d + k2e2

v3 =v3d + k3e5.

(4.23)

The overall block diagram for steering a magnetic needle is shown in Fig-

ure 4.2. The reference trajectory is obtained prior to the needle insertion from

path planning algorithms. When the desired trajectory is given in cartesian

coordinates, the desired state and input trajectory is calculated as in (4.18)

and (4.19). Using the desired trajectory together with the state in chained form,
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Figure 4.2 : Block diagram of steering a magnetic needle.

the feed-forward and feedback inputs are calculated following the control law

in (4.23). The inverse of (4.16) calculates the velocity inputs to the catheter

advancer and magnetic system. The resultant motion of the magnetic needle

interacting with soft tissue is captured using a real-time fluoroscopic image. The

state variables are transformed into the chained form using (4.15) which then

close the control-loop.

4.3 Experimental Setup

The experimental setup that was used to test the performance of the proposed

closed-loop trajectory controller is shown in Figure 4.3. The magnetic needle

designed in [13] was tested using agarose gel as a brain phantom tissue and ex

vivo pig brain. The linear motion i.e., insertion of the needle was actuated by a

custom wire feeder, and the direction of the magnetic tip was controlled by an

electromagnetic system. A C-Arm fluoroscope was employed to measure the nee-

dle’s tip position. In the following section, each component of the experimental

setup is described in detail, including the experimental calibration process.
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Brain
Phantom Magnetic

Needle

Wire
Feeder

Core
Magnet

Ex vivo pig brain
embedded in agarose gel

C-Arm
Fluoroscope

Electromagnetic
System

Figure 4.3 : Experimental setup for steering a flexible needle under the magnetic and

fluoroscopic guidance.

4.3.1 Magnetic Needle Design and Fabrication

The magnetic needle used in this work consists of a cylindrical and a spherical

NdFeB permanent magnet (both with a diameter of 1 mm and the cylindrical

one with a height of 7 mm), a 0.25 mm diameter Nitinol wire, a stainless steel

adapter and a silicone tubing. The needle is assembled as shown in Figure 4.4.

The stainless steel adapter is used to attach the magnetic tip and the Nitinol

wire with a better alignment. The silicone tubing is utilized to avoid the thin

Nitinol wire from slicing through the soft tissue. Two separate silicone tubes are

used to encapsulate the tip and the adapter, and the adapter and Nitinol wire

to ease the fabrication. The fabricated magnetic needle has 1.3 mm diameter at

the tip and 0.7 mm diameter along the flexible body. The magnetic tip and the

spherical joint are clearly visible in the fluoroscopic image as shown in Figure 4.4

(c).
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(a)

(b) (c)

Adaptor Ball Joint Magnetic Tip

Silicone TubeNitinol Wire

Figure 4.4 : Magnetic needle design. (a) Sketch of the magnetic needle. The needle tip

consists of one cylindrical and one spherical NdFeB permanent magnet which is encased

in a silicone tube. The adapter ring connects the spherical joint and the Nitinol wire.

(b) The fabricated prototype of the magnetic needle. (c) The fluoroscopic image of the

designed needle.

4.3.2 Brain Phantom Tissue

Agarose gel at a 0.6 % by weight concentration is commonly used as brain phan-

tom because it closely resembles the brain with respect to its mechanical prop-

erties. It shows a similar force profile during needle insertion at slow insertion

speeds [22].

The agarose gels used in the experiments were prepared by mixing agarose

powder (Duchefa Biochemie B.V) and deionized water. The mixture was heated

until all the powder had dissolved and then boiled for another 5 minutes. The

solution was then poured into a rectangular container with dimensions of 15 ×
15 × 5 cm. The agarose gel was cooled down at room temperature for at least

five hours.
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Figure 4.5 : Markers used for obtaining the transformation between the fluoroscopic

device and the electromagnetic system. (a) Five bronze markers in the workspace of

magnetic system. (b) A fluoroscopic image capturing the markers.

4.3.3 X-ray Fluoroscopic Visual Feedback

The same C-Arm fluoroscope described in Chapter 3 is used to provide visual

feedback. The physical parameters for the fluoroscope device are provided in

Table 3.1. The fluoroscopic images were taken at 8 Hz. A real-time image is

displayed in one of the screens connected to the fluoroscope. This screen image

with a resolution of 1280 × 1024 is captured and transmitted by connecting

its display output port to a workstation PC where the APIs of Video4Linux

kernel [23] was used.

To obtain a transformation matrix of a C-Arm fluoroscope with respect to

our electromagnetic system, five bronze markers were embedded in the experi-

mental stand as shown in Figure 4.5 (a). These markers are not affected by the

magnetic system because bronze is a non-magnetic material, but are visible in

the fluoroscopic image as shown in Figure 4.5 (b). The position of the markers

is measured using a custom stereo vision system that was used for magnetic

calibration. Using the calibration process that was utilized in Chapter 3, the

transformation matrix between the fluoroscopic frame and the magnetic system

frame is obtained. Under the current system configuration, the fluoroscopic field

of view was limited to 75 × 75 mm in the XY-plane with an offset. In further

experiments, the transformation matrix is automatically measured by the imple-

mented program at the beginning of software run.
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4.3.4 Magnetic Manipulation

An eight-coil configuration electromagnetic system is used for the experiment.

The system allows for magnetic fields up to 90 mT. The magnetic workspace

is a 10 × 10 × 10 cm3 cube. The magnetic field is calibrated to obtain a unit

field contribution matrix B(P) in (4.3). The insertion of the magnetic needle

is controlled by a custom wire feeder consisting of a DC motor (Maxon Motor

451095), two drive wheels, and the corresponding gearing.

The electromagnetic system and the needle advancer are controlled by a

workstation PC (2.8 GHz Intel Xeon W3530 processor at 12GB RAM) running

a custom control program written in C++.

4.3.5 Experimental Calibration

4.3.5.1 Magnetic Needle Tip Flexibility

The flexibility of the magnetic needle tip is affected by a ball joint and an

adapter that connect the tip and the needle shaft. The tissue reaction forces

also influence the tip flexibility. In this section, the tip flexibility is characterized

under the magnetic field at different directions and magnitudes. The needle was

first inserted into the brain phantom and the magnetic field was applied. The

tip direction was measured at a steady state when further rotation of the needle

was no longer observed. Here, the direction of the needle tip and the magnetic

field was measured from the Y-axis. The magnetic field with the magnitude of

40, 60, and 80 mT and the direction of −90° to 90° was applied.

Figure 4.6 shows the fluoroscopic images of the needle under different mag-

netic fields at −90°, 0°, and 90°. The bending of the tip was clearly visible from

40 mT, and did not show any tip deflection variation as the field was changed

from 60 mT to 80 mT. Therefore, 60 mT was chosen for further experiments.

The magnetic torque was measured using (4.2). This torque tells the value of

any reaction forces coming from the needle joint or the phantom tissues, which

the magnetic torque could not overcome.

4.3.5.2 Magnetic Needle Calibration

A kinematic model in (4.9) involves a parameter l, which is the distance offset

between the steering wheel and the needle tip. This value is determined based on

the physical properties of the soft tissue as well as on fabricated needle design.

The simulated trajectories of the magnetic needle are shown in Figure 4.7
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Figure 4.6 : Magnetic tip deflection under the constant magnetic field at different

direction and magnitude. (a) Composite fluoroscopic images of the magnetic tip. (b)

The magnetic torque and (c) the tip direction as a function of the external magnetic

field direction.

(a). The system required more time and insertion depth to align the needle tip

direction to the field direction as l increased. The needle trajectories with a

determined parameter l are also presented as a function of the field direction.

This simulation has demonstrated the effect of the parameter l and the magnetic

field direction on the needle trajectory.

The distance offset l can be experimentally estimated as follows. The mag-

netic needle was advanced into the brain phantom with the magnetic field di-

rected along the insertion direction, which was in the Y-axis. Then, a magnetic

field was set to a constant direction with a magnitude of 60 mT, while the needle

was inserted with a velocity of 1 mm/s. This linear velocity was arbitrarily cho-

sen within a range commonly used in the brain [24]. The needle was inserted with

different magnetic field directions from −45° to 45° with increments of 15°. These

experiments were repeated for five sets in three blocks of the brain phantom. For

each insertion point, the order of the applied field direction was randomly chosen

to minimize any biased results. Figure 4.7 (b) shows the composite fluoroscopic
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Figure 4.7 : Needle trajectories under different magnetic field direction. (a) Simulation

results for the needle trajectories as a function of the distance parameter l and the

direction of the magnetic field. (b) The composite fluoroscopic images of the needle

after insertion. Tracking results of the tip are shown with color dots for every ten

frames, i.e., for every 1.2 s.

images of the needle after insertion for one experimental set. It shows the final

needle paths at different magnetic field direction, and the tracking results are

also presented with color dots for every ten frames, i.e., for every 1.2 seconds.

It is worthy to note that the overlaid tracking results are synchronized with the

final needle paths. This implies that the needle shaft had followed the trajectory

of the needle tip, which was one of the assumptions in the kinematic model.

In (4.9), the time-derivative of the heading vector h corresponds to the field

direction B and the distance offset l. This is also a function of the angular

velocity, as

ḣ =
h× (B× h)

l(B · h)
vI = ω × h. (4.24)

From that relation, the parameter l is estimated as l ≈ r
‖B× h‖

B · h where r is

the radius of the circle fitted to the trajectory. Figure 4.8 shows the needle

calibration results for a run with the magnetic field at −45°. The measured

needle tip trajectory was fitted with a window size of 16 mm, resulted in a

maximum curvature of 0.0286 mm−1 at the beginning of the insertion. The

insertion started with the maximum directional difference between the needle

tip and the magnetic field. The directional change of the needle mostly occurred
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Figure 4.8 : Magnetic needle calibration for the distance parameter l. (a) Measured

needle tip trajectory depicted with fitted circles for every eighty measurements. The

16 mm size of a circle was used for circular fitting. (b) Curvatures of the trajectory as

a function of the insertion depth. (c) The resultant value of the parameter l, estimated

using the trajectory curvatures and the directions of the magnetic tip and the external

field.

at the beginning. Within this range, the distance offset was measured around

15 mm as shown in Figure 4.8 (c). As the insertion proceeded and the needle

tip aligned to the magnetic field, further changes on the needle direction nor on

the curvature were observed. This led to a decrease in the estimated distance

offset. Since the value of l corresponds to the maneuverability of the magnetic

needle, the most conservative value should be chosen for the model. Therefore,

the maximum value was selected. From five sets of the experiments (in total,
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thirty insertions), the distance offset was chosen as 19.07 mm.

4.4 Experimental Results for Trajectory Following

4.4.1 Experiments with Brain Phantom

The calibrated magnetic needle was steered to follow the predefined trajecto-

ries, using the experimental setup discussed in the previous section. First, the

experiments were performed in the agarose brain phantom. The magnetic nee-

dle was inserted along the Y-axis of the setup, therefore, the coordinate system

was 90° transformed in the Z-axis to adapt the control strategy where the X-

axis was assumed to be the insertion direction. The magnitude of the exter-

nal magnetic field was set to 60 mT, and the maximum insertion velocity was

limited to 1 mm/s. The control gains that were used in the experiments are

(k1, k2, k3) = (0.1, 0.05, 0.05). In the experiment, the trajectories were deter-

mined by using the relative position to the initially measured tip position, and

restrained in the XY-plane. At each time step, the target position was defined

by determining the closest position from the measured tip position and setting

ahead of a certain threshold from that position.

First, the proposed magnetic needle steering approach was tested for straight

paths. The experimental results are shown in Figure 4.9. Three figures in the

first row describe the measured tip position compared to the desired path. These

graphs present the relative position to the initial position, therefore, all the

trajectories start from zero. The final shapes of the flexible needle are shown in

the bottom row, which are overlaid with the measured tip position for every 10 s.

The first column shows the results of zero offset at its initial position. Three

repetition of the experiments resulted in a root mean square error of 0.91 mm

with standard deviation of 0.38 mm along the trajectories. The same experiments

were performed when the initial position is off by 5 mm and 10 mm in the X-

axis to the desired trajectory. The flexible needle could reach the straight path

within ten percent of its initial discrepancy after 29 mm and 32 mm insertion.

Furthermore, overshoots of 0.43 mm and 1.52 mm we observed for initial offsets

of 5 mm mm and 10 mm, respectively. The steady-state errors due to this initial

discrepancy were observed. This may converge to the desired trajectory, however,

it was not visible within the fluoroscopic field of view.

The experimental results for the following curved trajectories are shown

in Figure 4.10. Three paths with constant curvatures of 0.0015, 0.0038, and
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Figure 4.9 : Experimental results for following straight paths with 0, 5, and 10 mm initial

offset in the X-axis. The plots in the first row describe the measured tip trajectories

and the desired straight path. The images in the bottom row show the fluoroscopic

images after insertion. The measured tip position is shown for every 80 frames, i.e., for

every 10 s.

0.0085 mm−1 and two paths with double-bend trajectories were tested. These

experiments on average resulted in a root mean square error of 0.59 mm with

a standard deviation of 0.53 mm. NB: In the second experiment for the con-

stant curvature path, the initial heading direction was off by 7.47° from the

Y-direction, which may cause errors in the beginning of the insertion.
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Figure 4.10 : Experimental results for following constant curvature paths and double-

bend paths. The plots describe the measured tip trajectories and the desired path and

the images show the fluoroscopic images after insertion. The measured tip position is

shown for every 80 frames, i.e., for every 10 s.
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Figure 4.11 : Experimental results for following trajectories in biological tissue. The

magnetic needle was first guided for a double-bend trajectory and second for a straight

trajectory. The images in the bottom row show the fluoroscopic images after insertion.

The measured tip position is shown for every 40 frames, i.e., for every 5 s. The third

column of plots shows the camera image of the magnetic needle penetrating through

brain tissue after the straight insertion.

4.4.2 Experiments with ex vivo Pig Brain

An ex vivo pig brain was utilized to show the feasibility of steering a magnetic

needle in an inhomogeneous environment. The dissected pig brain was embedded

in 0.6% agarose gel to fixate it during the experiments as shown in Figure 4.3.

The same control gains in 4.4.1 were utilized. The magnetic needle was first

guided to a double-bend trajectory with curvatures of 0.0183 and 0.0248 mm−1,

retracted to the initial position, and then steered to follow a straight trajectory.

The experiments resulted in an accuracy of 0.37± 0.29 mm and 0.27± 0.25 mm,

for the curved and straight paths, respectively. This is comparable to the experi-

mental results in a homogeneous phantom. As shown in Figure 4.11, the brain

tissue and its embedded agarose gel were not clearly distinguishable in the fluoro-

scopic image. The camera image confirmed that the magnetic needle actually

penetrated through the brain tissue while following the desired straight path.
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4.5 Discussion

Navigation of the magnetic flexible needle within soft tissue environment was

investigated in this chapter. The kinematic model for guiding magnetic needles

was adapted from a nonholonomic bicycle model. The magnetic needle tip tries

to align its direction to the external magnetic field. However, due to tissue

interaction forces and the stiffness of the needle joint, there is a discrepancy

between two different directions. This is imposed in the nonholonomic bicycle

model as the virtual front wheel that steers the needle tip. Since this model

does not guarantee system stability by using a time-invariant feedback, it was

transformed to a two-chain, single-generator chained form.

The proposed approach was validated with experiments using in vitro brain

phantom and ex vivo pig brain. The X-ray fluoroscopy and electromagnetic

manipulation were utilized as the imaging and actuating devices, which eased

the clinical feasibility of the method. In agarose brain phantom, it was possible

to navigate the magnetic needle by following straight paths, constant curvature

paths, and double-bend paths within a millimeter tracking errors along the tra-

jectory. In biological tissue such as dissected pig brain, the magnetic needle was

able to follow the straight path and curved path with a comparable accuracy.

The control strategy was also tested for a small discrepancy at its initial posi-

tion. This experiment showed the convergence of the needle path to the desired

trajectory after a certain time. However, some overshoot and steady-state errors

were also observed. There are two approaches that could improve this issue. One

approach is to optimize the control gains in (4.23). The control gains k1 is mainly

correspondent to the insertion speed, while k2 and k3 are in charge of steering

the tip angles. The different combination of these gains, thus, places various

emphasis on the insertion speed and the tip steering rate. The other approach

is to better select a target position. The target position is chosen along the

trajectory with a certain threshold ahead of the current closest point. With a

small threshold, the desired trajectory could be reached in a short time though

it may cause an overshoot or oscillations, which are not desirable in surgical

applications. However, a large threshold on the target selection could reduce the

accuracy of the trajectory following.

The experiments described in this chapter targeted paths in the XY-plane.

However, the fluoroscopic tracking and the control scheme were implemented in

three dimensions. As investigated in Chapter 3, the poor localization accuracy of

using a fluoroscopic image can be overcome by combining sequential images from
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different views. Future work can include the implementation of the method which

requires freely rotated fluoroscope and validate the magnetic needle steering in

3D.
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Chapter 5

Neurosurgical Planning

for Flexible Needles

This chapter proposes a surgical planning approach for flexible needles, including

the magnetically guided needle discussed in the previous chapter. Computer-

assisted planning methods have been suggested to support neurosurgeons by

saving planning time and improving insertion safety [1], [2]. The suggested tra-

jectories from automatic planning algorithms are accepted upon evaluation by

the neurosurgeon [3], [4]. However, the planning methods currently available

in clinics are only focused on straight paths. For a curved path, the planning

becomes less intuitive and needs to account for different surgical and physical

constraints. Furthermore, the motion interaction of flexible needles with soft

tissues and the control efforts to guide them should be considered.

The motion planning problem for flexible needles has been previously ana-

lyzed in the literature. A Markov decision process has been adapted to compute

discretized inputs to steer a flexible bevel-tip needle [5] and sampling-based algo-

rithms like rapidly-exploring random tree (RRT) combined with the reachability-

guided strategy has been presented in three-dimensional environments [6]. An

RRT-based algorithm was also suggested to deal with nonholonomic constraints

of flexible needles by using a distance metric approach [7]. In addition, a contin-

uous curvature model is proposed to find the optimal path for flexible needles in

neurosurgical application [8]. However, it was only demonstrated in 2D. The full

3D neurosurgical planning method for flexible needles has yet to be developed.

In this chapter, an RRT∗ sampling-based approach proposed in [9] is adopted

to incorporate the physical constraints coming from the magnetic flexible nee-
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5. Neurosurgical Planning

dle. The planning approach with its algorithmic method and cost function is

introduced in section 5.1. The surgical constraints in deep brain stimulation are

presented in section 5.2. In section 5.3, the proposed path planning method is

simulated on a realistic 3D CAD model of the brain for two scenarios. The first

explores the common case of the Parkinson’s disease treatment which targets the

subthalamic nucleus. The second scenario is the treatment of mild Alzheimer’s

disease which targets the fornix.

5.1 Planning Approach

5.1.1 Algorithm

The overall planning algorithm is described in Algorithm 1. For a given entry

point and a target region, the algorithm computes feasible paths by optimizing

the cost function while satisfying surgical constraints discussed.

First, it is evaluated if there exists a linear or a constant curvature path

directly reaching the target region from the entry point (line 2–7 in Algorithm 1)

without penetrating the obstacles. Then, an RRT∗ based planning algorithm [9]

is used to perform a reachability test, which considers the minimum bend radius

of the flexible needle (line 8–32 in Algorithm 1). The tree T is explored iteratively

until it reaches the goal region Qgoal. The tree is structured with V which is

the set of vertices q and edges E connecting the vertices. Each vertex includes

the information about its three-dimensional (3D) position and heading direction,

cost, and parent vertex as qpos, qhead, qcost, and qparent, respectively. The heading

information is important since later it is considered in the reachability test. The

cost of vertices or edges is defined by Cost. Cost(q) defines the minimum cost to

reach the vertex q from the initial entry point or returns qcost and Cost(E(q1, q2))

determines the cost of the edge connecting two vertices q1 and q2. The cost

function will be discussed in details later in section 5.1.2.

At each iteration, the 3D position of qrand is randomly sampled in the obstacle

free space by SampleFree. Then the function NearestReachable determines the

closest vertex from qrand to qnearest among the existing vertices (see Figure 5.1).

Prior to considering its closeness, qrand should be reachable from the existing

vertices which implies that the edge connecting two vertices has a curvature κ

smaller than 1
rmin

as

κ =
2‖(qrand.pos − qreach.pos)× qreach.head‖

‖qrand.pos − qreach.pos‖2
<

1

rmin
. (5.1)
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5.1. Planning Approach

Algorithm 1: Motion Planning Algorithm

1 V ← {qinit}, E ← ∅, cmin ← 0, P ← ∅
2 if LinearPath(qinit, Qgoal) then /* check a linear path */

3 P ← P ∪ Line(qinit, Qgoal)
4 end
5 if ArcPath(qinit, Qgoal) then /* check a constant curvature path */

6 P ← P ∪ Arc(qinit, Qgoal)
7 end
8 while T ∩Qgoal = ∅ and k < N do
9 qrand ← SampleFree

10 qnearest ← NearestReachable(T, qrand)
11 qnew ← Steer(qnearest, qrand)
12 if CollisionFree(qnearest, qnew) then
13 Qnear ← NearReachable(T, qnew, r)
14 V ← V ∪ {qnew}
15 qmin ← qnearest

16 cmin ← Cost(qnearest) + Cost(E(qnearest, qnew))
17 foreach qnear ∈ Qnear do /* connect through a minimum-cost

path */

18 if CollisionFree(qnear, qnew) and
Cost(qnear) + Cost(E(qnear, qnew)) < cmin and
κ(qnear, qnew) < 1

rmin
then

19 qmin ← qnear

20 cmin ← Cost(qnear) + Cost(E(qnear, qnew))

21 end

22 end
23 E ← E ∪ {qmin, qnew}
24 foreach qnear ∈ Qnear do /* rewire the tree */

25 if CollisionFree(qnew, qnear) and
Cost(qnew) + Cost(E(qnew, qnear)) < Cost(qnear)and
κ(qnear, qnew) < 1

rmin
then

26 qparent ← Parent(qnear)
27 E ← (E\{(qparent, qnear)}) ∪ {(qnew, qnear)}
28 end

29 end

30 end
31 k ← k + 1

32 end
33 P ← P ∪ Path(T )
34 Pgoal ← OptimalPath(P )
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! Determine( qnew
qrand

✓

drmin =
1


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qnew

Qnear qnew

! Connect'through'a'minimum/cost'and'Rewire'the'tree

qminqnearest
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• Connect  through  a  minimum-­cost  and  Rewire  the  tree

Figure 5.1 : Scheme of RRT∗ based path planning. Black spheres represent the existing

vertices q ∈ V and the lines indicate the edges. Yellow spheres show the vertices in

the set Qnear. (top) Determine qnearest to qrand among the existing vertices using the

distance measure. Steer to qnew with a reachability test regarding the minimum bend

radius of the flexible needle. (bottom) Connect qnew through qmin which gives the

minimum cost among the vertices nearby qnew. Rewire qnear through qnew if it gives

better cost than through its parent.

Once the set of reachable vertices from qrand is obtained, the nearest one is

obtained by using the distance measure ρ as [10]

ρ = wdd
2 + wθ(1− | cos θ|)2 (5.2)

where d and 1− | cos θ| are measures in Euclidean distance and orientation and

wd and wθ are the weights for each measure satisfying wd + wθ = 1. Here the

distance measure is normalized by the maximum distance between two vertices

available in the space. By incorporating the position and orientation in the

distance measure, it is possible to penalize the vertex which is near but requiring
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5.1. Planning Approach

a large effort to curve.

The vertex bringing the minimum distance measure is selected for qnearest.

Then the new vertex qnew is decided by steering the nearest one to the random

vertex with a certain distance η > 0 by Steer. Since the feasible path for the

flexible needle can only be a continuous and smooth path, qnearest and qnew is

connected with a straight line or a constant curvature curve. The straight line

is first checked if it is feasible. If not, then the path with a constant curvature

is considered. Then, the heading direction qnew.head is obtained following the

determined path.

If this edge avoids collisions with obstacles by CollisionFree, it becomes

one candidate for the path. Then the steps in RRT∗ are followed to decide the

optimal path. The set of vertices near to qnew is defined as Qnear using Near

which is the set of vertices in V being contained in a ball of radius r centered at

qnew. The radius is defined as

r = min
{
γ(log(card(V ))/card(V ))(1/d), η

}
(5.3)

where card(V ) is the number of vertices in the tree, d is the dimension of the

space, and γ is a constant [9].

If there exists a vertex giving lower cost than the current nearest one in Qnear,

then qnew is connected to that one (line 18–23 in Algorithm 1). Also, if any vertex

in Qnear gives lower cost through qnew than through its parent, it is rewired to

qnew (line 24–29 in Algorithm 1). Here the vertices are connected only if they

satisfy the curvature condition in (5.1). These procedures suggested in RRT∗

algorithm provide solutions converging to an optimal solution with reasonable

computational complexity. As the number of vertexes increases, the best path

from the initial configuration to the target region changes toward having minimal

cost. Lastly, the path is determined by searching backward from the goal region

to the initial point. Among the feasible paths derived from the algorithm, the

final best path is determined as the one with the minimum cost.

5.1.2 Cost Function

The goal of planning algorithm is to find the safest path with the least effort to

steer the flexible needle to the target region. This criterion is determined using a

cost function in the planning algorithm. Two different cost terms are considered

to penalize the path length and the distance from obstacles.

For a given edge E connecting two vertices q1 and q2, the cost term fL is
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𝑖-­th Obstacle  
(voxel)

𝑗-­th element  in  edge  E

𝑟$

𝑑&'

𝑑 > 𝜖*

𝑄,-./

𝑞&1&2

Figure 5.2 : The edge connecting two vertices satisfying the collision-free condition,

dij > rc. In the cost function, fD measures the safety of the path. The obstacles

located further than εd from the path is not taken into consideration.

defined as

fL =
L

Lmin
(5.4)

where L is the length of the edge and Lmin is the minimum distance between

q1 and q2. When the path is straight, fL is minimum. On the contrary, as the

path gets toward a circuitous one, it results in a larger cost. This presents the

efficiency of the path since it relates to the insertion time of the needle. Also, it

indicates the effort necessary to steer the needle.

On the other hand, the cost term fD incorporates the safety of the path by

considering the distance from the path to the obstacles as

fD =
1

NoNE

No∑
i

NE∑
j

εd − rc
dij − rc

dij =

dij if rc < dij ≤ εd
εd if εd < dij

(5.5)

where No and NE are the number of obstacles and elements in the edge, and rc

is the hard limit for obstacle avoidance. Therefore, paths approaching obstacles

with distances inferior to rc are rejected by CollisionFree. On the other hand,

obstacles located farther than εd are not penalized. The distance dij is measured

for each obstacle i to each element j in the edge described in Figure 5.2.

By adjusting the positive weights a1 and a2, the cost function regulates the
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Figure 5.3 : A comparison of tree structures with different coefficients for the distance

measure (a) wd = 1.0, wθ = 0.0 and (b) wd = 0.0, wθ = 1.0. The grey edges formed

by the algorithm are shown for N = 500. The steering distance η and the minimum

radius rmin is set to 8 and 20, respectively.

relative importance of each measure as

cost(E) = a1fL + a2fD (5.6)

with the sum of weights equal to 1. Different weighting coefficients lead to

different optimal paths. However, the choice of weights is highly dependent on

the clinical cases and the surgeons’ preference.

5.1.3 Discussion

The choice of the path planner parameters, namely, the weights for the distance

measure wd and wθ in (5.2), the cost coefficients a1 and a2 in (5.6), and the

number of iterations N , have an influence on the determined final paths.

The tree structure grows depending on how to choose the nearest vertex,

which is mainly determined by the distance measure. As the Euclidean distance

is only considered in Figure 5.3 (a), the algorithm chooses the vertex which is

closest to the vertex qrand as qnearest. This results in a circuitous tree map com-

pared to the one explored with the distance measure only considering orientation

in Figure 5.3 (b).

The cost in (5.6) also affects the growth of RRT∗-tree by rewiring the existing
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Figure 5.4 : A comparison of path planning results by using different cost weights (a)

a1 = 0, a2 = 1 and (b) a1 = 1, a2 = 0. The algorithm was ran for N = 500, η = 8,

rmin = 40, wd = 0.5, and wθ = 0.5. The grey dots indicate the initial configurations

that the algorithm could not find the feasible path within iterations. The grey paths

present the best trajectory for every initial configurations.

edge with the one giving minimal cost. Figure 5.4 shows the path planning result

from several initial configurations to the same goal position using different cost

coefficients. Fifty different initial configurations are equally spaced along the

circle and obstacles are randomly selected. Each grey line shows the best path,

the one with the minimal cost for each initial configuration. The cost weights

not only affect the exploration of the tree, but also the selection of the best path

among a set of feasible paths and entry points. When the cost coefficient for

path length a1 is set to one, the shortest path is selected as long as the path

avoids collision with obstacles in Figure 5.4 (a). Mostly the straight path directly

connecting the initial point to the goal is selected. On the contrary, the safest

path is chosen when the cost coefficient for obstacle avoidance a2 is set to one in

Figure 5.4 (b). In this case, the iterative method brings primarily the best path.

These parameters, however, do not affect the feasibility of the generated paths

but only the length of the path and the distance to obstacles.

The choice of the number of iterations is a trade-off between the optimality

of the path and the computing time. This number should be high enough to

figure out at least one feasible path. For example, the edges formed by the

iterative method cannot reach the goal region within 50 iterations and thus fails
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Figure 5.5 : Path planning results as a function of the number of iterations (a) N = 50,

(b) N = 100, (c) N = 500, and (d) N = 1000. The best paths that reach the target

from the iterative method are described with red line. The algorithm was ran for η = 8,

rmin = 40, wd = 0.5, wθ = 0.5, a1 = 0.1, and a2 = 0.9.

to determine the feasible path in Figure 5.5 (a). As the algorithm was allowed to

run for a large number of iterations, it determines the best path with a decreased

cost albeit at an increased computing time.
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5.2 Surgical Constraints

The most common targets for Parkinson’s disease are subthalamic nucleus and

the internal division of globus pallidus. While anterior thalamus is the main

target for epilepsy, fornix is for mild Alzheimer’s. To attain a successful sur-

gical outcome, these target regions should be reached within the planned path

but not penetrating critical structures in the brain. The following anatomical

constraints as well as physical constraints of the flexible needle are considered

in the algorithm. These constraints are used as hard constraints in the planning

algorithm, which must be satisfied [2]. The optimal paths are obtained by using

the cost function related to these constraints.

5.2.1 Anatomical Constraints

The entry point is selected in a certain region not to penetrate the midline. This

confines the entry point only in the ipsilateral region to the target. For cosmetic

reasons, it is preferred to have an entry point posterior to the hairline. This is

incorporated in the algorithm by restraining the range of initial configurations.

It is also important to avoid the sulci because there are often small blood vessels

at their base in the subarachnoid space. This creates an additional constraint

for possible entry points.

To avoid leakage of cerebrospinal fluid or hemorrhage, ventricles and large

blood vessels should be avoided. Note that many adverse effects have been

reported when the surgical trajectories cut across the brain ventricles. The

function CollisionFree incorporated in the algorithm ensures that the path

does not penetrate ventricles or blood vessels. This also includes the distance

measure of the path to anatomical obstacles to minimize the risk of hemorrhage.

These anatomical constraints for the entry points can be further extended

by accommodating the functional anatomy of the brain. Some highly eloquent

cortical regions such as the central lobe and Brocas area should for instance be

avoided [11]. The precentral gyrus which is the site of the primary motor cortex

is also to be prohibited [12]. The proposed algorithm allows for any additional

obstacles that can be added by neurosurgeons pre-operatively.

5.2.2 Physical Constraints

The flexible needle can only be steered along a continuous and smooth path.

This restricts the choice of available path to be the set of linear lines or constant
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curvature curves.

The needle has a minimum bend radius based on its mechanical properties

and interactions with brain tissue. The final determined paths, therefore, should

not include edges having a larger curvature than 1
rmin

.

Since the stereotactic frame is considered to position the insertion point, the

initial condition is restricted with an orientation perpendicular to the hemisphere

frame though it is determinant of a specific type of the frame.

5.3 Results

5.3.1 Anatomical Obstacles

It is assumed that the preoperative MRI is accessible that the geometry of the

brain, including the target region and obstacles to be avoided, are specified.

The automatic segmentation method to extract the geometry of anatomical con-

straints from medical images are not discussed in this thesis.

To simulate the realistic environment in planning DBS procedure, a 3D model

of the brain parts is utilized including ventricles, arteries and veins. The models

of subthalamic nucleus and fornix are also included as the target region for the

planning algorithm. The 3D model is voxelized with a resolution of 2 × 2 × 2

mm3, simulating the data set acquired from MRI. The voxels are used for collision

detection in the algorithm with the radius of 2 mm. The resolution of the voxel

affects the speed of the planning algorithm because the collision detection and

its computational cost are required iteratively.

5.3.2 Path Planning for Targeting Subthalamic Nucleus

The proposed path planning algorithm is used to determine the feasible tra-

jectories by considering the anatomical constraints and the cost regulating its

efficiency and safety. The maximum curvature allowed for the flexible needle was

0.025 mm−1. The distance εd was set to 20 mm implying that the obstacles from

the path further than this distance are not reflected in the cost. The parameters

used are a1 = 0.1, a2 = 0.9, wd = 0.9, wθ = 0.1, η = 8. The planning result

in Figure 5.6 visualizes the feasible trajectory from the predefined single entry

point to the goal region located at the subthalamic nucleus, which is the target

region for Parkinson’s. The algorithm determined the feasible trajectory using

the iterative method (red) with a lower cost than the trajectory with a constant

curvature (green).
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Figure 5.6 : Path planning results for targeting subthalamic nucleus from a single

entry point with anatomical obstacles including ventricles, arteries and veins. (a) 3D

trajectory with a constant curvature (green) and the one from iterative method (red).

(b) 2D frontal and lateral views with the edges formed by the algorithm (grey).
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Figure 5.7 : Performance of the planning approach. (a) The cost of the best paths as

a function of iterations averaged over 100 trials. (b) The success rate of algorithm as a

function of iterations.
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On average, the feasible path was first determined after 85 iterations. Ta-

ble 5.1 summarizes the mean and standard deviation of the number of iterations

and its cost until the determination of the first feasible path.

Table 5.1 : Performance of the proposed approach to the given single entry point.

No. Trials Average No. Iterations Average Cost

100 85.14± 134.88 10.0003± 0.1064

As the algorithm was allowed to run until N = 1000, it further improved the

paths in the trees to lower cost as described in Fig 5.7. The algorithm had a

69% success rate with a small number of iterations N = 50, and it improves to

100% as N becomes larger than 750.

The planning algorithm to optimize the entry point is tested in the same

environment to reach the subthalamic nucleus. To avoid an insertion point near

the sulci, feasible entry points are determined using the structure of the cere-

brum as shown in Figure 5.8. For a given set of available insertion points, the

initial configuration is decided with an exhaustive search within the area. In the

planning algorithm, the blood vessels and the ventricles are incorporated as the

obstacles to be avoided with a minimum distance of 2 mm. These constraints

were confirmed by the minimal distance from the determined path to the obsta-

cles for each initial configuration. The color-coded maps in Figure 5.8 show the

minimal distance to vessels and ventricles which ranges from 2 mm to 8.1 mm

and 5.6 mm, respectively. Only the entry points which could provide feasible

paths were represented in the map. Although most of the selected entry points

result in a good distance to the vessels, the minimal distance gets larger toward

the center of the gyri. On the other hand, as the entry point gets closer to the

midline, it becomes harder to reach the target nuclei with a simple trajectory

because of the ventricles in between. The determined path has a safer trajectory

against ventricles when it gets further away from midline. The total cost map

demonstrated in the last column is obtained using the cost function discussed

in 5.1.2, concerning the distance from obstacles together with its associated path

length. Overall, the algorithm prefers the entry point toward the center of the

gyri and lateral to the midline.
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(a) Feasible entry point (b) Cost
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Figure 5.8 : Path planning results for optimizing entry points. (a) Feasible entry point

considering the distance to sulci. (b) Total cost of the best path from the algorithm.

(c,d) Color-coded maps showing the minimal distance to vessels and ventricles from the

best path determined for each initial configuration.

5.3.3 Path Planning for Targeting the Fornix

The proposed planning approach is also tested for a different target. In the

scenario of treating Alzheimer’s disease, the goal is to bring the electrodes suffi-

ciently close to the fornix, usually the descending limbs of it, but still avoiding

it. Reaching the fornix is more demanding since it is surrounded by lateral

ventricles. Here, the results of the proposed planning algorithm is compared to

the straight path. It was possible to reach the target through 57% of the given

entry points which is considerably larger than the straight path which was only

available from 23%. Figure 5.9 shows this difference projected on the surface

92



5.4. Discussion

(a) our approach (b) straight path

Figure 5.9 : Feasible entry points from (a) the proposed approach including curved

paths compared to (b) the straight path. The target region is fornix.

of cerebrum. For each entry points, the minimal distance to ventricle through

the determined path is analyzed. The straight path avoids ventricles within the

range between 2.02 mm and 2.69 mm, whereas the curved path proposed in the

approach could perform from 2.00 mm to 6.00 mm. Overall, the algorithm herein

suggested gives more choice of entry points with a safer surgical trajectory.

Most of the straight paths started from the precentral gyrus, while the curved

paths provided entry points in the superior and medial frontal gyrus. Ultimately,

this rejects most of the straight paths to target the fornix and makes the proposed

approach of great interest to provide safer paths to access this region.

5.4 Discussion

The path planning method is introduced to guide flexible needles along curved

paths for DBS applications. An RRT∗ based planning algorithm is adopted to

account for anatomical and physical constraints coming from the flexible needle.

The path length and distance to obstacles are both considered in a dedicated

cost function used in the exploration of the tree, and in the selection of the best

path among a set of feasible paths and entry points. The method is evaluated in

simulation using realistic anatomical obstacles from a human brain CAD model

and shows the ability to find multiple curved paths from a set of predetermined

feasible entry points to the target region.

As compared to current DBS techniques, steering needles along curved paths
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using the proposed path planner presents several advantages. First, much more

entry points can be considered, as well as safer paths for a given entry point (i.e.

further from the obstacles). To this extent, the method makes it possible to reach

the target nuclei with low-risk path by not interfering with ventricle or caudate

nuclei, which could otherwise cause some decline in verbal fluency and memory

performance [13], [14]. Future work could also include adding different weights

on the obstacles depending on their criticality regarding safety. As the path

planning is performed automatically using segmented anatomical features, one

can also consider to provide better inputs to the surgeon to evaluate a potential

path. This includes representing the closeness to obstacles along the path, or

propose alternative paths for the entry point under consideration.
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Chapter 6

Conclusion

In this thesis, a new robotic-based approach for navigating flexible needles was

investigated. Specifically, this work aimed to ease neurosurgical procedures

through the development of minimally invasive surgical tools, which enables

accessing lesions in the brain in a precise and safe manner. To achieve precise

navigation of surgical instruments in biological tissues, fluoroscopy, and magnetic

manipulation are used for imaging and actuating devices, respectively. To ensure

the safety of this approach, surgical constraints are introduced as variables in

the sampling-based planning algorithm.

Chapter 3 investigates the feasibility of using a C-Arm fluoroscope for the

3D localization of small surgical devices in the body. A single-axis fluoroscope

provides high resolution in the image plane. However, the resolution in the

depth direction is poor and unsuitable for surgical applications. By changing

the configuration of the fluoroscopic device relative to the targeted tools, the

fluoroscopic images are taken at different views. Consequently, the direction

of the most uncertain axis is changed, as a result of 3D position estimation.

Then, a Kalman filter is used to assess localization uncertainties associated with

a single fluoroscopic image. In parallel, the same filter reduces measurement

errors by combining sequential position estimates. To validate the effectiveness

of this approach, two minimally invasive surgical instruments of different sizes

and targeted applications were employed. When using the suggested strategy

with ablation catheters and neurostimulation electrodes, the uncertainties of the

position estimates decreased by 62 and 32 percent, respectively.

Chapter 4 addresses the feasibility of navigating a flexible needle with fluoro-
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scopic imaging and magnetic steering in soft tissue environments. The kinematic

model is derived based on a nonholonomic bicycle model, and a closed-loop con-

trol strategy is implemented using a chained-form transformation. To validate

the control strategy, the experimental work was performed using in vitro brain

phantom and ex vivo pig brain. In agarose brain phantom, the magnetic flex-

ible needle could reach straight paths and curved paths with the accuracy of

0.91± 0.38 mm and 0.59± 0.53 mm, respectively. The proposed control strategy

enables to converge the needle path to the desired one with a small discrepancy

at its initial position. In ex vivo pig brain, the experimental results demonstrated

the accuracy of 0.37± 0.29 mm and 0.27± 0.25 mm, for the curved and straight

paths.

Chapter 5 pushes the idea of using flexible needles in a neurosurgical pro-

cedure, such as deep brain stimulation (DBS). As such, a computer-aided sur-

gical planning approach is developed, resulting in a safety enhancement, and

increasing the choices of the feasible paths, compared to the current strategies

using straight needles. An RRT∗ sampling-based approach is adapted to incorpo-

rate the physical constraints derived from the flexible needle and the anatomical

constraints from the brain. In two different scenarios, targeting the subthala-

mic nucleus and the fornix, multiple feasible paths are determined. Especially

when targeting the fornix, the result demonstrates 34 percent more feasible paths

compared to when a straight needle is used.

The strategy developed in this work represents a comprehensive approach

for tracking, navigating, and planning paths for the actuation of minimally in-

vasive surgical tools. The use of this approach in neurosurgical procedures could

considerably enhance its safety and success rate while minimizing potential side

effects. The capability of targeting specific locations in the brain region demon-

strated in this work could be extended to other brain-related applications, such

as needle biopsy for brain tumors, and seed implantation for radiotherapy.
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Appendix A

Holographic Tracking for Microrobots

In this chapter, digital in-line holography (DIH) techniques are used to track

the 3D position of magnetic microrobot maneuvered in real-time by means of

an electromagnetic manipulation system. As this method does not require mag-

nification, microrobots can be tracked in significantly larger working volumes

than conventional optical methods. The tracking performance is demonstrated

by visually servoing a micro-sized magnetic object submerged in silicone oil.

A.1 Motivation

Microrobots have been proposed as dexterous machinery for lab-on-a-chip de-

vices in applications ranging from single cell mechanical characterization, to

mobile localized mixing and assembly, targeted drug delivery, and microassem-

bly [6]–[9]. While many aspects of microrobotics, such as locomotion, fabrication,

and functionalization, have been thoroughly addressed, visual servoing of mobile

microrobots has been only currently demonstrated in 3D [10], [11].

The stereo vision system is mostly used to extract the 3D position of a

microrobot during manipulation. Two optical microscopes from the top and the

side provide an intuitive method to reconstruct the 3D position of an object.

Unfortunately, the high magnification systems required to image a microrobot,

reduce the depth-of-field [12]. Applying to stereo vision, this results in a very

limited observable volume. To avoid this problem, depth-from-focus can be

used [13], [14]. This method estimates the depth of the object based on the

extent that it is out of focus and can adjust the focusing depth to move with the

microrobot as it moves in 3D space. However, this limits object tracking only
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(b) (a) 

(c) 

Figure A.1 : Vision system for microrobots. (a) Stereo vision system with top and side

views [1] (b) Localization of microdevices using the optical models of human eye [2]. (c)

A comparison of observable volume for stereo vision system and digital holography.

at a single depth as in Figure A.1. Recently, medical imaging modalities such

as ultrasound and positron emission tomography has been suggested to track

microrobots [1], [15], though not yet fully implemented with 3D manipulation at

the microscale.

Digital holography has been proposed to overcome these limitations. Digital

in-line holography reconstructs a 3D volume based on the diffraction pattern

created when an electromagnetic wave interacts with an object [16], [17]. This

diffraction pattern can be numerically analyzed to yield image slices at any

desired imaging depth, which enables volumetric image reconstruction similar

to magnetic resonance imaging. Since holographic imaging was first proposed

to eliminate the lenses and the aberration introduced in electron beam imaging

systems [18], it has been adapted for optical microscopy [19] and explored many
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A.2. Digital Holography Background

(b) (a) 

(c) 

Figure A.2 : Applications of digital holography in imaging of living cells or micro

particles. (A) 3D imaging and estimating the biovolume of sperm cells combining

optical tweezers technique with digital holography [3]. (b) Super-resolved phase imaging

of nanoscopic porous cell featuring sudden refractive index changes [4]. (c) Tracking 3D

position and measuring the size of fast-moving bubbles in air-water mixture flows using

a digital inline holographic imaging system [5].

applications ranging from high-resolution volumetric imaging of living cells [3],

[4], [20] to 3D tracking of motile biological cells and particles in colloids [5], [21]–

[24] as in Figure A.2. Nevertheless, real-time particle extraction of 3D object

localization based on holography has yet to be reported.

A.2 Digital Holography Background

A holographic imaging setup consists of a coherent collimated reference source R

and a camera sensor chip (Figure A.3). When the reference wave R interacts with

an object in the workspace, a diffraction wave O is generated. The interference
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Figure A.3 : Schematics of a digital in-line holography setup. R, reference wave; O,

object wave; d, propagation distance; dsol and dair, geometric distance of wave travelling

through solution and air, respectively. h0 is a recorded hologram function in a hologram

plane with a camera sensor chip and h(u, v, d) is a complex amplitude field in the

image plane, which is the reconstructed image of the recorded hologram at a desired

propagation distance d. ξ, η, u, and v are the spatial coordinates in the hologram plane

and the image plane.

pattern recorded by the camera sensor chip h0, encodes all of the spatial informa-

tion of the object in the 3D workspace. Holographic reconstruction is performed

by back-propagating the hologram h0 with the Fresnel diffraction pattern. The

resulting object wave provides a reconstruction of the object’s diffraction pattern

at any depth.

The numerical hologram reconstruction is based on the Fresnel-Kirchhoff

integral [25], which describes the complex amplitude image h(u, v, d) as

h(u, v, d) =
i

λ

∫∫
h0R

exp
(
−i 2π

λ
ρ
)

ρ
× (

1

2
+

1

2
cos θ)dξdη (A.1)

with

ρ =
√
d2 + (ξ − u)2 + (η − v)2 (A.2)

where λ is the laser wavelength, ρ is the distance between a point in the hologram

plane and a point in the reconstructing image plane [25], and θ is the angle

between two points. For large values of d the small angle approximation (cos θ ≈
1) can be applied and the reference wave R can be modelled as constant and real

valued [26]. The convolution described by (A.1) is more efficiently implemented

in the Fourier domain. Thus, the reconstruction process is given by a Fourier
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transform, an element-wise multiplication, and an inverse Fourier transform.

h(u, v, d) = F−1{F{h0} ×Gd}, (A.3)

Here, F is the Fourier transform operator and Gd is the distance dependent

kernel as

Gd = exp

(
i
2π

λ

)
exp
(
−iπλd(u2

s + v2
s)
)

(A.4)

where us and vs represent the Fourier spectral coordinates.

The numerical aperture (N.A.) of the system is

N.A. =
n√

1 + 4( d
w

)2

(A.5)

where w is the sensor size and n is the refractive index of the medium. This

numerical aperture affects the axial resolution of reconstruction as

σaxial =
λ

(N.A)2
=

λ

n2
(1 + 4(

d

w
)2), (A.6)

which describes the ability to resolve two different objects at different depths [17].

The complex amplitude image h can be reconstructed at any distance d.

However, this distance is the effective displacement in vacuum. Since the wave

propagates in optically dense mediums, i.e., when the refractive index of medium

is not unity, the propagation distance, d, is given by

d = Σ
di
ni
, (A.7)

where di and ni are the geometric distances and the refractive indexes of the

i-th medium, respectively.

A.3 Tracking Algorithm

The numerical reconstruction given by (A.3) defines a set of images that can be

searched to determine the 3D position of the microrobot. To accomplish this

search, the 3D tracking algorithm is split into three steps, which are presented

in Figure A.4. First, the object is located in a raw image and a subimage is

generated at the last known depth. Next, a search is conducted to find the

current depth of the object. Finally, the object’s in-plane position is refined

based on the image reconstructed at the current depth.

105



A. Holographic Tracking for Microrobot

!

!""#$%&'())*'+%,#(-%'+.%/0-1)02#.*+3
4)/*5'/1%*+*/*'#%2,617/%71+/1-

8172+)/-(7/%'/%%

9-2"%/2
:(,/-'7/%,'7;3-2(+.
!""#$%&'())*'+%<*#/1-)

h1(N1 ⇥ N1)

!7=(*-1%02#23-'5%
'+.%"-1>*2()%"2)*/*2+

h0(N0 ⇥ N0)

9-2"%/2

:0*</%,$%%%%%%%%%'+.%(".'/1

9'#7(#'/1%

?)%5*+*5(5@

A".'/1%

$1)

+2

A".'/1%

"

#

dk�1

Pk�1(u, v, d)

�d

�dV ⇤
I

h2(N2 ⇥ N2)

h1(dk�1) = F�1{F{h1} ⇥ Gdk�1
}

9'#7(#'/1  2 = F{h2}

81<*+1%2,617/%71+/1-%%%%%%%%%%%%%%%%%*+(uk, vk) |h2(dk)|

dk  dk�1 + �d

h0
h1

|h1(dk�1)|

|h2(dk)|

|h2(dk�1)|

h2  F�1{ 2 ⇥G�d}

Figure A.4 : Flowchart for the holographic tracking algorithm. A. Preprocessing and

initial estimation select a sub-image to use for a numerical reconstruction based on the

previous position. B. Axial position is determined by successively checking the variance

of complex image V ∗I using Brent’s minimization method. C. Lateral position is deter-

mined by segmenting the object in the final reconstructed image |h2(dk)|. N0= 2048,

N1= 1024, N2= 256 are used for the experiment.

A.3.1 Image Preprocessing

An element-wise multiplication and an inverse Fourier transform in (A.3) are

iteratively performed until the optimum is found. This algorithm has a compu-
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500 µm

(a)

500 µm

(b)

500 µm

(c)

Figure A.5 : Holograms of different size of beads in deionized water with diameters of (a)

20µm, (b) 100µm and (c) 1000µm. The actual bead size is marked with circles. These

holograms are acquired with a CMOS sensor chip with a pixel size of 5.5µm×5.5µm

without magnification. Scalebars: 500µm.

tational complexity of O(N2 logN) where the image is N ×N pixels. Thus, the

first step is to crop the image to a smaller region of interest that contains all of

the pertinent information. This is performed in two steps: the object needs to

be identified in the image and the image needs to be reconstructed at a depth

close to the object’s expected depth. The first step determines the center of the

subimage to be used in the search. The second step contracts the holographic

diffraction pattern so that a smaller image can be used in the search. Localiza-

tion of the object in the image can be performed either before the reconstruction

using the diffraction pattern directly or after by examining the shape of the ob-

ject’s shadow. Small objects are difficult to localize from in-focus images because

they are only a few pixels in extent. However, as shown in Figure A.5, they cast

a prominent holographic bulls-eye. Thus, these objects can be localized more

easily in the raw holographic image. Although the difference is much less sig-

nificant than for small objects, large objects can be difficult to segment in the

raw holographic image because the diffraction pattern distorts the object’s shape

and the ring pattern is less pronounced. A relatively large object was used in

the experiment, and it has been localized in the reconstructed image. Once the

object’s approximate in-plane position is known and the image is reconstructed

at the last known depth dk−1, the background reference image is subtracted to

remove zero-order disturbances [27], and a Gaussian filter is applied to reduce

noise. The resulting complex amplitude image h1(dk−1) is obtained and cropped

to h2(N2 × N2), which is centered at the initial in-plane position estimate. As

h2 is used for the subsequent search, the size of N2 needs to be chosen consid-

ering computational efficiency and the accuracy of the result. For efficiency, N2
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should be a power of 2 and as small as possible. For accuracy, N2 should be large

enough to capture the diffraction pattern and to preserve the axial resolution of

the subimage, i.e.,

N2 ≥
2∆d

p

√
λ

n2σaxial − λ
, (A.8)

where p is a camera pixel size and ∆d is the maximum depth difference expected

between the initial reconstruction plane and the actual depth.

A.3.2 Axial Position Estimation

To estimate the axial position of the microrobot, particle extraction using a

complex amplitude is used [28]. This method is based on the observation that the

variance of the imaginary part of reconstructed hologram image h has a minimum

near the in-focus plane and is robust to noise in the numerical reconstruction.

The variance of an imaginary part of h gives a minimum value in the in-focus

plane when the microrobot is not in the proximity of the container side walls.

However, when the microrobot is close to the container side walls the hologram

is distorted and VI has a minimum outside of the workspace in Figure A.6. In

this case, a slope discontinuity is apparent near the in-focus plane in Figure A.6.

To generalize these two cases, a shifted variance V ∗I , is defined by subtracting

the effective variance slope across the container

V ∗I = VI(∆d)− (VI(dM )− VI(dm))

(dM − dm)
∆d (A.9)

where dm and dM are the distance of the front and back of the container. The

minimum of the shifted variance V ∗I is slightly different from the minimum of VI

in case 1 or the knee point of VI in case 2. However, this difference is negligible

compared to the size of the microrobot and the uncertainty in the measurement.

Although the minimum can be obtained with an exhaustive search, this is not

appropriate for real-time tracking algorithms because of the computational load

of calculating V ∗I . Instead, Brent’s search method is used to minimize the number

of iterations [29]. It combines a bisection method with quadratic interpolation

to perform a line search with a minimal number of function evaluations.

The current axial position of the microrobot is updated to dk = dk−1 +

∆d, where ∆d is the solution of the minimization problem. The depth dk is

the propagation distance in a vacuum, thus (A.7) is used to convert it to the
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Figure A.6 : Autofocusing measure along a depth direction. (a) Variance, VI , and

shifted variance, V ∗I , along a depth direction. The container size sets the physical con-

straints, dm and dM on axial position estimation. VI shows the dipping characteristics

near the in-focus plane (case 1) except when the microrobot is near to the wall of con-

tainer (case 2) (top). To find the knee point in both case 1 and 2, VI is shifted with

base line (bottom). (The graph is normalized to show the two cases at the same scale).

(b) Reconstructed in-focus image when the object is far from the boundary (top) and

near the boundary (bottom).

geometric axial position of the microrobot as

dGk = dknsol + Σdi
(
1− nsol

ni

)
(A.10)

where nsol is the refractive index of solution, and ni and di are the refractive

index and geometrical distance of waves travelling through the i-th medium,

respectively (see Figure A.3).

A.3.3 Lateral Position Estimation

Now that the depth dk of the microrobot is known, the lateral position estimate

(uk, vk) can be refined by segmenting the microrobot from the in-focus recon-

structed amplitude image |h(dk)|. This is achieved by applying a Gaussian filter

and using adaptive thresholding to segment the object. Among the observed

contours in the binary image, the microrobot is segmented by finding the con-
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Holography  Setup
OctoMag
system

Laser Collimating  Lens Sample CMOS  Camera
𝑋

𝑌

𝑍

Figure A.7 : Digital in-line holography setup integrated with the OctoMag electromag-

netic manipulation system. The origin of the coordinate system is at the center of the

manipulation system’s workspace.

tour that encloses an area that matches the expected object size. The lateral

position is then updated with the segmented object’s centroid.

A.4 Experiments

A.4.1 Experimental Setup

The Octomag electromagnetic manipulation system is used for 3D wireless mag-

netic control of the microrobot (see Figure A.7) [30]. The system consists of

eight electromagnetic coils in a hemispherical arrangement and allows for mag-

netic fields up to 40 mT and magnetic field gradients up to 1 T/m. The magnetic

workspace is a 20×20×20 mm3 cube. For holographic imaging, the illumination

is produced by a laser diode with a wavelength of 635 nm along with a BP635

red light bandpass filter. A digital camera with 2048 × 2048 pixels, each pixel
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with an edge length of 5.5µm, is used to record the holograms. It can generate

at 90 fps.

The microobject is a Neodymium-Iron-Boron (NdFeB) cylindrical magnet

with a diameter of 500µm and a height of 500µm, which is manipulated in

silicone oil. The refractive index of silicone oil (i.e., nsol in (A.10)), is reported

to be 1.502 at 20 ◦C, taken at the Sodium D Line (589.29 nm wavelength). This

number is calibrated experimentally.

The system is controlled by a workstation PC (Intel Core i7-5930K CPU at

3.50GHz, 32 GB RAM) running a custom magnetic control program written in

C++. The Fourier transform-based reconstruction and the variance calculation

is implemented on a GPU using compute unified device architecture for parallel

computations [31]. Under the current configurations of the system, the tracking

algorithm can process images at 40 Hz. Each step in Section A.3 respectively

takes 7.0 ms, 16.0 ms, and 1.3 ms on average. We use N0= 2048, N1= 1024,

N2= 256 for the experiment. To provide a buffer, the image acquisition and

control loop is limited to 20 Hz in the demonstrations.

A.4.2 System Calibration

The refractive index of silicone oil is experimentally determined. A motorized

stage with a resolution of 1 nm controls the 3D position of the calibration probe

while the camera system remains stationary. The same NdFeB cylindrical mag-

net used for the control experiments is attached to a 22µm diameter tungsten

wire. Although the wire is visible in the reconstructed image, its effect on the

calibration is negligible since it is at the same depth as the bead. The calibra-

tion probe is moved in the axial direction in steps of 200µm in air and silicone

oil. Figure A.8 shows the relation between the actual and focused depth, ob-

tained from the tracking algorithm. The slope of this line indicates the effective

refractive index of the medium. Using least squares, the refractive indices are

measured to be 1.006 and 1.633 and the standard deviations of the residuals are

62.47µm and 61.93µm for air and silicone oil, respectively.

The accuracy of the 3D position estimateion is investigated by moving the

probe in 3D space following the 4 mm squares at depth of -2, 0, and 2 mm. By

using least squares, the optimal rotation and translation is found to eliminate

the effect of misalignment between the camera and the stage. The standard de-

viations of residuals are 0.018 mm, 0.062 mm, and 0.014 mm in air and 0.023 mm,

0.169 mm, and 0.014 mm in silicone oil as shown in Figure A.9, for x-, y-, and z-
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Figure A.8 : Calibration for the refractive index of (a) air and (b) silicone oil. The

refractive indices of air and silicone oil are estimated as 1.006 and 1.633.

axes, respectively. The in-plane estimation shows smaller tracking errors than in

the depth direction. In the image plane (x- and z-axes), the tracking algorithm

shows similar accuracy in air and silicone oil about three camera pixels. In the

depth direction (y-axis), it indicates larger errors in silicone oil than in air be-

cause the parasitic interferences are more pronounced, and the trajectory was in

the range of this effect. However, the result is comparable to the axial resolution

of the system calculated as 0.181 mm within the workspace using (A.6).

A.4.3 3D Closed-loop Position Control

A PD controller is used to minimize the position error between the estimation

and the target point. The target is defined to be 0.3 mm ahead of the projection
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Figure A.9 : Accuracy of 3D position estimates when the object submerged in (a) air

and (b) silicone oil. A reference trajectory is 4 mm squares in y = (−2, 0, 2) mm.

of the current position on the target trajectory, which is a 4 mm cube centered

at the workspace. The position estimate is filtered using a discrete forth-order
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Figure A.10 : Closed-loop position control results using holographic tracking. (a) The

3D trajectory and tracking positions used for the controller are presented for one-cycle of

trajectory. The trajectory completion time is 89 s per cycle on average. (b) Hologram

image h0 used in the closed-loop position control and its focused image |h2| at the

trajectory vertices. The yellow line shows the target trajectory in y = 2 mm and

y = −2 mm.

low-pass butterworth filter with a 0.33π rad/sample cutoff frequency. In the

experiment, the microrobot is aligned with the z-axis.

The resultant position estimates are reported in 3D for a single trajectory

in Figure A.10. The mean absolute errors are 23µm, 93µm, and 123µm and the

corresponding standard deviations are 30µm, 70µm, and 40µm for x-, y-, and
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z-axes. The position error along x-axis is about several camera pixels, agreeing

with the calibration result. Along z-axis, although the large mean absolute error

is attributed to the discrepancy in gravity compensation of the microrobot, its

standard deviation again corresponds with the calibration result. As expected,

the resultant tracking in depth direction is less precise.

A.5 Discussion and Conclusion

This chapter demonstrates real-time 3D position tracking of microrobots us-

ing digital holography in a microrobot control application. The advantages of

holography over conventional optical microscopy for real-time tracking include

the compactness of the imaging system, the ability to image the scene without

requiring manual or automated mechanical focusing, and the ability to estimate

an object’s out-of-plane position along with its in-plane position from a single

image. An additional advantage of holography for imaging microscale systems

comes from object segmentation. Traditionally, small objects are difficult to seg-

ment from large backgrounds because they are difficult to distinguish from noise.

However, in a holographic image, small objects affect a much larger region of

the image than their physical extent because the technique considers diffraction

patterns rather than reflections or shadows.

Although the cylindrical magnet is presented as a microdevice in this work,

the proposed tracking method can be extended to other shapes of microdevices or

be used with non-magnetic control systems. The method could also be adapted

to track 3D position as well as 3D orientation of a single or multiple agents albeit

at an increased computational cost.
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[27] N. Demoli, J. Meštrović, and I. Sović, “Subtraction digital holography,” Appl

Opt, vol. 42, no. 5, pp. 798–804, 2003.

[28] G. Pan and H. Meng, “Digital holography of particle fields: Reconstruction by

use of complex amplitude,” Appl Opt, vol. 42, no. 5, pp. 827–833, 2003.

[29] R. P. Brent, Algorithms for minimization without derivatives. Courier Corpora-

tion, 2013.

[30] M. P. Kummer, J. J. Abbott, B. E. Kratochvil, R. Borer, A. Sengul, and B. J.

Nelson, “OctoMag: An electromagnetic system for 5-DOF wireless micromanip-

ulation,” IEEE Trans Rob, vol. 26, no. 6, pp. 1006–1017, 2010.

[31] J. Nickolls, I. Buck, M. Garland, and K. Skadron, “Scalable parallel programming

with CUDA,” in ACM SIGGRAPH 2008 classes, ACM, 2008, p. 16.

118







AYOUNG HONG
ETH Zurich, Multi-scale Robotics Lab
Hoffeld 24, 8057 Zurich, Switzerland
E-mail: ahong@ethz.ch, ayoung911@gmail.com
Phone: +41 (78) 966 - 6761

RESEARCH INTEREST
Medical/Surgical robots, Medical image processing
Microrobots, Automation in microscales
Optimal control, Discrete control systems

EDUCATION
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