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Foreword

Foreword

Urban traffic control in a connected and automated vehicle environment is a very relevant topic
these days in both academia and industry, as these technologies present enormous potential and
significant challenges for the control and management of transportation systems. The work of Mr.
Kaidi Yang focuses on the transition period of the technological development, an important period
often overlooked by the previous research. Mr. Yang’s work covers multiple aspects related
to this topic, ranging from traffic estimation exploiting the information provided by connected
vehicles, to traffic control considering multiple scales and multiple transportation modes. He uses
an interdisciplinary approach that builds on traffic flow theory fundamentals and complements
them with recent advances from machine learning, control theory, and operations research.

Mr. Yang’s dissertation is rather interesting from both a scientific and a practical perspective.
His work provides innovative methodologies and pragmatic guidelines on how these emerging
technologies can be utilized to build a more efficient and sustainable urban transportation system.
His work is also very timely, as many cities around the world are launching pilot projects utilizing
connected and automated vehicles to improve traffic operations.

On behalf of the Traffic Engineering research group at the Swiss Federal Institute of Tech-
nology, Zurich, I thank Mr. Yang for his immense scientific creativity, attention to detail, and
incredible ability to solve problems. Not only has his work contributed significantly to the
advancement of traffic control in a connected and automated vehicle environment, but his vision
has set the foundation for many other promising research directions.

Prof. Monica Menendez
Former Director of the Traffic Engineering research group at ETH Zurich
Currently Associate Professor of Civil Engineering at New York University Abu Dhabi (NYUAD)
/ Global Network Associate Professor of Civil and Urban Engineering at New York University
(NYU)
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Abstract

Abstract

The promising development towards vehicle connectivity and autonomy will impose substantial
societal and economic impact not only on the mobility systems but also on the entire cities. This
dissertation will, from the perspective of the traffic operators, design effective traffic estimation
and control strategies to maximize the benefits of these technologies for the urban traffic systems.
We will propose both methodological frameworks and pragmatic guidelines to address this timely
and relevant research topic. The main contributions of this dissertation are three-fold. First, this
dissertation is among the first to handle the challenging issues in the transition period where
vehicles with various technologies coexist in the traffic system (i.e. conventional, connected, and
automated vehicles). We propose more accurate queue estimation methods that better exploit
the limited information provided by connected vehicles, and develop efficient and robust control
strategies to handle the uncertainties due to low penetration rates. Second, this dissertation
develops a novel control framework for large-scale urban traffic networks at both the local and
network levels. At the local level, we integrate traffic control at signalized intersections with
trajectory design of automated vehicles. At the network level, we develop a multi-scale perimeter
control strategy that fills two important research gaps: i) how the macroscopic control decisions
can be translated into microscopic variables, and ii) how the control objectives at different
levels can be synthesized. Third, this dissertation explicitly integrates priority schemes into the
proposed control strategies, considering the interactions between different groups of vehicles (i.e.
vehicles corresponding to different transportation modes, or with different occupancies, values of
time, priority levels, etc.).

Part I addresses traffic estimation in a connected vehicle environment, with a particular focus
on queue estimation at signalized intersections. The queue estimation results facilitate trajectory
reconstruction and thus provide a holistic picture of the urban traffic system. These results
also serve as essential inputs to traffic control and management strategies. In this part, we
propose a computationally efficient methodology based on a convex optimization to exploit the
information provided by connected vehicles. We fill the research gaps in two aspects. First, we
relax the widely adopted assumption of uniform demand in a signal cycle. Second, we further
reuse the information provided by upstream intersections in order to improve the performance
of the algorithm. Simulation results show that the proposed strategy significantly improves
the estimation accuracy with a reasonable solution time (0.8s), sufficient for most real-time
applications. Results further show that the proposed algorithm is able to handle scenarios with
penetration rates as low as 0.1 and is also robust to measurement noises.

Part II and Part III investigate advanced traffic control strategies exploiting the information
and flexibility provided by connected and automated vehicles at both the local (Part II) and
network (Part III) levels, and develop a multi-scale, multi-modal, and multi-technological control
framework to maximize the potential of these technologies in urban traffic systems. In each part,
we address the challenging issues in the transition period and study how the priority schemes can
be integrated into the control strategies to differentiate different vehicle types.

In part II, we develop a bi-level optimization based strategy to integrate traffic signal timing and
the trajectory planning of automated vehicles at local intersections. We further develop heuristics
to switch between different signal control algorithms as the technology evolves. Simulation
results show an evident decrease in the total number of stops and delay even when the penetration
rate of the connected vehicles is lower than 50%. We further extend the proposed strategy to
account for transit signal priority, considering bus stops and bus schedule. Simulation results
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show that such extension successfully improves passenger mobility over the original strategy.
Results also demonstrate that it is valuable to consider bus stops, especially when they are
near-side.

In part III, we develop a multi-scale perimeter control strategy based on a Model Predictive
Control (MPC) algorithm where the network-level decision can be optimally distributed to local-
level perimeter intersections to synthesize the competing objectives of both levels. Connected
vehicles are assumed to be the only source of information. Simulation results show that the
proposed strategy optimizes the performance at both the network and the perimeter intersections,
providing much better outputs than the classical controllers. The multi-scale perimeter control
strategy is further extended to a stochastic MPC that explicitly handles the uncertainties due to
low penetration rates of connected and automated vehicles. It is shown that the total travel is
significantly reduced by applying such stochastic MPC. This work is then integrated with priority
lanes to prioritize certain groups of vehicles to maximize social welfare. Results show that by
introducing the priority scheme, the social welfare can be improved.

The proposed estimation and control strategies in this dissertation provide insights on how the
emerging technologies can be employed to build a more efficient and flexible urban multimodal
urban transportation system. The findings serve as the cornerstone for some promising directions
of future research, including the integration with special infrastructure, new mobility systems,
heterogeneous data sources, multiple control strategies (e.g. routing), cyber-security, and interac-
tions with other systems (e.g. logistics). This dissertation can be beneficial for traffic managers,
local authorities, practitioners, and the automotive industry.
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Zusammenfassung

Zusammenfassung

Die vielversprechende Entwicklung in Richtung Fahrzeugkonnektivität und -autonomie wird
nicht nur für die Mobilitätssysteme, sondern auch für die gesamten Städte erhebliche gesell-
schaftliche und wirtschaftliche Auswirkungen haben. Diese Dissertation wird aus Sicht der
Verkehrsbetreiber wirksame Strategien zur Verkehrsschätzung und -steuerung entwickeln, um
den Nutzen dieser Technologien für die städtischen Verkehrssysteme zu maximieren. Wir werden
sowohl methodologische Rahmenbedingungen als auch pragmatische Richtlinien vorschlagen,
um dieses aktuelle und relevante Forschungsthema zu behandeln. Diese Dissertation liefert drei
Hauptbeiträge. Erstens ist diese Dissertation eine der ersten, die sich mit den anspruchsvollen
Problemen in der Übergangszeit befasste, in der Fahrzeuge mit verschiedenen Technologien im
Verkehrssystem nebeneinander existieren (d. h. konventionelle, verbundenen und automatisierte
Fahrzeuge). Wir schlagen genauere Warteschlangenschätzungsmethoden vor, die die begrenzten
Informationen, die von verbundenen Fahrzeugen zur Verfügung gestellt werden, besser nutzen
und effiziente und robuste Steuerungsstrategien entwickeln, um die Unsicherheiten aufgrund
niedriger Durchdringungsraten zu bewältigen. Zweitens entwickelt diese Dissertation ein neuarti-
ges Steuerungsrahmenwerk für grosse städtische Verkehrsnetze sowohl auf lokaler als auch auf
Netzebene. Auf lokaler Ebene integrieren wir die Verkehrskontrolle an signalisierten Kreuzungen
mit der Trajektorienplanung automatisierter Fahrzeuge. Auf Netzwerkebene entwickeln wir eine
Multiskalen-Perimeter-Steuerungsstrategie, die zwei wichtige Forschungslücken schliesst: i) wie
die makroskopischen Steuerungsentscheidungen in mikroskopische Variablen übersetzt werden
können und ii) wie die Kontrollziele auf verschiedenen Ebenen synthetisiert werden können.
Drittens integriert diese Dissertation explizit Prioritätsschemata in die vorgeschlagenen Steue-
rungsstrategien, wobei die Wechselwirkungen zwischen verschiedenen Fahrzeuggruppen (d. H.
Fahrzeugen, die verschiedenen Verkehrsträgern oder unterschiedlichen Belegungen, Zeitwerten,
Prioritätsstufen usw. entsprechen) berücksichtigt werden.

Teil I befasst sich mit der Verkehrsabschätzung in einer Umgebung verbundener Fahrzeuge mit
einem besonderen Fokus auf die Abschätzung von Warteschlangen an signalisierten Kreuzungen.
Die Ergebnisse der Warteschlangenabschätzungen erleichtern die Rekonstruktion der Trajektori-
en und ergeben somit ein ganzheitliches Bild des städtischen Verkehrssystems. Diese Ergebnisse
dienen auch als wesentlicher Input für die Verkehrssteuerungs- und -managementstrategien. In
diesem Teil schlagen wir eine recheneffiziente Methodik vor, die auf einer konvexen Optimierung
basiert, um die von verbundenen Fahrzeugen bereitgestellten Informationen zu nutzen. Wir
schliessen die Forschungslücken in zwei Aspekten. Zunächst lockern wir die weit verbreitete
Annahme einer konstanten Verkehrsnachfrage in einem Signalzyklus. Zweitens verwenden wir
die Informationen, die von vorgelagerten Kreuzungen bereitgestellt werden, erneut, um die Per-
formance des Algorithmus zu verbessern. Simulationsergebnisse zeigen, dass die vorgeschlagene
Strategie die Schätzgenauigkeit mit einer angemessenen Rechenzeit (0,8 s) erheblich verbessert,
was für die meisten Echtzeitanwendungen ausreichend ist. Die Ergebnisse zeigen weiter, dass
der vorgeschlagene Algorithmus Szenarien mit Durchdringungsraten von 0,1 verarbeiten kann
und ausserdem robust gegenüber Messrauschen ist.

Teil II und Teil III untersuchen fortgeschrittlich Strategien zur Verkehrssteuerung und nutzen
dabei die Informationen und die Flexibilität, die verbundene und automatisierte Fahrzeuge
sowohl im lokalen (Part II) als auch im Netzwerk ( Teil III), und entwickeln einer multiskalare,
multimodales und multitechnologischen Rahmen, um das Potenzial dieser Technologien in
städtischen Verkehrssystemen zu maximieren. In jedem Teil behandeln wir die herausfordernden
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Fragen der Übergangszeit und untersuchen, wie die Prioritätsschemata in die Kontrollstrategien
integriert werden können, um verschiedene Fahrzeugtypen zu unterscheiden.

Im Teil II entwickeln wir eine auf zwei Ebenen optimierte Strategie, um die Verkehrssignalen
und die Trajektorienplanung von automatisierten Fahrzeugen an lokalen Kreuzungen zu integrie-
ren. Wir entwickeln Heuristiken weiter, um mit der Weiterentwicklung der Technologie zwischen
verschiedenen Signalsteuerungsalgorithmen zu wechseln. Simulationsergebnisse zeigen eine
deutliche Abnahme der Gesamtzahl der Stopps und der Verzögerung, selbst wenn die Durchdrin-
gungsrate der angeschlossenen Fahrzeuge unter 50% liegt. Wir erweitern die vorgeschlagene
Strategie weiter, um die Priorität des Transitsignals zu berücksichtigen, wobei Bushaltestellen und
Busfahrpläne berücksichtigt werden. Simulationsergebnisse zeigen, dass eine solche Erweiterung
die Mobilität der Passagiere gegenüber der ursprünglichen Strategie erfolgreich verbessert. Die
Ergebnisse zeigen auch, dass es wichtig ist, Bushaltestellen zu berücksichtigen.

Im Teil III entwickeln wir eine multiskalare Perimeter-Steuerungsstrategie, die auf einem
Model Predictive Control (MPC) -Algorithmus basiert, mit dem die Entscheidung auf Netz-
werkebene optimal auf Perimeter-Kreuzungen auf lokaler Ebene verteilt werden kann, um die
konkurrierenden Ziele der beiden Ebenen zu synthetisieren. Es wird angenommen, dass ver-
bunden Fahrzeuge die einzige Informationsquelle sind. Simulationsergebnisse zeigen, dass die
vorgeschlagene Strategie die Leistung sowohl an den Netzwerk- als auch an den Perimeter-
Kreuzungen optimiert und deutlich bessere Ergebnisse als die klassischen Controller bietet. Die
multiskalare Perimeter-Steuerungsstrategie wird auf einen stochastischen MPC erweitert, der die
Unsicherheiten aufgrund niedriger Durchdringungsraten von verbundenen und automatisierten
Fahrzeugen explizit behandelt. Es wird gezeigt, dass der Gesamtweg durch die Anwendung
solcher stochastischer MPC deutlich reduziert wird. Diese Arbeit wird dann in Prioritätsspuren
integriert, um bestimmte Fahrzeuggruppen zu priorisieren, um die soziale Wohlfahrt zu maximie-
ren. Die Ergebnisse zeigen, dass durch die Einführung des Prioritätssystems die soziale Wohlfahrt
verbessert werden kann.

Die in dieser Dissertation vorgeschlagenen Schätz- und Kontrollstrategien geben Aufschluss
darüber, wie aufstrebende Technologien zum Aufbau eines effizienteren und flexibleren städ-
tischen multimodalen städtischen Verkehrssystems eingesetzt werden können. Die Ergebnisse
dienen als Eckpfeiler für einige vielversprechende Richtungen der zukünftigen Forschung,
einschliesslich der Integration in spezielle Infrastruktur, neue Mobilitätssysteme, heterogene
Datenquellen, mehrere Steuerungsstrategien (z. B. Routing), Cybersicherheit und Interaktionen
mit anderen Systemen (z. B. Logistik). Diese Dissertation kann für Verkehrsmanager, lokale
Behörden, Praktiker und die Automobilindustrie einen Mehrwert darstellen.
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Chapter 1

Introduction

1.1 Research Motivation

Cities have a substantial impact on the economic growth and social progress of a nation. With
the technological boom, the concept of smart cities has been attracting increasing attention
from the academia, industry, and government to address the pressing challenges due to rapid
urbanization (e.g. population explosion, pollution, traffic congestion, etc.) (Batty et al., 2012).
Exploiting advanced technologies and rich operational data, smart cities connect people, goods,
information, and city elements to provide sustainable and efficient city services, innovative
business, and recuperate life quality (Harrison et al., 2010; Bakıcı et al., 2013). Many major cities
have established smart city initiatives or projects, such as Amsterdam, Zurich, Berlin, Singapore,
New York, Beijing, etc. It is anticipated that the global smart cities market size will reach USD
2.57 trillion by 2025 (Grand View Research, Inc., 2018).

Smart mobility is an essential paradigm within the smart city concept, setting the foundation
of various urban activities. The goal of smart mobility is to promote the shift to more efficient
and flexible multimodal transportation systems. Currently, with the surging population in urban
areas, traffic congestion is soaring all around the world, giving rise to the loss of working hours,
an increase in traffic accidents, and pollution. It is estimated that car drivers in Europe lose
more than 33 hours per year in congestion (63 billion EUR in total monetary cost). Similarly,
traffic congestion has cost 305 billion USD in 2017 in the U.S according to INRIX. Therefore,
building a smart mobility system is a timely and relevant issue, which requires joint efforts from
the academia, industry, and government.

The promising development towards vehicle connectivity and autonomy is one of the most
exciting breakthroughs in smart mobility over the last decade. It is predicted that the number of
connected vehicles sold globally will grow more than sixfold to 152 million by 2020 (McCarthy,
2015). On the other hand, commercial companies, including big technology firms (e.g. Google),
start-ups (e.g. nuTonomy), and automotive manufacturers (e.g. BMW), are racing in an effort
to become mainstream while building fully automated vehicles. Many high-end vehicles have
already been equipped with lower level automation functions (e.g. adaptive cruise control and
lane-keeping assistance). It is expected that the first fully automated vehicles will hit the market
by 2020 (Center for Sustainable Systems, 2016, Alexander-Kearns et al., 2016). Many of the
prototypes of the fully automated vehicles have already been tested on public roads.

It is widely envisioned that the technologies of connected and automated vehicles will impose
revolutionary societal and economic impact not only on the smart mobility systems, but also on
the smart cities in general. For traffic operators, these technologies provide remarkable flexibility
for traffic estimation, modeling, control, and management, and thus have significant potential
to improve the operations of traffic systems. For example, connected vehicles generate rich
real-time information beneficial for the estimation of traffic systems, and automated vehicles
enable large-scale algorithmic coordination. For passengers, these technologies can help improve
safety, comfort, and convenience. Equipped with various sensors and advanced communication
systems, connected and automated vehicles are able to identify and handle potential danger more
timely. Fully automated vehicles are able to enhance mobility for those who are not able or
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willing to drive (e.g. young, elderly, or people with disabilities). Promising mobility concepts,
such as Autonomous Mobility-on-demand and ride-sharing services, help provide a ubiquitous
mobility service with a lower cost, which could, in turn, reduce car ownership. Moreover, these
technologies can be beneficial for the entire smart cities, e.g. providing better access to city
services, enabling more anticipated and effective logistic systems, etc.

Despite the potential benefits, there are still challenges in the utilization of these technologies,
specifically summarized as follows.

1) The penetration rates of these technologies can only increase gradually, resulting in a
transition period with an uncertain environment and limited information. However, for the
promotion of these technologies, it is beneficial to demonstrate certain advantages even
from the early stages of the deployment. This requires more accurate estimation methods
and more robust control strategies for a period during which multiple technologies will
coexist.

2) Urban transportation systems are typically large-scale and complex systems. It is essential
to design effective yet computationally tractable control strategies at both the local (inter-
section) and network levels in a connected and automated vehicle environment. Moreover,
although many researchers propose efficient hierarchical control strategies, it is not clear
how the network level control decisions can be translated to local level variables and how
the control objectives at both levels can be balanced.

3) Urban transportation systems are also multimodal systems where different transportation
modes compete for limited road infrastructure and collaborate to serve the increasing
transport demand. In such multimodal systems, it is desirable to provide priority to
certain groups of vehicles, such as emergency vehicles and the vehicles with the ability
to carry more passengers (e.g. public transport vehicles, ride-sharing vehicles, etc.). This
requires the integration of priority schemes into the control framework, which adds to the
complexity of the problem.

The solution to these challenges still remains as open research questions. This dissertation will
address such research questions from the perspective of the traffic operators. We will design
effective traffic estimation and control strategies to maximize the benefits of these technologies
on urban traffic systems.

1.2 Goal and Scope

1.2.1 Research goals

The primary objective of this dissertation is to develop effective yet efficient traffic estimation
and control strategies in a connected and automated vehicle environment. Specific objectives are
listed below.

1) Develop traffic estimation and control strategies using the information provided by con-
nected vehicles, which are able to exploit the benefits of connected and automated vehicles
especially during the transition period.

2) Propose traffic signal control strategies at both local and network levels and investigate
how the control at both levels can be bridged.

3) Integrate priority schemes into the proposed signal control schemes to provide priority to
certain groups of vehicles (i.e. vehicles corresponding to different transportation modes, or
with different occupancies, values of time, priority levels, etc.).

The outcome of this dissertation will provide scientific and pragmatic support for the deployment
of urban traffic estimation and control strategies in the presence of connected and automated
vehicles.
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1.2.2 Research scope

In this dissertation, we constrain the scope to traffic estimation and control in an urban sce-
nario, with a particular focus on signalized intersections in a connected and automated vehicle
environment.

1) We only study traffic estimation and control. Although the developed strategies will be
based on several traffic models, such as car following models, kinematic wave theory, and
Macroscopic Fundamental Diagram (MFD), we do not investigate how these models are
derived. In other words, these models are assumed as exogenous inputs to the proposed
estimation and control strategies. Detailed discussions of these models (e.g. the car
following and mechanical dynamics of automated vehicles or the existence and partitioning
for the MFD) are beyond the scope of this dissertation.

2) We only propose signal control strategies for signalized intersections in an urban scenario.
This is because traffic signals are essential components in urban traffic systems. Properly
designed signal control strategies can effectively reduce travel time, fuel consumption
and accidents. We do not consider highway scenarios or urban traffic systems that do not
include signalized intersections (e.g. parking). Moreover, we do not study traffic control
strategies other than signal control (e.g. routing).

3) We only perform centralized control where the system only has one controller (i.e. the
central controller). Through centralized control, we aim to find the global optimal control
decisions to maximize the potential of the emerging technologies. Decentralized control,
although can be beneficial in some cases, is beyond the scope of this dissertation.

4) We assume that connected and automated vehicles are the only information source to
clearly evaluate the benefits of these technologies. We do not study the fusion with other
data sources, such as loop detectors and video cameras. Data fusion is beyond the scope of
this dissertation, but it is expected to improve the results obtained here.

5) We assume that the information provided by connected and automated vehicles is accurate,
with the only exception of measurement errors. We do not consider the potential issues
in communication systems, e.g. packet loss or communication interference. We further
assume that the connected and automated vehicles are faithful in providing the information.
In other words, we do not consider the scenarios where these vehicles are hacked or the
owners intentionally forge the information for their own benefits. Cyber-secure control
against malicious attacks is beyond the scope of this dissertation, but recommended as
future work.

6) We only focus on the supply side. In other words, we assume that the traffic demand is
given as an exogenous input. We do not study how the demand can be modelled and how
the proposed strategies will influence such demand. This is because the proposed strategies
are real-time, and thus will have marginal impact on the demand in the short term.

1.3 Research Contributions

The major contributions of this dissertation are three-fold.
1) This dissertation is among the first to handle the challenging issues during the transition

period where vehicles with various technologies coexist in the traffic systems (i.e. con-
ventional, connected, and automated vehicles) . We study the real-time queue estimation
(trajectory reconstruction) to better utilize the limited connected vehicle data (Chapter 3)
and propose various control strategies to account for the uncertainties due to low penetra-
tion rates during the transition period (Chapter 4 and Chapter 6). The proposed strategies
in Chapter 3–7 are tested in scenarios with various penetration rates of the technologies.

2) This dissertation develops a novel control framework for large-scale urban traffic networks
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at both the local and network levels. At the local level, we jointly optimize the signal
timings of local intersections and the trajectory planning of automated vehicles (Chapter 4).
At the network level, we pay particular attention to i) how the macroscopic control decisions
can be translated into microscopic variables; and ii) how the control objectives at different
levels can be synthesized. In particular, we make the first methodological effort to integrate
the control of perimeter intersections and perimeter control of large-scale urban networks
(Chapter 6).

3) This dissertation explicitly integrates priority schemes into the proposed control strategies,
considering the interactions between different groups of vehicles (i.e. vehicles correspond-
ing to different transportation modes, or with different occupancies, values of time, priority
levels, etc.). Specifically, we provide priority to public transport vehicles at local intersec-
tions (Chapter 5), and to vehicles with higher value of time to enter the network (Chapter 7).
We further analyze how the control strategies can be adapted to different infrastructure
settings. This research aims to promote a shift to more sustainable transportation modes.

As part of these contributions, we propose not only methodological frameworks, but also prag-
matic guidelines. More detailed contributions will be described within each chapter.

1.4 Organization

The overall methodologies adopted in this research and the corresponding findings are presented
in the reminder of this dissertation. Chapter 2 provides a comprehensive review of the most
important research works on traffic estimation and control in a connected and automated vehicle
environment. Chapter 3 – Chapter 7 contain the contributions of this dissertation, and are
organized into three parts. Chapter 8 concludes the dissertation and proposes future open
questions. The overall structure of this dissertation is illustrated in Figure 1.1. An overview of
each part is given below. Notice that we maintain the same notation within each part and provide
the list of the most important variables in the abstract of the part.

Part I: Traffic estimation in a Connected Vehicle Environment
Part I addresses traffic estimation in a connected vehicle environment, in particular queue

estimation.
Chapter 3 proposes a convex optimization based methodology to estimate queue profile in a

connected vehicle environment, which can be further utilized for trajectory reconstruction,
flow estimation, etc. We exploit the information of connected vehicles in two aspects. First,
we relax the widely adopted assumption of uniform demand in a signal cycle. Second, we
further reuse the information provided by upstream intersections in order to improve the
performance of the algorithm.

Part II: Local-level Traffic Control in a Connected and Automated Vehicle Environment
Based on the estimation results, Part II develops a control strategy at the local level which

handles scenarios with various priority requirements and different technology development
stages.
Chapter 4 establishes a joint optimization strategy that integrates the signal timing and tra-

jectory planning of automated vehicles in a scenario where conventional, connected but
non-automated, and automated vehicles co-exist in the traffic systems.

Chapter 5 extends the strategy developed in Chapter 4 to provide priority to public transport
vehicles. Traffic signals are explicitly coordinated with bus stops and bus schedule to
minimize total passenger delay.

Part III: Network-level Traffic Control in a Connected Vehicle Environment
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Chapter 1. Introduction

Part I. Traffic Estimation

Part II. Local Traffic Control Part III. Network Traffic Control

Chapter 2. Background and Related works

Chapter 3. 
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Chapter 8. Conclusions and Outlook
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Chapter 4. 
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Environment

Chapter 5. 
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Chapter 7. 
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Without 
Priority

With 
Priority

Figure 1.1: Organization of the dissertation.

Part III develops a control strategy at the network level and extends it to provide priority to
certain groups of vehicles during the transition period of technology development.
Chapter 6 develops a multi-scale perimeter control strategy based on Model Predictive Control

(MPC). It integrate the optimal control of perimeter intersections into the perimeter control
scheme to jointly optimize the traffic performance at both levels, only based on the
information of connected vehicles. The proposed strategy is extended to a stochastic MPC
to handle the uncertainties due to the low penetration rate of connected vehicles.

Chapter 7 extends Chapter 6 by providing priority to allow certain group of vehicles to enter
the protected region with less delay.

Chapter 3 – Chapter 7 are the updated versions of papers published, presented in, or submitted
to peer reviewed journals and conferences. These are all original work and first authored by the
doctoral candidate. A list of the relevant papers is provided below.

Papers in Peer Reviewed Journals
− Yang, K. and M. Menendez (in press) Queue estimation in a connected vehicle environment: A

convex approach, IEEE Transactions on Intelligent Transportation Systems. DOI: 10.1109/
TITS.2018.2866936.

− Yang, K., S. I. Guler and M. Menendez (2016a) Isolated intersection control for various levels
of vehicle technology: Conventional, connected, and automated vehicles, Transportation
Research Part C: Emerging Technologies, 72, 109–129.

− Yang, K., M. Menendez and S. I. Guler (2018b) Implementing transit signal priority in a
connected vehicle environment with and without bus stops, Transportmetrica B: Transport
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Dynamics, 1–23.

− Yang, K., N. Zheng and M. Menendez (2018d) Multi-scale perimeter control approach in a
connected-vehicle environment, Transportation Research Part C: Emerging Technologies, 94,
32 – 49.

Papers in Refereed Conference Proceedings
− Yang, K. and M. Menendez (2017) A convex model for queue length estimation in a connected

vehicle environment, paper presented at the Transportation Research Board 96th Annual
Meeting.

− Yang, K., S. I. Guler and M. Menendez (2015) A transit signal priority algorithm under con-
nected vehicle environment, paper presented at the 2015 IEEE 18th International Conference
on Intelligent Transportation Systems (ITSC), 66–70.

− Yang, K., M. Menendez and S. I. Guler (2016b) Using connected vehicle technology to
optimize transit signal priority, paper presented at the Transportation Research Board 95th
Annual Meeting.

− Yang, K., N. Zheng and M. Menendez (2017b) Multi-scale perimeter control approach in
a connected-vehicle environment, paper presented at the 22nd International Symposium on
Transportation and Traffic Theory (ISTTT), vol. 23, 101–120.

− Yang, K., N. Zheng and M. Menendez (2018e) A perimeter control approach integrating
dedicated express toll lanes, paper presented at the Transportation Research Board 97th
Annual Meeting.

− Yang, K., N. Zheng and M. Menendez (2017a) Integrating perimeter control with dedicated
express toll lanes, paper presented at the Traffic and Granular Flow Conference (TGF 2017).
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Chapter 2

Background and Related Literature

In this chapter, we provide background information on connected and automated vehicles, present
a short literature review, and identify the research gaps. Section 2.1 presents the background
information, assumptions and terminology that will be used throughout the paper. Section 2.2
reviews the related literature on traffic estimation and control. Section 2.3 summarizes the
research gaps.

2.1 Background Information, Assumptions, and Terminology

2.1.1 Intersection control

In this dissertation, we assume that there is a central controller at the local intersections and
the urban network. It is also assumed that the controllers between different levels or between
different intersections are able to communicate with each other via communication systems.
The roles of these controllers are two-fold: 1) to perform traffic estimation using the collected
information, and 2) to calculate and execute the control decisions based on the estimation results.
We further assume that the central controller at the network level is able to influence or overwrite
the control decisions at the local intersections.

The control decisions are either the departure sequence in which individual vehicles leave
the intersection (Part II) or the green time for each signal phase (Part III). The major goal is to
minimize delay for all the vehicles (or passengers) at the intersections or inside an urban network.
For vehicles arriving at the intersections, we distinguish the following terminology.

Approaches are defined as links used by traffic approaching the intersection (e.g. an intersection
with four approaches refers to an intersection with four links carrying incoming traffic).

Movements are defined as the traffic moving in the same direction (e.g. through, left turning,
etc.) in the same approach.

Streams are defined as the traffic in the same movement and with the same right of way, which
are combined in order to simplify the calculations for design of the signal control strategy
(e.g. left turning maneuvers that receive the green signals at the same time). Notice that if
two lanes in the same movement receive different green times (e.g. with priority lanes, see
Chapter 7), they are seen as different streams.

In the simple intersections considered in Part II, approaches, movements, and streams are equal.
However, in Part III, we consider complex and complete intersections where these concepts can
be different.

2.1.2 Vehicular technologies

It is also assumed that the vehicle-to-infrastructure (V2I) communication systems are installed
along with the central controller. V2I communication systems have been widely employed in
traffic signal control strategies (He et al., 2014; Li et al., 2014b; Hu et al., 2015). There are
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several platforms that enable V2I communications, such as Dedicated Short Range Communi-
cations (DSRC), 3G/4G, Bluetooth, etc. Compared to the other platforms, DSRC has several
advantages (Guo and Balon, 2006; Andrews and Cops, 2009): 1) it is more robust to radio
interference and extreme weather conditions; 2) it works with high vehicle speeds; 3) it has small
latency (0.002s); 4) it helps to protect privacy; and 5) the transmission rage of DSRC is 100-1000
meters. Therefore, in this dissertation, we assume DSRC communication technology for V2I
communication.

We categorize vehicles based on their connectivity and autonomy as follows.
Conventional Vehicles are defined as the vehicles that are unable or unwilling to communicate

to the central controller or other vehicles by any means, nor to perform the commands
advised by the central controller.

Connected vehicles are the vehicles that can communicate to the central controller through V2I
communication systems. The information that connected vehicles report includes their
position, speed, direction, etc.

Automated vehicles are the connected vehicles that can drive themselves and strictly follow the
trajectory planning commands informed by the infrastructure.

Notice that in this dissertation, there is in general an overlap between the definitions of
connected and automated vehicles. An additional distinction between connected and automated
vehicles is made only in Chapter 4.

It is worth noting that in 2014, SAE international, an automotive standardization body, pub-
lished a classification system for self-driving vehicles based on different levels of automation,
ranging from fully manual to fully automated (SAE, 2014). The six levels (0–5) of automation,
classified based on human involvement, are shown in Table 2.1.

Table 2.1: Levels of Automation. (NHTSA, 2018)

Levels of
automation

Who does what, when

Level 0 The human driver does all the driving.

Level 1 An advanced driver assistance system on the vehicle can sometimes assist the
human driver with either steering or braking/accelerating, but not both simultane-
ously.

Level 2 An advanced driver assistance system on the vehicle can itself actually control
both steering and braking/accelerating simultaneously under some circumstances.
The human driver must continue to pay full attention (“monitor the driving
environment”) at all times and perform the rest of the driving task.

Level 3 An Automated Driving System on the vehicle can itself perform all aspects of
the driving task under some circumstances. In those circumstances, the human
driver must be ready to take back control at any time when the ADS requests the
human driver to do so. In all other circumstances, the human driver performs the
driving task.

Level 4 An Automated Driving System on the vehicle can itself perform all driving tasks
and monitor the driving environment - essentially, do all the driving - in certain
circumstances. The human need not pay attention in those circumstances.

Level 5 An Automated Driving System on the vehicle can do all the driving in all
circumstances. The human occupants are just passengers and need never be
involved in driving.
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In this dissertation, we assume that the level of automation of the automated vehicles is in
general above Level 4. Nevertheless, the automated vehicles we consider may also include certain
vehicles in Level 2-3 if they are capable of executing the commands of the infrastructure and are
sufficiently safe to operate in a mixed traffic scenario.

2.2 Related Literature

Over the last decade, connected and automated vehicles have attracted enormous research interest,
ranging from traffic modeling (Talebpour et al., 2015), traffic safety (Rahman and Abdel-Aty,
2018; Xie et al., 2018), traffic operations and control (Li et al., 2014a; Florin and Olariu, 2015)
for both urban and highway systems, energy consumption (Vahidi and Sciarretta, 2018), novel
mobility concepts such as Autonomous Mobility-on-Demand systems (Hyland and Mahmassani,
2018; Pavone et al., 2012), to their implications on policies (Bösch et al., 2018). In this section,
we focus on the traffic operation side and present related works on the traffic estimation and
control strategies in a connected and automated vehicle environment. Notice that the literature
has evolved since the publication of some of the chapters on academic journals. For the integrity
of the dissertation, we do not include the literature that supersedes the journal articles on which
the dissertation is based. Interested readers can refer to recent survey papers (e.g. Guo et al.
(2019)).

2.2.1 Traffic estimation in a connected and automated vehicle environment

The promising development of connected and automated vehicle technology provides unique
opportunity for more accurate traffic estimation. Compared to the traditional roadside detectors
(e.g. loop detectors), connected and automated vehicles can provide real-time and detailed infor-
mation with a better spatial coverage, and without the extra cost for installation and maintenance.
Queue estimation is an important aspect of traffic estimation, as it can be used for trajectory
reconstruction, delay evaluation, traffic flow estimation, etc. In other words, it provides valuable
and holistic information about the traffic dynamics. Moreover, in urban traffic networks, queue
lengths are an essential input to adaptive signal control strategies (Webster, 1958; Allsop, 1971;
Chang and Lin, 2000; Guler et al., 2014; Li et al., 2013; Yang et al., 2016a, 2017b, 2018b) and
performance measurements at signalized intersections or arterials (Balke et al., 2005). Therefore,
in this section, we will focus on the literature on queue estimation. For literature review of traffic
estimation in a more general context, interested readers can refer to Mori et al. (2015); Darwish
and Bakar (2015).

One challenge on queue estimation using the connected and automated vehicle technology
is the penetration rate, which is expected to remain low in the near future. The penetration rate
highly influences the estimation accuracy, as only connected vehicles can report information.
Another challenge is the sampling rate, i.e. the frequency at which a vehicle reports information.
This can also be calculated as the inverse of the time interval between two consecutive reports.
Some of the existing literature requires that the connected vehicles report information every
second (Sun and Ban, 2013; Gómez et al., 2015; Dakic and Menendez, 2018). However, the
sampling rate could be lower in reality due to the transmission and storage capacity. Moreover,
the obtained information can also be noisy, as there might be data corruption or GPS noises.
Therefore, the proposed methods should be robust enough to handle these challenges.

The existing literature on queue estimation can be mostly classified into two categories. The
first category uses queuing theory, usually with stochastic arrivals. For example, Comert and
Cetin (2009); Comert (2013b,a) proposed a probabilistic model to estimate the expected queue
length, assuming a Poisson arrival process of vehicles and a Bernoulli distribution for whether
a vehicle is connected or not. Amini et al. (2016) used a stochastic gradient descent algorithm
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and a queuing diagram to estimate the queue lengths. However, these works cannot capture the
spatial traffic dynamics (e.g. the propagation of traffic waves) due to the point queue assumption.

The second category is based on Lighthill-Whitham-Richards (LWR) kinematic wave theory
(Lighthill and Whitham, 1955b,a; Richards, 1956). Some works use the sampled travel time
obtained from the trajectory data to estimate the queue length (e.g. Ban et al., 2009, 2011;
Hao et al., 2012, 2014; Hao and Ban, 2015). Ban et al. (2009, 2011) fitted the queue curves
based on the observation of a decreasing delay pattern. A support vector machine (SVM) based
methodology was proposed in Hao et al. (2012) to identify the critical points for the new cycle
based on delay and travel time. Hao et al. (2014) and Hao and Ban (2015) considered the
acceleration and deceleration process to calculate the queue location in the discharging process
and to reconstruct the long queue when spillbacks happen, respectively. Other works directly use
the trajectory data to estimate the piecewise linear back of queue (BoQ) that consists of a series
of shockwaves. Through the BoQ curve, not only queue length and platoons, but also traffic
flow, density, and even trajectories can be recovered. The estimation of the BoQ curve can be
formulated into a regression and/or classification problem. The general process for estimating the
BoQ curve follows two steps. In the first step, critical points where the traffic states change are
identified on the time-space diagram. Each critical point is a two dimensional vector: time t and
location x. There are a few different definitions of critical points. Sun and Ban (2013) estimated
the critical points as the first trajectory points with speed lower than a threshold; Izadpanah et al.
(2009) and Hiribarren and Herrera (2014) fitted the vehicle trajectory into a piece-wise linear
function, and identified the critical points as the intersection between each two pieces; Cheng et al.
(2012) determined the critical points using both speed and acceleration information; Ramezani
et al. (2015) defined the critical points as the first calculated x-t point with zero speed. In the
second step, the existing literature has obtained the BoQ curve from the critical points using
variational theory (Sun and Ban, 2013; Mehran et al., 2012), fundamental diagram (Hiribarren
and Herrera, 2014), linear regression (Izadpanah et al., 2009; Cheng et al., 2012), or piecewise
linear fitting (Ramezani et al., 2015).

Although the methods developed in the aforementioned works perform well, there is still
room for improvement. For example, most of the aforementioned works (e.g. Ban et al., 2009,
2011; Hao et al., 2012, 2014; Hao and Ban, 2015; Izadpanah et al., 2009; Cheng et al., 2012)
rely on the assumption of constant arrival rate (thus a linear BoQ curve) in each signal cycle.
However, such assumption cannot capture the variation in demand. In an urban network, the
arrival rate to the downstream intersection may be affected by the signal timings of the upstream
intersections, and thus is varying. In such cases, relaxing the assumption of a linear BoQ curve
may yield better results. (Ramezani et al., 2015; Sun and Ban, 2013; Mehran et al., 2012) aimed
to estimate a non-linear BoQ and proposed complex non-convex models, which can be time
consuming to find the global optimum. Hiribarren and Herrera (2014) directly obtained the
shockwave for each trajectory point using the fundamental diagram, which works for very low
penetration rates, but might be sensitive to GPS noises. Furthermore, none of these works explore
the queue estimation considering the upstream intersections. The discharging process of the
upstream intersections provides additional flow information that can be utilized to improve the
accuracy of the queue estimation. Finally, most of these works focus on the queue estimation of
undersaturated scenarios, whereas for the purpose of traffic control, oversaturated scenarios are
of more significance.

2.2.2 Traffic control of local intersections in a connected and automated vehicle
environment

This section presents a short literature review on signal control strategies based on connected
and automated vehicle technology. The interested readers can refer to Florin and Olariu (2015)
for a comprehensive survey of traffic signal control strategies using connected and automated
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vehicles from a technology perspective, and Li et al. (2014a), which summarized the general
traffic control strategies and highlighted the transition from feedback control to feed-forward
control thanks to the connected vehicle technology.

The existing research on intersection control using connected and/or automated vehicles can be
classified into two categories. The first category utilizes vehicle-to-infrastructure communication,
assuming that these vehicles only serve as information providers. Some studies optimize either
signal phases (Priemer and Friedrich, 2009; Hu et al., 2015) or the departure sequence in which
individual cars leave the intersection (Wu et al., 2007; Pandit et al., 2013). Most of the early
works assume all or a majority of the vehicles are connected. Only a few recent works relax
this assumption by taking into consideration incomplete information. The arrival information of
conventional vehicles is estimated using either traffic models (He et al., 2012; Guler et al., 2014;
He et al., 2014; Feng et al., 2015), statistical methods (Lee et al., 2013), or simulations (Goodall
et al., 2013). However, the benefit of the connected and automated vehicles is not fully exploited
in this category, as these works assume only uni-directional communication. The second category
takes advantage of automated driving and integrates trajectory design into the signal control
scheme. Vehicle trajectories can be designed to minimize evacuation time (Li and Wang, 2006),
or to provide cooperative control (Lee and Park, 2012). A reservation based strategy that
reserves space at the intersection for each car in advance was proposed for automated vehicles
only (Dresner and Stone, 2004) and for connected vehicles with human drivers mixed with
automated vehicles (Dresner and Stone, 2006). Au and Stone (2010) presented a trajectory
planning algorithm for automated vehicles to reduce the number of stops. Li et al. (2014b)
presented an online algorithm to optimize vehicle trajectory and traffic signal simultaneously
for an intersection of two one-way streets. A rolling horizon optimization model is adopted
to identify each control stage. In each stage, trajectory is designed and signal timing plans
are enumerated to minimize total delay. However, this work is based on enumeration, which
cannot be extended to larger scale problems. Kamal et al. (2015) used model predictive control
to coordinate automated vehicles at an unsignalized intersection to maximize the intersection
capacity and avoid collision. One limitation in the previous works with this category is that they
assume all vehicles to be automated or connected.

Some studies consider a multimodal environment to provide buses with transit signal priority
without over-sacrificing the performance of cars in the conflicting approaches. He et al. (2012)
developed an algorithm to identify platoons and existing queues, and formulated a mixed integer
linear program (MILP) model to optimize signal timings using the queueing information, priority
requests of public transport vehicles, and platooning information. Results show a decrease in
delay with penetration rates greater than 40%. He et al. (2014) later extended the above model to
address the cases with lower penetration rate (only priority eligible vehicles are connected). Hu
et al. (2015) proposed another control strategy based on MILP that minimizes total passenger
delay for all traffic users at signalized intersections or along a corridor, which is only activated
when the bus is behind schedule and no additional delay per passenger is imparted by using this
strategy. This strategy was extended to accommodating conflict request in Hu et al. (2016), and
tested in a the Smart Road testbed at Blacksburg, Virginia (Lee et al., 2017). However, none of
these works have explicitly considered the coordination between the traffic signals with bus stops
and the bus schedule.

2.2.3 Aggregated traffic control of large-scale urban traffic networks in a
connected vehicle environment

Real-time traffic control strategies at the aggregated level have been receiving significant research
attention, in particular the perimeter control (also known as gating). The basic concept is to
restrict the incoming flow through traffic signals at the boundaries of a pre-defined region to
prevent congestion inside. The controllers of this type are typically designed based on the
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MFD, also known in the literature as the Network Fundamental Diagram (NFD), which was
initially proposed in Godfrey (1969) and followed in Mahmassani et al. (1987) and Daganzo
(2007). Since the demonstration of its existence (Geroliminis and Daganzo, 2008), the MFD has
received enormous attention for its elegance, which facilitates traffic control. The most important
contribution of the MFD model lies in the fact that the model features the so-called critical
accumulation of the network, which serves as the control goal and facilitates the design of various
control schemes for traffic signals in real time. It is shown in the literature that MFD-based
perimeter control strategies are effective in regulating the global traffic performance in both
single/two regions (Haddad and Geroliminis, 2012; Keyvan-Ekbatani et al., 2012; Geroliminis
et al., 2013; Haddad et al., 2013; Aboudolas and Geroliminis, 2013; Keyvan-Ekbatani et al.,
2015; Haddad, 2015) and multiple regions (Aboudolas and Geroliminis, 2013; Ramezani et al.,
2015; Kouvelas et al., 2016). Perimeter control can be viewed as a high-level regional control
scheme and may be combined with other strategies (e.g. local or distributed controllers) in
a hierarchical control framework (Kouvelas et al., 2016; Daganzo, 2007; Keyvan-Ekbatani
et al., 2012; Geroliminis et al., 2013; Aboudolas and Geroliminis, 2013; Ramezani et al., 2015;
Kouvelas et al., 2016).

Regardless of what type of control strategies are applied, the optimal flow allowed to enter the
network has to be distributed to the local intersections. In other words, as long as the controllers
determine the total flow, the flow should be allocated to each individual perimeter intersection
through the control of the traffic signals. Nearly all the existing studies emphasize that delay may
be caused at local intersections when applying perimeter control (Keyvan-Ekbatani et al., 2012;
Geroliminis et al., 2013; Haddad et al., 2013; Aboudolas and Geroliminis, 2013; Hajiahmadi
et al., 2015; Haddad, 2017). However, no work quantitatively and systematically treats the delay
at these intersections when designing the controllers for network-wide applications. Considering
detailed performance of the local intersections may complicate the dynamics of the system, and
consequently the optimization problem. Thus, given its challenging complexity, controllers
treating specifically the intersections are rarely reported in the literature. Although some initial
efforts were made, e.g. combining adaptive traffic signal settings inside the network (Kouvelas
et al., 2016) and considering the queue length at the perimeter (Keyvan-Ekbatani et al., 2016;
Haddad, 2017), the interaction between the network level perimeter control and the local level
intersection control has not been fully considered.

In addition, to the best of our knowledge, there is no work on perimeter control in a connected
vehicle environment. Connected vehicles are becoming an important source of information, as
the application of connected vehicle technology is expected to keep growing rapidly in most
places around the world. Admittedly, traditional data sources such as loop detectors and video
cameras would be helpful to measure traffic accumulations (e.g. see Ambühl and Menendez,
2016) for control purposes. However, connected vehicles can provide more anticipated and more
diverse information with a wider coverage, particularly suitable for developing multi-scale control
solutions. The challenge, nevertheless, lies in the uncertainties due to its limited penetration rates,
especially in the near future. Although some works propose robust perimeter control strategies
(Geroliminis et al., 2013; Haddad, 2015; Ampountolas et al., 2014), these works assume perfect
information on the accumulation of vehicles, thus may not be applicable to the connected vehicle
environment, as a biased state estimation would have significant impact on control.

Moreover, none of the aforementioned control strategies provide a scheme to differentiate the
incoming vehicles to the network. Vehicles are treated the same in the existing perimeter control
schemes, either blocked simultaneously or allowed to enter the network. However, the overall
system might benefit from providing certain priority to some vehicles. Although some studies
extend the network-wide control to multimodal networks (Ampountolas et al., 2014; Chiabaut,
2015; Ampountolas et al., 2017), they only account for the interactions with public transport,
rather than providing priority to public transport vehicles. Furthermore, most developed strategies
do not consider the value of time (VOT) of each vehicle. Even in the single mode case, some

12



2.3. Research Gaps

vehicles have higher occupancies or high-valued riders. Providing priority to such vehicles can
increase the social welfare (see, for example, high occupancy vehicle (HOV) lanes(Menendez
and Daganzo, 2007)). Therefore, it is essential to develop a general framework to incorporate a
priority scheme to perimeter control strategies.

2.3 Research Gaps

Based on the literature review in Section 2.2, we focus on the following research gaps.
For traffic estimation, the information provided by connected vehicles can be further exploited

to handle the uncertainties in the transition period. Specifically, to the best of our knowledge:
E1. There is not a computationally efficient method to capture the variation of demand within

a signal cycle.
E2. None of the existing works explore the queue estimation reusing the departure information

from the upstream intersections.
For traffic control at the local level, to the best of our knowledge:

L1. Few works have integrated the signal timing with trajectory planning of automated vehicles,
especially during the transition period where various levels of technologies coexist in the
traffic systems.

L2. No work has studied the transit signal priority coordinated with bus stops and bus schedule
in a connected vehicle environment.

For traffic control at the network level, to the best of our knowledge:
N1. When designing the perimeter control for network-wide applications, no work has quantita-

tively and systematically discussed how the macroscopic control decisions can be optimally
distributed to the local levels, nor treated the delay at these intersections .

N2. There is no work on perimeter control in a connected vehicle environment. Additionally,
the existing robust perimeter control strategies are not suitable to handle the uncertainties
due to low penetration rates of connected vehicles.

N3. In a perimeter control scheme, no work has differentiated the incoming vehicles to the
network or provided priorities to certain groups of vehicles.
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PART I

Traffic Estimation in a Connected
Vehicle Environment
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Abstract

Traffic estimation aims to obtain the current traffic condition accurately and efficiently based
on various data sources, serving as an essential pre-requisite for effective traffic control and
management. Recently, connected and automated vehicle technologies has emerged as an
alternative to traditional traffic detectors. Equipped with Global Positioning System (GPS)
devices and wireless communication systems, connected and automated vehicles are capable
of reporting real-time information (e.g. position, speed, acceleration rate and direction) to each
other (vehicle-to-vehicle, V2V) or to the roadside infrastructure (V2I), providing a better spatial
coverage of information (Herrera et al., 2010; Ambühl and Menendez, 2016).

Various methods have been proposed to estimate traffic flow, travel time, and queue length.
Among them, queue estimation is an indispensable component for urban intelligent transportation
systems. The queue estimation results can be used for trajectory reconstruction, providing a
holistic picture of the urban traffic system. Moreover, these results are an essential input and
performance measure to adaptive signal control strategies.

Chapter 3 will investigate the research question of queue estimation in a connected vehicle
environment and address two important research gaps established in Section 2.3 (E1 and E2). We
will pay particular attention to how the information provided by connected vehicles can be better
exploited to improve the accuracy of the queue estimation, especially in the transition period with
limited penetration rates. First, unlike most of the previous works that assumed constant arrival
demand within a signal cycle, i.e. a linear back of queue (BOQ) curve, this work considers a
piecewise linear BoQ curve to account for more practical scenarios with varying demand. Second,
the proposed methodology is extended to reuse the estimated departure information from the
upstream intersections to further improve the estimation accuracy. Third, this work explicitly
handles cases with low penetration rates and low sampling rates, as well as measurement noises.
Simulation results show that this treatment significantly improves the estimation accuracy of the
queue estimation. Moreover, the estimation problem is formulated into a convex optimization
model, ensuring efficient computation. Two online implementation approaches are presented to
perform real-time queue estimation. Simulation results show that the proposed framework can be
solved within a reasonable time (0.8s), which is sufficient for most real-time applications.

For the reader’s convenience, a list of the most important variables is given below.
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The variables below are given sets (inputs)

N set of all equipped vehicles, indexed by n

J set of all trajectory points, indexed by j

Jn set of trajectory points associated to vehicle n

P set of signal cycles, indexed by p

V set of all trajectory points classified as in the free flow state

Vp set of trajectory points classified as in the free flow state for cycle p

S set of all trajectory points classified as in the stopped state

Sp set of trajectory points classified as in the stopped state for cycle p

I set of all trajectory points classified as in the intermediate state

Ip set of trajectory points classified as in the intermediate state for cycle p

Ap set of trajectory points classified as in the accelerating state for cycle p

Dp set of trajectory points classified as in the decelerating state for cycle p

Bp set of BoQ critical points for cycle p

Fp set of FoQ critical points for cycle p

The variables below are given scalars (inputs)

x j location coordinate of trajectory point j

t j time coordinate of trajectory point j

v j speed coordinate of trajectory point j

rp start of the red signal in cycle p

gp start of the green signal in cycle p

u low speed threshold to detect stopped trajectory points

ū high speed threshold to detect free-flow trajectory points

kjam jam density on the link

u f free flow speed on the link

w absolute value of the backward wave speed on the link

Tstep time step for the back of queue estimation

πi time of the ith time step for the BoQ curve estimation

The variables below are associated with decision variables

αi slope of the back of queue curve in the ith time interval

βi intercept of the back of queue curve in the ith time interval

BoQp (t) Back of queue curve plane due to the red signal in cycle p on the x-t

FoQp (t) Front of queue curve due to the red signal in cycle p on the x-t plane

18



Chapter 3

Queue Estimation in a Connected Vehicle
Environment

This chapter is partially based on the following papers.
− Yang, K. and M. Menendez (in press) Queue estimation in a connected vehicle environment: A

convex approach, IEEE Transactions on Intelligent Transportation Systems. DOI: 10.1109/
TITS.2018.2866936.

− Yang, K. and M. Menendez (2017) A convex model for queue length estimation in a connected
vehicle environment, paper presented at the Transportation Research Board 96th Annual
Meeting.

3.1 Objectives and Contributions

Queue estimation is a crucial aspect of traffic estimation. Existing literature focuses on queuing
theory (Comert and Cetin, 2009; Comert, 2013b,a) or LWR kinematic wave theory (e.g. Ban
et al., 2009, 2011; Hao et al., 2012, 2014; Hao and Ban, 2015; Ramezani et al., 2015). LWR
kinematic wave theory has the advantage to account for the spatial traffic dynamics, and therefore
attracts enormous attention. However, as described in Chapter 2.3 (research gaps E1 and E2),
only a few works are able to capture the variation in demand (Hao and Ban, 2015; Ramezani and
Geroliminis, 2015). One the other hand, to the best of our knowledge, there are no works that
explore queue estimation considering the spatial relation between multiple intersections.

To address these research gaps, in this chapter, we propose a convex optimization based
methodology to estimate the queue profiles at urban intersections. The obtained queue length
will serve as an essential input to the adaptive signal control strategies proposed in Part II and
Part III at the local and network levels, respectively. The queue profiles can also be used for
trajectory reconstruction, providing holistic information about the traffic system. In particular, we
will make the following contributions. Contributions 1)-3) are to better exploit the information
provided by connected vehicles, and contribution 4) is to solve pragmatic issues.

1) We relax the widely adopted assumption of a constant arrival rate by estimating a piecewise
linear BoQ curve with a convex optimization model. The convexity of the formulated
model guarantees a low computational cost in the BoQ estimation.

2) The convex optimization model is further extended to reuse the estimated discharging flow
from the upstream intersections to improve the estimation accuracy at the downstream
intersection, especially if the penetration rate is low. The effects of platoon dispersion are
considered. The proposed methodology does not require the tracking of individual vehicles
through multiple intersections, which helps protect privacy.

3) We explicitly handle scenarios with low data quality. On the one hand, an alternative
method is proposed to deal with the cases with low sampling rates and low penetration
rates by using the acceleration and deceleration information. On the other hand, the
determination of the critical points and the BoQ/FoQ (front of queue) curves is based on
the whole dataset, which makes the methodology more robust to measurement noises.
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4) The proposed methodology is of pragmatic significance. First, it is able to work in both
undersaturated and oversaturated scenarios. Second, we propose an online implementation
framework, which is both accurate and computationally efficient. Third, the methodology
proposed in this chapter is independent of the demand, hence it can handle any demand
distribution (known or not).

The chapter is organized as follows. The convex formulation for the queue estimation for a
single signalized intersection is proposed in Section 3.2. Section 3.3 utilizes the information
provided by the upstream intersections to further improve the accuracy of the queue estimation.
Section 3.4 extends the proposed methodology to handle the cases with limited data. Section 3.5
describes the simulations settings, and Section 3.6 shows the queue estimation results on the
Next Generation Simulation (NGSIM) dataset (Alexiadis et al., 2004) and the simulated dataset
of an arterial of Wehntalerstrasse, Zurich, Switzerland. A sensitivity analysis is performed in
Section 3.7. Section 3.8 studies the online implementation of the methodology. Section 3.9
concludes this chapter.

3.2 General Methodology

This section proposes a general methodology for queue estimation at a signalized intersection
using connected vehicle technology.

The signal timing plan can be either fixed, actuated or adaptive. In this chapter, it is assumed
that the signal timings are available, i.e. the start of the red signal, rp , and the start of the
green signal, gp , are available for each cycle p. This assumption can be relaxed, however, with
classification algorithms (e.g. Hao et al., 2012) or clustering algorithms (e.g. Ramezani et al.,
2015).

The fundamental diagram of the link is assumed to be triangular with known parameters (free
flow speed, jam density, backward wave speed). In practice, the shape and parameters of the
fundamental diagram can be calibrated using trajectory data (see Chiabaut et al., 2009).

A certain percentage of vehicles are assumed to be connected vehicles, which may include
automated vehicles. It is assumed that these vehicles are able to communicate with the intersection
controller if they are within a certain range of it. This range is upper bounded by the physical
limit of the DSRC communication range and the length of the links (as otherwise route choice
of the vehicles will be needed). On the other hand, for privacy concern, it is desirable if the
trajectories of connected vehicles are not tracked through multiple intersections. Therefore, this
range is assumed to be the minimum of the city block size and the DSRC communication range.
Connected vehicles send trajectory information (time, location and speed) to the controller at
some sampling rates, which do not have to be constant for each trajectory, and do not need to be
synchronized in time.

In this section, it is assumed that there is at least one stopped trajectory point and one moving
trajectory point for each connected vehicle. This assumption is made for presentation simplicity
here, and will be relaxed in Section 3.4.

The set of trajectory points is defined as J. The trajectory information is defined as a vector
(t j, x j, v j ), where the three coordinates represent current time, location, and speed, respectively.
In this chapter, the location of a vehicle j, x j , is assumed to be 0 at the intersection, and a negative
value if the vehicle is on the upstream link of the intersection.

Figure 3.1 shows the flowchart of this methodology. Given a set of trajectory points, the
methodology estimates the queue length in five steps: 1) data labelling and preprocessing; 2)
identification of the critical points; 3) estimation of the FoQ curve; 4) estimation of the BoQ
curve; and 5) calculation of the queue length. The rest of this section presents the main parts
of the five steps in detail. The other parts, i.e. incorporating the flow information for BoQ
estimation and including the intermediate states, will be presented in Section 3.3 and Section 3.4,
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respectively. An illustration of the process is given in Figure 3.2.

Data labelling and preprocessing 

 Categorize each trajectory point as in stopped , intermediate, or free-

flow state (Section 3.2.1, Eq.(3.1))

 Attach each trajectory point to signal cycles (Section 3.2.1, Eq.(3.2))

Identification of the critical points 

 Identify the front of queue (FoQ) and back of queue (BoQ) critical

points by line fitting (Section 3.2.2)

 In cases with low penetration rates and low sampling rates, obtain 
more critical points using intermediate trajectory points (Section IV, 
Eq.(3.21)-(3.24))

Estimation of the FoQ curve 

 Fit the FoQ critical points as the linear FoQ curve (Section 3.2.3,

Eq.(3.4)-(3.8))

Estimation of the BoQ curve

 Fit the BoQ critical points as the piecewise linear BoQ curve

(Section 3.2.4, Eq.(3.10)-(3.16))

 Incorporate the exogenous flow information if available (Section 3.3, 
Eq.(3.18)-(3.20))

Calculation of the queue length

 Find the queue length as the difference between the BoQ and FoQ

curve (Section 3.2.5, Eq.(3.17))

Figure 3.1: Flowchart of the proposed general methodology.

3.2.1 Data labelling and preprocessing

In this step, the trajectory points will be labelled as in a stopped state, free-flow state, or
intermediate state, and then attached to each signal cycle.

A trajectory point is identified as stopped if the speed is lower than a critical value u, and
free-flow if the speed is higher than a critical value ū > u. Define set S as the set of all trajectory
points in the stopped state, set V as the set of all trajectory points in the free-flow state. The other
trajectory points are identified as in the intermediate state (i.e. accelerating/decelerating state),
denoted as set I. This can be summarized as

j ∈



S, if v j ≤ u

I, if u < v j ≤ ū

V, if v j > ū

(3.1)

In this section, intermediate trajectory points are not considered for simplicity. However, these
trajectory points can be useful if there are no stopped or free-flow trajectory points for a connected
vehicle trajectory, which will be discussed in Section 3.4.

Each trajectory point (stopped, free-flow, or intermediate) is attached to a signal cycle. This
can be described in Eq.(3.2). Note that different trajectory points of a vehicle may be attached
to different cycles, if this vehicle queues for multiple cycles. In other words, a vehicle can be

21



Chapter 3. Queue Estimation in a Connected Vehicle Environment

Intersection
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Figure 3.2: Illustration of the methodology. The gray dots are marked as free-flow, the white dots
are in the intermediate state, the black dots are stopped. The points with cross marks
represent the critical points. The solid lines represent the reconstructed theoretical
trajectories; the dashed lines represent the front of queue (FoQ) curve and the back
of queue (BoQ) curve.

included in the queue of multiple cycles.

j ∈



Vp, if gp ≤ x j/w + t j < gp+1 and j ∈ V

Ip, if gp ≤ x j/w + t j < gp+1 and j ∈ I

Sp, if gp ≤ x j/w + t j < gp+1 and j ∈ S

(3.2)

where Vp, Ip and Sp represent the set of free-flow, intermediate, and stopped trajectory points in
a signal cycle, respectively.

Notice that in scenarios with extremely sparse data (i.e. with low sampling rates or low
penetration rates), there could be large error in identifying the signal cycle of the trajectory
point. In such cases, it can be beneficial to incorporate probabilistic methods into the proposed
methodology.

3.2.2 Identification of the critical points

Critical points represent the transition between two traffic states. As is shown in Figure 3.2, the
FoQ critical points separate the stopped state in cycle p and the free-flow state in cycle p + 1, and
represents the time and location where a vehicle starts to be discharged. The BoQ critical points
separate the free-flow state in cycle p to the stopped state in cycle p, and represents the process
where a vehicle comes to a stop.

Let Jn be the trajectory points reported by the connected vehicle n. Then for cycle p, the set
Jn ∩ Vp represents the free-flow trajectory points of connected vehicle n in this cycle; the set
Jn ∩ Sp represents the stopped trajectory points of connected vehicle n in this cycle.

The FoQ critical point for trajectory n in signal cycle p can be calculated as the intersect
between the lines formed by trajectory points in Jn ∩ Sp (the stopped points for trajectory n in
signal cycle p) with a slope of 0 and Jn ∩Vp+1 (the moving points for trajectory n in signal cycle
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p + 1) with a slope of u f . Both lines can be derived using linear regression, and the critical points
can be identified by solving the linear equations. Denote the set of FoQ critical points in cycle p
as Fp .

For trajectory n and signal cycle p, each BoQ critical point is determined as the intersect
between two lines: 1) the line fitted on set Jn ∩ Vp (the moving points of vehicle n for trajectory
in signal cycle p) with a slope of u f ; and 2) the line fitted on set Jn ∩ Sp (the stopped points of
vehicle n for trajectory in signal cycle p) with a slope of 0. Denote the set of BoQ critical points
in cycle p as Bp .

This definition of the critical points approximates each vehicle trajectory as a piecewise linear
curve of stopped segments and free-flow segments. This is consistent with the kinematic wave
theory with the assumption of a triangular fundamental diagram. This approximation is also
invariant with respect to vehicle delay.

3.2.3 Estimation of the FoQ curve

As is shown in Figure 3.2, the FoQ curve between cycles p and p + 1 is the discharging line in
cycle p. It is a straight line that i) separates the stopped trajectory points in cycle p, Sp , and the
free-flow trajectory points in cycle p + 1, Vp+1; ii) crosses the critical points in set Fp between
Sp and Vp+1; iii) has a slope of −w, where w is the absolute value of the backward wave speed.

Denote the FoQ curve as a line on the x − t plane represented by

x + wt − h = 0 (3.3)

where h is the decision variable, representing the intercept on the distance axis, x. Then estimating
the FoQ curve is equivalent to determining the intercept h that satisfies the criteria listed above.

Hence, the problem of estimating FoQ can be formulated into the following optimization
model Eq.(3.4)-Eq.(3.8).

min
∑
j ∈Fp

ε2
j + λ1

∑
j ∈Sp

e j + λ2

∑
j ∈Vp+1

e j (3.4)

s.t. x j + wt j − h = ε j, j ∈ Fp (3.5)

x j + wt j − h ≤ e j, j ∈ Sp (3.6)

x j + wt j − h ≥ −e j, j ∈ Vp+1 (3.7)

e j ≥ 0, j ∈ Vp+1 ∪ Sp (3.8)

where the decision variable is the intercept h. Constraint Eq.(3.5) defines the error of fitting the
critical points with Eq.(3.3); Eq.(3.6) and Eq.(3.7) guarantee that the discharging line separates
the stopped and moving states. The slack decision variables e j are introduced to handle the case
where the stopped state and the free flow state are not strictly separable by straight lines. This
could happen in scenarios with multiple lanes, or with large measurement errors. The objective
function Eq.(3.4) minimizes the summed square fitting errors and classification errors. λ1 and λ2
are regularization factors that control the weight of the the classification errors. If λ1 and λ2 are
small, the model gives more emphasis to fitting than to classification. Besides, if λ1 > λ2, the
model focuses more on the stopped state.

The optimization model Eq.(3.4)-Eq.(3.8) is convex, which can be solved in polynomial time
with the interior-point method or Newton’s method. Solving this model gives the discharging
line (i.e. FoQ curve) x + wt − h = 0.

Note that the formulation Eq.(3.4)-Eq.(3.8) relies on the underlying assumption that there is
at least one FoQ critical point. In other words, it is assumed in this section that there exists at
least one vehicle n such that both Vp+1 ∩ Jn and Sp ∩ Jn are not empty. This assumption will be
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relaxed in Section 3.4.

3.2.4 Estimation of the BoQ curve

According to LWR theory, the BoQ curve is modelled as a piecewise linear curve x = x(t) that
crosses the critical points in set Bp and separates the moving state Vp and the stopped state Sp

(see Figure 3.2). All the trajectory points in Vp should be below the BoQ curve, and all the
trajectory points in Sp should be above the BoQ curve.

The estimation of the BoQ curve can be formulated as a classification problem with a piecewise
linear boundary. In this chapter, the piecewise linear boundary is determined using the algorithm
proposed in Huang et al. (2013). The key idea of this model is to divide the region of interest
into some subregions and find a classification line in each region through a global optimization
model. For the BoQ curve estimation problem, the time region of interest Π is chosen as the time
period between the start time of a cycle to the time when the queue is cleared. The BoQ curve
begins from the start time of the red signal in cycle p, rp . The time when the BoQ curve ends
(the queue is cleared) is generally unknown. It can be chosen as a time sufficiently large. For
real-time queue estimation, the end time of the region can be the current time. Then the region
of interest is divided into time intervals Πi = { j |πi ≤ t j < πi+1}, i = 1, · · · ,m, where π1 is the
start time of Π and πm+1 is the end time of Π. The length of each time interval Tstep = πi+1 − πi
determines the precision of the BoQ curve. If this size is too large, it might give an inaccurate
BoQ. If this size is too small, it might lead to over-fitting. A sensitivity analysis on the time
interval length is conducted in Section 3.7.

In this way, the BoQ curve due to the red signal in cycle p can be represented by a continuous
piecewise linear curve BoQp (t) on the x − t plane as

x(t) = BoQp (t) =




α1t + β1, π1 ≤ t < π2

· · ·

αnt + βn, t ≥ πn

(3.9)

where αi, βi, i = 1, · · · , n are the slopes and intercepts in each time interval.
The estimation of the BoQ curve can be modelled as

min
1
2

m∑
j ∈Bp

ε2
j + λ1

∑
j ∈Sp

e j + λ2

∑
j ∈Vp

e j + λ3

m∑
i=2

|αi − αi−1 | (3.10)

s.t. αi−1πi + βi−1 = αiπi + βi, i = 2, · · · ,m (3.11)

x j − BoQp (t j ) = ε j, j ∈ Bp (3.12)

x j − BoQp (t j ) ≥ −e j, j ∈ Vp (3.13)

x j − BoQp (t j ) ≤ e j, j ∈ Sp (3.14)

e j ≥ 0, ∀ j ∈ Vp ∪ Sp (3.15)

0 ≤ αi ≤ w (3.16)

Constraint Eq.(3.11) guarantees that the (i − 1)th and the ith pieces of BoQp (t) have the same
value at πi , so that the BoQ curve is continuous. Constraint Eq.(3.12) represents the fitting errors
of the BoQ curve on the critical points. Constraints Eq.(3.13)-Eq.(3.15) imply that the BoQ
curve should separate the stopped trajectory points and the moving trajectory points. A penalty
e j > 0 is introduced if the trajectory point (t j, x j ) cannot be classified into the correct state (i.e.
moving or stopped). Constraint Eq.(3.16) is derived from the LWR kinematic wave theory, and
guarantees that the slope of each piece of the BoQ curve is within the backward wave speed
and 0. The objective function Eq.(3.10) aims to minimize the weighted error of fitting. The
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first term represents the total fitting error caused by the critical points; the second and the third
term represent the total penalty caused by the failure to separate the moving and the stopped
states; the fourth term attempts to control the number of linear segments in the BoQ to give a
more robust solution. This is done by minimizing non-zero components in {αi − αi−1}, i.e. to
make αi and αi−1 as close as possible. Since the number of non-zero components in {αi − αi−1}

is not a convex function, an l1 regularization term
∑m

i=2 |αi − αi−1 | is minimized instead as a
convex approximation (1-norm approximation). By minimizing

∑m
i=2 |αi − αi−1 |, the number of

non-zero components in the set {αi − αi−1,∀i} can be approximately minimized. This technique
is called l1-magic and often used in signal processing to reconstruct sparse signals (signals in
which most components are zero). It is shown in Candes and Romberg (2005) that this technique
always yields a good approximation.

The regularization factors λ1, λ2 and λ3 control how much weight should be given to each term
of the objective function. Large λ1 and λ2 represent less tolerance on the misclassification of the
moving and stopped states. Different weights λ1 and λ2 can also be given, if the importance of
misclassification of the moving and stopped states are different. Large λ3 will result in small
number of breaks (i.e. segments) in the BoQ curve. These three parameters can be trained from
data (including ground truth queue length) by a cross-validation procedure.

Note that the formulation Eq.(3.10) - (3.16) is convex. Hence, the model can be solved easily
with any convex optimization solver using the interior-point method or Newton’s method.

3.2.5 Calculation of the queue length

With the BoQ curve and FoQ curve due to the red signal in cycle p, the queuing region can be
identified. The remaining queue from cycle p can be then calculated as the difference between
them. Then, the queue length at time t is the summation of the remaining queues, i.e.

Q(t) =
∑
p

max{FoQp (t) − BoQp (t), 0} (3.17)

3.3 Reuse of Upstream Departure Information

In an urban network, if the intersections can communicate with each other, the departure infor-
mation from the upstream intersection, calculated from the FoQ curve, can be beneficial for the
queue estimation of the downstream intersection, especially in scenarios with low penetration
rates. However, due to consideration of privacy and data transmission, it is not desirable to
track the actual vehicle trajectories or share them between intersections. In this section, we
extend the general methodology proposed in Section 3.2 to integrate the estimated departure
information from the upstream intersections to further improve the estimation accuracy at the
network level while retaining vehicle privacy. This extended methodology follows two steps.
In the first step, the arrival flow at the downstream intersection is estimated based on a platoon
dispersion model (Section 3.3.1); in the second step, such flow information is utilized for queue
estimation (Section 3.3.2).

3.3.1 Estimation of the arrival flow

Denote qi as the flow that would have arrived at the intersection at time interval Πi = { j |πi ≤
t j < πi+1} in cycle p. We aim to estimate the flow qi considering the information of the upstream
intersection and the effect of platoon dispersion.

There are two cases based on whether the cycle p − 1 at the downstream intersection is
oversaturated.
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In the first case, the flow qi consists of the vehicles queued in cycle p − 1, hence qi is the
saturation flow of the intersection.

In the second case, the flow qi has not queued in the previous cycle. Instead, it comes from
the upstream intersection. In an urban network, the discharging line at the upstream intersection
provides prior arrival information to the downstream intersections. The departure flow from the
upstream intersection can be zero (red time), the saturation flow (discharging), or the arrival
flow at the intersection. However, due to the fluctuation of vehicle speeds, the discharging
platoons from the upstream intersection tend to disperse over time and space. Hence, the vehicles
discharged uniformly from the upstream signal would arrive at the downstream signal in a
non-uniform manner, which makes the arrival flow at the downstream intersection different from
the departure flow at the upstream intersection.

Many models depict the platoon dispersion (Grace and Potts, 1964; Qiao et al., 2001; Robertson,
1969). In particular, the most widely used platoon dispersion model is Robertson (1969), which
has become a virtual universal standard platoon dispersion model and has been implemented
in various traffic simulation software, including TRANSYT (Robertson, 1969), SCOOT (Hunt
et al., 1981) and TRAFLO (Lieberman and B.J., 1980). In this chapter, the Robertson’s platoon
dispersion model (Robertson, 1969) is adopted to model the progression of vehicles between the
two intersections. Note that other platoon dispersion models can also be incorporated in a similar
way.

The Robertson’s platoon dispersion model states that the downstream flow should be the linear
combination of the previous downstream flow, and the corresponding upstream flow, i.e.

qi =
ρTf

1 + ρTf
qi−1 +

1
1 + ρTf

q′i−Tf
(3.18)

where
• qi is the arrival flow at the downstream intersection at time step i;
• q′i is the departure flow from the upstream intersection at time step i;
• Tf is the free flow travel time between the two intersections with unit of time steps;
• ρ is a platoon dispersion factor expressing the degree of the dispersion of the platoon,

which can be calibrated with empirical data (Robertson, 1969).
The parameters Tf and ρ are constants if the configuration of the two intersections is given. The
flow q′i−Tf

is given by the upstream intersection. The arriving flow at the downstream intersection
can be calculated by Eq.(3.18).

3.3.2 Estimation of the queue length

Using the estimated arrival flow qi and the kinematic wave theory, the slope of the BoQ curve at
time interval Πi can be calculated as

α̂i =
qi

qi/u f − kjam
(3.19)

Then a regularization term can be added to Eq.(3.10) to integrate the information provided by
the trajectory data and the flow data.

min
1
2

m∑
j ∈Bp

ε2
j + λ1

∑
j ∈Sp

e j + λ2

∑
j ∈Vp

e j + λ3

m∑
i=2

|αi − αi−1 | + γ

m∑
i=1

max{α̂i − αi, 0} (3.20)

where γ is a weighting parameter balancing the trajectory data and the flow information. It
represents our belief on the flow information. The more we trust the flow information and the
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more noisy the trajectory data is, the larger the γ should be. For low penetration rate and large
noises in data, a large γ should be utilized. The regularization term aims to ensure that the
α̂i ≤ αi . This is because the proposed methodology tends to underestimate the duration of the
FoQ curve if the penetration rate is low and the last few vehicles in the queue are not connected.
Therefore, the estimated slope α̂i is usually lower than the actual one αi .

3.4 Inclusion of the Intermediate States for Cases With Limited
Data

This section extends the general methodology to explicitly handle the cases with low penetration
rates and low sampling rates. One example of such cases is queue length estimation with probe
taxi data or floating car data covering around 10% of the vehicles and reported every 10-30s. The
potential problem in these cases is that there might not be enough trajectory points for the FoQ
and BoQ estimation strictly following the methodology proposed in Section 3.2. Recall that in
order to estimate the FoQ or the BoQ curve in each cycle, we need at least one critical point.
When the data is limited, however, there might not be a critical point for some cycles at all. This
can be problematic, as the accurate estimation of both curves depends on the number of critical
points we have. Thus, it is desirable to get as many critical points as possible. In this section,
the data in the intermediate state (i.e. trajectory points with speed between u and ū) are used
to provide information on acceleration and deceleration. With such information, more critical
points can be estimated.

The estimation of critical points using the intermediate trajectory points follows two steps.
1. Identify the set of accelerating and decelerating trajectory points in each signal cycle p,

respectively.
2. Estimate the critical points by fitting the acceleration and deceleration curves.

In the first step, denote Ap and Dp as the set of accelerating and decelerating trajectory points in
signal cycle p, respectively. These trajectory points in Ap and Dp are determined by traversing
each trajectory. Recall that in a normal cycle, the trajectory points are very likely to follow the
order of states: accelerating, free flow state, decelerating, stopped state. Hence, considering
two consecutive trajectory points in the same cycle where the earlier point j is an intermediate
trajectory point ( j ∈ Ip), and the later point j ′ is a free flow trajectory point ( j ′ ∈ Vp) or an
accelerating trajectory point ( j ′ ∈ Ap) , we can deduce that the earlier trajectory point j is
accelerating and assign it into Ap ; Otherwise if an intermediate trajectory point j ∈ Ip is right
after a free flow trajectory point j ′ ∈ Vp or a decelerating point j ′ ∈ Dp in the same cycle,
the trajectory point j should be decelerating and assigned into Dp . In the absence of free flow
trajectory points (e.g. when the sampling rate is very low), it is more difficult to distinguish
the accelerating and decelerating trajectory points. In such cases, we use the speed information.
In cycle p, if the speed of a trajectory point is larger than the previous point along the same
trajectory, we classify it as an accelerating trajectory point and assign it into set Ap . Otherwise
we regard it as a decelerating trajectory point and assign it into set Dp .

It is assumed that all the vehicles have a uniform and constant acceleration rate a and decelera-
tion rate d. Historical trajectory points can be used to calibrate both a and d. For a historical
trajectory point j with speed v j , denote ∆x j as the distance from the location of this trajectory
point to the location where the vehicle stops (if available), then for each trajectory point j, it
holds that

2a∆x j = v2
j or − 2d∆x j = v2

j (3.21)
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Therefore, a and d can be estimated as

a =

∑
j ∈ Ā v2

j

2
∑

j ∈ Ā ∆x j
(3.22)

d = −

∑
j ∈D̄ v2

j

2
∑

j ∈D̄ ∆x j
(3.23)

where Ā and D̄ denote the trajectory points in A and D if ∆x j is available, respectively. Note
that even in scenarios with very low penetration rates and sampling rates, given a sufficiently
long period of time, we can still obtain enough trajectory points for Ā and D̄.

In the second step, we estimate the critical points using data points in Ap and Dp . The
estimation of the critical points of the FoQ and BoQ curve with intermediate trajectory points
are similar. In the rest of this section, for simplicity, we only present the estimation of the FoQ
critical points. To adapt the following approach to the estimation of the BoQ curve, we only need
to replace Ap and a with Dp and d, respectively.

With the constant acceleration assumption, the accelerating trajectory can be represented as a
parabola.

x(t) =
1
2

at2 + bt + c (3.24)

Then the estimation of the FoQ critical points follows two steps. In the first step, the acceler-
ating trajectory Eq.(3.24) is estimated using the intermediate trajectory points in the set Ap+1.
In the second step, the critical points are determined with the assistance of Eq.(3.24). For the
simplicity of presentation, the details will be omitted here and can be found in Appendix A.1.

3.5 Simulation Settings

This section describes the two datasets for evaluation: 1) the Lankershim dataset from the NGSIM
project for undersaturated scenarios, and 2) the simulated data for oversaturated scenarios based
on an arterial of Wehntalerstrasse, Zurich, Switzerland.

In the Lankershim dataset from the NGSIM project, all lanes with straight movements are
considered (2 lanes). The study area is shown in Figure 3.3(a). The vehicle trajectory data
correspond to the southbound trajectories from 8:30 a.m. to 8:45 a.m. (10 cycles) on June 16,
2005, see in Figure 3.3(c).

This dataset (thereafter called Wehntalerstrasse dataset) is based on the simulation of an arterial
at Wehntalerstrasse, Zurich, Switzerland using VISSIM. We consider two intersections: 1) the
intersection between Wehntalerstrasse and Einfangstrasse (Intersection 1, upstream), and 2) the
intersection between Wehntalerstrasse and Glaubtenstrasse (Intersection 2, downstream). The
considered arterial link has two lanes. The layout of the simulation is shown in Figure 3.3(b).
This simulation model is calibrated and validated based on empirical measurements on Nov. 16,
2014. The simulated trajectory is illustrated in Figure 3.3(d) (13 cycles).

The parameters for both scenarios are summarized in Table 3.1.
The performance of the proposed methodology is evaluated by the mean estimation error, i.e.

the average absolute difference between the estimated queue length and the actual queue length,
i.e.

M AE =
1

t f − t0

∫ t f

t0

|Q(t) − Q̂(t) | (3.25)
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(a) Study area of Lankershim dataset of
NGSIM. (b) Study area of Wehntalerstrasse dataset.

(c) Vehicle trajectories in the Lankershim
dataset.

(d) Vehicle trajectories in the Wehntalerstrasse
dataset.

Figure 3.3: Study area and vehicle trajectories of the simulation.

Table 3.1: Parameters for simulation.

Parameter Lankershim dataset Wehntalerstrasse dataset

u f [km/hr] 60 60

w [km/hr] 23.8 16.8

kjam [veh/km] 200 250

Tf 17 40

γ 0.5 0.5

ρ 0.1 0.1

λ1 1 1

λ2 1 1

λ3 0.5 0.5

u [m/s] 1 1

ū [m/s] 5 5

Tstep[s] 2 2

where Q̂(t) is the estimated queue length at time t and Q(t) is the ground truth queue length.
For the Lankershim dataset, the average queue length over time of the studied area is 3.0 cars,

which means that if we estimate the queue length always as zero, we will get an MAE of 3.0 cars.
For the Wehntalerstrasse dataset, the average queue length over time is 25.0 cars.
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The model is solved using MATLAB with CVX toolbox (Grant and Boyd, 2014, 2008), a solver
for convex optimization problems. The algorithm used by CVX tool box is the interior-point
method (Kim et al., 2007). 10 random seeds are evaluated for each comparison.

3.6 Case Study and Results

This section shows the performance of the proposed methodology at both sites. Section 3.6.1
shows the results for an isolated intersection. Section 3.6.2 evaluates the benefit of considering a
piecewise linear BoQ instead of a linear BoQ. Section 3.6.3 demonstrates the benefit of consider-
ing the trajectory points in the intermediate state. The value of considering flow information is
discussed in Section 3.6.4.

3.6.1 Results for an isolated intersection

In this section, the proposed methodology is evaluated at Intersection 2 in Figure 3.3(a) and
Figure 3.3(b) for the undersaturated case and the oversaturated case, respectively. The resulting
MAEs are shown in Figure 3.4. The penetration rate is set to vary between 0.05 and 1. The
sampling rate (sr) is chosen to vary between 0.05s−1 and 1s−1. We found that the performance
of the proposed methodology is not very sensitive to the sampling rate when the sampling rate
is higher than 0.2s−1. Therefore for illustration convenience, we only show the results with
sampling rates 0.05s−1 and 1s−1. We can also see from Figure 3.4 that the proposed methodology
is more sensitive to the penetration rate (pr).
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(a) Lankershim dataset
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(b) Wehntalerstrasse dataset

Figure 3.4: Performance of the proposed methodology for an isolated intersection.

It can be seen from Figure 3.4(a) and Figure 3.4(b) that the estimation error decreases with
the increase in penetration rate. The proposed methodology performs well for a relatively low
penetration rate (0.1) and a low sampling rate (0.05s−1), with the MAE less than 1.5 car for
the Lankershim dataset and 5.2 cars for the Wehntalerstrasse dataset. This is expected, as for
the undersaturated scenarios, the average queue length is small. Therefore, the error cannot be
too large. For the oversaturated scenarios, however, as the absolute number of vehicles is large,
having a penetration rate of 0.1 still gives sufficient critical points. However, the performance
of the proposed methodology deteriorates as the penetration rate drops from 0.1 to 0.05, This is
expected, because there are very few critical points, or even vehicle trajectories, in many cycles
for such a low penetration rate. In such scenarios, it is hard to use deterministic methods to
estimate the queue using only connected vehicle data. One solution could be stochastic models
that can provide more robust results(Comert, 2013a; Hao and Ban, 2015). We may also need
other sources of information for queue length estimation in such scenarios.

The marginal benefit of having more connected vehicles decreases with the increase in the
penetration rate. This suggests that the information provided by 40% can already yield satisfactory
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estimation results. We can also observe an error of on average 1 or 2 cars even for the 100%
penetration rate and sampling rate of 1s−1. This is because the driver behaviors in reality are
stochastic and heterogeneous. The drivers do not exactly behave according to the traffic models.
Note that here we assume the real penetration rate is not available to the proposed methodology.
In addition, we perform the queue estimation for both lanes as a whole, which relies on the
assumption that the queue length on both lanes are similar. However, the queue length may not
be balanced on both lanes in reality. We may adapt the proposed methodology to lane-based
queue estimation to improve the accuracy.

Comparing Figure 3.4(a) and Figure 3.4(b), we can see that the difference of the MAE between
the two cases is small for moderate penetration rates (larger than 0.4). This is expected, as the
estimation error of the queue length usually depends more on the last few vehicles in the queue,
rather than the actual queue length. If the last few vehicles are all conventional vehicles, we
tend to underestimate the queue length. Therefore, the estimation errors in the undersaturated
scenarios and oversaturated scenarios are similar.

To get more detailed understanding of the proposed methodology, we demonstrates the estima-
tion of queue lengths of both sites with penetration rates (pr) of 0.2 and 1.0 for a particular random
seed (42) in Figure 3.5. In the time-space diagram (Figure 3.5(a), Figure 3.5(c), Figure 3.5(e),
and Figure 3.5(g)), the green dashed lines represent the trajectories that provide the ground
truth, whereas the blue solid lines represent the trajectories of connected vehicles that we use for
queue estimation. It can be seen that the proposed methodology is able to accurately estimate the
FoQ and BoQ curve based on the information available. In scenarios with low penetration rates
(Figure 3.5(a), Figure 3.5(b), Figure 3.5(e), and Figure 3.5(f)), the proposed methodology might
fail to estimate the last few vehicles due to the lack of information and tend to underestimate the
queue length for scenarios with relatively low penetration rate. In fact, even if the queue profiles
are perfectly estimated, there could still be errors in the queue estimation due to the imbalance of
the queue length on different lanes (Figure 3.5(c), Figure 3.5(d), Figure 3.5(g), and Figure 3.5(h)).
Comparing Figure 3.5(b) and Figure 3.5(d) with Figure 3.5(f) and Figure 3.5(h), we can also
see that the queue estimation process is more sensitive to low penetration rate in undersaturated
scenarios than in oversaturated scenarios. This is The estimation error can be large, if very few
vehicles arrive at the intersection, e.g. the fourth and sixth cycle in Figure 3.5(a).

The cycle-by-cycle maximum queue length is shown in Table 3.2. It can be seen that the
proposed proposed methodology can in general successfully estimate the FoQs, BoQs and queue
lengths, even if the penetration rate is low.

3.6.2 Value of considering piecewise linear BoQ

In order to evaluate the benefit of considering the piecewise linear BoQ curve, we compare the
results with a state-of-art method (Ban et al., 2011) that assumes constant demand within a cycle,
and thus a linear BoQ between the maximum queue length and the minimum queue length1.
However, note that the demand in both datasets is not constant within a signal cycle, because it is
affected by the traffic signal in the downstream intersection. In scenarios with a more uniform
demand within the signal cycle, the two methods yield similar results. We test the scenarios with
penetration rates (pr) of 0.2 and 0.8, and sampling rate (sr) of 1s−1, 0.2s−1 and 0.05s−1. The
results are shown in Figure 3.6. The results for the proposed method and the method in Ban et al.
(2011) are shown in the blank bar and the shaded bar, respectively. Note that the method in Ban
et al. (2011) is based on sample travel times, assuming that the arrival times on two virtual lines
are available. Therefore, the results for different sampling rates are the same.

It can be seen that considering a piecewise linear BoQ can improve the accuracy in estimation

1In undersaturated scenarios, the method in Ban et al. (2011) estimates a linear BoQ, as the minimum queue length is
0. While in oversaturated scenarios, the resulting BoQ from Ban et al. (2011) can have two linear segments.
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(a) Lankershim, pr = 0.2, time space diagram
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(c) Lankershim, pr = 1.0, time space diagram
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Figure 3.5: Illustration of queue lengths.
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3.6. Case Study and Results

Table 3.2: Cycle-by-cycle maximum queue lengths for Lankershim and Wehntalerstrasse datasets
(sampling rate is 1s−1).

pr = 0.2 pr = 1.0

Site Cycle Actual Estimated Error Estimated Error

L
an

ke
rs

hi
m

1 11.0 11.9 0.9 11.4 0.4

2 19.0 14.6 4.4 17.9 1.1

3 17.0 12.2 4.8 13.1 3.9

4 2.0 0.0 2.0 1.8 0.2

5 10.0 3.9 6.1 10.7 0.7

6 4.0 0.0 4.0 3.9 0.1

7 7.0 2.6 4.4 2.5 4.5

8 15.0 13.3 1.7 15.0 0.0

9 4.0 3.2 0.8 2.0 2.0

10 7.0 1.1 5.9 5.0 2.0

W
eh

nt
al

er
st

ra
ss

e

1 31.0 28.6 2.4 28.9 2.1

2 30.0 29.9 0.1 29.9 0.1

3 30.0 27.9 2.1 27.5 2.5

4 47.0 42.8 4.2 43.4 3.6

5 50.0 46.6 3.4 46.1 3.9

6 50.0 47.9 2.1 46.0 4.0

7 60.0 54.6 5.4 54.4 5.6

8 63.0 58.6 4.4 58.7 4.3

9 56.0 52.6 3.4 51.1 4.9

10 55.0 50.1 4.9 50.6 4.4

11 52.0 48.5 3.5 49.0 3.0

12 31.0 25.3 5.7 28.4 2.6

13 27.0 26.4 0.6 25.9 1.1

(up to 0.6 car and 16%). This shows that we can reduce the systematic errors caused by non-
uniform arrivals. It is also shown that the improvement is in general larger for scenarios with
higher sampling rates and higher penetration rates. This is because in such scenarios, the BoQ is
more likely to be non-linear.

3.6.3 Value of considering acceleration and deceleration

The value of considering the intermediate state is shown in Figure 3.7. The shaded bars represent
the estimation results of the extended methodology considering intermediate state proposed
in Section 3.4, and the white bars represent the estimation results of the general methodology
without including acceleration and deceleration information.

We can conclude that the method proposed in Section 3.4 successfully reduces the estimation
error in all scenarios tested. The improvement is up to 0.1 car and 6%. Generally speaking,
the benefit of this method is larger in scenarios with low penetration rates and/or low sampling
rates. In such scenarios, the reported trajectory points are very few. Hence, to get sufficient
critical points, the intermediate state should be taken into account. However, in scenarios with
high penetration rates and/or high sampling rates, e.g. pr = 0.8 and sr = 1s−1, the benefit of
considering the intermediate state is marginal. Therefore, it is advised to consider the intermediate
state only if either the sampling rate or the penetration rate is low.
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(a) Lankershim dataset

(b) Wehntalerstrasse dataset

Figure 3.6: Value of considering piecewise linear BoQ.

3.6.4 Value of integrating flow information

This section evaluates the value of integrating the upstream departure information by comparing
the extended methodology for the network level (Section 3.3) to the general methodology. The
departure flow from Intersection 1 at both sites is integrated with a Robertson’s platoon dispersion
model. The results are shown in Figure 3.8.

Figure 3.8 shows that the flow information from the upstream intersection improves the
performance of the methodology in all scenarios tested. The improvement is up to 0.2 car
and 16%. It can also be seen that trend is similar in both types of scenarios. However, more
benefits can be obtained by considering the flow information in the undersaturated scenarios.
This is because in undersaturated scenarios, there are not many trajectories. Therefore, additional
information given by the upstream intersection is more valuable.
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(a) Lankershim dataset

(b) Wehntalerstrasse dataset

Figure 3.7: Value of considering acceleration and deceleration.

3.7 Sensitivity Analysis of the Proposed Methodology

In this section, we analyze various aspects of the proposed methodology. First, the sensitivity
to the model parameters is analyzed in Section 3.7.1. Second, the robustness of the proposed
methodology is evaluated in Section 3.7.2. For presentation simplicity, the results of this section
are only based on the Lakershim dataset. The results of the Wehntalerstrasse dataset exhibit
similar properties.

3.7.1 Sensitivity analysis to model parameters

This section discusses the sensitivity of the proposed methodology to the model parameters: the
regularization term λ1, λ2 and λ3, the time step Tstep for the BoQ estimation, the lower speed
bound u, the upper speed bound ū, and the parameters for the fundamental diagram w, u f and
kjam. The aim is to evaluate the impact of each parameter on the performance of the proposed
methodology if it deviates from the optimal values. To do this, we use a One-at-a-time sensitivity
analysis method. Specifically, we change one parameter at each time and fix the other parameters
at their optimal value, and observe how this influences the performance. In this way, we obtain
the local sensitivity to this parameter. Note that this local sensitivity analysis is already enough
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(a) Lankershim dataset

(b) Wehntalerstrasse dataset

Figure 3.8: Value of flow information.

for practical applications, because we do not expect the parameter values to deviate a lot from
the optimal values. More complex sensitivity analysis methods (i.e. Ge and Menendez, 2017; Ge
et al., 2015) could be used in the future to study the relations between the different parameters.
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Figure 3.9: Sensitivity analysis to model parameters. Sampling rate is 1.0s−1.

In the rest of this subsection, λ1, λ2 and λ3 are chosen to vary between 0.5 and 2, Tstep between
1s and 10s, the lower speed bound u between 1m/s and 6m/s, the upper speed bound ū between
6m/s and 10m/s, u f between 50km/h and 70km/h, w between 15km/hr and 25km/hr, and kjam
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between 160veh/km and 240veh/km.
The results show that the proposed methodology is not sensitive to the regularization factors λ1,

λ2 and λ3, the upper and lower speed bounds u and ū, the free flow speed u f and the backward
wave speed w, as long as these values are within a reasonable range. This is expected, as the
regularization factors λ1 and λ2 penalize the FoQ and BoQ curves if they misclassify the stopped
state and free-flow states; λ3 controls the number of pieces in the piecewise linear BoQ curve.
In the tested cases, as there are not many trajectory points, the probability of misclassification
and the number of pieces in the piecewise linear BoQ curve are both quite small. In scenarios
with higher oversaturation or a larger block size, however, these parameters could play a more
important role. The free flow speed u f and the backward wave speed w can be fitted from the
trajectory points, therefore their specific values are not important for the model. For the upper
and lower speed bounds u and ū, the probability of the trajectory points falling into the speed
range of [1m/s, 3m/s] and [8m/s, 10m/s] is small if the links are not oversaturated. Therefore the
proposed methodology is not sensitive to the specific values of the speed bounds. However, in
scenarios with over-saturated links where the vehicles frequently accelerate and decelerate, these
two parameters might be important.

Figure 3.9 shows the sensitivity analysis for the sensitive parameters, kjam and Tstep. As is
shown in Figure 3.9(a), the model is sensitive to the jam density kjam. This is reasonable, as
the jam density is used to calculate the queue length from the BoQ and FoQ curves. Inaccurate
jam density will lead to inaccurate queue length estimation, even if the BoQ and FoQ curves are
accurate. It is shown in Figure 3.9(b) that the proposed methodology is also sensitive to Tstep. If
Tstep is too large, there would be a large discretization error in the BoQ curve. Hence, the queue
estimation error increases. It is also observed that the proposed methodology performs similar
for a Tstep of 1s to 3s. This is because these values of Tstep are already smaller than the vehicle
headway. So the marginal benefit of further reducing Tstep is negligible. This suggests that the
value of Tstep should be chosen as 1-3s, and the value of kjam should be as accurate as possible
(e.g. obtained from the real data).

3.7.2 Robustness to measurement errors

Figure 3.10: Sensitivity to the measurement errors, where small error represents a standard error
of 2m for location and 0.5m/s for speed, and large error represents a standard error
of 10m for location and 2m/s for speed.

Due to the errors in the measurement devices, the location and speed information received by
the central controller may be inaccurate. This section tests how the errors in location affects the
performance of the proposed methodology. It is assumed that both the location and speed errors
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follow a Gaussian distribution with mean 0, which means that there are no systematic errors. The
standard deviation of the location measurement is assumed to vary between 0 and 10m. This
is because the normal GPS devices provide an accuracy of 7.8 meters at 95% confidence level
(Florin and Olariu, 2015), and the accuracy can also be enhanced by map-matching (Greenfeld,
2002), Kalman filter (see Appendix A.3), or data fusion with other in-vehicle sensors (Caron
et al., 2006). The variance of the speed errors is assumed to be between 0 and 2m/s. The location
errors and the speed errors are assumed to be independent. The errors at different time steps are
also assumed to be independent.

The effects of the measurement errors are shown in Figure 3.10. It can be seen that the mean
absolute error increases only slightly with the standard deviation of the measurement error (up
to 2% for small errors and 7% for large errors). Therefore, the proposed model is robust to
measurement errors.

3.8 Implementation Details

3.8.1 Online implementation

In this section, we present the online implementation details of the proposed methodology for
real-time queue estimation. For simplicity of the presentation, we only describe the details for
the general methodology in Section 3.2. The extensions in Section 3.3-3.4 can be treated in a
similar way.

In an online scenario, let Te represent the length of the time step to perform queue estimation.
At each time instant t = Te, 2Te, · · · , we update the BoQ and FoQ curves up to this time instant
using the currently available trajectory information. Notice that at each time instant, we use the
calculated BoQ and FoQ curves only to estimate the queue length at the current time instant,
rather than update the queue estimation in the past or forecast the queueing process that will
take place in the future. This is rather useful as many signal control strategies only require the
information of the current queue length.

Recall that the proposed methodology can be used for both undersaturated and oversaturated
scenarios. In oversaturated scenarios, there could be more than one segment of BoQ/FoQ curves
at each time instant, as the queue can be carried over from previous cycles. Therefore, we first
identify which cycles these BoQ/FoQ segments belong to. To this end, let us define a cycle
p as an “active cycle”, if the queue due to the red signal in cycle p is still active at time t. In
other words, if p is an active cycle, the FoQ and BoQ curves due to the red signal in cycle p, i.e.
FOQp (t) and BOQp (t), respectively, are still active at time instant t. Therefore, the set of active
cycles at each time instant can be updated by checking whether the remaining queue of cycle p is
positive (FOQp (t) − BOQp (t) > 0). Recall that each vehicle can be included in the queue of
multiple cycles. Then, estimating the queue length at time t can be formulated as calculating the
FoQ and BoQ curves of all active cycles. Denote the set of all the active cycles at time t as Pt .
The general implementation framework is summarized into Algorithm 3.1, as follows.

At each time t, Algorithm 3.1 first checks if there is a new cycle (lines 2-3) and updates the set
of active cycles P accordingly. Line 5 represents the general framework, for which there are two
methods to implement.

The first method, hereafter named direct implementation method, applies the exact procedure
described in Section 3.2 for the trajectory information up to the current time instant. We update
the sets of trajectory points Sp and Vp based on Section 3.2.1, calculate the critical points based on
Section 3.2.2, and obtain the FoQ curve and BoQ curve by solving Eq.(3.4)-(3.8) (Section 3.2.3)
and Eq.(3.10)-(3.16) (Section 3.2.4), respectively. It will be shown in Section 3.8.2 that this
implementation method is sufficiently efficient for most real-time traffic control (e.g. signal
control) algorithms.
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Algorithm 3.1 General Online Implementation of the Methodology.
Input: P0 = ∅,

1: for t = Te, 2Te, · · · do
2: if t − Te < rp ≤ t then
3: Pt = Pt−Te ∪ {p}
4: for p ∈ P do
5: Update Sp , Vp , Fp and Bp with newly received trajectory

points, and obtain FOQp and BOQp

6: if FOQp (t − Te ) − BOQp (t − Te ) > 0
and FOQp (t) − BOQp (t) ≤ 0 then

7: Pt+Te = Pt\{p}
8: Calculate queue length Q(t) using Eq.(3.17)

The second method, hereafter named simplified implementation method, further reduces the
computation time and the memory requirement. Specifically, we have three simplifications
compared to the direct implementation method.

1) We reduce the amount of data required for calculating the critical points (Section 3.2.2).
Recall that the identification of critical points is based on linear regression. Therefore,
instead of the entire set of trajectory points, we only store the mean and total number of
the trajectory points of vehicle n in state s (stopped or free flow) in each cycle p, denoted
as (t̄sm,p, x̄s

m,p ) and ns
m,p , respectively. These values are updated every time when new

trajectory information is received. Then, the FoQ and BoQ critical points are calculated in
a similar way as in Section 3.2.2 where Jn ∩ Sp is replaced by the stopped mean trajectory
point and Jn ∩ Vp is replaced by the free flow mean trajectory point.

2) We reduce the number of constraints in the optimization problems solving the BoQ and
FoQ curves. For constraints Eq.(3.6)-(3.8) and Eq.(3.13)-(3.15), we do not use the entire set
of stopped (or free flow) trajectory points Sp (or Vp). Instead, we only keep the constraints
associated with first and the last stopped (or free flow) trajectory points of each vehicle in
cycle p, which can be seen as the supporting vectors for constraints Eq.(3.6) and Eq.(3.14)
(or Eq.(3.7) and (3.13)).

3) We reduce the number of decision variables in the optimization problems solving the BoQ
curve. At each time instant t, we only update the BoQ curve shortly before t (i.e. in range
(t − δt, t]). This is because the BoQ curve is mainly influenced by the information around
time t. In other words, in the optimization problem Eq.(3.10)-(3.16), we only keep the
decision variables (i.e. the slopes αi and intercepts βi) associated with this time range.
Notice that the constraints can be simplified accordingly, as αi and βi before time instant
t − δt are treated as given parameters calculated in previous time instants. Specifically, we
only need to keep the critical points (Bp), stopped (Sp) and free flow (Vp) trajectory points
with a time stamp in range (t − δt, t]) in the optimization problem.

After the FoQ and BoQ curve for cycle p are obtained, we check if the cycle p is still active
(i.e. whether the queue of cycle p has fully discharged) by comparing the obtained FOQ and
BOQ curve. If cycle p is no longer active, we remove cycle p from the set of active cycles.
This procedure is illustrated in lines 6-7 in Algorithm 3.1. After the FOQ and BOQ curves are
calculated for all the active cycles, the queue length is calculated using Eq.17 (line 8).

3.8.2 Comparison between the two implementation methods

The two online implementation methods are tested on the Intersection 2 of Lankershim and
Wehntalerstrasse datasets. From the description of the general framework and two online
implementation methods, the simplified method requires significantly less memory than the
direct method, as only a small fraction of trajectory points need to be stored. In this subsection,
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Figure 3.11: Comparison between two online implementation methods: the direct method and
the simplified method.

we evaluate the average time and the mean absolute error of both methods. The results are
summarized in Figure 3.11.

Figure 3.11(a) shows the average computation time in one time step, and Figure 3.11(b) shows
the mean absolute error of the online solution of both methods compared to the ground truth.
Here, δt is chosen as 10s.

It can be seen from Figure 3.11 that the direct method can yield satisfactory results within 2s
and the simplified method takes less than 0.8s. This shows that both methods are sufficiently
efficient for most applications (e.g. signal control). The simplified method performs similarly
to the direct method in terms of the estimation accuracy (only up to 5% worse). However, the
simplified method significantly reduces the computation time. The improvement is up to 18%
for Lankershim dataset and 54% for Wehntalerstrasse. This shows that the simplified method
performs especially well for oversaturated scenarios. Another observation is that the computation
time increases as the penetration rate and the sampling rate increase. This is expected, as the
amount of information increases, thus the optimization model has more decision variables. Our
experiments also show that the results are not sensitive to the size of the discretization time step,
thus we can choose a smaller discretization time for a better accuracy.
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3.9 Conclusions and Future Work

In this chapter, we propose a methodology to estimate the queue length in a connected vehicle
environment. The output of the proposed methodology is the queue profile, which can be used
in trajectory reconstruction, delay evaluation, flow and density estimation, etc. The proposed
methodology can be beneficial to designing and evaluating signal control strategies. A convex
optimization model is formulated to relax the widely adopted assumption of linear BoQ curve,
calculating a linear FoQ curve and a piecewise linear BoQ curve. The queue length can be
represented as the difference between the two curves. We further propose a framework to
reuse the estimated discharging rate of the upstream intersections, which can better utilize the
information provided by connected vehicles and facilitate network level estimation. The cases
with low sampling rate are also handled by utilizing the trajectory data in the intermediate state.

A validation experiment with the Lankershim dataset and Wehntalerstrasse dataset shows that
the proposed methodology performs well. The average estimation error is within 1.5 cars for
undersaturated scenarios and 5.2 cars for oversaturated scenarios, with penetration rates larger
than 0.1 and sampling rates higher than 0.05s−1. Compared to a state-of-art method that assumes
linear BoQ, the proposed methodology improves the estimation accuracy by up to 16%. For an
arterial, the performance of the proposed methodology is further enhanced by the departure flow
information at the upstream intersection, with an improvement of up to 16%. It is also shown
that the proposed methodology works well under the low sampling rate, and is relatively robust
to measurement errors.

This chapter relies on the assumption of a fundamental diagram and a few parameters. It
is shown that the proposed methodology is only sensitive to the assumed jam density and the
time step for back of queue estimation Tstep. It is expected that the performance of the proposed
methodology is not sensitive to the shape of the fundamental diagram, as long as the jam density
is well calibrated.

We further propose two online implementation methods for real-time queue estimation. Results
show that the direct method that uses the exact offline method takes less than 2s for one estimation
step, and an simplified method takes less than 0.8s for each estimation step. This shows that the
convexity of the methodology ensures the efficiency in computation, which is sufficient for most
applications.

One limitation of the proposed method is that it requires at least one BoQ critical point and
one FoQ critical point in each signal cycle. In scenarios with very sparse data (i.e. very low
penetration rates or sampling rates), it is essential to incorporate probabilistic models into the
proposed methodology in the future work. Another future direction is to utilize the obtained
queue length to perform short term traffic flow prediction.
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Abstract

The second part of this dissertation is devoted to real-time traffic control at the local level in a
connected and automated vehicle environment. In this part, we will focus on the optimization
of traffic signals. Traffic signals are essential components for urban traffic management, and
have attracted enormous research interest since the late 1950s (Webster, 1958). Traditional traffic
control strategies use either historical data (fixed-time) or real-time information provided by
loop detectors (actuated or adaptive) to determine departure priority. Loop detectors are usually
installed at a fixed location and cannot provide detailed information about the movement of
individual vehicles. Therefore, even if those signal control strategies can adapt to the variations
in demand, there is still room for improvement.

The recent development in the technologies of connected and automated vehicles makes it
possible to track and control the movement of vehicles and thus can be beneficial for traffic
control. Connected and automated vehicles are able to provide detailed, real-time, and anticipative
information with a better spatial coverage, facilitating more intricate and predictive control
strategies. Using such information, we are not only able to optimize the current control actions,
but also to take into account the traffic performance in the future. In fact, all the control strategies
developed in this part follow the concept of MPC, where an embedded optimization model
is solved to maximize the traffic performance in a moving time horizon. Moreover, wireless
communication systems and automated driving can help advise drivers or control vehicles,
providing a more flexible design of traffic control strategies.

Despite the benefit of the technologies in connected and automated vehicles, the penetration
rates will remain low in the near future. Low penetration rates lead to a more uncertain environ-
ment, which is challenging for traffic control. We will develop strategies robust enough for the
low penetration rates, and in the meanwhile, provide guidelines on how the control strategies
should evolve with the increase of the penetration rates. Moreover, urban cities are multimodal
systems where various types of vehicles interact with each other, making the control problem
more complex. We will differentiate certain groups of vehicles and incorporate priority schemes
to the proposed control strategies.

In Chapter 4, we will address the important research gap L1 as established in Section 2.3. To
this end, we jointly optimize the traffic signal timing and the trajectory planning of automated
vehicles at local intersections in the transition period where various level of technologies coexist
in the traffic stream. We aim to optimize the departure sequence in which the vehicles leave the
intersection. We also reduce the computational burden with a branch and bound solution algo-
rithm, and improve the robustness against measurement errors using a Kalman filter. Simulation
results show an evident decrease in the total number of stops and delay when using the proposed
strategy for the tested scenarios with information levels as low as 50%, even in scenarios with
measurement noises. The simulation results are used to develop a heuristic to switch between
different features of the proposed control strategy, according to the total demand and penetration
rate of each technology.

In Chapter 5, we incorporate a priority scheme into the proposed control strategy in Chapter 4
to address research gap L2 as described in Section 2.3. We aim to design a transit signal priority
(TSP) algorithm that prioritizes public transport at local intersections. The TSP algorithm can
also be adapted to scenarios with near-side or far-side bus stops. Moreover, it can minimize either
signal delay or schedule delay for buses while minimizing additional car delays. Simulation
results show the total passenger delay is reduced with minimal increase in the delay of cars in
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the conflicting approach. It is also shown that this TSP algorithm is not sensitive to the assumed
bus passenger occupancy, nor the estimation of bus dwell time, hence does not require accurate
information on these parameters.

For the reader’s convenience, a list of the most important variables is given below.

The variables below are given sets (inputs)

I arrival sequence, cars indexed by i

J departure sequence, cars indexed by j

M stream, indexed by m

N current car set at each decision time, cars indexed by c

C current car set at each decision time

B current bus set at each decision time

The variables below are given scalars (inputs)

an maximum acceleration rate of vehicle n

kjam jam density

l length of the intersection

Ln length of vehicle n

s distance from the intersection to the bus stop

Sb (Sc) saturation flow rate if all vehicles are buses (cars)

Sn estimated saturation flow rate for vehicle n

STnb
time when bus nb is scheduled to depart from the bus stop

tdwell dwell time plus lost time due to the acceleration and deceleration of the bus

u f free flow speed

umin lower bound for speed in trajectory design

Vn virtual departure time of vehicle n at the downstream end of the intersection

w backward wave speed

The variables below are associated with decision variables

dn,J sum of jam spacings of the vehicles in front of vehicle n in its platoon

Dn,J departure time of vehicle n at the downstream end of the intersection for departure
sequence J

En,J entering time of vehicle n to the intersection stop line for departure sequence J

Pn,J delay penalty for car c for departure sequence J, this represents the time it takes for
car c to cross the intersection

on passenger occupancy of vehicle n

On,J position of car c within the platoon using departure sequence J

T DJ total delay for departure sequence J

uinit
n,J initial speed of car c when entering the intersection

uopt
n,J optimal speed in trajectory design

udes
n,J design speed in trajectory design

Zn departure time of vehicle n from the bus stop
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Chapter 4

Intersection Control in a Connected and
Automated Vehicle Environment

This chapter is partially based on the following paper.
− Yang, K., S. I. Guler and M. Menendez (2016a) Isolated intersection control for various levels

of vehicle technology: Conventional, connected, and automated vehicles, Transportation
Research Part C: Emerging Technologies, 72, 109–129.

4.1 Objectives and Contributions

Connected and automated vehicles have been attracting increasing attention on the control
of signalized intersections. Some of the existing works utilize the information provided by
connected vehicles to design signal control strategies, optimizing either signal phases (Priemer
and Friedrich, 2009; Hu et al., 2015) or the departure sequence (Guler et al., 2014; Wu et al.,
2007; Pandit et al., 2013). Optimizing departure sequence can provide more detailed control
strategy as each individual vehicle is explicitly considered. Other works integrate trajectory
design of automated vehicles into the signal control scheme (Li and Wang, 2006; Lee and Park,
2012; Dresner and Stone, 2004, 2006). However, as is described in Section 2.3 (research gap L1),
the existing works assume that all vehicles are automated or connected.

In this chapter, we aim to develop a control strategy that jointly optimizes the signal timing of
local intersections and trajectory planning of automated vehicles in a scenario where conventional,
connected but non-automated, and automated vehicles co-exist in the traffic systems. The
contributions of this chapter are four-fold.

1) We enable bidirectional vehicle-to-infrastructure communication and successfully integrate
trajectory design for automated vehicles into the signal control scheme.

2) We propose a scheme to show how the control strategy should evolve with different
development stages of connected vehicle technology, considering three different types of
vehicles.

3) We increase the computational efficiency with a branch and bound solution algorithm.
4) We employ a Kalman filter to reduce the impact of measurement errors on the final solution.
This chapter is organized as follows. Section 4.2 introduces the developed methodology.

Section 4.3 describes the simulation settings. Section 4.4 evaluates the performance of the
developed methodology by comparing it to an actuated signal control algorithm. Section 4.5
performs a sensitivity analyses and evaluates the robustness of the proposed control strategy.
Section 4.6 proposes a demand responsive control scheme based on the application bounds of the
proposed strategy. Section 4.7 concludes this chapter and proposes potential future directions.
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4.2 General Methodology

Three categories of vehicles are considered: 1) conventional vehicles, 2) automated vehicles, and
3) connected vehicles. Although all automated vehicles provide information (i.e. are connected),
in this chapter, we call “connected vehicles” only those vehicles that send information, but whose
trajectory cannot be controlled/modified2. Both connected and automated vehicles report their
location, speed, and direction to the central controller in real-time through V2I communication
systems (DSRC). It is also assumed that the central controller is able to modify the trajectory of
the automated vehicles through V2I communication.

The flowchart of the proposed strategy is shown in Figure 4.1.

If 1) new connected/automated vehicles arrive at the zone of interest, 2) 

connected/automated vehicles come to a stop,  or 3) a vehicle leaves 

the zone of interest, trigger the decision step K.

Solution procedure: branch and bound (Section 4.2.4)

Upper level model:

Optimization of departure 

sequence based on vehicle 

trajectories to minimize the 

total delay. (Section 4.2.2) 

Lower level model:

Trajectory optimization for each 

automated vehicle to maximize 

the speed entering the 

intersection for a given departure 

sequence. (Section 4.2.3) 

Decision step K: a  bi-level optimization problem

Execute the output:  

Assign the optimal trajectories to the automated vehicles and discharge 

the vehicles according to the selected departure sequence.

K
 =

 K
 +

1

Determine the input (Section 4.2.1): 

Update the vehicle set N, the arrival sequence and the observed 

trajectory of each car. 

Figure 4.1: Flowchart of the proposed strategy.

The inputs to the control strategy include the vehicle set N that consists of all connected and
automated vehicles in the zone of interest, plus stopped conventional vehicles ahead of some
stopped connected or automated vehicles, as well as the arrival sequence and the observed or
estimated trajectory of each vehicle.

The output of the control strategy is the optimal departure sequence for all vehicles in vehicle
set N and the optimized trajectory for each automated vehicle in the zone of interest. Here, the
same as in Chapter 3, the length of the zone of interest is chosen as the minimum of the city
block size and the DSRC transmission range (e.g. around 100m).

The goal of the optimization is to determine the optimal departure sequence of all vehicles
and the optimized trajectories for automated vehicles in an on-line manner (i.e. in real time).
Each decision step (i.e. the time between every update of the optimal departure sequence
and trajectories of automated vehicles) is triggered by one of three events: 1) a connected or
automated vehicle enters the zone of interest; 2) a connected or automated vehicle comes to a
stop; 3) a connected or automated vehicle leaves the zone of interest. All of these events require
the inputs to be updated. The first event adds new connected or automated vehicles to the set N ,

2In cases where connected vehicles also receive instructions, if the drivers follow them, they are deemed as automated
vehicles; if the drivers do not change their behaviors accordingly, they fall into the connected vehicle category. For
simplicity, the case where the drivers react to the instructions but do not follow them exactly is not considered.
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the second event unveils stopped conventional vehicles that might have not been detected before,
and the third event removes a vehicle from the vehicle set N .

In each decision step, a bi-level optimization model is proposed to integrate the optimization
of departure sequence and the trajectory design for automated vehicles based on the arrival
information. The upper level model is adapted from Guler et al. (2014). In the upper level model,
we optimize the departure sequence to minimize the total delay based on the revealed vehicle
trajectories. In the lower level model, we optimize the trajectory of each automated vehicle
for a given departure sequence to maximize the speed entering the intersection. The two levels
interact with each other. The lower level model takes the departure sequence and returns vehicle
trajectories to the upper level model. Notice that the decisions at both levels are performed by
the same decision maker (i.e. the central controller). Examples of similar idea can be found in
recent works (e.g. Xu et al. (2018)). This is in contrast to the bi-level optimization problems with
a user equilibrium as the lower level model (e.g. Lei and Ouyang (2017)). In this chapter, the
bi-level model is solved by a branch and bound algorithm.

In the final step, vehicles are discharged according to the calculated departure sequence.
Automated vehicles will be given designed trajectories. It is assumed that the signal turns green
for an approach right before the first vehicle in that platoon enters the intersection.

The rest of this section presents the procedure within each decision step. Section 4.2.1
presents how the model inputs are determined. Section 4.2.2 presents the upper level model, i.e.
optimization of departure sequence. Section 4.2.3 presents the lower level model, i.e. trajectory
design for automated vehicles. Section 4.2.4 proposes a fast branch and bound algorithm to solve
the bi-level model.

4.2.1 Model inputs

When the decision step is triggered, the inputs to the proposed strategy, namely the vehicle set,
arrival sequence and the trajectory of each vehicle need to be updated. The method to update
automated and connected vehicles differs from that for conventional vehicles.

The arrival sequence and trajectories of connected and automated vehicles are obtained directly
from the V2I communication systems. It is assumed that connected vehicles and automated
vehicles report their location and speed (i.e. trajectory) at any given time after they enter the zone
of interest. With such information and assuming free flow speed u f , the virtual departure time Vn

(i.e. the time at which a vehicle would arrive to the downstream end of the intersection if there
were no queueing) of an automated or connected vehicle n can be obtained and updated once it
enters the zone of interest.

The arrival information (arrival sequence and virtual departure time) of conventional vehicles
(i.e. vehicles that do not provide any type of information) can be estimated using the location
information of connected and automated vehicles. Once a connected or automated vehicle comes
to a stop, the number of conventional vehicles stopping in front of it (i.e. the arrival sequence of
conventional vehicles) can be estimated by real-time queue estimation methods (e.g. the method
proposed in Chapter 3). The virtual departure times for these conventional vehicles are estimated
using a linear interpolation.

4.2.2 Upper level model: optimization of departure sequence

Denote M as the set of approaches. Denote I as the arrival sequence, i.e. the sequence in
which vehicles on both approaches in vehicle set N arrive at the zone of interest. For automated
and connected vehicles, the arrival sequence and approach are detected from the vehicle-to-
infrastructure system once they enter the zone of interest. The arrival sequence and approach for
conventional vehicles are estimated using the information provided by connected and automated
vehicles.
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Denote J as the departure sequence, i.e. the sequence in which vehicles on both approaches in
vehicle set N depart from the intersection. Note that departure sequence J is one permutation of
the arrival sequence I that satisfies the first-in-first-out principle for each individual approach. To
minimize total delay, the optimal departure sequence is found, i.e.

min
J

T DJ =
∑
c∈N

(Dn,J − Vn ) (4.1)

where for departure sequence J, Dn,J represents the predicted departure time of vehicle n from
the downstream end of the intersection. Recall that Vn is the virtual departure time from the
downstream line of the intersection for vehicle n. Hence, the difference Dn,J − Vn is the delay
for vehicle n.

Assume each vehicle is represented by a triple n = (i, j,m) where i ∈ I is the position of
vehicle n in the arrival sequence, j ∈ J is the position of vehicle n in the departure sequence,
and m ∈ M is the approach. The term “approach” here represents the vehicle flow governed
by one traffic signal phase. For a given departure sequence J, and the corresponding optimal
trajectories obtained in Section 4.2.3, the predicted departure time for vehicle n = {i, j,m}, Dn,J ,
is calculated as the maximum of the virtual departure time and the next possible departure time,
i.e3.

Dn,J = max
{
Vn, Dn′,J +

1
Sm

+ Pn,J

}
, ∀n ∈ N (4.2)

where n′ is the previous vehicle in this departure sequence to vehicle n, and Sm is the saturation
flow from approach m. The delay penalty Pn,J represents the time it takes for each vehicle to
cross the intersection, and is given in Eq.(4.3) derived with basic kinematic laws.

Pn,J = max
{ l

u f
,
−uinit

n,J +
√

(uinit
n,J )2 + 2an l

an

}
(4.3)

where l is the length of the intersection; an is the acceleration rate of vehicle n, and uinit
n,J is the

initial speed of a vehicle n when entering the intersection. The initial speed uinit
n,J is the result of

the trajectory optimization for automated vehicles as Eq.(A.8) and Eq.(A.12). More details are
provided in Section 4.2.3 and Appendix A.2. The second term of the right hand side in Eq.(4.3)
represents the acceleration time of vehicle n if the initial speed is smaller than the free flow speed
u f . Here, the case where the vehicle reaches the free flow speed in the middle of the intersection
is not considered. This might cause a small and systematic error which should not influence the
results in any significant manner4.

As is shown in Figure 4.2, the penalty decreases as the initial speed increases. Notice that as
more vehicles discharge from a platoon, the initial speed increases since vehicles have space to
accelerate before consecutively entering the intersection. Therefore, the penalty favors platooning
instead of alternating departures between approaches. By not requiring vehicles to stop, the
initial speed can also be increased. Hence, allowing vehicles to discharge in platoons is favorable
for decreasing the penalty.

3For the very first vehicle entering the system when the system is empty, we expect that it drives at the free flow speed,
thus we have Dn,J = Vn . For the first vehicle in the departure sequence J which is not the first vehicle in the system,
Eq.(5) still holds, where n′ is the previous vehicle that departs before vehicle n (although n′ is not in the departure
sequence J but in the departure sequence of an earlier time step).

4In the cases where the vehicle accelerates to the maximum speed inside the intersection, the vehicle should enter the
intersection with a relatively large speed. In other words, the vehicle starts accelerating from the stopped state quite
far upstream from the intersection. As is shown in Figure 4.2, this error is too small to have any significant impact on
the results.
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Figure 4.2: Illustration of penalty, where u f = 50km/h, l = 5m, an=2m/s2.

4.2.3 Lower level model: trajectory design for automated vehicles

For a given departure sequence J, the trajectory of each vehicle can be sequentially determined
according to the departure sequence. The trajectory is designed for each individual automated
vehicle based on the real or estimated traffic information (departure time, speed, etc.) of the
vehicles in front of it. The objective of the trajectory design is to let vehicles pass the intersection
at a specific time with the maximum possible speed and, if possible, without stopping. Notice
that in this chapter, in order to evaluate the benefit of trajectory planning, we do not distinguish
the different reaction times for automated and connected/conventional vehicles. This gives a
lower bound of the potential improvement by using automated vehicles.

In order to calculate the optimal trajectories for automated vehicles, the “future” trajectories
of connected and conventional vehicles should be predicted using Newell’s vehicle following
model. One input to the Newell’s vehicle following model is the departure sequence, which is
represented as the signal timing. The other parameters of the Newell’s vehicle following model
are determined using kinematic wave theory. For Newell’s vehicle following model, the distance
travelled in a time step is calculated as the minimum of how far a vehicle can travel at free-flow
speed and what would be permissible due to downstream congestion. Under free-flow conditions,
the trajectory of the vehicle no longer depends on the vehicle in front of it. In the case with
downstream congestion, the spacing between each pair of vehicles is the inverse of the density.
For more information on Newell’s vehicle following model, see Newell (2002).
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Figure 4.3: Illustration of the speed calculation. vehicle n represents the first vehicle in the
platoon; vehicle n̂ represents the vehicle that follows other vehicles. The dashed
trajectory represents the closest possible trajectory of vehicle n̂ to the last vehicle in
the platoon (according to Newell’s vehicle following model).

For ease of presentation, the acceleration and deceleration processes are simplified without
changing the overall control. To this end, the acceleration and deceleration processes are divided
into two types. The first type occurs because the signal changes from red to green. This type of

51



Chapter 4. Intersection Control in a Connected and Automated Vehicle Environment

maneuver includes the vehicles that accelerate from the stopped state and cross the intersection
(see Figure 4.3(b) for an example). This type involves only acceleration maneuvers and usually
occurs close to the intersection. The second type of maneuver consists of all other possibilities,
i.e. either decelerating because of red signal or a queue downstream, or informed by the controller
to accelerate or decelerate. This type involves both acceleration and deceleration maneuvers
and occurs near the back of queue, which can be near the intersection or not. In other words,
the first type consists of the accelerating vehicles because the signal switches to green and the
second type includes all the other cases. The first type of acceleration process is taken into
consideration to properly evaluate the benefits of platooning (see Eq.(4.3)). For simplicity,
constant acceleration with acceleration rate a is assumed. For the second type, instantaneous
acceleration and deceleration are assumed to simplify the discussion (i.e. a = ∞). Notice that this
assumption of instantaneous acceleration and deceleration can be made without loss of generality.
As long as the time to enter the intersection is fixed, the assumption of instantaneous acceleration
and deceleration will only slightly influence the initial speed uinit

n,J at which the vehicle enters the
intersection, and thus change the total calculated delay by Eq.(4.2) and Eq.(4.3). However, as is
shown in Figure 4.2, the marginal change in delay penalty decreases as uinit

n,J increases. Hence, as
long as uinit

n,J is sufficiently large (i.e. over 25 km/hr), the total calculated delay across all vehicles
will only be slightly different than in reality. Therefore, it is reasonable to assume instantaneous
acceleration and deceleration before a vehicle joins the dispatching platoon or comes to a stop.

By the assumption above, the design of the full trajectory of an automated vehicle n can be
simplified into deciding on a particular design speed udes

n,J at the time the trajectory design is
performed. This is a quasi-optimal solution, which simplifies the discussion with satisfactory
approximation. The initial speed entering the intersection uinit

n,J can be calculated from udes
n,J .

Intuitively, it is always possible to let a vehicle pass the intersection without stopping, as long
as the vehicle drives at a sufficiently low speed. However, it does not make sense if the vehicle
crawls to the intersection. Therefore, a lower bound umin is defined to constrain the design speed,
i.e.umin ≤ udes

n,J ≤ u f , where the second inequality means that the design speed cannot exceed the
free flow speed u f .

Given the trajectory of the previous vehicles, an automated vehicle can be assigned to either
wait until the next signal cycle, or follow the previous vehicle. This is equivalent to considering
two cases based on whether an automated vehicle is the first vehicle in its platoon or not (this
is determined from the departure sequence), i.e. On,J = 1 or On,J > 1 where On,J represents
vehicle n’s position in the platoon for a given departure sequence J.

As is shown in Figure 4.3(b), vehicle n represents the case with On,J = 1 and vehicle n̂
represents the case with On̂,J > 1. In this figure, t0 is the time the trajectory design is performed.
xn and x n̂ are the distance from vehicle n and vehicle n̂ to the intersection, respectively; uopt

n,J

and uopt
n̂,J

are the optimal speeds of vehicle n and vehicle n̂ respectively at time t0; and tg is the
earliest possible time when this approach can be given green signal, which is determined by the
passing time of the last vehicle that has departed in the conflicting approach. Here a triangular
fundamental diagram is assumed, as is shown in Figure 4.3(a), with free flow speed u f , backward
wave speed w and jam density kjam. For the simplicity of presentation, the detailed calculations
can be found in Appendix A.2. The design speed of the automated vehicles can be calculated as
Eq.(A.7) and Eq.(A.11).

4.2.4 A branch and bound solution algorithm

In this section, a branch and bound algorithm is proposed to search for the exact optimal departure
sequence and the optimal speed for the proposed bi-level optimization model. The solution
procedure can be modelled as a tree search problem, as is shown in Figure 4.4.

We construct a branch and bound tree where we fix a vehicle in the departure sequence at each
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Figure 4.4: Illustration of the branch and bound algorithm

node. In other words, each node consists a vehicle which can be either a connected/automated
vehicle or an estimated conventional vehicle. Each node has the following attributes shown in
Table 4.1.

Table 4.1: Attributes of a node ν.

mν arriving approach of the vehicle in node ν

Oν position in the platoon of the vehicle in node ν

Dν departure time of the vehicle in node ν

SDν sub delay from the root node to the current node ν

LBν lower bound of the total delay among all the departure sequences that consist node ν

The root node of this tree consists of the last vehicle that has departed from the intersection,
which gives the initial state (platoon information, departure time of the previous vehicle, etc.).
Each child of node ν consists of the next vehicle that departs after the vehicle in node ν. For
this problem, each node ν has at most two children (the nodes that are successive to node ν), as
there are two approaches to discharge from. Therefore, each path from the root node to a leaf
node represents a departure sequence. Then finding the optimal departure sequence is equivalent
to finding the path that minimizes the total vehicle delay. Denote the set of vehicles as Nm for

approach m = 1, 2. Then the number of candidate paths is *.
,

|N1 | + |N2 |

|N1 |

+/
-

=
(|N1 + N2 |)!
|N1 |!|N2 |!

, where

| · | represents the number of element and ! represents factorial.
A branch and bound algorithm is used for the tree search problem. This algorithm is based

on the depth-first search, which traverses the nodes of the tree from the root node and searches
as far as possible along each path before backtracking. The implementation of the depth-first
search algorithm uses a stack S. When visiting each node, the algorithm calculates the departure
time of the vehicle in this node (Eq.(4.2)-(4.3)) and the optimal speed if this vehicle is automated
(Eq.(A.6)-(A.12)). A trimming mechanism is introduced based on a lower and upper estimated
bound for the optimal solution. For this problem, a global upper bound, UB, of the optimal
solution is defined as the minimum total delay of all the paths found so far. For each node
ν, a local lower bound, LBν , is also defined such that LBν is smaller than the total delay of
any path including node ν, which will be determined later in this section. Before checking the
children of each node, the node is checked against these bounds, and is disvehicleded if it cannot
produce a better solution than the best one found so far. Specifically, if LBν > UB, then node ν,
together with all of its children and descendants, should be trimmed. By applying this trimming
mechanism, the computational complexity is drastically reduced.

The solution procedure is written in pseudo code and described in Algorithm 4.1.
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Algorithm 4.1 Branch and bound algorithm for solving the optimal departure sequence and
trajectory
Input: vehicle sets Ni from approach i = 1, 2, including the speed and location information; the

approach m0, platoon O0, and departure time D0 of the last vehicle that has departed.
Output: the optimal departure sequence Ĵ; the optimal total delay T D; and the optimal speed

uopt

n, Ĵ
for all n in Ĵ.

1: Build the root node n0 using m0, O0 and D0
2: Calculate the lower bound LB0 for the root node n0 using Eq.(4.9)
3: For the same departure sequence J0, calculate the global upper bound UB and uopt

n,J0
using

Eq.(4.2), (4.3), (A.6)-(A.12).
4: Initialize the stack S and S.push(n0)
5: Total delay T D ← UB
6: while S is not empty do
7: node ν = S.pop();
8: if LBν > UB then
9: Continue

10: if T D > UB then
11: T D ← UB
12: Update the optimal departure sequence the optimal speed
13: Build the child nodes νL and νR of node ν with the first vehicles in Ni, i = 1, 2.
14: Calculate the departure time DL and DR using Eq.(4.2) and Eq.(4.3)
15: Calculate the sub delay from the root node to νL and νR , respectively, i.e. SDL ←

SDν + DL and SDR ← SDν + DR

16: Calculate the lower bound LBL and LBR , respectively, using Eq.(4.9)
17: S.push(νL) and S.push(νR)

The rest of this section finds the local lower bound LBν for node ν.
Note that from Eq.(4.2) and Eq.(4.3), it holds that

Dn,J ≥ Dn′,J +
1

Sm
+

l
v f

(4.4)

where n is any vehicle and n′ is the previous vehicle that departs exactly before n.
Then for any departure sequence J, define D′n,J such that

D′nν,J = Dnν,J (4.5)

D′n,J = D′n′,J +
1

Sm
+

l
v f

(4.6)

where nν is the vehicle in node ν; n and n′ vehicles in later position than nν in departure sequence
J; n′ is the previous vehicle to vehicle n.

It is derived from Eq.(4.4)-(4.6) that

D′n,J ≤ Dn,J (4.7)

Denote Jn as the ordered set of vehicles in J starting from nν . Denote SDn as the sub delay
from the root node to node ν. Then it holds by Eq.(4.7) that

SDn + min
Jn

∑
n∈Jn/ {nν }

D′n,J ≤ min
J

T DJ (4.8)
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By Eq.(4.8), the lower bound LBν can be defined as

LBν = SDn + min
Jn

∑
n∈Jn/ {nν }

D′nν,J (4.9)

Then the following model needs to be solved.

min
Jn

∑
n∈Jn/ {nν }

D′nν,J (4.10)

Notice that only the first term of the penalty in Eq.(4.3) is considered when determining the
lower bound. Then, only two possible departure sequences in vehicle set Jn/{nν } solves the
optimization model Eq.(4.10) and yields the lower bound LBν in Eq.(4.9): i) the departure
sequence that discharges all vehicles from approach 1 first, then discharges all vehicles from
approach 2; ii) the departure sequence that discharges all vehicles from approach 2 first and
then discharges all vehicles from approach 1. These two cases are compared to find the value of
LBν using Eq.(4.9). Note that this lower bound may not be realized as only the first term of the
penalty function Eq.(4.3) is considered.

4.3 Simulation Settings

A micro-simulation platform is coded in Java to evaluate the proposed strategy. There are two
interacting layers in the simulation framework: 1) the real layer simulates the traffic dynamics
using the arrival information and the control policy; 2) the control layer calculates the control
policy (departure sequence and trajectory) using the real traffic information.

The real layer consists of the vehicle following behaviors, the vehicle dynamics and the
configurations of the intersection and the signal. Many vehicle following models have been
proposed over the years, either deterministic (Treiber et al., 2000; Wiedemann, 1974) or stochastic
(Chen et al., 2010; Treiber et al., 2006). For simplicity, the vehicle following behavior is assumed
as the Intelligent Driver Model (IDM) (Treiber et al., 2000) to represent a more realistic driving
behavior. The parameters in IDM are calibrated using the Lankershim Dataset from the Next
Generation Simulation (NGSim) project (Alexiadis et al., 2004). The maximum acceleration rate
is 1.8m/s2, the desired deceleration rate 3m/s2, the minimum spacing is 2.4m, the vehicle length
4.8m, the reaction time 1.4s and the desired speed 60km/hr. The dynamics of the vehicles follows
the basic kinematic equations discretized by the time step 0.01s. The length of intersection
is l =5m, the maximum green time 60s, and the minimum green time 5s. The minimum and
maximum green times are set at the same levels for both the actuated control and the proposed
control strategies.

In the control layer, the parameters are defined as: the acceleration rate a = 1.8m/s2; the
saturation flow rate S1 = S2 = 1800veh/h; free flow speed u f = 60km/h; backward wave speed
w = 20km/h; length of the zone of interest5 is 100m; minimum speed for trajectory design
umin = 10km/h.

Notice that the vehicle following models used in the simulation and the control strategy are
different. This is to show that the simplification in the control strategy performs well in practice.

The total input flow (combined flow of the two approaches) is set to vary between 1000
and 2000veh/h. Notice that the cases with a total flow of 2000 veh/hr represent oversaturated
conditions. The demand ratio (ratio of total demand between the two approaches, i.e. flow on
approach 1 divided by flow on approach 2) varies between 0.2 and 1. A small demand ratio

5A length of 100 meters is chosen because this is the minimum of the typical city block size (100m) and the average
DSRC range used in the literature (300m). Also note that this choice is conservative. The performance is expected to
improve by increasing this length, as there is more information provided by connected/automated vehicles.
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Figure 4.5: Simulation results for average number of stops per vehicle. Solid lines with different
labels represent the results of the proposed strategy under different information levels.
Dashed lines represent the results of the actuated signal control algorithm.

means that the demand is unbalanced. Arrivals are generated randomly assuming an exponential
headway distribution. The expected headway equals the inverse of the flow for a given approach.

Note that at least a small fraction of connected and/or automated vehicles are required as
they constitute the only information source (as there are no fixed detectors). Therefore, the
information level is set to vary between 0.2 and 1 in the simulation. The automated level ranges
from 0 to 1. As the automated level decreases to 0, the control strategy will be reduced to the
algorithm in Guler et al. (2014) (i.e. without trajectory design).

A simulation of 400 vehicles is run for 20 different random seeds for each scenario tested.
Average delay and average number of stops per vehicle are recorded.

4.4 Case Study and Results

The performance of the proposed strategy is evaluated by comparing the resulting average
vehicle delay and average number of stops to an actuated signal control algorithm. The actuated
signal control algorithm assumes the presence of fixed detectors near the intersection on both
approaches. It operates as such: the signal switches to red if 1) no vehicles have arrived on the
current approach for 5 seconds or 2) the green time exceeds the maximum green time of 60
seconds. The location of the loop detectors is chosen at 65 meters upstream the intersection,
which is optimized by a sensitivity analysis. Simulations are conducted for scenarios of different
total flows, demand ratios, information levels and automated levels. The results for average
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Figure 4.6: Simulation results for average delay per vehicle. Solid lines with different labels
represent the results of the proposed strategy under different information levels.
Dashed lines represent the results of the actuated signal control algorithm.

number of stops and average delay per vehicle are shown in Figure 4.5 and Figure 4.6 respectively.
The results show that the proposed strategy performs better for both average number of

stops and average delay for a moderate information level. Generally speaking, we require 40%
penetration rate of vehicles that provide information to perform better than the actuated signal
control algorithm. This is an expected result because the actuated signal control algorithm uses
information extracted from infrastructure devices (e.g. loop detectors, video cameras, etc.),
whereas the proposed strategy does not utilize any of such information. In the case where the
proposed strategy could also use information from other sources (besides the connected and the
automated vehicles themselves), it is expected to outperform the actuated signal control algorithm
for a much lower penetration rate.

The effects of trajectory design can also be observed from the trend (i.e. monotonicity) of
each curve in Figure 4.5 and 4.6. This is because the scenarios with automated level of 0
represent the cases without trajectory design. As is shown in Figure 4.5 and 4.6(a)-(b), the
average number of stops in all scenarios tested and the average delay in the low demand scenarios
decrease monotonously with the increase of automated level. This means that the trajectory
design successfully reduces the average number of stops in all scenarios and the average delay
in low demand scenarios. However, the trajectory design does not perform as well for the high
demand scenarios for the average delay. In fact, for high demand scenarios, the performance
of trajectory design is highly sensitive to the information level. For low information levels, the
average delay might increase with the increasing percentage of automated vehicles, as is shown in
Figure 4.6(c) and 4.6(d). This happens because in the high demand scenarios, there are vehicles
lingering for more than one cycle and forming long queues due to oversaturation. As information

57



Chapter 4. Intersection Control in a Connected and Automated Vehicle Environment

drops, the proposed strategy will have insufficient knowledge of the arrivals and the queues. In
such cases, although trajectory design is still possible, it is very likely to give an unsatisfactory
solution which may give rise to a non-optimal signal timing strategy. Hence, this unsatisfactory
trajectory could be detrimental to the system. For high information levels, however, the trajectory
design efficiently reduces both number of stops and delay. Therefore a better approach is to use
the proposed strategy without trajectory design in the high demand and low information cases.

4.5 Sensitivity Analysis of the Proposed Strategy

4.5.1 Robustness to location errors

Due to the noises in measurement and the data corruption in transmission, the location information
received by the central controller may not be accurate. This section tests how the errors in location
affects the performance of the proposed strategy. Similar to Section 3.7.2, we assume the location
errors and the speed errors follow a joint Gaussian distribution. The errors (location and speed)
at different time steps are assumed to be independent. The mean of the Gaussian distribution
is assumed as 0 for both location and speed, which represents that there are no systematic
errors. The standard deviation of the location measurement is assumed as 15.0m and the standard
deviation of the speed measurement is assumed to be 2m/s (Florin and Olariu, 2015). A Kalman
filter is implemented to reduce the noise in the location measurements (a detailed description of
this algorithm can be found in A.3. The estimation error of the location is not sensitive to the
speed measurement errors after the implementation of the Kalman filter (see Figure A.1). Then
the covariance matrix is assumed to be R = [225, 0; 0, 4]. The other simulation settings are the
same as in Section 4.6. The results are shown in Figure 4.7.

(a) delay (b) number of stops

Figure 4.7: Robustness to measurement errors. The dashed lines represent the results of the
actuated control algorithm.

Figure 4.7 shows that the proposed strategy outperforms the actuated algorithm in the cases
with full information even when there are measurement errors. It can also be seen that the effect
of these measurement errors is larger if the information level and automation level increase.
This is because as more vehicles report information and receive trajectory guidance, the system
receives more noisy data.

Moreover, the actuated algorithm assumes that the loop detector data is available. If the loop
detector data is integrated in the proposed strategy, the proposed strategy can be expected to
always outperform the actuated algorithm. Also note that these results are obtained using very
conservative assumptions as automated vehicles in reality should not produce large measurement
noises. Therefore, the proposed strategy is expected to work properly in reality.
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Figure 4.8: Average coefficient of variation with different total flows, demand ratios, information
levels and automated levels.

4.5.2 Robustness to arrival patterns

This subsection tests how robust the proposed strategy is to different arrival patterns. For each
combination of total flow rate, demand ratio, information level and automated level, the measure
for robustness is defined as the coefficient of variation, i.e. the ratio between the standard
deviation and the mean of the average delay or the average number of stops. The coefficient of
variation measures the dispersion of the results in the data set, and is comparable across different
data sets even though they do not have the same mean.

Multiple tests show that the coefficient of variation is not sensitive to the information level
or the automated level (as is shown in Figure 4.8(b)-4.8(d), but highly related to total flow.
Particularly, the coefficient of variation increases drastically with total flow. The trend is very
similar for all demand ratios. Therefore, for demonstration purposes, the coefficient of variation
is averaged over different demand ratios, information levels and automated levels to show the
impacts of total flow on the robustness. Figure 4.8(a) shows the results.

As is shown in Figure 4.8(a), the coefficient of variance increases as the total flow increases.
This means that the proposed strategy is more sensitive to the arrival patterns as the total flow
increases, and the intersection becomes more saturated. Hence, the arrival patterns will have a
large influence on the temporal and spatial extent of the queue, which impacts the performance
of the proposed strategy (especially for low information levels). This also helps explain the
oscillating pattern of the performance index in the high demand cases in Figure 4.6.
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4.5.3 Efficiency of the branch and bound algorithm

This section tests the efficiency of the proposed branch and bound algorithm. A total of 1896
cases are tested. The algorithm finds the optimal solution in all cases tested. The efficiency of this
branch and bound algorithm is evaluated by comparing the average number of nodes visited to
obtain the optimum departure sequence to an enumeration algorithm. The enumeration algorithm
visits all the nodes in the tree. The results are shown in Table 4.2.

Table 4.2: Efficiency of the branch and bound algorithm (nodes visited).
# of vehicles in zone of interest 14 15 16 17 18 19 20 21

Enumeration 28001 54931 123112 174284 223887 290485 437376 1139544

Branch and bound 1385 1616 1832 2236 2306 2096 2088 2404

Ratio 40.4 68.0 134.4 155.9 194.2 277.2 418.9 948.0

Table 4.2 shows the trend of both the enumeration method and the branch and bound method
when the number of vehicles in the zone of interest increases. It can be seen from Table 4.2 that
the branch and bound method is significantly more efficient than the enumeration method. In
contrast to the exponentially increasing complexity of the enumeration method, the computational
complexity of the branch and bound increases more linearly with increasing the number of
vehicles.

The average run time for each case using the branch and bound algorithm is 0.6 milliseconds,
in contrast to 26 milliseconds using the enumeration method. The speed at which the solution
can be obtained with the branch and bound algorithm is promising for increasing the complexity
of the problem to account for multiple lanes and approaches.

4.6 A Demand Responsive Control Scheme

As discussed in Section 4.3, the proposed strategy has limitations especially for low information
availability cases. In this section, a demand responsive control scheme is proposed to adapt
to different traffic situations. This strategy dynamically switches between the two (or three)
algorithms based on demand and information level: the proposed strategy with and without
trajectory design, and the actuated signal control algorithm if the necessary infrastructure (e.g.
detectors) is available.

The demand responsive scheme is determined by identifying the bounds for each algorithm.
To do so, simulation is conducted for different total flows, demand ratios, information levels and
automated levels. Other parameters remain the same. Simulation results are shown in Figure 4.96.
Two polylines represent the boundaries for the three algorithms. Notice that those boundaries are
conservative because loop detector information is not integrated into the proposed strategy, but is
used for actuated signal control.

The upper boundary distinguishes between the proposed strategy with and without trajectory
design. The boundary is calculated as the minimum information level such that using trajectory
design gives a better result in both average delay and average number of stops. In other words,
for a certain combination of information level and total flow, trajectory design is only adopted if
both average delay and average number of stops can be improved for all automated levels (≥ 0.2).
This is a conservative application bound.

The lower boundary, i.e. the boundary between actuated signal control strategy and connected
vehicle signal control strategy, is determined by the minimum information level such that

6The upper boundary determines when the trajectory design should be used. If the system is worse off with the
trajectory design, then the algorithm without trajectory design is advised by Figure 4.9.
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Figure 4.9: Demand responsive control scheme based on connected vehicle technology.

connected vehicle strategy performs better than the actuated signal control strategy in terms of
both average delay and average number of stops. For a given information level, demand ratio and
total flow, the connected vehicle strategy is chosen only if both performance indices are improved
for all automated levels. Similar to the upper one, this is also a conservative application bound.

The two boundaries divide the traffic parameter space into three parts, each of which corre-
sponds to one of the three algorithms considered. When the current traffic situation lies in a
certain part of this figure, the algorithm corresponding to that zone will be used. It is shown in

61



Chapter 4. Intersection Control in a Connected and Automated Vehicle Environment

Figure 4.9 that the proposed strategy always requires less than 50% vehicles to provide informa-
tion in order to outperform the actuated signal control algorithm. This is less strict than most of
the existing research works (He et al., 2012; Li et al., 2014b) that require all or a majority of the
vehicles to be connected or automated.

The application bounds can be relaxed if loop detector information is integrated into the
proposed strategy. Simulations show that the performance is sensitive to the location of the
loop detector (Yang et al., 2015). If information from a loop detector installed further than 30
meters upstream of the intersection is used, the proposed strategy can always achieve a better
performance than the actuated signal control algorithm. Hence, only the proposed strategy with
and without trajectory design should be considered.

4.7 Conclusions and Future Work

In this chapter, we propose a bi-level optimization based strategy that jointly optimizes the
trajectory planning and signal control of simple local intersections. A branch and bound algorithm
is developed to solve the complex embedded optimization problem. A Kalman filter is also
adopted to reduce the impact of the measurement errors. We further integrate three different
stages of technology deployment by developing a heuristics to switch the different features of the
signal control depending on the stage of the technology.

Various simulations are conducted to evaluate the performance of the proposed strategy. The
results show that with information levels greater than 50%, the delay and number of stops can
be reduced compared to the actuated signal control algorithm. A demand responsive scheme
that combines the proposed strategy with and without trajectory design with a simple actuated
signal control algorithm was proposed based on the simulation results. It is also shown that the
proposed strategy is not sensitive to measurement noises.

In this chapter, we use Newell’s vehicle following model to simplify the calculation of the
trajectory design. In principle, any vehicle following model can be used here. As long as the
trajectories of previous vehicles are given, the design speed to enter the intersection can be
determined.

The results of this chapter can also be generalized to show the influence of package loss (i.e.
the loss of information when a vehicle communicates to the central controller). Such loss is
equivalent to reducing information level or automated level. As discussed in Section 4.4, the
performance indices would be worse if information level is lower. However, for package losses
within a certain range, there would not be much deterioration in performance.

In this chapter, we consider simple intersections as an initial building block. Future work
includes further generalization of the proposed strategy to a complex intersection. The increase
in complexity can be driven by two factors: more modes or more intersection movements. In
multimodal scenarios, there might be some traffic modes requesting priority, e.g. public transport
vehicles, emergency vehicles, etc. One way to deal with the priority requests would be to
change the objective function, e.g. total passenger delay (public transport vehicles), total value
of time (emergency vehicles), etc. An initial step towards multimodal control systems will be
shown in Chapter 5. On the other hand, the proposed fast branch and bound algorithm makes
it possible to generalize the model for more intersection movements. It is expected that for a
larger scale of intersection, the model can be solved with reasonable computational time. A
difficulty that might arise from considering a more complex intersection is, however, the planning
of the turning trajectories and lane changings in scenarios where conventional, connected and
automated vehicles coexist in the traffic streams. Another possible extension of this work is
coordinated control of multiple intersections, which involves the cooperation not only between
vehicles and intersections, but also among intersections. Ongoing efforts are being made in this
direction.
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Chapter 5

Intersection Control with Transit Signal
Priority in a Connected Vehicle Environment

This chapter is partially based on the following papers.
− Yang, K., M. Menendez and S. I. Guler (2018b) Implementing transit signal priority in a

connected vehicle environment with and without bus stops, Transportmetrica B: Transport
Dynamics, 1–23.

− Yang, K., S. I. Guler and M. Menendez (2015) A transit signal priority algorithm under con-
nected vehicle environment, paper presented at the 2015 IEEE 18th International Conference
on Intelligent Transportation Systems (ITSC), 66–70.

− Yang, K., M. Menendez and S. I. Guler (2016b) Using connected vehicle technology to
optimize transit signal priority, paper presented at the Transportation Research Board 95th
Annual Meeting.

5.1 Objectives and Contributions

Public transport vehicles are the most important type of vehicles requesting priority at urban
intersections. With the potential ability to move a large number of passengers, public transport
services can use the road space more effectively than private cars and thus relieve traffic congestion
in urban areas. Existing research aims to provide TSP to buses without over-penalizing the cars
in the conflicting approaches in a connected vehicle environment (He et al., 2012, 2014; Hu et al.,
2015, 2016; Lee et al., 2017). As established in Section 2.3 (research gap L2), all of these works
focus on signalized intersections, without considering the coordination between traffic signals
and bus infrastructure (bus stops) and/or bus operations (bus schedule).

This chapter aims to address this research gap and extend Chapter 4 by incorporating TSP. The
contributions are two-fold.

1) We introduce buses and develop a TSP algorithm that minimizes person delay in a con-
nected or semi-connected environment. The proposed methodology does not need platoon-
ing information, but utilizes the platooning effect by optimizing the departure sequence.

2) We further coordinate the traffic signal operation with both the bus stops and the bus
schedule. This further minimizes passenger delay by only providing priority when it is
optimal from a system’s perspective.

This chapter is organized as follows. Section 5.2 presents the developed algorithm. Section 5.3
describes the simulation framework. Section 5.4 shows the simulation results and evaluates the
performance of the algorithm. Section 5.5 conducts sensitivity analysis to analyse the robustness
of the algorithm. Section 5.6 concludes the chapter.
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5.2 General Methodology

In this section, a TSP algorithm is proposed by integrating public transport into the control
strategy proposed in Chapter 4, using the information obtained from connected vehicles. Notice
that for the simplicity of presentation, we do not consider automated vehicles and the planning
of their trajectories. This, however, can be incorporated by following similar approaches as in
Section 4.2.3.

Similar to Chapter 4, we consider a simple scenario of an isolated intersection with two
one-way traffic streams as an initial building block, as is shown in Figure 5.1. The intersection
can be either with no bus stop, a far-side bus stop, or a near-side bus stop. The framework
proposed in this chapter can be generalized into a more complicated intersection.

far-side bus stop

near-side bus stop

s

s

l

Figure 5.1: Intersection layout.

Two vehicle modes are considered: cars and buses. The buses are assumed to travel on a
mixed lane with the cars. Note that this work can be easily extended to include other modes.
However, this work focuses on the bus mode due to the unique challenges it presents (i.e. multiple
passengers and stops). All buses and a certain percentage of cars are assumed to be connected
vehicles.

As before, each vehicle n (bus or car) is represented by a triple indicator (i, j,m) where i ∈ I
is the arrival sequence, j ∈ J is the departure sequence, and m ∈ M is the approach. The arrival
information is obtained similar to Section 4.2.1 based on the location and speed information
provided by each connected vehicle via V2I communication system. Note that for a bus, the
virtual departure time would include the dwell time at a near-side bus stop (if exists).

Similar to Chapter 4, each decision step is triggered by one of three events: 1) a bus or
connected car enters the zone of interest7; 2) a bus or connected car comes to an unscheduled
stop (i.e. not at the bus stop for the purpose of passengers boarding o alighting); or 3) a bus or a
connected car leaves the downstream line of the intersection.

The rest of this section presents the methodology to determine the optimal departure sequence
as well as some modifications to address different scenarios. Section 5.2.1 presents the algorithm
without considering bus stops. Section 5.2.2 adapts the algorithm to the scenarios with bus stops
while still considering signal delay. Section 5.2.3 further modifies the algorithm to minimize
schedule delay for buses.
7Note that the algorithm is triggered by any bus entering the zone of interest even if there is a near-side bus stop.
Predicting the bus arrival time to the near-side bus stop can help optimize the operations of cars.
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5.2.1 Algorithm without considering bus stops

This subsection presents the general algorithm without considering bus stops. In each decision
step, the algorithm optimizes the total passenger delay locally based on the arrival information.
The optimization horizon is the time such that all these vehicles can be discharged. The solution
of the optimization can be based on the branch and bound algorithm proposed in Section 4.2.4.
All possible departure sequences are generated for all vehicles in set N . In each departure
sequence J, the first-in-first-out queueing system holds for each individual approach.

For each departure sequence J, the resulting total delay of all vehicles currently in the system
is predicted in an iterative manner with a similar idea as in Chapter 4. For vehicle n, the virtual
departure time Vn is defined based on the free flow travel time from its detection point to the
downstream end of the intersection. Then for a given departure sequence J, the predicted time
for car n = {i, j,m} to enter the intersection, En,J , is calculated as Eq.(5.1)

En,J = max{Vn −
l

u f
, En′,J +

1
Sn′,J

} (5.1)

where l is the length of the intersection; u f is the free flow speed; n′ the previous vehicle in the
departure sequence; and Sn′,J is the saturation flow rate for the previous vehicle n′, which is
defined as

Sn′,J =



Sb, if n′ is a bus

Sc, if n′ is a car
(5.2)

where Sb is the saturation flow for buses; Sc is the saturation flow for cars. Note that the buses
and cars usually have different saturation flows, thus the different saturation headways. Here it
is assumed in Eq.(5.1) that the headway between two vehicles depends only on the leader (as
the headway is computed based on the front vehicle) . This is an approximation to simplify the
calculation, and does not affect the results significantly8.

Based on Eq.(5.1), the predicted departure time for car n = {i, j,m} from the downstream end
of the intersection, Dn,J , is calculated as the maximum of the virtual departure time and the next
possible departure time, i.e.

Dn,J = max
{
Vn, En′,J +

1
Sn′,J

+ Pn,J

}
(5.3)

where n′ is the previous vehicle in the departure sequence on either approach. Sn′,J is the
saturation flow rate for the previous vehicle n′ according to Eq.(5.2). Eq.(5.3) means that the
intersection is empty before allowing a new car to enter it for safety purposes. The delay penalty
Pn,J represents the time it takes for each bus or car to cross the intersection, and is given in
Eq.(5.4) derived with basic kinematic theory9.

Pn,J = max
{ l + Ln

u f
,

√
2an (dn,J + Ln + l) −

√
2andn,J

an

}
(5.4)

where u f is the free flow speed of vehicle n; l is the length of the intersection; Ln is the length
of vehicle n; an is the acceleration rate of vehicle n (if vehicle n follows some vehicles with a

8This holds because of two reasons. First, as the position of the vehicles is denoted as the position of their front
end, the vehicle length of the preceding vehicle would have an impact on the saturation headway. Second, the error
caused by such simplification is expected to have a larger impact on the case where a bus follows a car. However, the
results show that we successfully provide buses with priority and reduce their delay.

9In this chapter, the acceleration related to the signal is considered to account for the benefit of platooning. However,
the acceleration and deceleration related to bus stops are not considered for model simplicity. In the simulation, all
the acceleration and deceleration maneuvers are considered for a realistic environment.
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smaller acceleration rate, an would adopt the acceleration rate of the leader); dn,J is the distance
of vehicle n to the stop line calculated as the sum of jam spacings of all the vehicles in front of n
in its platoon. The first term of the right hand side in Eq.(5.4) represents the time when vehicle
n crosses the intersection with free flow speed. The second term represents the acceleration
time of vehicle n if the initial speed is smaller than the free flow speed, u f , and the vehicle n
accelerates across the intersection. Similar to Eq.4.3, we neglected the case where vehicle n
accelerates to the maximum speed in the middle of the intersection. This might cause a small and
systematic error which should not affect the results significantly. Notice that Eq.(5.4) is different
from Eq.(4.3) for two reasons. First, a bus is usually much longer than a car, and thus the length
of the bus cannot be neglected. Second, as buses and cars have different length, we cannot use
the position in a platoon to estimate the progression time of a vehicle.

Then, the objective is to find a departure sequence J that minimizes the total delay.

min
J

T DJ =
∑
n∈N

on (Dn,J − Vn ) (5.5)

where on is the occupancy (number of passengers) of vehicle n.
In the final step, vehicles are discharged according to the calculated departure sequence. It is

assumed that the signal turns green for an approach right before the first vehicle in that platoon
enters the intersection.

5.2.2 Algorithms considering bus stops and signal delay

In this subsection, the aforementioned algorithm is adapted to consider bus stops and a mini-
mization of the signal delay. Two scenarios are studied according to the location of the bus stop:
far-side bus stop and near-side bus stop. In both cases, curbside bus stops are assumed.

5.2.2.1 Far-side bus stop

The far-side bus stop is located after the intersection. When a bus dwells at the far-side bus stop,
it creates a temporary bottleneck for vehicles that have passed the intersection. If the queue
created by the dwelling bus spills back to the intersection, it blocks vehicles from crossing the
intersection even if they are given priority. In this case, the green time would be wasted. Hence,
the road space, s, between the far-side bus stop and the intersection should be taken into account
to avoid spillbacks and signal inefficiency at the intersection. To this end, the formulation of
departure times should be adapted to better capture this scenario.

Define Znb,J as the time when bus nb departs from the bus stop, i.e.

Znb,J = Dnb,J +
s

u f
+ tdwell (5.6)

where tdwell is the dwell time of the bus. In this chapter, it is assumed that the dwell time of a bus
includes the dwell time plus lost time due to the deceleration and acceleration of the bus when
entering and leaving the bus stop.

Let δn be the maximum number of vehicles that the road space between the far-side bus stop
and the departure end of the intersection can accommodate. Then the departure time of the δnth
car, n̂, following the bus in the same approach should be modified to

Dn̂ = max
{
Vn̂, Dn′ +

1
Sn′,J

+ Pn′,J, Znb,J +
s
w

}
(5.7)

where n′ is the previous vehicle in the departure sequence on either approach and nb is the last
bus dispatched in the same approach. Notice that the third term implies that a car following the
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bus cannot depart until the queue formed due to the dwelling bus clears. The first two terms in
Eq.(5.7) represent the case where the car n̂ is not affected by the queue caused by the bus. The
third term in Eq.(5.7) represents the case where the car n̂ is blocked by the spillback (note that
only one lane roads are considered in this chapter); w is the backward wave speed. The departure
time in this case should be the departure time of the bus plus the time it takes for the queue
between the far side bus stop and the intersection to dissipate.

5.2.2.2 Near-side bus stop

The near-side bus stop is located before the intersection. In this situation, the bus might be blocked
by the traffic before arriving at the bus stop, which would create extra delay. Alternatively, green
time might be wasted if given to the approach while all cars are retained upstream of the bus
stop. Given our optimization algorithm, this second scenario gets automatically eliminated10.
Therefore, we focus on the first one.

To adapt to the case with near-side bus stops, the departure time of each car (Eq.(5.3)) in the
approach with the bus stop should be modified. Let s be the road space between the bus stop and
the stopline of the intersection, and δn be the maximum number of vehicles this road space can
accommodate. Let En,J represent the time vehicle n enters the intersection and Zn,J represent
the time vehicle n passes (or leaves) the bus stop. For a car, Zn,J is the time of passing the bus
stop; for a bus, Zn,J is the time of leaving the bus stop after the dwell time.

Then for each car n, it passes the bus stop at time

Zn,J = max{Vn −
s + l + Ln

u f
, Zn′′,J +

1
Sn′′,J

, En̂,J +
s
w
} (5.8)

where s is the distance from the bus stop to the stop line at the intersection, n′′ is the vehicle
preceding n in the same approach, n̂ is the δnth vehicle in front of car n in the same approach.
Here, the first term is the virtual departure time from the bus stop, the second term is the earliest
possible passing time due to the previous vehicle, the third term is the earliest possible passing
time due to the signal. Notice that this third term determines at what time the queue due to a
dwelling bus would clear the nth car. Hence, if a queue spillback happens, this limits the time at
which the car can proceed to the bus stop.

Similarly, for the bus nb , the time when it starts to leave the bus stop can be calculated as

Znb,J = max{Vnb
−

s + l + Lnb

u f
, Zn′′,J +

1
Sb

+ tdwell, En̂,J +
s
w
} (5.9)

where the definitions of n′′ and n̂ are the same as in Eq.(5.8). Note that the virtual departure
time Vnb

for a bus includes the dwell time at the bus stop. The first term of Eq.(5.9) is the virtual
departure time for bus nb from the bus stop if there is no congestion; the second term represents
the departure time of the bus from the bus stop if the bus suffers congestion before it arrives at
the bus stop, but is not affected by the queue due to the traffic signal; the third term represents the
earliest possible time for the bus to leave the bus stop because of the traffic signal. Notice that
here the third term determines when the queue due to the signal would clear the bus stop location.
Hence, the queue formed at the signal limits the time at which the bus can leave the bus stop.

10Consider a scenario where in Approach 1, a bus dwells at the near-side bus stop and cars are blocked behind it. If
the priority is given to Approach 1, every vehicle both in Approach 1 and Approach 2 would be behind the bus in
the departure sequence, suffering from the delay of the dwell time of the bus. Alternatively, if we give priority to
Approach 2 until the bus reaches the intersection, then some vehicles in Approach 2 no longer suffer from delay
because of the bus, and the delay of cars queueing behind the bus remains the same. It is obvious that the second
possibility is more efficient. Therefore the first possibility gets automatically eliminated.
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Then the time vehicle n (car or bus) enters the intersection can be calculated as

En,J = max{Zn,J +
s

u f
, En′,J +

1
Sn
} (5.10)

where n′ is the previous vehicle in the departure sequence on either approach. The first term
represents the case where vehicle n enters the intersection freely after passing the bus stop. The
second term represents the time when vehicle n is allowed to enter the intersection after passing
the bus stop as controlled by the signal.

The departure time can be calculated as

Dn,J = max{Zn,J +
s + l + Ln

u f
, En′,J +

1
Sn

+ Pn,J } (5.11)

where Pn,J is the penalty as defined in Eq.(5.4).

5.2.3 Algorithm considering bus stops and schedule delay

In this subsection, the algorithm is adapted to the scenario where the bus has to maintain a
schedule. Assume that bus nb is scheduled to depart from the bus stop at time STnb,J . However,
due to fluctuations in travel time the bus may depart early, on-time, or late from the bus stop.
If the bus departs from the stop earlier than scheduled, no benefit would be achieved for the
bus by giving it priority while the performance of the cars might be sacrificed. Hence, with this
algorithm the early bus will not receive a priority, only late and on-time buses will receive priority
based on their schedule delay. Therefore, the objective function of Eq.(5.5) should be modified
to:

min
∑
nc ∈C

onc (Dnc,J − Vnc ) +
∑
nb ∈B

onb
max{Znb,J − STnb,J, 0} (5.12)

where C is the car set and B is the bus set. The first term represents the total delay for car
passengers and the second term represents the total schedule delay for bus passengers. Note that
the schedule delay includes the signal delay, if applicable. It is assumed that all buses have a
schedule, otherwise signal delay for the unscheduled buses should also be considered.

This objective function is used regardless of whether the bus stop is a near-side or a far-side
stop using the definitions of Znb,J as presented in Section 5.2.2.

5.3 Simulation Framework

In this section, a simulation is used to evaluate the performance of the algorithm. The simulation
framework consists of two interacting layers, the real time traffic simulation layer and the control
algorithm layer. The real traffic is simulated by a microscopic simulation package SUMO (Simu-
lation of Urban MObility) (Krajzewicz et al., 2012; SUMO, 2015), to evaluate the performance
of the algorithm. SUMO is an open-source, highly portable simulation package that has already
been used by research works in traffic control and connected vehicle environment (Pandit et al.,
2013; Baiocchi et al., 2015; Ma et al., 2014; Nagle and Gayah, 2015). Flow dynamics in SUMO
are based on the car-following model by Krauss et al. (1997). The corresponding parameters
are calibrated and validated using the trajectories in the Lankershim Boulevard Dataset (8:30
a.m.-8:45 a.m.) of the Next Generation Simulation project (NGSim, Alexiadis et al., 2004). The
calibrated parameters are maximum speed 60km/hr, desired acceleration rate 1.7m/s2, desired
deceleration rate 1.7m/s2, and minimum gap 2.0m. Notice that the car following model we used
here is different from that in Chapter 4. Also, in order to account for buses, we have used different

68



5.3. Simulation Framework

pairs of vehicles to calibrate the car following models. Therefore, the parameters in Chapter 5
and Chapter 4 are sometimes different. The real time vehicle location and speed are simulated by
SUMO and sent by its traffic control interface module TraCI to the control layer. In the control
layer, the proposed algorithm is coded in Python. The control layer calculates the signal timing
using the real traffic information and sends it to the SUMO simulator.

The parameters in the simulation are defined as follows. Different saturation levels are
considered by setting the volume to capacity ratio (v/c ratio) to vary between 0.1 and 1.1. We
do not consider the lost time of the intersection, thus the capacity of the intersection is taken
as 1800veh/hr. Note that a v/c ratio larger than 1 represents the intersection is oversaturated.
For simplicity, the capacity is computed based on the cars. Bus flows are set to vary between
10 veh/hr and 30 veh/hr (corresponding to bus frequencies of 6 min and 2 min respectively).
Buses are assumed to arrive only from one approach. Arrivals of both buses and cars are generated
randomly assuming an exponential headway distribution. The expected headway equals the
inverse of the flow for a given approach and a given mode. Car occupancy is assumed to be 1.2
passengers per vehicle, and bus occupancy is assumed to be 50 passengers per vehicle. This
assumption is later relaxed and its effects are studied in Section 5.5.2.

The penetration rate of connected cars (i.e. the number of connected cars divided by the total
number of cars) is set to vary between 0 and 1 in the simulation (equivalent to the information
level evaluated in Chapter 4). All buses are assumed to be connected. For a penetration rate of
0, the only information source is the arrival of buses, therefore the buses will always be given
priority. In this case, the algorithm is reduced to a fixed-time signal control algorithm with TSP.
If no bus is detected the traffic signal operates with two phases equal to the maximum green time
of each approach. Then, when a bus is detected upon its entrance to the zone of interest, it is
provided with absolute priority.

The evaluation is based on a simple intersection with two one-way one-lane roads. Turning is
not permitted. The length of the intersection is l = 5m. The end of near-side bus stop is assumed
to be s = 30m from the stopline of the intersection; and the beginning of the far-side bus stop is
assumed to be s = 30m from the end of the intersection. The minimum green time of the signal
is 5s. The maximum green time is optimized using the Webster’s formula (Webster, 1958). In
scenarios with balanced demand, the maximum green time is 60s for both approaches, based
on the insights generated in Chapter 4. In scenarios with unbalanced demand (demand ratio
of 0.2), the maximum green time is 100s for the main road, and 20s for the side road. Other
inputs to the simulation are assumed as: the saturation flow for the buses is Sb = 600veh/hr;
the saturation flow for the cars is Sc = 1800veh/h; free flow speed u f = 50km/h for cars and
buses in the control strategy; vehicle length of all buses Lb=12.5m; vehicle length of all cars
Lc=5m; length of the zone of interest 100m; acceleration rate (in the control strategy) for all cars
2.0m/s2; acceleration rate for all buses (in the control strategy) 0.8m/s2; dwell time of the bus
20s. The assumption regarding the location of the bus stops and the dwell time are later relaxed,
and their effects are studied in Section 5.5.1 and Section 5.5.3, respectively. The traffic demand
on both approaches is assumed to be either balanced (i.e. none of the approaches have a demand
drastically higher than the other) or unbalanced. As in Chapter 4, the demand ratio is 1.0 for
scenarios with balanced demand and 0.2 for scenarios with unbalanced demand. A simulation of
400 cars is run 10 times for each scenario tested. This is regardless of the v/c ratio. Although a
fixed total number of vehicles implies different number of buses, the delay savings are evaluated
in exactly the same scenarios (same car flow, bus flow and random seeds). Therefore the results
are still comparable across different variations of algorithms and different penetration rates. For
different v/c ratios, the simulation time is different. The total delay across both approaches is
recorded.

The simulation is conducted on a PC with Windows 7 system and Intel Core i7 CPU (2.9GHz).
Computational cost is recorded for each simulation run. The average running time for a single
simulation of 400 cars is less than 1 min. Note that the algorithm is triggered every time an
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connected car or bus enters the zone of interest or stops, the average computation time for each
decision stage is 0.15s, far less than the normal headway between two cars.

5.4 Simulation Results and Algorithm Evaluation

This section evaluates the performance of the proposed algorithms: 1) the algorithm with general
TSP (without considering bus stops), 2) the algorithm considering bus stops, and 3) the algorithm
considering schedule delay. The evaluation framework is shown in Figure 5.2. The results are
summarized in Table 5.1, where the shaded number represents the best algorithm in each scenario.
Section 5.4.1 shows the value of TSP in a connected vehicle environment. Section 5.4.2 shows
the value of TSP considering bus stops. Section 5.4.3 shows the value of TSP considering bus
schedule.

Without TSP
With TSP without 

considering bus stop
With TSP considering 

bus stop
With TSP considering 

schedule delay

Connected vehicle algorithms

Fixed-time algorithm with TSP

Value of TSP Value of considering bus stop Value of considering schedule

Value of connected vehicles

Figure 5.2: Evaluation framework.

5.4.1 Value of connected vehicles and value of TSP

The value of TSP is evaluated by comparing the average delay savings per passenger of the
connected TSP algorithm without considering bus stops11 and two algorithms: 1) fixed-time
algorithm with TSP; 2) the basic connected vehicle algorithm proposed in Guler et al. (2014)
which does not consider the difference between buses and cars. Simulation is conducted with
different v/c ratios, bus flows, penetration rates and bus stops. Both balanced demand and
unbalanced demand are considered. For presentation simplicity, only results with bus flow of
30veh/hr are shown in this subsection. The results with lower bus flow and other v/c ratios exhibit
similar properties.

Figure 5.3 and Figure 5.4 show the average delay savings for the algorithm with general TSP
compared to the fixed time strategy and the connected vehicle algorithm without TSP, respectively,
including the confidence interval, as a function of the penetration rate. Figure 5.3 shows the
results in scenarios with balanced demand, and Figure 5.4 shows the results in scenarios with
unbalanced demand (demand ratio is 0.2). It can be seen from Figure 5.3 and Figure 5.4 that
the results for balanced demand and unbalanced demand follow a similar trend. The algorithm
that use information provided by connected vehicles perform better compared to the fixed-time
algorithm in nearly all scenarios, especially the scenarios with the undersaturated or unbalanced
demand.

The value of connected vehicles can be seen from the clear bars in Figure 5.3 and Figure 5.4.
As is shown in Figure 5.3(a), 5.3(c) and 5.3(e) (also Figure 5.4(a), Figure 5.4(c) and Figure 5.4(e),
the connected TSP algorithm without considering bus stop preforms better than the fixed time
algorithm with TSP in undersaturated scenarios (v/c ratio of 0.7) with/without bus stops. Same

11There are scenarios with bus stops, but bus stops are not taken into account by the algorithm.
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Table 5.1: Summary of results (passenger delay in seconds). The shaded number represents the
best algorithm in each scenario.

balanced unbalanced

stop v/c pr fixed-
time

Without
TSP

TSP with-
out stop

TSP with
stop

fixed-
time

Without
TSP

TSP with-
out stop

TSP with
stop

0 22.7 22.7 22.7 22.7 12.9 12.9 12.9 12.9

0.2 22.7 17.5 15.1 15.1 12.9 10.5 9.7 9.7

0.4 22.7 13.6 11.0 11.0 12.9 9.6 7.9 7.9

0.6 22.7 10.7 8.8 8.8 12.9 6.8 6.0 6.0

0.8 22.7 8.9 7.0 7.0 12.9 6.7 5.8 5.8

0.7

1 22.7 7.9 6.0 6.0 12.9 5.8 5.0 5.0

0 32.8 32.8 32.8 32.8 16.7 16.7 16.7 16.7

0.2 32.8 30.7 24.9 24.9 16.7 13.6 11.2 11.2

0.4 32.8 29.0 19.9 19.9 16.7 10.2 8.3 8.3

0.6 32.8 25.5 17.5 17.5 16.7 8.3 6.8 6.8

0.8 32.8 25.4 18.9 18.9 16.7 8.0 6.3 6.3

no stop

1.1

1 32.8 24.5 19.5 19.5 16.7 8.5 6.5 6.5

0 41.0 41.0 41.0 41.0 25.2 25.2 25.2 25.2

0.2 41.0 20.0 21.6 16.0 25.2 24.6 25.1 20.1

0.4 41.0 15.4 17.6 11.5 25.2 19.2 21.3 17.3

0.6 41.0 12.9 15.0 9.7 25.2 15.9 17.3 14.8

0.8 41.0 12.0 14.0 8.7 25.2 13.4 14.3 11.5

0.7

1 41.0 11.9 13.9 8.2 25.2 9.6 11.3 8.1

0 73.1 73.1 73.1 73.1 35.6 35.6 35.6 35.6

0.2 73.1 58.3 78.7 32.2 35.6 28.6 32.3 12.3

0.4 73.1 43.1 61.3 25.7 35.6 21.9 25.1 10.5

0.6 73.1 40.9 59.0 22.1 35.6 13.2 15.1 9.9

0.8 73.1 36.8 58.2 21.0 35.6 11.6 14.2 8.5

near-side

1.1

1 73.1 39.9 57.6 19.1 35.6 9.0 13.6 8.4

0 23.1 23.1 23.1 23.1 16.4 16.4 16.4 16.4

0.2 23.1 18.1 17.4 15.8 16.4 16.1 12.8 11.4

0.4 23.1 14.8 13.2 11.4 16.4 15.4 12.1 7.8

0.6 23.1 11.5 10.8 9.1 16.4 13.1 10.6 5.7

0.8 23.1 10.8 9.3 7.5 16.4 11.8 9.9 5.5

0.7

1 23.1 9.2 8.2 6.6 16.4 4.4 3.7 3.2

1.1 0 34.4 34.4 34.4 34.4 19.3 19.3 19.3 19.3

34.4 0.2 34.4 49.5 39.4 31.2 19.3 20.4 18.3 14.3

34.4 0.4 34.4 44.8 31.6 23.7 19.3 16.5 14.3 8.1

34.4 0.6 34.4 43.4 31.6 23.8 19.3 16.1 13.4 6.5

34.4 0.8 34.4 41.5 34.1 22.5 19.3 15.0 11.2 6.3

far-side

34.4 1 34.4 44.3 32.0 24.0 19.3 10.5 7.2 5.4

holds for Figure 5.3(b) and Figure 5.4(b), the oversaturated scenario (v/c ratio of 1.1) without
bus stops. In these scenarios, the average delay savings per passenger compared to the fixed-time
algorithm with TSP can be up to 40% if penetration rate is greater than 0.4. This means that
the connected TSP algorithm without considering bus stops successfully reduces the average
delay per passenger compared to the fixed-time algorithm with TSP in these scenarios. In other
words, there is value in using connected vehicle technology and the information it provides for
undersaturated intersections and intersections without bus stops.
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(a) v/c ratio =  0.7, without bus stop
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(b) v/c ratio =  1.1, without bus stop
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(c) v/c ratio =  0.7, near-side bus stop
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(d) v/c ratio =  1.1, near-side bus stop
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(e) v/c ratio =  0.7, far-side bus stop
Penetration rate

0 0.2 0.4 0.6 0.8 1.0

D
el

ay
 sa

vi
ng

 p
er

 p
as

se
ng

er
(%

)

-100

-80

-60

-40

-20

0

20

40

60

80

100
Compared to the fixed-time strategy with TSP 
Compared to the connected algorithm without TSP

(f) v/c ratio =  1.1, far-side bus stop

Figure 5.3: Average delay savings per passenger (both cars and buses) for algorithm with gen-
eral TSP compared to the fixed-time strategy with TSP and the connected vehicle
algorithm without TSP. The demand is balanced. Bus flow is 30 veh/hr. Error bars
represent the confidence interval of the average delay savings (confidence level 95%).

However, in oversaturated scenarios (v/c ratio of 1.1) with bus stops and balanced demands
(Figure 5.3(d), 5.3(f), the general TSP does not necessarily reduce the average delay per passenger
compared to the fixed-time strategy, especially for low penetration rates. This is because the
algorithm does not consider the bus stops. Here in some scenarios, the green time might be
wasted as cars are blocked by buses dwelling at the stop. The results for the unbalanced demand
scenarios (Figure 5.4(d) and Figure 5.4(f) are different, as the fixed signal control can yield
very poor performance. Besides, in contrast to the balanced demand scenarios, the additional
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(a) v/c ratio =  0.7, without bus stop
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(b) v/c ratio =  1.1, without bus stop

0 0.2 0.4 0.6 0.8 1
Penetration rate

-100

-80

-60

-40

-20

0

20

40

60

80

100

D
el

ay
 sa

vi
ng

 p
er

 p
as

se
ng

er
  (

%
)

Compared to the fixed-time strategy with TSP
Compared to the connected algorithm without TSP

(c) v/c ratio =  0.7, near-side bus stop
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(d) v/c ratio =  1.1, near-side bus stop
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(e) v/c ratio =  0.7, far-side bus stop
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(f) v/c ratio =  1.1, far-side bus stop

Figure 5.4: Average delay savings per passenger (both cars and buses) for algorithm with gen-
eral TSP compared to the fixed-time strategy with TSP and the connected vehicle
algorithm without TSP. The demand is unbalanced. Bus flow is 30 veh/hr. Error bars
represent the confidence interval of the average delay saving (confidence level 95%).

information received with the general TSP becomes very valuable.
The value of TSP can be observed by the solid line in Figure 5.3 and Figure 5.4. In scenarios

without a bus stop, the connected TSP algorithm without considering bus stops performs better
than the connected vehicle algorithm without TSP. This means that giving bus priority in scenarios
without bus stop saves average delay per passenger. Hence, providing bus priority is valuable in
those cases.

However, providing TSP without considering bus stops may not be desirable if bus stops
do exist. In scenarios with far-side bus stops, although the connected TSP algorithm without
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considering bus stop outperforms the connected vehicle algorithm on average, the variability of
the results is large. This means that in the worst cases, providing bus priority without considering
stops may be harmful. Similarly, in scenarios with near-side bus stops, the performance of
the general TSP algorithm is worse than not considering TSP. This is because the general TSP
does not coordinate the bus stop with the signal. For near-side bus stops, the signal might
add green time for a dwelling bus to pass the intersection even if there is a long queue in the
competing approach. For far-side bus stops, the queue spilled back from the bus stops might
block the intersection. Hence, by deciding on signal timings without considering the bus stops,
the algorithm greatly sacrifices the performance of the competing approach. Therefore, the
algorithm should always consider bus stops when giving bus priority at intersection with bus
stops, especially if they are near-side.

Note that in Table 5.1, the delay of the scenarios with the near-side bus stop is higher compared
to the scenarios with far-side bus stop. One potential reason is that in the scenarios with the
near-side bus stop, both cars and buses are affected by both the traffic signal and the buses.
Therefore, the total delay includes both the signal delay and the delay caused by the bus stop. In
scenarios with the far-side bus stop, however, the vehicle delay at the intersection is only caused
by the traffic signal, thus includes only signal delay.

5.4.2 Value of TSP considering bus stops

To evaluate the value of considering bus stops, the delay savings obtained by the connected TSP
algorithm considering bus stop compared to the connected TSP algorithm without considering
bus stop are shown in Figure 5.5. Note that when there are bus stops, the connected TSP algorithm
considering bus stops always outperforms the fixed-time algorithm with TSP, as is shown in
Table 5.1. The delay savings are observed for all penetration rates tested for both low and high,
balanced and unbalanced demand.

As is shown in Figure 5.5, the connected TSP algorithm considering bus stops outperforms the
connected TSP algorithm without bus stops in all scenarios tested, and the results are statistically
significant. In scenarios with near-side bus stops and both balanced demand and unbalanced
demand (i.e. Figure 5.5(a) and (c), the connected TSP algorithm considering bus stops generally
saves 20% more delay for penetration rates larger than 0.2 in undersaturated scenarios, and
40% in oversaturated scenarios. In scenarios with far-side bus stops (i.e. Figure 5.5(b) for
balanced demand and Figure 5.5(d) for unbalanced demand), the connected TSP algorithm saves
30% extra delay compared to the general TSP algorithm in oversaturated scenarios and 15% in
undersaturated scenarios. It is also shown in Figure 5.5 that even in the worst case, the connected
TSP algorithm considering bus stop still outperforms the connected TSP algorithm without
considering bus stops. This shows that considering the coordination of bus stops and signals
successfully improves the performance, especially for scenarios with near-side bus stops. It can
be further seen from Table 5.1 (the shaded numbers) that the best algorithm with the lowest
passenger delay is always the TSP considering bus stops in all scenarios tested. In the case
without bus stops, the algorithm from Section 2.1 yields a similar performance.

5.4.3 Value of the algorithm considering schedule delay

To evaluate the performance regarding schedule delay, simulations are conducted to compare the
algorithm considering schedule delay to the connected TSP algorithm considering bus stops and
signal delay. Both scenarios with near-side and far-side stops are simulated. Buses are assumed
to have a schedule. The simulation is set up so that buses have the possibility to arrive either
early, on time, or late. Two types of such scenarios are tested: 1) 30% of buses are early; 2) 60%
of buses are early. The results are summarized in Figure 5.6. For ease of comprehension, the
results are shown without confidence intervals.
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5.4. Simulation Results and Algorithm Evaluation
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(c) Far side bus stop, unbalanced demand
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Figure 5.5: Average delay savings per passenger for the connected algorithm with TSP consider-
ing stops compared to algorithm with general TSP. Bus flow is assumed as 30 veh/hr.
Error bars represent the confidence interval of the average delay saving (confidence
level 95%).
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Figure 5.6: Average delay savings per passenger (signal delay for cars and schedule delay for
buses) for algorithm with TSP considering schedule delay compared to algorithm
considering signal delay. Bus flow is assumed as 30 veh/hr.

As is shown in Figure 5.6, on average the delay savings are positive compared to the connected
TSP algorithms considering signal delay, although they are typically below 10% if 30% of buses
are early, and 20% if 60% of buses are early. It can be seen that by increasing the percentage
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of early buses, the benefit of considering the schedule delay increases. This is because the
buses do not receive priority when they are early if schedule delay is considered. The remaining
intersection capacity can be given to cars, which reduces the average delay of cars, especially in
scenarios with a near-side bus stop.

However, the benefit of considering the bus schedule is not statistically significant compared
to the connected TSP algorithm considering signal delay (i.e. most confidence intervals contain
zero). The variability of the results is very large, which means that in some cases, by considering
the schedule delay, the algorithm performs even worse than by considering signal delay. This is
an expected result. The connected TSP algorithm considering signal delay already fully utilizes
the intersection capacity and successfully coordinates the intersection and bus stops. Only the
cars in the conflicting approach might benefit from accounting for bus schedule. Nevertheless,
extra delays might be imparted onto vehicles following the bus (including cars and buses) due to
the approach not receiving priority. Therefore, it is expected that the additional delay savings are
not significant. In practice, taking into consideration the trade off between implementation cost
and the delay savings, it may not be worthwhile to consider bus schedule.

5.5 Robustness of the Algorithm

Below, the robustness of the algorithm is evaluated. Section 5.5.1 discusses the sensitivity
to location of bus stops, Section 5.5.2 discusses the sensitivity to assumed occupancy, and
Section 5.5.3 discusses the robustness to estimation errors in the bus dwell time.

5.5.1 Sensitivity to location of bus stops
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Figure 5.7: Sensitivity to location of stops where bus flow = 30 veh/hr, bus occupancy = 50
passenger/veh and penetration rate = 1.0. The performance index is per passenger
delay, and includes both cars and buses. Error bars represent the confidence interval
of the average delay saving (confidence level 95%).

The sensitivity of the algorithm introduced in Section 2.2 to the location of bus stops is
discussed here. Scenarios with different v/c ratios and bus stop locations are tested. The results
are shown in Figure 5.7. For near-side bus stops, the performance of the algorithm is only
sensitive to the location of the bus stops in oversaturated cases (v/c = 1.1). For far-side bus stops,
the performance of the algorithm is sensitive to the location of the bus stops in near oversaturated
or oversaturated cases (v/c ratio > 0.9). This is because as the v/c ratio increases, spillback is
more likely to occur either from the bus stop to the intersection (far-side bus stop), or from the
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5.5. Robustness of the Algorithm

intersection to the bus stop (near-side bus stop). Also, note that typically if a far-side bus stop is
used, the delay will be greater than if a near-side bus stop were used.

For undersaturated cases, the average passenger delay does not change with the location of
stops. This shows that the algorithm provides good coordination between the intersection and the
bus stop.

5.5.2 Sensitivity to assumed bus occupancy
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Figure 5.8: Sensitivity to assumed occupancy, where penetration rate=1.0, and bus flow=30 ve-
h/hr. The performance index is per passenger delay that includes both cars and buses.
Error bars represent the confidence interval of the average delay saving (confidence
level 95%).

In reality, it is usually not feasible to obtain an accurate estimation of bus occupancy. However,
a certain occupancy should be assumed for a bus when requesting priority. Here the sensitivity
of the algorithm to the assumed bus occupancy is analyzed using the connected TSP algorithm
introduced in Section 2.2. Different sets of parameters (v/c ratios, bus arrivals, bus stops, and
penetration rates) are tested. For presentation simplicity, Figure 5.8 shows the results of some
particular cases. Other results with different inputs are similar.

As is shown in Figure 5.8, as long as the assumed bus occupancy is greater than 6, the influence
of assumed bus occupancy on average passenger delay is marginal. Hence, a priori information
of bus occupancy is not required by this algorithm. Note that by assigning buses an occupancy
larger than 6, they can obtain full priority. This is achieved without sacrificing the performance of
the conflicting approach using the connected algorithms (more details are given in Section 5.5.4).

It can also be seen from Figure 5.8 that the average delay per passenger slightly decreases as
the assumed bus occupancy increases. This again highlights the fact that this algorithm performs
better than the original connected vehicle algorithm (treating buses as ordinary vehicles) in
multi-modal scenarios.

5.5.3 Sensitivity to bus dwell time estimation error

The dwell time in reality might be stochastic, due to the variation of passenger behaviors. Hence,
we may not have accurate information on the bus dwell time. This subsection evaluates the
robustness of the algorithm in scenarios with bus dwell time estimation error. It is assumed that
the errors follow a Gaussian distribution with mean 0. The cases with moderate errors (with a
standard deviation of 2s), medium errors (with a standard deviation of 6s) and large errors (with
a standard deviation of 10s) are tested, respectively. The minimum dwell time is set as 5s. The
bus flow is chosen as 30veh/hr. Note that this is a relatively high bus flow. It is expected that the
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dwell time errors have a larger influence on the system performance in such cases. The results
are shown in Figure 5.9.
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Figure 5.9: Sensitivity to bus dwell time estimation error. The bus flow is assumed to be 30veh/hr.
Error bars represent the confidence interval of the average delay saving (confidence
level 95%).

It can be seen that the small and medium estimation errors in bus dwell time only have marginal
impact on the performance of the algorithm , with an increase of average delay smaller than 10%
compared to the scenarios with perfect information. Thus, we can conclude that the algorithm is
not sensitive to the estimation error on the bus dwell time for small and medium errors.

In scenarios with large errors in the estimation of the dwell time, the deterioration of the
algorithm is marginal for cases with low demand, but more significant for cases with high
demand. Recall that the average dwell time of the buses is 20s, a standard deviation of 10s is
already quite large, and is expected to deteriorate the performance of the algorithm. In scenarios
with low demand, the errors in the dwell time only affect the algorithm locally (i.e. for the
vehicles close to the bus). However, in scenarios with high demand, the congestion can propagate
and the errors might affect more vehicles.

5.5.4 Trade-off between bus priority and the conflicting approach delay

This subsection tests whether giving priority to buses sacrifices the performance of the conflicting
approach. To do so, analysis is conducted to compare the resulting average vehicle delay of
buses, and cars in the conflicting approach with and without TSP in the scenarios without bus
stops. Figure 5.10(a) shows the average vehicle delay of cars in the conflicting approach and
Figure 5.10(b) shows the average vehicle delay of buses.

It can be seen from both Figure 5.10(a)- 5.10(b) that the algorithm only slightly increases the
average delay per car of the conflicting approach while significantly reducing the delay of buses.

Particularly, as is shown in Figure 5.10(a), the car delay increases by less than 5% for v/c
ratios lower than 0.9 and less than 10% for v/c ratio of 1.1. For v/c ratios lower than 0.9 where
the intersection is undersaturated, vehicles can be discharged from the intersection soon after
their arrival, thus giving bus priority will only locally influence several vehicles in the conflicting
approach. For v/c ratio of 1.1, it is expected that giving priority to buses will sacrifice the
performance of the other approach. However, as there would be no wasted green time, the
conflicting approach will be given priority as soon as possible. Therefore, the increased delay is
not significant.
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Figure 5.10: Average vehicle delay of buses and cars in the conflicting approach where pene-
tration rate = 1.0 and bus occupancy = 50 passenger/veh. Error bars represent the
confidence interval of the average delay saving (confidence level 95%).

Notice that the simulation is conducted with a bus flow of 30veh/hr, which is usually a high
frequency for bus arrivals. If buses arrive less frequently, it is expected that bus priority would
have even less impact on the performance of the conflicting approach.

5.6 Conclusions and Future Work

In this chapter, we integrate TSP into the signal control strategy proposed in Chapter 4 considering
different bus infrastructure (layouts of bus stops) and bus operations (schedule), and propose
three TSP algorithms in a connected vehicle environment: 1) TSP algorithm without considering
bus stop; 2) TSP algorithm considering bus stops; and 3) TSP algorithm considering bus stops
and schedule.

Various simulations are conducted to evaluate the performance of the proposed algorithm.
Simulation results show that the algorithm successfully reduces average delay per passenger
compared to a fixed time signal control algorithm with TSP and the basic connected vehicle
algorithm without TSP. The value of TSP, the value of considering bus stops, and the value
of considering bus schedule are discussed. In scenarios without bus stops, average passenger
delay can be reduced by giving bus priority. In scenarios with bus stops, bus stops should be
considered when providing bus priority. The findings shed light on the methods and significance
of coordinating the TSP algorithms with the bus stops. However, the benefit of considering bus
schedule is marginal compared to the benefit of considering the bus stops.

Sensitivity analysis is conducted to show the robustness of the algorithm. It is shown that
the algorithm does not require accurate information of bus occupancy, nor dwell time. This is
valuable in cases where bus occupancy is not available, or there are estimation errors for the
dwell time. It is also shown that the performance of the algorithm is not sensitive to the location
of bus stops in undersaturated scenarios. In summary, the algorithm provides a good coordination
between bus stops and the intersection.

Future work includes considering a more complex intersection where computational issues
should be taken into account (e.g. by formulating an integer programming problem). The
proposed scheme can also be generalized to multiple lane scenarios, where the effects of the
bus stop can be modelled by the kinematic wave theory (Luthy et al., 2016; Arnet et al., 2015).
Another possible extension is to incorporate dedicated bus lanes or pre-signals (Guler and
Menendez, 2014a,b; Guler et al., 2016), which provide spatial priority to buses.
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PART III

Network-level Traffic Control in a
Connected Vehicle Environment

81





Abstract

In this part, we investigate traffic control of large-scale urban networks in a connected vehicle
environment. In particular, we study perimeter control to carefully restrict the incoming flow into
a pre-defined region by manipulating the traffic signals at the boundary intersections in order to
prevent congestion inside. Perimeter control is a promising control scheme for large-scale urban
networks, as it requires the optimization of a small number of intersections. The methodological
framework of perimeter control is typically based on the aggregated traffic model of the MFD (or
NFD), which relates the trip completion flow to the traffic accumulation inside a network.

Chapter 6 addresses two important research gaps (N1 and N2) in the perimeter control literature
established in Section 2.3. First, unlike most of the existing works that focus only on the network
level control decisions, we propose the multi-scale perimeter control strategy based on MPC that
distributes optimally the aggregated control decision to individual perimeter intersections and
accounts for the competing objective functions at both levels. To solve the challenging embedded
optimization problem that involves many decision variables, we develop an approximation
framework to convert the problem into a linear programming problem, ensuring an efficient
solution. Numerical analysis shows that by applying the proposed controller, the protected
network can operate around the desired state as expressed by the MFD, while the total delay
at the perimeter is minimized as well. Second, we consider a connected vehicle environment,
where connected vehicles serve as the only data source. This is a first attempt to develop a
network-level traffic control methodology by using the emerging connected vehicles technology.
In order to handle the strong noises due to low penetration rates of connected vehicles, we extend
the proposed multi-scale perimeter control to a stochastic MPC scheme explicitly considering
the stochasticity in traffic state estimation, prediction, and the shape of the MFD. Simulation
analysis demonstrates the robustness of the proposed stochastic controller, showing that efficient
controllers can indeed be designed with this newly-spread vehicle technology even in the absence
of other data collection schemes (e.g. loop detectors).

Chapter 7 extends the multi-scale perimeter control strategy proposed in Chapter 6 to address
research gap N3 (established in Section 2.3) by introducing the heterogeneity of vehicles. The
heterogeneity is represented by the difference across vehicles in their value-of-time (VOT). This
allows us to differentiate across modes (buses are expected to carry more passengers, hence have
a higher VOT), across occupancy levels (as with buses, cars with more passengers can increase
passenger throughput), across emergency levels (as emergency vehicles typically have a higher
VOT), etc. We then employ a pricing scheme to prioritize vehicles with high VOT such that they
enter the protected network with less delay through priority lanes at the perimeter intersections
where a fee could be charged if necessary. These lanes receive more favorable signal times
than the other lanes to ensure a fast service. The proposed approach is tested in a simulated
network which resembles the main features of the central area of the city of Zurich, Switzerland.
By using the proposed strategy, the traffic accumulation inside the network is still stabilized,
and the monetary cost due to delay is significantly reduced at the perimeter. The distribution
of the combined cost (including cost due to delay and tolls) is more evenly distributed among
VOT groups than that resulting from the multi-scale strategy. The proposed strategy also has the
potential to enhance passenger mobility, as vehicles with more passengers typically have a higher
VOT.

For reader’s convenience, the most important variables are given below.
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The variables below are given sets or indices (inputs)

I set of intersections.

Ipri set of priority intersections (with priority lanes installed)

Inon set of non-priority intersections (without priority lanes installed)

J vehicle groups, indexed by j

M i set of streams of an intersection i, i ∈ I, indexed by m

M i
in set of streams of an intersection i, i ∈ I

M i
out set of streams of an intersection i, i ∈ I

Pi set of phases of intersection i, i ∈ I, indexed by p

k index of the current cycle

l index of predicted cycle from the current cycle

V i set of all movements (traffic moving in the same direction) at intersection
i, indexed by ξ

V i
pri set of priority movements (with priority lanes installed) at intersection i

V i
non set of non-priority movements (without priority lanes installed) at inter-

section i

T i set of priority streams at intersection i

N i set of normal streams (streams associated with priority movements other
than priority streams) at intersection i

Y i set of general streams (streams associated with non-priority movements)
at intersection i

The variables below are functions or notations (inputs)

G(·) MFD that relates the completion flow to the traffic accumulation in a
network

φ(·) function that relates a stream to a movement, i.e. ξ = φ(m) represents
stream m is associated with movement ξ

ρm (·) logistic function calculating the probability for the drivers to choose
stream m

Um (·) utility function associated with stream m

The variables below are given scalars or can be estimated using real data (inputs)

C cycle length of each intersection

L prediction horizon (number of cycles)

σ j value of time for vehicle group j

π j probability that a vehicle belong to the vehicle group j

ζ parameters to the VOT distribution

v absolute value of the slope of the left-branch of the MFD (free flow
states)

w absolute value of the slope of the right-branch of the MFD (congested
states)

84



ncr critical accumulation in the MFD

n̂ab (k) measured traffic accumulation for vehicles in Region a with destination
in Region b at cycle k, a, b = 1, 2, where 1 represents the center region,
and 2 represents the periphery region. It is the initial traffic accumulation
for the proposed MPC model

x̂im (k) measured queue length of stream m at intersection i during cycle k, i ∈ I
, m ∈ M i . x̂im (k) is considered as the initial value for the proposed MPC
model

x̂im j (k) measured queue length of stream m in vehicle group j at intersection i
during cycle k, i ∈ I , m ∈ M i , j ∈ J. x̂im (k) is considered as the initial
value for the proposed MPC model

simp maximum discharging flow of stream m in cycle p at intersection i, i ∈ I,
m ∈ M i , p ∈ Pi

Dab (k + l |k) predicted newly generated demand, generated from region a with desti-
nation of region b at cycle k + l based on information available at cycle
k, 0 ≤ l ≤ L, a, b = 1, 2

αi
m percentage of outflow vehicles on stream m at intersection i, i ∈ I,

m ∈ M i

gimax maximum allowed total green time ratio at intersection i, i ∈ I

gi
p,min minimum allowed green time ratio for phase p at intersection i, i ∈ I, p ∈

Pi

λiξ (k + l |k) predicted arrival flow for movement ξ ∈ V i at intersection i in cycle k + l
based on information available at cycle k, 0 ≤ l ≤ L, j ∈ J

λiξ (k + l |k) predicted arrival flow for movement ξ ∈ V i in vehicle group j ∈ J at
intersection i in cycle k + l based on information available at cycle k,
0 ≤ l ≤ L, j ∈ J

X i
m,max storage capacity for stream i at intersection i

The variables below are associated with decision variables

nab (k + l |k) predicted accumulation of vehicles in Region a with destination in Re-
gion b at cycle k + l based on information available at cycle k, 0 ≤ l ≤ L,
a, b = 1, 2

βab (k + l |k) predicted controlled flow transferring from Region a to Region b at cycle
k + l based on information available at cycle k, 0 ≤ l ≤ L, a, b = 1, 2

µim (k + l |k) predicted departure flow of stream m at intersection i in cycle k + l based
on information available at cycle k, 0 ≤ l ≤ L, i ∈ I, m ∈ M i

qi
m (k + l |k) predicted arrival flow of stream m at intersection i in cycle k + l based

on information available at cycle k, 0 ≤ l ≤ L, i ∈ I, m ∈ M i (note
that qi

m (k + l |k) is treated as given parameters in Chapter 6, but can be
associated with decision variables in Chapter 7)

qi
m j (k + l |k) predicted arrival flow of stream m in vehicle group j at intersection i in

cycle k + l based on information available at cycle k, 0 ≤ l ≤ L, i ∈ I,
m ∈ M i , j ∈ J
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xim (k + l |k) predicted queue length of stream m at intersection i in cycle k + l based
on information available at cycle k, 0 ≤ l ≤ L, i ∈ I, m ∈ M i

xim j (k + l |k) predicted queue length of stream m in vehicle group j at intersection i in
cycle k + l based on information available at cycle k, 0 ≤ l ≤ L, i ∈ I,
m ∈ M i , j ∈ J

gip (k + l) green time ratio of phase p at intersection i at cycle k + l, 0 ≤ l ≤ L,
i ∈ I, p ∈ Pi

zim j (k + l |k) predicted probability for vehicle group j to take stream m ∈ T i ∪ N i at
intersection i in cycle k + l based on information available at cycle k,
0 ≤ l ≤ L, j ∈ J

τi (k + l |k) predicted toll for using the priority lanes at intersection i in cycle k + l
based on information available at cycle k, 0 ≤ l ≤ L, j ∈ J
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Chapter 6

Multi-scale Perimeter Control in a Connected
Vehicle Environment

This chapter is partially based on the following papers.
− Yang, K., N. Zheng and M. Menendez (2018d) Multi-scale perimeter control approach in a

connected-vehicle environment, Transportation Research Part C: Emerging Technologies, 94,
32 – 49.

− Yang, K., N. Zheng and M. Menendez (2017b) Multi-scale perimeter control approach in
a connected-vehicle environment, paper presented at the 22nd International Symposium on
Transportation and Traffic Theory (ISTTT), vol. 23, 101–120.

6.1 Objectives and Contributions

Perimeter control is an efficient and effective traffic control scheme, which has been receiv-
ing enormous research attention, ranging from the control of single/two regions (Haddad and
Geroliminis, 2012; Keyvan-Ekbatani et al., 2012; Geroliminis et al., 2013; Haddad et al., 2013;
Aboudolas and Geroliminis, 2013; Keyvan-Ekbatani et al., 2015; Haddad, 2015) to multiple re-
gions (Aboudolas and Geroliminis, 2013; Ramezani et al., 2015; Kouvelas et al., 2016). However,
although some works attempt to consider the local intersections (Keyvan-Ekbatani et al., 2012;
Geroliminis et al., 2013; Haddad et al., 2013; Aboudolas and Geroliminis, 2013; Hajiahmadi
et al., 2015; Haddad, 2017), there are no methodological works that 1) balance the competing
objectives of the network and local levels, and 2) investigate how the aggregated control decisions
can be translated to the decision variables for the local control problem. Moreover, existing
perimeter control strategies do not account for the promising connected vehicle technology. Con-
nected vehicles provide detailed and diverse information, capable of performing more intricate
and anticipative control. However, it is challenging to handle the uncertainties due to the limited
penetration rates during the transition period. Some existing works rely on robust control schemes
and may yield a conservative control decision. Moreover, the measurement and prediction noises
are typically ignored, which are crucial for the deployment of the connected vehicles.

In this chapter, we propose control strategies for large-scale urban networks utilizing the
information provided by connected vehicles. In particular, we aim to address research gaps
N1 and N2 as established in Section 2.3. We will integrate the optimal control of perimeter
intersections (i.e. to minimize local delay) into the perimeter control scheme (i.e. to optimize
traffic performance at the network level). We will also handle the challenging issues brought by
the low penetration rates of connected vehicles. The contributions of this chapter are three-fold.

1) We propose a multi-scale control strategy that optimizes traffic performance at both the
network and the local level (i.e. perimeter intersections). This is the first theoretical
perimeter control framework that considers the local perimeter intersections.

2) We apply the proposed controller in a connected-vehicle environment, for which the
robustness of the control is enhanced. This is, to the best of our knowledge, the first
attempt to develop a network-level methodology using such technology.
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3) We develop a stochastic model predictive controller to handle the uncertainties resulting
from the limited penetration rates of the connected vehicle technology.

The rest of this chapter is organized as follows. Section 6.2 introduces the general framework of
a dynamic traffic system model and the design of the proposed control strategy, i.e. a multi-scale
perimeter flow controller. Section 6.3 describes the simulations settings. Section 6.4 analyzes
the performance of the proposed control strategy and carries out a comparative analysis to the
classical control strategies. Section 6.4 extends the proposed multi-scale controller to a stochastic
controller that takes into account system uncertainties brought by the limited information from
connected vehicles. Section 6.5 further investigates the robustness of the proposed control
strategy and demonstrates the importance of the multi-scale treatment. Section 6.6 concludes this
chapter and provides future research directions.

6.2 General Methodology

6.2.1 Problem presentation

Consider a typical urban city of single-center structure, with two regions. Let us denote the
center region as “1” and the outside region as “2”, where the perimeter between the two regions
is the perimeter where we apply the control via traffic signals. The two levels of control under
consideration are (i) the city center network which attracts large demand (i.e. network level);
and (ii) the intersections at the perimeter, where the perimeter control is implemented (i.e. local
level). At the network level, the dynamics of the system are described by an MFD O = G(n)
where the aggregated traffic completion flow O (outflow, vehs per time unit) is a function G(·) of
the traffic accumulation n (number of vehicles, vehs). The MFD is assumed to be known for the
given network.

The change in traffic accumulations of the region, reflecting the network-level traffic state, can
be represented by the evolution of the accumulation n, which is captured by mass conservation
equations without the need for detailed traffic information (such as routing at link level) within
the network. Eq.(6.1)-Eq.(6.2) show the time-discretized dynamics at the network level. The
cycle length is denoted as C [hr].

n11(k + 1) = n11(k) + D11(k)C + β21(k)C −
n11(k)

n11(k) + n12(k)
G(n11(k) + n12(k))C (6.1)

n12(k + 1) = n12(k) + D12(k)C − β12(k)C (6.2)

In the equations, nab (k) [veh] represents the traffic accumulation in region a with destination in
region b at cycle k (independently of the origin of the individual trips). Hence, n11(k) denotes
the traffic accumulation in the city center with a destination in the city center; n12(k) is the traffic
accumulation in the city center which will end trips in the outside region; likewise, n21(k) is
the traffic accumulation in the outside region that will end their trips in the city center. Dab (k)
[veh/hr] denotes the newly generated demand from region a, with a destination to region b at cycle
k. Therefore D11(k) is the internal demand having destinations inside the city center; D21(k) is
the demand coming from outside while ending their trips inside of the center center; D12(k) is
the demand generated in the center region with destination to the outside region; and D22(k) is
not considered here. β21(k) and β12(k) [veh/hr] are the controlled flow, entering and leaving the
center region, respectively (these are important variables to the proposed control strategy). The
last term in Eq.(6.1) represents the uncontrolled trip completion flow inside the city center. Since
the MFD function G is known and the demand Dab (k) can be learned without requiring detailed
Origin-Destination (OD) information, traffic accumulation Eq.(6.1)-Eq.(6.2) can be monitored
in real time. Uncertainties in the demand Dab (k) will be discussed in Section 6.5. In Eq.(6.1)
and Eq.(6.2), it is assumed that the network is homogeneous, which is also the requirement of a
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well-defined MFD. If the network is not homogeneous, it can be divided into a few homogeneous
sub-networks using clustering techniques (Ji and Geroliminis, 2012).

Initially, we assume that the network is equipped with a sufficient number of connected vehicles
(i.e. high penetration rate) so that we can properly measure the states (i.e. traffic accumulation
and queue lengths) of the network. This assumption is relaxed in Section 6.5, and its impact on
the traffic performance will be discussed later. Theoretically, the method proposed in this chapter
can also use the data from other sources such as video cameras, probe vehicles, and historical
data. However, in practice, the method is expected to work with better accuracy with connected
vehicle data, as we assume real-time information is available on the dynamic origin-destination
(OD) at the network level and the arrival flow at the intersection level (a priori knowledge on
which intersection each vehicle uses to enter the city center).

For the local level, we track the dynamics of the queues at the perimeter intersections. Denote
the set of the intersections as I, the set of streams for each intersection i as M i , and the phases
for each intersection as Pi . We assume a constant cycle length for all intersections C [hr].
This assumption reduces complexity in formulating the control problem, allowing an extensive
numerical analysis with moderate computational burden. Alternatively, cycle length and other
signal settings can be dynamically formulated, and easily integrated into the proposed model.

We refer to the departure flow for each direction m of intersection i at cycle k as µim (k)
[veh/hr]. µim (k) is estimated based on the arrival flow qi

m (k) [veh/hr], the queue length xim (k)
[veh], the discharging flow simp [veh/hr], the cycle length C [hr], and the allocated green time
ratio gip (k) [-] (Liu et al., 2008; Zhao et al., 2011; Li et al., 2013; Tan et al., 2017). For each
intersection i, the maximum discharging flow rate simp is a time-invariant parameter which takes
one of the following two values: 1) the saturation flow rate, if green signal is given to stream
m in phase p at intersection i; 2) 0, otherwise. simp only represents the ability of stream m at
intersection i to discharge vehicles in phase p. It is independent of the arrival flow of vehicles.
The actual departure rate µim (k) is, on the other hand, bounded by the demand at this stream.
Note that we assume that the arrival flow qi

m (k) [veh/hr], the queue length xim (k) [veh], the
maximum discharging flow simp [veh/hr], and the allocated green time ratio gip (k) can have
different values among intersections. The evolution of the queue length xim (k +1) can be captured
by the mass conservation law, as well, i.e. Eq.(7.4).

xim (k + 1) = xim (k) + qi
m (k)C − µim (k)C, m ∈ M i, i ∈ I (6.3)

For the proposed framework at the local level, we take into account not only the directions for
accommodating flows β21(k) and β12(k), but also the general directions of a typical signalized
intersection.

6.2.2 An MPC approach for multi-scale control

An MPC approach is proposed to the multi-scale controller which integrates the network level
perimeter control and the local level intersection control through detailed signal optimization.
The proposed MPC relies on a dynamic traffic model that couples both the network and the
intersections. It calculates the green time ratios at each intersection (i.e. decision variables)
to optimize the total travel cost in the current signal cycle, while taking into consideration the
costs in the future cycles. This is achieved by solving an optimization problem with a finite-time
horizon (N cycles), where we obtain the evolution of traffic accumulations and the predicted
optimal green ratios for each cycle, but only execute the green ratios for the current cycle. These
features make the proposed MPC approach fundamentally different, while more complicated to
solve than the ones in previous studies.

There are two types of inputs to the MPC: the current traffic states (i.e. traffic accumulation
and queue lengths at each intersection), and the traffic demands. The traffic accumulation and
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Figure 6.1: Control diagram for MPC.

queue lengths are measured using information communicated from the connected vehicles. The
traffic demands and the region-level ODs can be predicted in real time through the CVs alone or
combined with historical data.

The control diagram in Figure 6.1 illustrates graphically the control process. Note that we
separate the real system dynamics (at both network and local level) and the MPC prediction
models in Figure 6.1. The MPC prediction model can be different from the system dynamics.
gip (k) are the decision variables (i.e., output of the MPC controller). D̃ab (k) and q̃i

m (k) represent
the current real demand at the network and local level at cycle k, respectively; Dab (k + l)
and qi

m (k + l), 0 ≤ l ≤ L − 1 represent the predicted demand at the network level and the
intersection level, respectively. ñab (k) and x̃im (k) represent the current real traffic accumulation
and queue length in the traffic system, respectively; n̂ab (k) and x̂im (k) represent the measured
traffic accumulation and queue length at cycle k, respectively, both are considered to be obtained
through connected vehicles. Notice that no measurement noise nor prediction error is incorporated
at this stage, i.e. Dab (k) = D̃ab (k), qi

m (k) = q̃i
m (k), n̂ab (k) = ñab (k), x̂im (k) = x̃im (k). This

assumption will be relaxed later where additional treatment is integrated.
At each cycle k, we solve the MPC optimization model over a moving time horizon of the next

L cycles. The detailed formulation of the optimization problem is displayed in Eq.(6.4)-(6.15).
The inputs to the model are (a) the predicted demand in the next L cycles at both the network and
local level, (b) the measured traffic accumulation, and (c) the queue length. The output of the
model are the optimal green time ratios for each phase at each intersection during the current
cycle, which serve as a feedback to the traffic system.

The objective function Eq.(6.4) minimizes the total travel cost JD of the whole system,
including the total delay incurred at the perimeter intersections and the total travel time within
the controlled network subject to constraints Eq.(6.5)-Eq.(6.15). The first two terms in Eq.(6.4),
multiplied by the cycle length, represent the network travel time in the city network during a
given cycle; the third term (also multiplied by the cycle length) represents the total travel delay at
the perimeter intersections also during a given cycle. This is computed for all future L cycles
(the horizon). Notice that the last term excludes the outflow streams from the network M i

out
(explanation on the exclusion is given below). In Eq.(6.4), the two objective criteria (travel time
in the city network and delay at the perimeter intersections) have the same weights. However, the
weights can be adjusted for different policy-oriented purposes.
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min JD = C
L∑
l=1

(
n11(k + l |k) + n12(k + l |k) +

∑
i∈I

∑
m∈M\M i

out

xim (k + l |k)
)

(6.4)

s.t. n11(k + l + 1|k) = n11(k + l |k) + D11(k + l |k)C + β21(k + l |k)C

−
n11(k + l |k)

n11(k + l |k) + n12(k + l |k)
G

(
n11(k + l |k) + n12(k + l |k)

)
C, ∀0 ≤ l ≤ L − 1 (6.5)

n12(k + l + 1|k) = n12(k + l |k) + D12(k + l |k)C − β12(k + l |k)C, ∀0 ≤ l ≤ L − 1 (6.6)

β21(k + l |k) =
∑
i∈I

∑
m∈M i

in

µim (k + l |k), ∀0 ≤ l ≤ L − 1 (6.7)

β12(k + l |k) =
∑
i∈I

∑
m∈M i

out

µim (k + l |k), ∀0 ≤ l ≤ L − 1 (6.8)

µim (k + l |k) = min
{αi

m

|I |
n12(k + l |k)

n11(k + l |k) + n12(k + l |k)
G

(
n11(k + l |k) + n12(k + l |k)

)
,∑

p∈Pi

simpg
i
p (k + l |k)

}
, ∀m ∈ M i

out, ∀i ∈ I, ∀0 ≤ l ≤ L (6.9)

µim (k + l |k) = min{xim (k + l |k)/C + qi
m (k + l |k),

∑
p∈Pi

simpg
i
p (k + l |k)},

∀m ∈ M i\M i
out, ∀i ∈ I, ∀0 ≤ l ≤ L − 1 (6.10)

xim (k + l + 1|k) = xim (k + l |k) + qi
m (k + l |k)C − µim (k + l |k)C,

∀m ∈ M i\M i
out, ∀i ∈ I, ∀0 ≤ l ≤ L − 1 (6.11)∑

p∈P

gip (k + l |k) ≤ gimax, ∀i ∈ I, 0 ≤ l ≤ L − 1 (6.12)

gip (k + l |k) ≥ gip,min, ∀p ∈ Pi,∀i ∈ I,∀0 ≤ l ≤ L − 1 (6.13)

n1b (k |k) = n̂1b (k), b = 1, 2 (6.14)

xim (k |k) = x̂im (k), ∀m ∈ M i\M i
out, ∀i ∈ I (6.15)

Constraints Eq.(6.5) and Eq.(6.6) represent the mass conservation of vehicle accumulations
at the network level (they are modelled after Eq.(6.1) and Eq.(6.2)). Eq.(6.7) and Eq.(6.8) are
“coupling” constraints which link the network and the local level. Here M i

in and M i
out are two

disjoint subsets of set M, which represent the set of inflow streams to the network and the set
of outflow streams from the network at intersection i, respectively. Eq.(6.7) reflects that the
vehicles departing from streams in M i

in are the inflow entering into region 1. Likewise, Eq. (6.8)
holds because vehicles departing from streams in M i

out are the outflow leaving from region 1.
Eq.(6.9) and Eq.(6.10) ensure that the departure flow of each stream is taken as the minimum of
the demand and the capacity determined by the allocated green time. The first term in Eq.(6.9)
represents the “demand” leaving the network. It is the flow arriving at the outflow streams M i

out of
each intersection, the sum of which is determined by the outflow of the network. In the prediction
model, we assume that the outflow of the network is evenly distributed across all intersections.
For each intersection, there might exist multiple outflow streams accommodating the flows that
leave the network. αi

m represents the percentage of outflow vehicles on each of them. The value
of αi

m can be dynamically updated by online estimation (e.g. a Kalman filter) from CV data
while integrating historical information. Note that obtaining αi

m from traditional data sources
(such as fixed loop detectors) may require more effort while resulting in less accuracy. The first
term in Eq.(6.10) is the total demand for each stream at each intersection, determined jointly by
the queue length and the arrival flows. Here, qi

m (k + l |k) represents the newly arriving flow for
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stream m at cycle k + l at intersection i, predicted at cycle k. The second terms in both Eq.(6.9)
and Eq.(6.10) represent the capacity, determined by the allocated green time ratios. Eq.(6.11)
describes the queue dynamics at the local level using basic conservation law. It does not include
the outflow streams of the network, as 1) the total arrival to these streams is decided by the
outflow of the network; 2) in the objective function Eq.(6.4), these outflow vehicles are already
included in n12(t). Eq.(6.12) and Eq.(6.13) are the physical constraints imposed on the green
time ratio. gimax is the maximum allowed total green ratio across all phases, defined as 1 − η/C
where η is the total lost time. gi

p,min is the minimum duration of the green signal sufficient to
discharge a given number of vehicles (e.g. 2 vehicles). Both gimax and gi

p,min are given parameters,
which can be determined by the configurations of the intersections. Constraints Eq.(6.14) and
Eq.(6.15) define the initial traffic accumulations, n1b, init , and the initial queue lengths, xim, init .

As n11(k + l |k), n12(k + l |k), β12(k + l |k), β21(k + l |k), µim (k + l |k), xim (k + l |k) are all
functions of gip (k + l |k), the only decision variables are the green time ratios gip (k + l |k) for
p ∈ Pi, i ∈ I, ∀0 ≤ l ≤ L.

It can been seen that the optimization problem defined by Eq.(6.4)-(6.15) is highly complex. To
reduce the non-convexity and facilitate the solution searching, constraints Eq.(6.5) and Eq.(6.9)
are converted into a piecewise linear function. Details are presented in Section 6.2.3.

6.2.3 An approximation framework

In this subsection, we reformulate the optimization problem Eq.(6.4)-Eq.(6.15) through lineariza-
tion techniques. For presentation simplicity, we neglect the cycle index k in this subsection.

A triangular-shape MFD (used also in Haddad and Geroliminis, 2012; Haddad et al., 2013)
is employed in the prediction model. Note that for the numerical simulation, an empirical
MFD (with scatters and noises) is utilized. This makes the prediction model different from the
simulation model (used later in Section 4, Section 5.2, and Section 5.3). This is an important
treatment for the MPC-based approach. Also note that choosing alternative MFD shapes for
the prediction model is straightforward in our framework. Our results show, however, that the
triangular MFD represents a good compromise between accuracy and efficiency, and works
sufficiently well.

The MFD is represented as

G(n) = min{vn, (w + v)ncr − wn} (6.16)

where v, w > 0 are the absolute value of the slopes of the left and the right branch of the MFD,
respectively; ncr is the critical vehicle accumulation.

The proposed MPC with its current form Eq.(6.4)-Eq.(6.15) is highly nonlinear and nonconvex
due to the following terms in Eq.(6.5) and Eq.(6.9), respectively.

O1b =
n1b

n11 + n12
G(n11 + n12), b = 1, 2 (6.17)

Hence, we rewrite O1b, b = 1, 2 as follows.

O1b = min
{
vn1b,

(w + v)ncrn1b

n11 + n12
− wn1b

}
, b = 1, 2 (6.18)

It can be seen from Eq.(6.18) that the only nonlinear terms are n1b
n11+n12

, b = 1, 2. To solve
the problem efficiently, we apply linearization technique to this term with a first-order Taylor
polynomial approximation. Denote the initial accumulation as (n̂11, n̂12). Specifically, we
linearize the second term of O11 at (n̂11, ncr − n̂11) and the second term of O12 at (ncr − n̂12, n̂12).
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With simple calculations, we can then rewrite O11 and O12 as follows.

O1b ≈ Ō1b = min
{
vn1b, γa0 + γa1n11 + γa2n12}, a = 1, 2 (6.19)

where

γ10 = (w + v)n̂11, γ11 = v − (w + v)
n̂11

ncr
, γ12 = −(w + v)

n̂11

ncr
(6.20)

γ20 = (w + v)n̂12, γ21 = −(w + v)
n̂12

ncr
, γ22 = v − (w + v)

n̂12

ncr
(6.21)

Notice that we linearize O11 and O12 at (n̂11, ncr − n̂11) and (ncr − n̂12, n̂12) instead of the
original initial accumulation (n̂11, n̂12). The reason is summarized in Lemma 1.

Lemma 1. By linearizing O1b as Ō1b (Eq.(6.19), we obtain

Ō1b = O1b, if n11(k) + n12(k) ≤ ncr, b = 1, 2 (6.22)

The proof of the lemma is trivial. We omit here for brevity. Lemma 1 indicates that the linear
approximation does not change O11 and O12 in the free flow state.

The linearization of O11 and O12 can greatly accelerate the solution procedure of the proposed
MPC model. Constraints Eq.(6.5) and Eq.(6.9) can be reformulated as follows.

n11(k + 1) = n11(k) + D11(k)C + β21(k)C −min{vCn11(k),

γ10C + γ11Cn11(k) + γ12Cn12(k)}, ∀0 ≤ l ≤ L − 1 (6.23)

µim (k) = min
{αi

m

|I |
vn12(k),

αi
m

|I |

(
γ20 + γ21n11(k) + γ22n12(k)

)
,∑

p∈Pi

simpg
i
p (k + l |k)

}
, ∀i ∈ I, ∀0 ≤ l ≤ L (6.24)

By replacing Eq.(6.5) and Eq.(6.9) with Eq.(6.23) and Eq.(6.24), the highly nonlinear and
nonconvex MPC can be reformulated into a piecewise linear optimization problem. Though still
non-convex, the problem can be solved using the existing algorithms (for example the branch
and cut algorithm in Keha et al. (2006)) by introducing binary decision variables which represent
whether these constraints are chosen. Since there will not be too many binary decision variables,
the problem can be solved in a reasonable time (30s for our simulated cases).

We notice that the only constraint which still makes the problem non-convex is Eq.(6.10) for
m ∈ M i

in , as the sign before β21(k + l |k) in Eq.(6.23) is positive. To accelerate the procedure,
we approximate µm (k + l |k) =

∑
p∈Pi spmgp (k + l), for m ∈ M i

in . Two remarks should be made
regarding for this approximation.

R1) This approximation might overestimate µm (k + l |k) if xim (k + l |k)/C + qi
m (k + l |k) <∑

p∈Pi spmgp (k + l), i.e. when demand to enter the network is low. However, in scenarios
where there are always high demand, e.g. during peak hour, the approximated model is
practically equivalent to the original model. Also note that by overestimating the network
inflows, the obtained control policy can be more conservative at the network level.

R2) If the signal timing is very flexible (i.e. gi
p,min is sufficiently small and each green phase

discharges only one stream), gip (k + l |k) can be set as small as possible. In such cases, the
approximated model is also equivalent to the original model.

With this approximation, we replace Eq.(11) with two constraints Eq.(6.25) and Eq.(6.26).

µim (k + l |k) = min{xim (k + l |k)/C + qi
m (k + l |k),

∑
p∈Pi

simpg
i
p (k + l |k)},
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∀m ∈ M i\M i
out\M

i
in, ∀i ∈ I, ∀0 ≤ l ≤ L − 1 (6.25)

µim (k + l |k) =
∑
p∈Pi

simpg
i
p (k + l |k), ∀m ∈ M i

in,

∀i ∈ I, ∀0 ≤ l ≤ L − 1 (6.26)

Eq.(12) is further replaced with Eq.(6.27) to guarantee that xim (k + l |k) ≥ 0.

xim (k + l + 1|k) = max{0, xim (k + l |k) + qi
m (k + l |k)C − µim (k + l |k)C},

∀m ∈ M i\M i
out, ∀i ∈ I, ∀0 ≤ l ≤ L − 1 (6.27)

Having been transformed to its current form, the approximated model becomes a convex
piecewise linear model. Both the traffic accumulations n and the queue length x can be represented
as a sum of max functions of the green ratios g. This convex piecewise linear model can be
equivalently reformulated into a linear programming problem by relaxing the min and max
operator with the corresponding inequalities. The model can be solved efficiently with the classic
simplex method (Nelder and Mead, 1965) or an interior-point method (Kojima et al., 1989) in a
commercial solver, such as Cplex. The average running time for solving the multi-scale problem
in each cycle is 0.5s on a PC with one CPU core.

6.3 Simulation Settings

We simulate a typical morning-peak period. The studied region is shown in Figure 6.2(a), where
a similar type of perimeter control is implemented (Ortigosa et al., 2014; Ambuhl et al., 2018).
The MFD of this network are designed to mimic the aggregated traffic features of the city center
of Zurich, Switzerland, shown in Figure 6.2(b) (Ambühl et al., 2016). Note that the simulation
is macroscopic. The system dynamics are realized using the MFD-based aggregated dynamics,
rather than a micro-simulation.

The total demand for entering the network during a 1.5 hour period is shown in Figure 6.2(c).
Note that this demand profile generates a large amount of traffic accumulation for testing the
controllers. The resulting MFD without the application of any type of perimeter control reaches
oversaturated states (i.e. the network gets congested).

This network consists of 20 intersections at the perimeter. For the prediction model, we use
a triangular MFD with v = 5hr−1,w = 2.5hr−1 and ncr = 3000veh. The maximum flow of the
network is 15000veh/hr. The initial traffic accumulation in the onset of the simulation is assumed
to be 2000veh, below the critical accumulation. Each intersection is assumed to have the phases
and streams shown in Figure 6.2(d) and Figure 6.2(e)12. The saturation flow is assumed to be
different across intersections. The cycle length C is 1 min. The maximum allowed green ratio for
each intersection gimax is 0.9, and the minimum green ratio gi

p,minfor each phase is 0.1 (which
means 6s). There is no offset between intersections.

6.4 Case Study on the Multi-scale Controller

To evaluate the proposed strategy, we compare three types of controllers in the following case
study: 1) the proposed multi-scale MPC-based controller, 2) a classical controller developed
in the traffic control literature using Proportional, Integral and Differentiation (PID) method
(Åström and Hägglund, 2006), and 3) a bang-bang type of controller which is also one of the
most classical benchmarks in the control theory literature (Bellman et al., 1956). For both the

12Right turn is not included in this case study, as it will complicate our signal plan with limited added value. It is not
difficult for our model to handle the cases with either protected or unprotected right turns.
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Figure 6.2: Simulations settings. At the intersection level (d and e), streams 1 and 6 are the inflow
to the city network, and streams 3 and 7 are the outflow from the city network.

PID controller and the bang-bang controller, we first determine the total inflow and outflow
of the network. These flows are then distributed to each intersection based on the local queue
information. A system with perfect information is considered in Section 6.4.1; Systems with
moderate noises and large noises are considered in Section 6.4.2 and Section 6.4.3, respectively.
The numerical simulation is conducted with Python, with integration of a Cplex C++ API for
solving the model. The average solution time for one cycle is less than 1s. The moving horizon
for the proposed multi-scale MPC is chosen as 20 cycles.

6.4.1 Performance of the multi-scale controller

Let us define two performance measures, the traffic accumulation in the center and the queue
length at the perimeter intersections. The queue values are normalized and dimensionless
(rescaled in relation to the maximum and minimum queue values of the whole network), given
that the intersections have different physical configurations (e.g. the discharging flow, arrival
flow, etc). The resulting time series of the two measures are displayed in Figure 6.3, Figure 6.4
and Figure 6.5 for the three controllers.

As shown in Figure 6.3, all three controllers succeed in effectively operating the city center
network, by maintaining the accumulation around the critical value. It appears that the bang-bang
controller generates oscillations in the system dynamics. The classical bang-bang controller
follows an all-or-nothing rule, which is as expected to cause aggressive control actions towards
the change of the system states. The oscillations exist even in scenarios without noises in the
control system (the type of noises considered later will be detailed in Section 4.3). The PID
controller, regulates the system in a relatively less aggressive manner, and maintains an the
accumulation slightly smaller than the critical accumulation. This is because the inflow and
the outflow of the network, given by the PID controller, may not satisfy the constraints at the
intersections, as the local level dynamics and signal settings are not explicitly considered. The
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Figure 6.3: Accumulation comparison between the MPC-based controller, the classical PID
controller and the bang-bang controller in scenarios without noises.

proposed MPC controller appears to produce promising results, exhibiting high stability and
efficiency at the network level. First, in comparison with the bang-bang controller, the MPC
produces oscillation-free system dynamics. Second, in comparison with the PID controller, the
MPC assures a higher network utilization, accommodating traffic at the critical accumulation
level for a much longer period of time (roughly 30 minutes). Regarding the global performance,
the three controllers seem to be equivalently functioning. After a careful analysis on the local
level, however, the real advantage of the proposed controller is revealed. The differences are
indeed found at the local intersections.

Figure 6.4 displays radar-shape plots of queue length distribution at the intersections. These
plots illustrate the average queues in the inflow (streams 1 and 6) and side (streams 2, 4 ,5 and 8)
direction to the network, during two time periods: the beginning of the peak hour (Figure 6.4(a)
and Figure 6.4(c)), and the middle of the peak hour (Figure 6.4(b) and Figure 6.4(d). For the
outflow direction, the demand is served by all of the three controllers, and there is almost no
queue at any intersection.

The solid radial lines in gray represent the 20 intersections, while the rings are the queue
length contour references. The radar pattern connects the length of the queue of the adjacent
intersections, aiming at providing a clear illustration on the resulting queues under the different
control strategies. Recall that the queue values have been normalized for comparable illustration.
As a general remark, the proposed multi-scale MPC controller handles the queue well for
the concerned directions during both time periods. Comparing to the other two controllers, it
generates shorter queues at the most intersections. From Figure 6.4(a), it seems that the bang-bang
controller works the best for managing the inflow to the network in the onset of the peak hour.
This is not surprising, because the bang-bang controller gives the highest priority to the inflow
streams by sacrificing the majority of traffic from the side streams (see Figure 6.4(c)). Moreover,
the bang-bang controller may release queues of the inflow direction drastically which increases
the network accumulation and negates the network-level performance (e.g. it can generate a
traffic accumulation larger than the critical accumulation). In the middle of the peak hour, it
can be observed that the results are totally different. The MPC controller clearly works the best
among the three controllers. As displayed in Figure 6.4(b) , it reduces significantly the queues
at most intersections. Furthermore it looks that the queues are more evenly distributed among
intersections. The MPC controller outperforms the classical PID controller in both scenarios for
the inflow queues. This is expected, as the PID controller does not take into account the detailed
configuration and the queue of the intersections. Furthermore, as observed in Figure 6.4(c) and
Figure 6.4(d), the proposed control improves the traffic operation of side directions, as well. It is
found that the proposed controller significantly reduces the local queues, by up to 60% compared
to the bang-bang and the PID controllers. The bang-bang controller, not surprisingly, can result
in much longer queues, e.g. for intersection 16 (I-16) the queue length is double under bang-bang
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Figure 6.4: Queue length comparison between the MPC-based controller, the bang-bang con-
troller, and the classical PID controller in scenarios without noises. Queue lengths
are normalized with the minimum and maximum queue length in the network.
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Figure 6.5 shows the total queue length at each cycle for the three controllers. It is evident that
the proposed controller renders smaller queues than the other two controllers. This is because the
proposed controller optimizes the combined cost of both the network and the intersection level.

We have also carried out analysis for scenarios where the demand is low. Under such conditions,
the performance is similar for all controllers, e.g. the difference in the resultant total delays
is ignorable. This is reasonable, since the magnitude of the impact of local queue on global
performance is directly determined by the level of demand flowing into the network.

6.4.2 System performance under moderate noises

In this section, we test the performance of the proposed controller in a noisy environment.
Precisely, we consider the stochasticity in the MFD, the measurement noises, and the prediction
uncertainties13. This makes the simulated MFD essentially different from the prediction MFD
in the MPC optimization model. Recall that we assume the connected vehicles are the only
information source. In a network fully equipped with connected vehicles, perfect information can
be provided at both network and local levels for the controller. However, when the penetration
rate is insufficient, an inaccurate state measurement (i.e. traffic accumulation and queue lengths)
would be expected. These noises affect the accuracy of the initial state in the MPC controller (see
Figure 6.1), i.e. n̂11(k), n̂12(k), x̂im (k) in the proposed model Eq.(6.4)-Eq.(6.15), thus control
efficiency could be hindered. Furthermore, as the traffic dynamics can be highly stochastic, it is
difficult to predict the future arrivals and departures with complete accuracy.

It is then important to evaluate how less than perfect information regarding these parameters
affects the control controller.

In this section, we look at the system performance for moderate noise level. The error
for the traffic accumulation and queue length measurement is assumed to follow a Gaussian
distribution with a mean of 0 and a standard deviation of 5% of the mean value. Furthermore, we
simultaneously consider the stochasticity existing on the MFD, so the outflow from the network
has e.g. a 10% fluctuation (i.e, the actual outflow from the network follows a uniform distribution
between 0.9O(t) and 1.1O(t)). The errors in the demand prediction are assumed to follow a
Gaussian distribution with mean 0 and a standard deviation of 10% of the value. These three
types of noises are assumed to be independent.

Figure 6.6(a) displays the resulting green ratio over time, for the four different phases of
a representative intersection operating under perimeter control. The performance of the other
intersections looks similar even though they have different demand patterns and capacities. Recall
that Phases 2 and 4 accommodate the network inflow and outflow respectively, while Phase 3
serves both directions. Phase 1 regulates the directions other than the network inflow and outflow.
It receives green time allocation up to 25% of the cycle time. Such result is obtained because
the controller aims to minimize the total delay of all traffic. A simplification of the intersections
with only inflow and outflow direction cannot reflect the impact of control on local queues, and
possibly overestimates the transfer flows between the two regions. Treating the entire intersection
is thus important. From the time series of the Phase 2, it can be observed that the restriction of
the inflow to the network occurs during the peak hour between minutes 30 and 90.

Figure 6.6(b) shows the controlled inflow (Streams 1 and 6), outflow of the center region
(Streams 3 and 7), and other controlled departure flows (Streams 2, 4, 5 and 8) at the aggregated
level for the whole network. It is evident that all the departure flows are quite smooth under
moderate noises. Figure 6.6(c) displays the time series of traffic accumulation. The changes of
flow restriction and traffic accumulation at the network level appear to be stable and smooth.

13Note that the noisy environment also includes scenarios with uncontrolled intersections. The noises brought by the
uncontrolled intersections (as in Keyvan-Ekbatani et al., 2012) can be combined with the internal demand.
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Figure 6.6: System performance with moderate noises.
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6.4.3 Performance deterioration with strong noises in the system

We investigate now the performance when the system error increases. The corresponding
noises on the measurement of accumulation and queue length reach to 15% (instead of 5% in
Section 6.4.2). The errors in the demand prediction are assumed to follow a Gaussian distribution
with mean 0 and a standard deviation of 30% (in contrast to 10% in Section 6.4.2) of the value.
The outflow calculated from the MFD is assumed to have a 20% fluctuation (in contrast to 10%
in Section 6.4.2) . All the other settings remain unchanged.

We reproduce the same graphs from Figure 6.6 in Figure 6.7. The accumulation time series in
Figure 6.7(c) clearly indicates a strong oscillation after the control is activated. Oscillations are
also observed in the controlled flows. After a first glance, it may seem the proposed controller
works in a bang-bang style, as up-and-downs of departure flow can be found at local intersections
and at the network.

To investigate in detail the difference in mechanism between the proposed controller and the
bang-bang controller, we plot in Figure 6.7(a) the time series of the green ratio with scatters
and colors. Red color represents the time intervals when the accumulation is larger than the
critical accumulation. It can be seen that the proposed control does not follow a "green-or-red"
logic which is employed by the bang-bang controller. The proposed controller sometimes even
restricts the inflow, when the accumulation is below the critical one (for example at minute 44).
As the proposed controller predicts the possible increase in that may cause queues later, inflow is
restricted in advance. This reflects the fundamental difference of the proposed control from the
bang-bang which takes only myopic decisions.

Table 6.1: Comparison between the two MPC, the PID controller and the Bang-bang controller.
Numbers within parenthesis reflect the change with respect to the multi-scale MPC for
each of the scenarios.

Large noise Moderate noise No noise

Total

travel cost (hr)

Multi-scale MPC 7263 6122 5443

PID controller 7722 (+6.3%) 6663 (+8.8%) 5708 (+4.9%)

Bang-bang controller 8928 (+22.9%) 7481 (+22.2%) 6211 (+14.1%)

Total intersection

delay (hr)

Multi-scale MPC 2536 1495 1082

PID controller 2950 (+16.3%) 1972 (+31.9%) 1341 (+23.9%)

Bang-bang controller 3953 (+55.9%) 2624 (+75.5%) 1485 (+37.2%)

A quantitative comparison between the proposed multi-scale MPC, the PID controller, and
the bang-bang controller in scenarios with large noises, moderate noises and no noises is shown
in Table 6.1. It is shown that the hybrid controller outperforms both the PID and the bang-bang
controller, especially with noises. Specifically, the savings in network travel times is more than
4.9% compared to the PID controller and more than 14% compared to the Bang-bang controller.
The savings in intersection delay is more than 16% compared to the PID controller and more
than 37% compared to the Bang-bang controller.

In summary, we have demonstrated that although the proposed strategy performs well under
moderate noises, strong noises and uncertainties in the system due to the low penetration rates
of CVs can create strong fluctuations in system dynamics. This type of fluctuation indicates
an over-correction of the controller, which hinders the performance of the system. To address
this issue, we extend the multi-scale perimeter control strategy to a stochastic MPC in the next
section.
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Figure 6.7: System performance with strong noises.
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6.5 Stochastic Controller

6.5.1 Design of the stochastic MPC

Given the results of Section 6.4.3, it is evident that the controlled performance of the system can
become worse when perfect and accurate information on the traffic accumulations and demand is
not available. Furthermore, utilizing deterministic traffic models (e.g. the non-scattered MFD)
overlooks the stochastic nature of traffic dynamics, thus might make the control actions given by
Eq.(6.4)-Eq.(6.15) non-optimal.

To this end, we extend the developed controller to account for the noises. We explicitly consider
two types of noises: demand prediction errors and measurement errors in traffic accumulation
and queue length. In other words, we consider the predicted demand (Dab (k + l |k), qi

m (k + l |k)),
and measurement (n̂ab (k), x̂im (k)) to be random variables following known distributions. In
fact, the distributions of these random variables can be estimated from real-time or historical CV
data with Bayesian filters (e.g. Kalman filter) or machine learning techniques. The details are
beyond the scope of this thesis. Interested readers can refer to Yuan et al. (2012), Gayah and
Dixit (2013), Ramezani and Geroliminis (2015), or Ambühl et al. (2018).

In contrast with existing robust controllers which optimize the worst-case performance of the
controller in a noisy environment (Haddad and Shraiber, 2014; Haddad, 2015), we employ a
stochastic MPC based methodology. For the definition of stochastic MPC, interested readers
can refer to Kouvaritakis et al. (2004) and Couchman et al. (2006). The reasons for proposing
a stochastic MPC in this case are two-fold. First, the robust control methods normally assume
bounded noises, which does not necessarily apply for this system. The actual internal demand at
the network level and the arrival flows at the intersection level can be in a large range, which
could make the resulting control action too conservative due to the strong stochasticity in the
system. Second, applying the robust control methods to this problem could render a complex, or
even intractable optimization problem, considering the scale and complexity of the formulated
model.

Therefore, we propose a two-stage stochastic MPC-based methodology, which employs
stochastic programming. This type of control method has been extensively applied in many
disciplines (e.g. Farina et al., 2016; Parisio et al., 2016; Tong et al., 2015). Recall that for the
MPC-based controller, only the control action (green ratios) in the first cycle is executed (the
others are for prediction purposes). Hence, we aim to determine the green ratios in the first
optimized cycle (i.e. the current cycle) such that the optimal green ratios minimize the average
cost in the L future cycles. In the rest of this section, we establish the two stages of the stochastic
MPC. The first stage master problem considers the green ratios to be executed (i.e. gip (k)) subject
to the physical constraints of the green ratios. The second stage subproblem estimates the total
travel cost resulting from the chosen green ratios for each scenario arrival flow, internal demand,
traffic accumulation, and queue lengths for each sample in the sample space R.

The first stage master problem is formulated as Eq.(6.28)-Eq.(6.30).

min Er JD,r (6.28)

s.t.
∑
p∈P

gip (k) ≤ gimax, ∀i ∈ I (6.29)

gip (k) ≥ gimin,p, ∀i ∈ I, p ∈ Pi (6.30)

where r is one sample in the sample space R. JD,r is the optimal objective value of the second
stage problem resulting from the decision variable gip (k) in sample r .
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The second stage subproblem is formulated as follows.

min JD,r = C
L∑
l=1

(
n11,r (k + l |k) + n12,r (k + l |k)

)
+ C

L∑
l=1

∑
i∈I

∑
m∈M i\M i

out

xim,r (k + l |k) (6.31)

where the decision variables of the second stage problem in each sample r are gip,r (k + l), 1 ≤ l ≤
L. The corresponding n11,r (k + l |k), n12,r (k + l |k), xim,r (k + l |k), together with µm,r (k + l |k),
β11,r (k + l |k) and β12,r (k + l |k), are regarded as functions of gip,r (k + l). These variables satisfy
constraints Eq.(6.5)-Eq.(6.15). Note that for the following cycles (starting from k + 1, l ≥ 1), the
green ratios gip,r (k + l) are different for each sample r . In contrast, the green ratios in the current
cycle, gip (k), are given as known parameters for the second stage problem, and they are the same
for each sample, i.e.

gip,r (k) = ĝip (k), ∀p ∈ Pi,∀i ∈ I,∀0 ≤ l ≤ L − 1 (6.32)

We can simplify the second stage problem into a linear programming problem with the same
approximation as utilized in Section 3.2.

The two stages interact with each other. The connection between the first stage problem and
the second stage problem is two-fold. First, the objective function of the first stage problem is
calculated by all the second stage problems. Second, the solution to the first stage problem is the
initial solution for the second stage problem.

However, as the sample space R is continuous, it is not possible to enumerate all the samples
to calculate the expected travel cost. One general method to handle this problem is the so-called
Sample Path Optimization (Robinson, 1996), i.e. to sample a finite number of scenarios, R0,
following the given distribution. Specifically, we sample the arrival flow, internal demand, traffic
accumulation, and queue lengths as qi

m,r (k + l |k), Dab,r (k + l |k), n̂ab,r (k) and x̂im,r (k). Ideally,
we should also adopt a large sample size (i.e. number of scenarios with different realizations
of the same noise level) to estimate the expected travel cost more accurately. However, for the
sake of computational efficiency, we limit the sample size to 20-50, as this number of samples is
enough to cover the sample space. For information on how to generate representative samples,
interested readers can refer to Sobol (1967) and Ge and Menendez (2014). It is shown in Section
5.2 and Section 5.3 that the stochastic MPC performs sufficiently well with a sample size of 20
for the cases with similar city size to Zurich. Empirical simulations also indicate that the benefit
of having a larger sample size than 20 is marginal.

We combine the two stages into one linear programming problem and solve it with the simplex
method in Cplex. This is proved to be more efficient than the L−shape algorithm (Higle and Sen,
1991) which iteratively solves the two stage problem.

6.5.2 Performance of the stochastic MPC

We implement the stochastic controller using the same simulation settings (with strong noises)
as in Section 6.4.3 and evaluate the performance of the controller. Figure 6.8(c) shows the
comparison of the accumulation time series after applying the stochastic controller. The sample
size is chosen as 20 and the computational time for each time step is 15s (in contrast with less
than 1s for the multi-scale MPC based controller). Compared to Figure 6.7, it is evident that
the system changes in a more stable manner thanks to the stochastic controller. Compared to
the oscillations of the multi-scale controller, the stochastic controller successfully maintains the
accumulation around the critical one (Figure 6.8(b)). The fluctuation of the network inflows is
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Figure 6.8: System performance of the stochastic MPC with strong noises.
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also reduced (Figure 6.8(c)).

6.5.3 Value of connected vehicles

We evaluated the value of connected vehicles in this subsection (i.e. the value of the information
level introduced in Chapter 4). The penetration rate of connected vehicles affects the measurement
of the traffic accumulation and the queue lengths. Existing works identified the relationship
between the measurement errors and the penetration rates, e.g. in Ramezani and Geroliminis
(2015) and Gayah and Dixit (2013). To avoid randomness, we select 10 random seeds for
executing the controllers, we then compute the average value of each available performance
measure. The resulting performance measures from both the multi-scale controller and the
stochastic controller are illustrated in Figure 6.9.
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Figure 6.9: Performance of the stochastic MPC in different penetration rates of connected vehi-
cles.

Figure 6.9(a) shows the total travel costs in the whole system over different levels of penetration
rates. It is observed that the stochastic MPC always outperforms the multi-scale MPC for all
the penetration rates. It can be seen that the total travel costs resulting from the stochastic MPC
is less sensitive to the penetration rates than that of the multi-scale MPC. This is expected, as
the proposed stochastic MPC controller aims to maintain the system at a desired state given that
uncertain noises exist in the system. Regardless of the different levels of the noise, the control
actions eventually brings the system towards the desired state. Furthermore, Notice that there are
still noticeable gaps between the two curves even at a penetration rate of 100%. One possible
explanation is that the system has uncertainty in demand and MFD. Such uncertainty exists even
for 100% penetration rate.

Next, let us look into more details at both the network level and the local level. At the network
level (Figure 6.9(b)), it is shown that the network travel time is not sensitive to the penetration
rates for both the multi-scale and stochastic MPC. This is expected, as both controllers can
stabilize the system. Note that the total network travel time for the scenarios with low penetration
rates is even slightly smaller than that of the scenarios with high penetration rates. This is because
there are less vehicles in the network for the scenarios with low penetration rates, as fewer
vehicles are let in at the perimeter. At the local level (Figure 6.9(c)), the total intersection delay
is strongly influenced by the penetration rate for both the multi-scale and stochastic MPCs. By
increasing the penetration rate from 5% to 100%, the total delay at the perimeter intersections
resulting from the multi-scale MPC and the stochastic MPC is reduced by 41.1% and 27.3%,
respectively. The reduction in delay clearly indicates that for both controllers, the penetration rate
is more important for the intersection control than the network control. We can also see that the
stochastic controller is less sensitive to the penetration rates than the multi-scale controller. This
indicates that the stochastic controller exhibits more robustness to uncertainties in the system.

Even if the stochastic MPC tends to outperform the multi-scale MPC, the multi-scale MPC
has the strong advantage of low computational cost. Hence, under higher penetration rates and
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low system stochasticity, it might be advisable to apply the multi-scale control in reality.

6.6 Conclusions and Future Work

This chapter proposes a multi-scale MPC based strategy to integrate the network level perimeter
control and the local level signal control in a traffic system with one center region and one
periphery. The model calculates the optimal green ratios that minimize the total travel costs for
both levels in a moving time horizon. Connected vehicles provide not only information on the
current traffic state in both network (traffic accumulation) and local level (queue length), but also
provide information on possible future arrivals. The predictive nature of the connected vehicles
enables a more efficient application of the MPC based strategy. This MPC based strategy is
further extended into a two-stage stochastic MPC to cope with large system noises due to the
stochasticity of the system and the lack of information. The stochastic controller optimizes the
expected travel cost resulting from the current control action.

Case studies show that the multi-scale MPC based strategy successfully stabilizes the traffic
accumulation in the center network with the least impact on the perimeter intersections. The total
travel cost is minimized for the vehicles both in the network and on the perimeter. The proposed
controller is also robust to moderate noises. In scenarios with large noises, the stochastic
controller is shown to successfully reduce the oscillations in the system. We looked at the
applicability of the proposed two controllers under different penetration rates of connected
vehicles. For scenarios with very low penetration rate and/or large system noises, the stochastic
controller is highly recommended. The sample size in the stochastic optimization model should
be no less than 20 and compatible with the computational power of the system. For scenarios
with high penetration rate and low system noises, multi-scale control already gives satisfactory
results.

In the proposed framework, we assume that conventional and connected vehicles exist in the
traffic system. We will further investigate how the proposed control strategies can be extended to
consider the scenarios where automated vehicles are present in the traffic system, with or without
dedicated infrastructure (e.g. in Yang et al. (2019)). Furthermore, we consider the inflow to
the network entering from a fixed intersection and neglect the possible reroute to its adjacent
intersections when queue length is large. This can be important, especially in the scenarios where
automated vehicles exist in the traffic systems. Incorporating this effect will be a future work,
which requires significant amount of research efforts on the modelling of the system dynamics.
This work does not assume the outside network to be homogeneous with a single MFD. The
arrival rate to the perimeter intersections is assumed to be predicted with real-time connected
vehicles information. The impact of the control policy on the outside network and integration
of the network and periphery for multi-region perimeter control are considered also as future
research directions. Additionally, it would be interesting to study how the proposed model can be
extended to consider the scenarios where the perimeter of the each region changes dynamically
due to real-time partitioning of the multi-region network. Moreover, the model can be adapted
to address multimodal networks by incorporating multimodal MFDs (Geroliminis et al., 2014;
Loder et al., 2017) and flexible sharing strategies (He et al., 2018a). As a matter of fact, the
algorithm presented in this chapter has already been extended as an alternative to dedicated
bus lanes (Chiabaut et al., 2018). Another potential limitation of the proposed approach is that
perimeter control may not be able to handle the scenarios with very high demand. As a future
work, we will test the performance of the proposed strategy in such scenarios and integrate
incentives so that passengers switch their transportation mode or departure time.
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Chapter 7

Perimeter Control with Priority Lanes in a
Connected Vehicle Environment

This chapter is partially based on the following papers.
− Yang, K., N. Zheng and M. Menendez (2018e) A perimeter control approach integrating

dedicated express toll lanes, paper presented at the Transportation Research Board 97th
Annual Meeting.

− Yang, K., N. Zheng and M. Menendez (2017a) Integrating perimeter control with dedicated
express toll lanes, paper presented at the Traffic and Granular Flow Conference (TGF 2017).

7.1 Objectives and Contributions

Although extensive efforts have been made to study the perimeter control for large-scale urban
networks (Haddad and Geroliminis, 2012; Keyvan-Ekbatani et al., 2012; Geroliminis et al., 2013;
Haddad et al., 2013; Aboudolas and Geroliminis, 2013; Keyvan-Ekbatani et al., 2015; Haddad,
2015), priority schemes are rarely incorporated to differentiate the incoming vehicles to the net-
work. Some works have analyzed multimodal networks and considered the interactions between
public transport vehicles and cars (Ampountolas et al., 2014; Chiabaut, 2015; Ampountolas et al.,
2017), without providing, however, any priority to public transport. It would be beneficial for the
entire traffic system if priority is provided to not only public transport vehicles, but also other
types of vehicles, such as emergency vehicles, ride-sharing vehicles, etc.

In this chapter, we extend the perimeter control approach proposed in Chapter 6 to address
the research gap (N3) described in Section 2.3. We dynamically provide priority to certain
groups of vehicles to maximize the social welfare and enhance passenger mobility. The idea is to
integrate priority lanes at the local perimeter intersections where incoming vehicles can choose
the different dispersing lanes upon arrival. Such priority lanes can enable faster service subject to
a toll. The contributions of this chapter are two-fold.

1) We integrate a priority scheme into the perimeter control to improve both the performance
and the welfare of all vehicles.

2) We propose an algorithm to dynamically recalibrate the VOT distribution.
The rest of the chapter is organized as follows. Section 7.2 presents the general methodology. It

discusses the system dynamics, formulates the integration of perimeter control and priority lanes
into a single control problem, and introduces an online VOT recalibration algorithm. Section 7.3
describes the simulation settings. Section 7.4 presents a case study inspired by the city of Zurich
to evaluate the performance of the proposed strategy considering vehicle heterogeneity and the
value of the recalibration algorithm. Section 7.5 performs a sensitivity analysis to evaluate the
robustness of the proposed algorithm. Section 7.6 concludes the chapter and presents some ideas
for future work.
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7.2 General Methodology

7.2.1 Problem presentation

Following Chapter 6, we consider a city with a single center (Region 1) and a suburban area
(Region 2) with a large demand from the suburban area to the city center. For the simplicity
of presentation, we consider only cars in this chapter, which can include private cars, ride-
sharing cars, taxis, etc. The proposed strategy can, nevertheless, be generalized to account for
public transport vehicles and emergency vehicles and provide free priority services to them.
We further assume that a certain portion of vehicles are connected vehicles, and are able to
provide information on the traffic systems. We perform perimeter control at a set of perimeter
intersections I. The dynamics of the city center can be described using an MFD, O = G(n), in
the same manner as in Eq.(6.1) and Eq.(6.2).

Without the loss of generality, we consider the heterogeneity in car VOTs, defined as the sum
of the VOTs of all passengers in a car. Notice that the proposed strategy also applies to other
priority metrics characterizing the passengers; welfare. It is assumed that none of the connected
vehicles report their VOTs, as it is private information and it can be hard to tell. Instead, we
assume certain initial knowledge of the distribution of car VOTs, i.e. the combined distribution
of person VOT and car occupancy. Such knowledge does not have to be accurate, as we develop
a recalibration algorithm to update this distribution in an online manner (see Section 7.2.4). We
also assume the same VOT distribution across all the perimeter intersections. The proposed
modeling and control strategies can be easily generalized to account for the spatial heterogeneity
of the VOT distribution (or other priority metrics).

To provide priority to the high valued cars, we dedicate certain lanes at some of the perimeter
intersections as priority lanes (e.g. in the inflow direction to the network). Such priority lanes,
subject to a dynamic toll, are given more favorable signal timings to ensure a fast service for
the vehicles that use them. We hereafter name the perimeter intersections with priority lanes as
priority intersections, and the ones without priority lanes as non-priority intersections, denoted
as Ipri and Inon, respectively. We further denote the set of movements14 at intersection i as V i ,
indexed by ξ, which can be further divided as V i = V i

pri ∪ V i
non. Here, V i

pri represents the set of
movements where priority lanes are installed and V i

non represents the other movements. Priority
movements only exist at priority intersections. At non-priority intersections V i

pri = ∅. For each
priority intersection i, we further classify the set of streams as M i = T i ∪ N i ∪ Y i where priority
streams (T i) are the streams on the priority lanes, normal streams (N i) are the streams associated
with the same movement as the priority streams but using normal (i.e. non-priority) lanes, and
general streams (Y i) are the rest of the streams (e.g. side streams). The sets T i , N i , and Y i are
mutually exclusive. For a non-priority intersection i, N i = T i = ∅ and Y i = M i , where M i is
the set of all streams at intersection i. The relation between a movement ξ and a stream m can
be characterized using the function ξ = φ(m), representing that stream m belongs to movement
ξ. One possible layout for the priority lanes, normal lanes, and the general lanes at a priority
intersection is shown in Figure 7.1. Notice that the priority lanes are installed after a certain
point, hereafter called the entrance.

Cars that belong to a priority movement make lane decisions (i.e. whether to take priority
lanes or the normal lanes) when they are shortly before the entrance of the priority lanes. We
assume that these cars will not change the type of lanes after they enter the chosen lane. This
assumption is reasonable, as changes in the type of lanes after the entrance can be restricted
by the infrastructure. Cars will receive the information of the current toll τi (k) for taking the
priority lanes at priority intersection i in the cycle k when they make decision. This toll is only
charged to the cars when they take the priority lanes, i.e. once for each car. It is assumed that

14Recall that a movement represents the traffic moving in a certain direction (defined in Section 2.1.1).
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Figure 7.1: Illustration of one possible layout at priority intersection i.

cars will change to the priority lanes as soon as they make the decision. Also notice that we
have intersection specific tolls, as different perimeter intersections might have different traffic
conditions. We assume that the decision of the cars relies on the toll information and its estimation
of the traffic conditions. Collectively, this can be modelled by a discrete choice model, which is
one of the most commonly employed in this context (Zheng and Geroliminis, 2013, 2016). The
choice function is assumed as a logistic function, represented as Eq.(7.1). Notice that we define
ρm (·) as a function, and thus we use generic variables rather than those related to a certain cycle
or intersection (the same holds for Eq.(7.2)).

ρm (τ, σ, x, µ) =
exp

(
− ωUm (τ, σ, xm, µm )

)∑
m′∈M i,φ(m′)=φ(m)

exp
(
− ωUm′ (τ, σ, xm′, µm′)

) , m ∈ M i, φ(m) ∈ V i
pri (7.1)

where ω is a coefficient which can be calibrated from survey data. A larger ω represents higher
rationality. The scenarios where ω → ∞ imply that all drivers are rational, i.e. they choose
the type of lane that maximizes their utility when entering the network Um (τ, σ, x, µ). Here,
the utility function is estimated by the drivers using the observed queue length x, the estimated
discharging flow µ, the VOT of a car σ, and the current toll τ, as in Eq.(7.2).

Um (τ, σ, x, µ) =




− τ −
x
µ
σ, m ∈ T i, i ∈ Ipri

−
x
µ
σ, m ∈ N i, i ∈ Ipri

(7.2)

Notice that it is not required that drivers have perfect information. In other words, the observed
queue length and discharging flows may not be exactly the same as the actual ones. Error terms
could exist in the observation. Also notice that Eq.(7.2) can be more complex to include more
factors. In this dissertation, we use the simple utility function as an example.

For the ease of modeling, we discretize the VOT distribution, and categorize the cars wishing
to enter the network into |J | groups as a set J. The cars within each group have similar VOTs.
Denote the average VOT of each group as σ j , and the probability that a car falls into VOT group
j as π j ≥ 0, satisfying∑
j ∈J

π j = 1 (7.3)
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Then the cars within each vehicle group satisfy the following mass conservation equation.

xim j (k + 1) = xim j (k) + qi
m j (k)C − µim j (k)C, m ∈ M i, i ∈ I, j ∈ J (7.4)

where xim j (k), qi
m j (k), and µim j (k) represent the queue length, arrival flow, and the departure

flow in stream m ∈ M i for vehicle group j at intersection i during time step k. C is the cycle
length. Unlike in Chapter 6 where qi

m j (k) is treated as a given parameter, in this chapter, qi
m j (k)

is a function of the tolls. Here, we calculate qi
m j (k) as

qi
m j (k) =




λiξ j (k)zim j (k), m ∈ T i ∪ N i, ξ = φ(m), j ∈ J, i ∈ I

λiξ j (k), m ∈ Y i, ξ = φ(m), j ∈ J, i ∈ I
(7.5)

where λiξ j (k) represents the incoming demand in vehicle group j in movement ξ ∈ V i to the
perimeter intersection i ∈ I, which is treated as a given parameter in this chapter. Notice that
we need additional differentiation between the flow of a stream m, qi

m j (k), and the flow in
the movement ξ = φ(m), λiξ j (k), because a priority movement can include multiple streams.
Here, zim j (k) = ρm (τi (k), σ j, x̃iT (k), µ̃iT (k), x̃iN (k), µ̃iN (k)) represents the probability for cars
in vehicle group j driving in the priority movement ξ = φ(m) to choose stream m ∈ M i , where
x̃im (k) and µ̃im (k) represent driver’s estimation of the queue length and departure flow.

In the rest of the chapter, we denote the aggregated variables for xim j (k), qi
m j (k), µim j (k), and

λiξ j (k) as xim (k), qi
m (k), µim (k), and λiξ (k), respectively. For each pair of them, the aggregated

variable equals to the sum of the variables across all vehicle groups. It is also assumed that the
incoming demand to movement ξ ∈ V i follows the overall VOT distribution, i.e.

λiξ j (k) = π jλ
i
ξ (k), ξ ∈ V i, j ∈ J, i ∈ I (7.6)

7.2.2 MPC approach

In this section, we extend the multi-scale MPC proposed in Chapter 6 to account for the hetero-
geneity of cars and to maximize social welfare. We do not only properly determine the signal
timings at the perimeter intersections, but also optimize the toll. This is achieved by solving
an embedded optimization model where we obtain the optimal green ratios at each perimeter
intersection and the tolls on each link with priority lanes for the future cycles, but only execute
the control of the current cycle k. The MPC follows a similar process as in Figure 6.1.

In each control cycle k, there are two types of inputs to the MPC, the measured traffic states
and the predicted demand. The measured traffic states include the measured total queued vehicles
outside the perimeter and the traffic accumulation inside the network. The predicted traffic
demand consists of the predicted internal demand and the predicted entering demand for each car
group, each stream, and each intersection. The outputs from the MPC, i.e. the control variables,
are the green ratios at each intersection and the optimal toll. The formulation of the embedded
optimization problem is described as follows.

min JD = Cσ̄
L∑
l=1

(
n11(k + l |k) + n12(k + l |k) +

∑
i∈I

∑
m∈Y i\M i

out

xim (k + l |k)
)

+ C
L∑
l=1

∑
i∈I

∑
m∈T i∪N i

∑
j ∈J

σ j xim j (k + l |k) (7.7)

s.t. Eq.(6.5) − Eq.(6.9) , Eq.(6.12) − (6.14), and the followings
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µim (k + l |k) = min
{
xim (k + l |k)/C + qi

m (k + l |k),
∑
p∈Pi

simpg
i
p (k + l |k)

}
,

∀m ∈ Y i\M i
out, ∀i ∈ I, ∀0 ≤ l ≤ L − 1 (7.8)

xim (k + l + 1|k) = xim (k + l |k) + qi
m (k + l |k)C − µim (k + l |k)C,

∀m ∈ Y i\M i
out, ∀i ∈ I, ∀0 ≤ l ≤ L − 1 (7.9)

µim j (k + l |k) = min
{
xim j (k + l |k)/C + qi

m j (k + l |k),∑
p∈Pi

simpg
i
p (k + l |k)

xim j (k + l |k)

xim (k + l |k)

}
, ∀m ∈ T i ∪ N i, ∀i ∈ I,

∀ j ∈ J, ∀0 ≤ l ≤ L − 1 (7.10)

xim j (k + l + 1|k) = xim j (k + l |k) + qi
m j (k + l |k)C − µim j (k + l |k)C,

∀m ∈ T i ∪ N i, ∀i ∈ I, ∀0 ≤ l ≤ L − 1 (7.11)

xim (k + l + 1|k) ≤ X i
m,max, ∀m ∈ M i, ∀i ∈ I, ∀0 ≤ l ≤ L − 1 (7.12)

qi
m j (k + l |k) = π jλξ (k + l |k)zim j (k + l |k), ∀m ∈ T i ∪ N i, ξ = φ(m), ∀ j ∈ J,

∀i ∈ I, ∀0 ≤ l ≤ L − 1 (7.13)

zim j (k + l |k) = ρm (τi (k + l |k), σ j, xξ (k + 1|k), µξ (k + 1|k), ∀ j ∈ J,

∀m ∈ T i ∪ N i, ξ = φ(m), ∀i ∈ I, ∀0 ≤ l ≤ L − 1 (7.14)

µim (k + l |k) =
∑
j ∈J

µim j (k + l |k), ∀m ∈ T i ∪ N i, ∀i ∈ I, ∀0 ≤ l ≤ L − 1 (7.15)

xim (k + l |k) =
∑
j ∈J

xim j (k + l |k), ∀m ∈ T i ∪ N i, ∀i ∈ I, ∀0 ≤ l ≤ L − 1 (7.16)

xim (k |k) = x̂im (k), ∀m ∈ Y i\M i
out, ∀i ∈ I, ∀0 ≤ l ≤ L − 1 (7.17)

xim j (k |k) = x̂im j (k), ∀ j ∈ J, ∀m ∈ T i ∪ N i, ∀i ∈ I, ∀0 ≤ l ≤ L − 1 (7.18)

where the objective function Eq.(7.7) represents the social welfare both inside the network and
at the perimeter. Notice that we track each individual vehicle group and use individual VOTs
to calculate the social welfare for the priority and normal streams. However, we calculate the
social welfare based on an assumed VOT (e.g. the mean VOT from the VOT distribution), σ̄, for
inside the network and in the general streams. The reasons are three-fold. First, it is necessary
to track each individual vehicle group in order to find the optimal toll for the priority and
normal streams. On the other hand, the distribution of VOT in these streams can be recalibrated
based on the lane choice of the connected cars. Notice that we assume that the connected cars
are representative for the entire car population. Second, we cannot, however, obtain accurate
measurements on the evolution of the accumulation or queue length of general streams within
each vehicle group. Third, using the assumed VOT does not require the tracking of individual
vehicle groups, and is able to reduce the number of decision variables in this optimization
problem. A sensitivity analysis to the assumed VOT is conducted in Section 7.5.1. For the
same reasons, in the constraints, we only track each individual vehicle group for the priority and
normal streams. The network level constraints directly follow the conservation constraints from
Eq.(6.5)-Eq.(6.9). At the local level, Eq.(7.8) and Eq.(7.9) follow the conservation constraints
Eq.(6.10) and Eq.(6.11) and calculate the departure flow and queue length for the general streams,
respectively. On the other hand, Eq.(7.10) and Eq.(7.11) calculate the departure flow and queue
length for the priority and normal streams, respectively. Notice that in Eq.(7.10), in order to
simplify the formulation, we assume that each group of vehicles is uniformly distributed in the
queue. In the simulation, however, the vehicles follow a first-in-first-out rule. Eq.(7.12) sets
the maximum queue length for each stream, where X i

m,max is a given parameter related to the
infrastructure constraints. Notice that we formulate the storage capacity as hard constraints. This
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can also be converted to soft constraints by introducing penalty terms in the objective function
(e.g. Eq.(3.10) and Eq.(3.4)) in cases where hard constraints cannot lead to feasible solutions.
Eq.(7.13) represents the allocated incoming flow for the priority and normal streams, derived from
Eq.(7.5) and Eq.(7.6), where the lane choice probability is calculated in Eq.(7.14) using the utility
function Eq.(7.2) and logistic function Eq.(7.1). Here, notations xiξ (k + l |k) and µi

ξ (k + l |k)
represent vectors [xim (k + l |k) |m ∈ T i∪N i, φ(m) = ξ] and [µim (k + l |k) |m ∈ T i∪N i, φ(m) = ξ],
respectively. Eq.(7.15) and Eq.(7.16) are the conservation of the departure flow for the streams
associated with priority movements. The bounds on the green ratios and the initial conditions at
the network level are calculated using Eq.(6.12)-(6.14). Eq.(7.17) and Eq.(7.18) are the initial
conditions at the local level for links with and without priority lanes, respectively.

This optimization model is a non-linear model due to the network level constraints Eq.(6.5)
and (6.9), the local level constraint Eq.(7.10), and especially the lane choice probability Eq.(7.14).
Therefore, we develop an approximation framework in Section 7.2.3.

7.2.3 Approximation framework

Similar to Section 6.2.3, we assume a triangular MFD and perform the approximation by
linearizing Eq.(6.5) and (6.9) as Eq.(6.23) and Eq.(6.24). However, the local level constraint
Eq.(7.10) cannot be linearized in the same way, as the number of queued vehicles is not stabilized
around a critical value. Instead, we eliminate the nonlinearity by assuming a constant percentage
of queued vehicles given by the initial values. Denote the initial proportion of vehicle group j as
ε im j , then

ε im j =
x̂im j

x̂im
, ∀ j ∈ J, ∀m ∈ T i ∪ N i, ∀i ∈ I (7.19)

where x̂im j represents the initial values of the queue length for vehicle group j.
This can transform Eq.(7.10) to

µim j (k + l |k) = min
{
xim j (k + l |k)/C + qi

m j (k + l |k),
∑
p∈Pi

simpg
i
p (k + l |k)ε im j

}
,

∀m ∈ T i ∪ N i, ∀i ∈ I, ∀ j ∈ J, ∀0 ≤ l ≤ L − 1 (7.20)

Eq.(7.20) can work properly for streams where queues are carried over for a few cycles. For
streams that are not very oversaturated, Eq.(7.20) might lead to large errors. In these cases, we
can use an alternative relaxed formulation, i.e.

µim (k + l |k) = min{xim (k + l |k)/C + qi
m (k + l |k),

∑
p∈Pi

simpg
i
p (k + l |k)

}
,

∀m ∈ T i ∪ N i, ∀i ∈ I, ∀0 ≤ l ≤ L − 1 (7.21)

xim j (k + l |k) ≥ 0, ∀m ∈ T i ∪ N i, ∀i ∈ I, ∀ j ∈ J, ∀0 ≤ l ≤ L − 1 (7.22)

where Eq.(7.21) and Eq.(7.22) relax the constraint Eq.(7.10), and therefore calculate an upper
bound for the optimization problem.

Notice that in this perimeter control problem, streams associated with priority movements
might have some overlapping phases, which violates Remark R2 in Section 6.2.3. Therefore,
Eq.(7.20) and Eq.(7.21) cannot be further simplified in the same way as Eq.(6.25) and Eq.(6.26).

For the lane choice probability Eq.(7.14), we let the parameter ω → ∞ in Eq.(7.2). Recall
this implies an all-or-nothing approximation for the lane choice behavior of the car riders, i.e.
zim j (k + l |k) = 1 or zim j (k + l |k) = 0. This makes zim j (k + l |k) a binary decision variable. In
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addition, we conserve the monotonicity of zim j (k + l |k) by adding a constraint

zim j (k + l |k) ≥ zim j (k + l |k), ∀ j, j ′ ∈ J, if σ j ≥ σ j′, ∀m ∈ T i ∪ N i, ∀i ∈ I (7.23)

With the approximation mentioned above, the optimization model Eq.(7.7)-Eq.(7.18) can be
simplified as a mixed integer linear programming (MILP) problem. The decision variables are
the green ratios gip (k + l |k) and the binary decision variables zim j (k + l |k). This MILP can be
solved efficiently using the standard branch and cut algorithm in CPLEX.

A toll τi (k) can be calculated from this binary decision variable zim j (k |k) as the smallest τ
satisfying

Um (τ, σ j, x̂im (k), µim (k |k)) > Um′ (τ, σ j, x̂im′ (k), µim′ (k)),

∀ j ∈ J, ∀m ∈ T i, ∀m′ ∈ N i, φ(m) = φ(m′), if z j (k |k) = 1 (7.24)

Um (τ, σ j, x̂im (k), µim (k |k)) ≤ Um′ (τ, σ j, x̂im′ (k), µim′ (k |k)),

∀ j ∈ J, ∀m ∈ T i, ∀m′ ∈ N i, φ(m) = φ(m′), if z j (k |k) = 0 (7.25)

where µim (k |k) represents the departure flow at the current cycle calculated using the decision
variable zim j (k |k).

The left hand side of Eq.(7.24)-(7.25) represents the cost when taking the priority lanes, while
the right hand side represents the cost when taking the normal lanes. Eq.(7.24)-(7.25) guarantee
that the assignment obtained from the MPC is beneficial for all the car groups. We choose the
lowest toll to ensure the benefits of the car riders.

7.2.4 Online recalibration for the VOT distribution

In this subsection, we use the information provided by connected vehicles to develop an online
recalibration method for the VOT distribution for vehicles that wish to enter the city network.
Although we assume that connected vehicles do not directly report their VOTs, the lane decision
of connected vehicles reveals valuable information on their VOTs. Notice that in this subsection,
we estimate a single VOT distribution for the entire network. The same method, nevertheless,
can be applied to estimate the VOT distribution in a smaller scale (e.g. intersection, subnetwork,
etc.). The estimation results serve as a crucial input to the model developed in Section 7.2.2.

The propose online estimation method is based on the recursive Bayesian filtering (Särkkä,
2013). Denote the VOT probability density function as a continuous function f (σ |ζζζ ) character-
ized by parameter ζζζ , which can be a vector or scalar. The goal is to use a recursive formula to
estimate ζζζ .

In the beginning of the MPC-based strategy, we assume a certain initial knowledge of ζζζ ,
represented as a probability density function P (ζζζ ) where P (·) is the notation for probability.
The estimated value of ζζζ (usually the mean or the value with the maximum probability), i.e. ζζζ0,
serves as the initial input to the embedded optimization problem Eq.(7.7)-Eq.(7.18). The value
and the distribution of ζζζ0 can be estimated using prior information, or an educated guess. If
the traffic operator is confident about the estimation of ζζζ , P (ζζζ ) can be assumed to have a small
variance. Otherwise, P (ζζζ ) can be assumed to be uniformly distributed within a large region.

Given a connected car h that makes a lane decision, we can use this information to recalibrate
the estimation of ζζζ . Denote the corresponding intersection as ih and the cycle it makes the
decision as kh . Let yh represent the stream it chooses.The probability of yh can be calculated as

P (yh |ζζζ ) =

∫
σ
ρyh (τi

h

(kh ), σ, x̂ξ )i
h

(kh ), µ̂ξ )i
h

(kh )) f (σ |ζζζ )dσ (7.26)

We simplify the notation of function ρyh (·) as ρyh (σ) and obtain Eq.(7.27) based on Bayes’
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Theorem.

P (ζζζ |yh ) =
P (ζζζ )

∫
σ
ρyh (σ) f (σ |ζζζ )dσ∫

ζζζ
P (ζζζ )

∫
σ
ρyh (σ) f (σ |ζζζ )dσ

(7.27)

Then, by replacing ζζζ with the conditional variable ζζζh−1 = ζζζ |y1, · · · , yh−1, we derive

P (ζζζh ) =
P (ζζζh−1)

∫
σ
ρyh (σ) f (σ |ζζζh−1)dσ∫

ζζζ
P (ζζζ )

∫
σ
ρyh (σ) f (σ |ζζζ )dσ

(7.28)

where P (ζζζ0) is the prior knowledge of ζζζ . The impact of P (ζζζ0) would be small after observing a
large number of samples.

Eq.(7.28) can be solved using Monte Carlo sampling (e.g. as a particle filter (Haykin, 2004)).
After observing h samples, ζζζ can be estimated as

ζ̂ζζ
h

= argmaxP (ζζζh ) (7.29)

Using the estimated ζ̂ζζ
h
, we can obtain the VOT distribution as f (σ |ζ̂ζζ

h
). σ j can be obtained

after discretization.

7.3 Simulation Settings

We simulate a scenario inspired by the city center of Zurich, Switzerland, as described in
Chapter 6. The studied region is the same as in Figure 6.2(a), where a simple version of perimeter
control is implemented (Ortigosa et al., 2014; Ambuhl et al., 2018). The MFD used in this
simulation is derived from loop detector and floating car data in Zurich (Ambühl et al., 2016),
shown in Figure 6.2(b). The demand profile mimics the morning commute when the majority
of the demand comes from the suburban network to the center network. The total demand for
entering the center network during a 1.5 hour period is shown in Figure 6.2(c). Note that this
demand profile can generate a large amount of traffic. The resulting traffic accumulation without
the application of any type of perimeter control reaches the oversaturated states on the MFD.

There are 20 intersections at the perimeter. The signal streams and phases are shown in
Figure 7.2(a) and Figure 7.2(b) for priority intersections (10 intersections), respectively, and
Figure 7.2(c) and Figure 7.2(d) for the non-priority intersections. The priority stream is Stream
0 in each priority intersection. Notice that we separate stream 0 and stream 1 for perimeter
control rather than for the operations of intersections, as we might be restricting flow from
these inflow streams. The cycle length is C =1min. The minimum green time is assumed to be
gi
p,min = 0.1 for Phase 1-4, and gi

p,min =0 for Phase 0. The maximum allowed total green time
is gimax =0.9, implying a lost time of 6s. The storage capacity at the intersections are assumed
to be X i

m,max = 40 vehicles per lane, i.e. around 300 meters. Sensitivity analysis is performed
for the storage capacity in Section 7.5.2. Notice that the simulation settings in this chapter are
slightly different from those of Chapter 6. Except for the definition of streams and phases, all
the intersections are assumed to be identical (e.g. same link capacities). This is to reduce the
number of factors that might influence the results. Chapter 6, however, aims to evaluate the
benefits of adopting a multi-scale controller in general scenarios, and thus assumes heterogeneity
across intersections. Also, due to the inclusion of storage capacity constraints, we consider lower
saturation levels in the side streams to avoid violation of the constraints.

For the optimization model, we use a triangular MFD with α = 5hr−1, β = 2.5hr−1 and ncr =

3000veh to approximate the empirical MFD. The maximum flow of the network is 15000veh/hr.
The initial traffic accumulation in the beginning of the simulation is set as 2000veh, below the
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Figure 7.2: Layout of the intersections.

critical accumulation. The initial queue length at all the streams are assumed as 0. The control
cycle is set as 1 minute and the moving time horizon includes L = 20 cycles. As in Chapter 6, it
is assumed that there is a prediction noise of 10% and a measurement noise of 10%.
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Figure 7.3: Distribution of car VOTs

Figure 7.3 shows the VOT distribution for the car demand. We assume that the VOT of each car
follows a log-normal distribution, with the median VOT of the entire population being 16CHF, as
an extension to Axhausen et al. (2007) considering passenger occupancies. Here, the parameters
for the log-normal distribution are set as ζ = [3, 0.5]. The assumed VOT σ̄ is 22CHF/hr, which
is close to mean of the VOT distribution (22.7CHF). Sensitivity analysis is conducted for σ̄ in
Section 7.2.4. It is assumed that the internal demand Dab and the entering demand λim j follow
the above distribution. The assumed distribution is recalibrated in real-time using the Bayesian
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filter developed in Section 7.2.4. Drivers are expected to choose lane following the simple logistic
function Eq.(7.1)with utility as in Eq.(7.2) using parameter ω̃ = 2, whereas in the control, we
assume ω = ∞. Sensitivity analysis is also performed for ω in Section 7.5.3.

7.4 Case Study and Results

7.4.1 Overall performance

We evaluate the performance of the proposed strategy and show the value of dedicating priority
lanes by comparing two strategies: 1) the proposed strategy presented in Eq.(7.7)-(7.18), i.e. with
priority, and 2) the multi-scale MPC strategy developed in Chapter 6, i.e. without priority.
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(c) Monetary cost at perimeter intersections
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Figure 7.4: Performance of the algorithm.

Figure 7.4 shows the performance of the proposed controller and the multi-scale controller
at both the network and local levels. At the network level (Figure 7.4(a)), both controllers
successfully stabilize the traffic accumulation around the critical accumulation, and yield similar
queue profiles (Figure 7.4(b)). The total travel costs are also very similar (both 96.6k CHF). This
is reasonable, since both approaches ensure that the center network operates at its optimal state.

However, implementing the priority lanes improves the values of the passengers at the perimeter
intersections. We can also observe from Figure 7.4(c) that the proposed controller improves the
local performance throughout the entire simulation period. The total cost using the multi-scale
controller is 20.8k CHF, while the total cost using the proposed controller is 18.4k CHF (a saving
of 11.6%). This shows that it is beneficial to provide priority to the high-valued vehicles at the
perimeter. This improvement is rather promising, as only half of the intersections are installed
with priority lanes.

The average toll charged at priority lanes is shown in Figure 7.4(d). Notice that this toll is
average across all the intersections. We can see that the toll is almost zero before the system
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reaches oversaturated states (before 30 min). Note that the highest toll is not charged at the
time with the longest queue (60 min). This is because as the system becomes very congested, in
order to avoid spillbacks, the proposed strategy will attract more vehicles to the priority lanes
by reducing the toll. This shows that the proposed strategy is able to handle the infrastructure
constraints while providing priority.

7.4.2 Performance of individual groups of cars
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Figure 7.5: Performance of individual group of cars in the priority movement

Figure 7.5 shows the performance of individual group of cars in the priority movement. For
each vehicle group, we calculate the average delay (cost) across the entire simulation period.
We can see from Figure 7.5(a) that the proposed strategy successfully reduces delay for cars
with higher values (VOT > 30CHF/hr), but increases the delay for cars with lower values (VOT
< 30CHF/hr). This is because priority is given to the high valued vehicles taking the priority
lanes. Figure 7.5(a) also shows that the average delay without priority is constant irrelevant of
VOTs, as there is no differentiation across groups of cars. On the contrary, the average delay with
priority in general decreases with the VOT. This is because we do not provide priority to certain
pre-defined groups of cars, but determine the priority according to the real time traffic states. The
chance of being prioritized is higher for high valued cars than for the low valued cars. Note that
the average delay, though very low, is not necessarily 0 even for high-valued cars. This shows
that the proposed strategy allows the cars in the priority lanes to be delayed as well. In other
words, we still implement some control to discharge the cars on the priority lanes, and we may
hold them if this benefits the system.

Figure 7.5(b) shows the cost due to delay suffered by the cars entering the center network. For
the multi-scale strategy, the resulting cost increases almost linearly with the increase of VOT.
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This is because the average delay for all the user groups is almost the same. For the proposed
strategy, the delay increases if the VOT is smaller and decreases if the VOT is larger.

Figure 7.5(c) shows the average toll each group of cars pay at the perimeter, calculated as
the average toll across all the cars in a group, across all the intersections, and across the entire
simulation period. Notice that in each cycle, we charge the same toll for the cars using the
priority lanes irrespective of their VOT. However, as the toll is dynamic (see Figure 7.4(d)), the
percentage of cars using the priority lanes in each vehicle group is dynamic as well. Therefore,
cars in the same group may pay different toll if they arrive at the perimeter at different times. The
average toll increases with the VOT, as the high valued users are willing to pay more and get
priority more often. We can also see that the marginal increase of the toll decreases as the VOT
increases. This is because the high valued vehicles mostly take the priority lanes, meaning that
they pay the same toll in most cycles.

Figure 7.5(d) demonstrates the combined costs of each group, including the costs due to delay
and the tolls. Comparing the results of the two approaches, we observe that by implementing the
express toll lanes, cars with a VOT larger than 24CHF/hr benefit significantly, and these benefits
increase with the VOT level. Cars with lower VOTs end up slightly worse-off, as the delay of
these cars at the perimeter increases. Overall, the combined costs are more evenly distributed
among groups of cars than the resulting costs from the multi-scale controller.

7.4.3 Value of the recalibration algorithm

In this subsection, we evaluate the recalibration algorithm, which updates ζ = [ζ1, ζ2] in real
time using the lane decision information of connected vehicles, where ζ1 and ζ2 are the two
parameters for the log-normal distribution. Here, we assume that there are adequate number
of connected vehicles (100%). We assume that the initial ζ̂ 0 to be in the region {(ζ1, ζ2) |ζ1 ∈

[2, 4], ζ2 ∈ [0.4, 0.6]}. Notice that although the errors in the parameter ζ̂ 0 may not seem to be
large, their impact on the VOTs, however, is exponential due to the assumption of log-normal
distribution. We assume that the prior distribution of parameter ζ̂ is a Gaussian distribution with
the mean ζ̂ 0. ζ0

1 and ζ0
2 are assumed to be mutually independent, both with a standard deviation

of 1/3 of their mean to avoid being negative. Figure 7.6 shows the delay savings at all perimeter
intersections when starting from different ζ̂ 0. Recall that the true ζ = [3, 0.5]. Notice that the
network performance is similar for all scenarios tested.
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Figure 7.6: Delay savings of the recalibration algorithm at the perimeter intersections. Penetration
rate of connected vehicles is 100%.

Figure 7.6 shows the cost savings of the proposed strategy with recalibration compared to that
without recalibration at the local level. It can be seen that the cost savings are positive in all
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scenarios tested. This shows that the proposed recalibration algorithm has successfully improved
the performance at the perimeter intersections. It can also be seen that the cost saving is larger if
the initial ζ̂ 0 deviates more from the true value of ζ . This is reasonable, as there is more room for
improvement. This also shows that the accurate estimation of the VOT distribution is important
for the operations of the priority lanes.
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Figure 7.7: Value of information provided by connected vehicles, ζ 0 = [4, 0.4].

The recalibration algorithm relies on the information of connected vehicles. Unlike in queue
estimation (e.g. in Chapter 3 where the queue length evolves with time, in this chapter, the VOT
distribution is assumed to be invariant. Therefore, given sufficient number of lane decisions
reported by the connected vehicles, the estimation results of the recalibration algorithm will
eventually converge to the true parameters of the VOT distribution. However, the penetration rate
of the connected vehicles influences the time it takes for the recalibration algorithm to converge.
Figure 7.7 illustrates the impact of the penetration rates on the performance of the recalibration
algorithm during the simulation period (90min). Initially, ζ 0 is set to be [4, 0.4]. We can see
from Figure 7.7 that the cost savings of the proposed strategy with recalibration compared to
that without recalibration are always positive and monotonously increasing. This shows that the
recalibration algorithm can successfully utilize the information provided by connected vehicles.
It can also be seen that the marginal benefit of having a higher penetration rate decreases as the
penetration rate increases. This is because for higher penetration rates (i.e. larger than 0.6), the
recalibration algorithm is able to converge before the simulation ends. Hence, their performance
is similar to the scenario where perfect information about the VOT distribution is assumed.

7.5 Sensitivity Analysis

In this section, we perform a sensitivity analysis to validate some treatment in the modeling and
solution of the proposed strategy. Section 7.5.1 evaluates the sensitivity to the assumed VOT in
the objective function Eq.(7.7). Section 7.5.2 investigates the impact of the links storage capacity.
Section 7.5.3 validates the all-or-nothing approximation of the logistic function.

7.5.1 Sensitivity to the assumed VOT

In the objective function Eq.(7.7), we do not track each individual vehicle group inside the
network nor in the non-priority movements at the perimeter intersections. The main reason is that
the VOT distribution for these vehicles is not readily available. Instead, we use the assumed VOT
σ̄ to calculate the social welfare for these vehicles. In this subsection, we evaluate the impact
of the assumed VOT on both the network and local level performance with σ varying between
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Figure 7.8: Sensitivity to the assumed VOT σ̄.

18 and 28. Recall that the mean of the VOT distribution is 22.7. The results are summarized in
Figure 7.8.

The performance at the network level is illustrated in Figure 7.8(a). We can see that the network
travel cost is not sensitive to the assumed VOT. This is true for both strategies with or without
priority. One potential reason is that it is typically beneficial to stabilize the accumulation inside
the network, for both the vehicles inside the network and vehicles wishing to enter. Therefore,
the network level performance does not rely on the assumed VOT.

On the other hand, the performance at the local level, as demonstrated in Figure 7.8(b), is
sensitive to the assumed VOT. If the assumed VOT is below certain value (22CHF/hr), the local
level performance deteriorates. However, the local level travel cost does not change much if the
assumed VOT is larger than this value. One explanation is that if the assumed VOT is too low, the
general streams (i.e. streams associated with non-priority movements) at the intersections will be
sacrificed in the optimization, as they are given a lower weight. However, higher assumed VOT
will not have a significant impact on the local performance, as the streams associated with the
priority movements are typically inflow to the network, and therefore coupled with the network
performance. Hence, the assumed VOT can be set to be slightly higher than the mean VOT
calculated from the VOT distribution without any penalties in terms of system performance.

7.5.2 Sensitivity to storage capacity at the perimeter intersections

Perimeter control might lead to long queues at the perimeter intersections. However, due to the
physical constraints of the infrastructure, the perimeter intersections may not be able to hold a
large number of vehicles. Especially if the priority lanes are dedicated at some intersections,
there could be a higher chance of spillbacks. In the optimization problem, we include the
links storage capacity at a constraint to prevent spillbacks (i.e. Eq.(7.12)). In this subsection,
we investigate how storage capacity influences the performance at the center network and
the perimeter intersections. The storage capacity is assumed to vary between 20veh/lane and
60veh/lane, representing a queue of 150-500m.

It can be seen from Figure 7.9(a) that the network travel cost is sensitive to the storage capacity
X i
m if is smaller than a certain threshold value (e.g. X i

m ≤ 20veh). This is expected, because
the storage capacity is set as a hard constraint in the optimization problem . Therefore, if the
links storage capacity is too small, the intersections will not be able to hold sufficient incoming
vehicles. These incoming vehicles will be allowed to enter the network, resulting in the increase
of the network accumulation. This can also be reflected by Figure 7.9(b) where the local travel
cost is very low for smaller storage capacity. This, however, may not be optimal for the system.
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Figure 7.9: Sensitivity to storage capacity at the perimeter intersections X i
m,max

In this scenario, the storage capacity can be introduced to the optimization problem as a soft
constraint to balance the penalty at both levels. If the storage capacity is larger than the threshold
value (e.g. X i

m > 40veh), both the network and local level performance become not sensitive
to the storage capacity. In such scenario, the storage capacity will influence the distribution of
queue length across intersections and streams, but will not impact the overall performance in any
significant manner. It can also be seen that although the proposed strategy and the multi-scale
strategy follow the same trend, the proposed strategy always perform better than the multi-scale
strategy.

7.5.3 Sensitivity to scaling parameter in the logistic function

In this subsection, we investigate the sensitivity to the scaling parameter in the logistic function.
The goal of this sensitivity analysis is to validate the all-or-nothing approximation of the logistic
function, described in Section 7.2.3 as part of the approximation framework for a fast solution.
Recall that in the approximation framework, we set the scaling parameter ω → ∞, but in the
simulation, we set the scaling parameter as ω , ∞.
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Figure 7.10: Sensitivity to scaling parameter ω in the logistic function.

We assume that this parameter ω ranges between 0.5 and 10. The results are summarized in
Figure 7.10. Note that the resulting travel costs for the multi-scale strategy are invariant to this
scaling parameter, because priority lanes are not provided and vehicles are not differentiated.
Here, the results for the multi-scale strategy can be used as a benchmark to evaluate the sensitivity.
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We can see from Figure 7.10(a) that the network level travel costs are not sensitive to the
scaling parameter. This is because the network performance is always guaranteed by both
controllers. At the local level, the performance is slightly sensitive to the choice parameter ω.
The local travel cost decreases as ω increases, as large ω produces choice probabilities more
similar to the all-or-nothing approximation. The cost savings of the proposed strategy compared
to the multi-scale strategy is 7% if ω = 0.5, and can be up to 15% if w = 10. Nevertheless, the
proposed controller always yields satisfactory cost savings compared to the multi-scale controller.

7.6 Conclusion and Future Work

In this chapter, we extend the multi-scale perimeter control strategy proposed in Chapter 6 by
incorporating a priority scheme to enable fast service to certain groups of vehicles. This is
achieved by dedicating priority lanes at the perimeter intersections with more favorable signal
timings and subject to a dynamic toll. The signal timings at the perimeter intersections and
the toll for using the priority lanes are determined dynamically using an MPC controller based
on the distribution of VOT. Results show that the proposed strategy successfully stabilizes the
center network and yields similar better social welfare than the multi-scale controller proposed in
Chapter 6. The benefits of the proposed controller, however, lie in the local perimeter intersections,
improving the performance of the intersection by up to 11.6%. It is also demonstrated that the
proposed controller is able to handle the storage capacity constraints. It will reduce the toll in
very oversaturated scenarios to avoid the spillbacks in particular lanes. Results further show that
the proposed approach leads to a more even distribution of costs (tolls and delay costs) across
vehicle groups.

We further develop an online recalibration algorithm using the information provided by
connected vehicles to obtain more accurate VOT distribution. The knowledge of the VOT
distribution is updated via a Bayesian filter if a connected vehicle makes a decision on whether or
not to take the priority lanes. It can be seen from the results that the VOT recalibration algorithm
successfully improves the performance of the algorithm if there is not sufficient knowledge of
the VOT distribution.

Sensitivity analyses are performed to evaluate the robustness of the proposed strategy. It is
shown that overall performance of the proposed strategy is not sensitive to the assumed VOT for
vehicles inside the network and in non-priority movements. Results further show that the storage
capacity, if not too small, will have marginal impact on the traffic performance at both levels.
The proposed strategy can also yield satisfactory performance in various scenarios with different
lane choice behaviors. This shows that the all-or-nothing approximation framework does not
have significant impact on the control performance.

The proposed strategy, to the best of our knowledge, is the first attempt to combine perimeter
control and pricing. By adopting such strategy, cars have the option to pay for a fast service, but
can also queue to enter the network for free. This strategy does not only apply to the private cars,
but can also be extended to emergency vehicles, such as ambulances, if they are allowed to take
the priority lanes without paying tolls. The proposed strategy can also help enhance mobility
for shared vehicles and public transport vehicles (e.g. He et al., 2018b; Dakic et al., 2019), as
the occupancies on these vehicles are high, thus the resulting VOTs are large. A future research
direction includes the consideration of spatial heterogeneity of cars (e.g. cars in certain region
may generally have a higher VOT). Another potential direction is to include a bidding scheme to
use the priority lanes (e.g. using the methodology developed in Yang et al. (2018c)). Such scheme
would also provide a fair assignment while yielding information on the VOT distribution.
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Chapter 8

Conclusions and Outlook

8.1 Summary

This doctoral research is devoted to develop novel traffic estimation and control strategies at
both the network and local levels in a connected and automated vehicle environment, with a
particular focus on the transition period with various levels of technology provision. Efforts are
therefore made to handle the challenges associated with the transition period and the large-scale
multi-modal urban traffic systems. The main contributions and findings of this dissertation are
summarized below.
1. Handling the challenges due to the low penetration rates in the transition period

The first main contribution of the dissertation is the development of algorithms to properly
handle the challenges due to the low penetration rates of connected and automated vehicles
during the transition period. Low penetration rates of the technology result in an uncertain
environment due to limited information. As we assume connected and automated vehicles as
the only information source, the existence of the conventional vehicles can only be deduced
using this information. In order to address this issue, we conduct research in the following three
categories.

First, we propose accurate traffic estimation methods to better utilize the information provided
by connected and automated vehicles (Part I, Chapter 3). We pay particular attention to queue
estimation (trajectory reconstruction), which provides a holistic picture of the urban traffic systems
and serves as an essential input to multiple traffic control strategies. We substantially enhance
the existing works in two directions: i) relaxing the widely adopted assumption of constant
demand in a signal cycle via a computationally efficient convex optimization based methodology,
and ii) reusing the estimation results from the upstream intersections by exploiting the relation
between the departure flow at the upstream intersections and the arrival flow at the downstream
intersection. Simulation has shown that both directions yield significant improvement in the
estimation accuracy. Moreover, despite the fact that we consider a more complex problem, the
proposed algorithm is based on a convex optimization, and thus ensures computational efficiency.
We further propose two online implementation approaches that have proven to be solvable within
a reasonable time, sufficient for real-time applications.

Second, we develop robust control strategies against the traffic estimation errors. Chapter 6 in
Part III is the first work that applies connected vehicle technology to the macroscopic control
of large-scale urban networks and resolves the challenging issue of low penetration rate of this
technology. We employ a stochastic MPC to explicitly handle the uncertainties caused by low
penetration rates of connected and automated vehicles without yielding too conservative control
decisions. It is shown that such strategy can significantly reduce the total travel costs if the
uncertainty is large.

Third, we provide a guideline for how the control strategies should evolve with the penetration
rates of connected and automated vehicles (Part II, Chapter 4). Based on the simulation results,
we develop a heuristic to switch between the different features of the proposed control strategy,
according to the demand and penetration rate of each technology.
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2. Developing a control framework for both the network and local levels and a multi-scale
control scheme to bridge them

The second main contribution of this dissertation is the development of a novel multi-scale
control framework for large-scale urban traffic networks. At the local level, we proposed a
joint optimization scheme to integrate the traffic signal control with the trajectory planning
of automated vehicles (Part II, Chapter 4). At the network level, we focus on the promising
perimeter control scheme for large-scale urban networks. We bridge the control of the two levels
by introducing a multi-scale perimeter control strategy, with a particular focus on i) how the
macroscopic control decisions can be translated into microscopic variables; and ii) how the
control objectives at different levels can be synthesized (Part III, Chapter 6). This is the first
methodological effort to integrate the individual control of the perimeter intersections and the
overall perimeter control of large-scale urban networks. An approximation framework is proposed
to enable the feasible and efficient solution of the embedded optimization problem for real-time
control. Simulation results show that the proposed multi-scale perimeter control has optimized
both the network performance and the intersection delay at the perimeter, outperforming the
classical controllers.
3. Integrating priority schemes into the control strategies

The third main contribution of this dissertation is the explicit inclusion of priority schemes into
the proposed control strategies. This dissertation differentiates different groups of vehicles (i.e.
vehicles corresponding to different transportation modes, or with different occupancies, values of
time, priority levels, etc.) and considers their interactions.

Chapter 5 (Part II) integrates transit signal priority into the control strategy proposed in
Chapter 4 in order to minimize person delay. The traffic signal is coordinated with both bus
infrastructure (bus stops) and bus operation (bus schedule). Simulation results show that it is
valuable to consider bus stops, especially the near-side bus stops, when performing signal control.
This further provides guidelines on which signal control strategies to be implemented for different
scenarios.

Chapter 7 (Part III) extends the multi-scale perimeter control strategy proposed in Chapter 6
by integrating a priority scheme to improve both the performance and the social welfare of all
vehicles. This is achieved by dedicating tolled priority lanes for vehicles with high VOTs. An
MPC-based control strategy is proposed to dynamically adjust the toll to account for varying
traffic conditions. This is the first work that combines perimeter control and congestion pricing.
We further propose an online updating algorithm to estimate and recalibrate the distribution of
VOT based on the choice of users. Simulation results show 11.6% increase in social welfare by
applying the proposed method.

8.2 Limitations

This dissertation investigates how the emerging technologies can be beneficial for the multimodal
urban transportation systems. Efficient traffic estimation and control strategies are proposed and
validated using real-world inspired case studies. Nevertheless, there are a few limitations that
require further investigation.

1) In Part I, we require that there are at least one BoQ critical point and one FoQ critical
point within a signal cycle for the proposed method to work. In scenarios with very sparse
data (i.e. very low penetration rates or sampling rates), the proposed method might not be
able to detect queues. It is essential to incorporate probabilistic models into the proposed
methodology in the future work.

2) In Part II, we consider simple intersections as an initial building block to design signal con-
trol algorithms. For more complex intersections, few difficulties might arise, including 1)
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the planning of the turning and lane changing trajectories in scenarios where conventional,
connected, and automated vehicles coexist; 2) computational costs, which could potentially
be addressed by generalizing branch and bound algorithms or by using approximation
algorithms (e.g. Li and Ban (2018)); and 3) multiple priority requests from vehicles with
different modes and competing movements.

3) In Part III, there are mainly two limitations. First, we neglect the possible reroute when
queue length at a particular intersection is large. This can be important, especially in the
scenarios where automated vehicles exist in the traffic systems. Second, perimeter control
may not be able to handle the scenarios with very high demand. One potential solution is
to integrate incentives so that passengers can switch their transportation mode or departure
time.

8.3 Outlook

Traffic control in a connected and automated vehicle environment is a relatively new and promis-
ing research area. Given the complexity in the traffic system, there are many directions to extend
and explore. Specifically, potential future research directions are summarized as follows

1) Comprehensive real-world test. In this dissertation, the proposed traffic estimation
and control strategies have been mainly evaluated with the aid of simulation and limited
field data (such as NGSIM data). A possible future research direction is to conduct more
comprehensive testing and validation of the methods in a real-world testbed and/or using
real data from connected and automated vehicles.

2) Data fusion algorithms for traffic estimation. Throughout the dissertation, we assume
that the connected and automated vehicles are the only information source. This is a
conservative assumption that provides a lower bound for the benefit of these technologies.
In the future smart mobility systems, there will be multiple sensors installed in a city (Jiang
et al., 2017). Therefore, further efforts can be made to investigate how the information
provided by these sensors can be integrated and synthesized to yield a more accurate traffic
estimation. This would also be beneficial for the transition period of the technologies.

3) Control of more complex intersections. In this dissertation, we focus on simple intersec-
tions (Chapter 4 and Chapter 5). Future research can be devoted to extending the proposed
strategies to complex intersections with multiple signal phases, multiple lanes, and multiple
movements. The difficulty lies in the trajectory planning of turning trajectories and the
lane changing in a scenario where vehicles with various technological levels coexist in the
traffic streams.

4) Traffic control with special infrastructure. In Part II and Part III of this dissertation, we
design control strategies to maximize the benefits of connected and automated vehicles dur-
ing the transition period. Another approach is through dedicated infrastructure (dedicated
lanes or dedicated zones). However, it is still not clear how the dedicated infrastructure can
be managed with the existing traffic systems. Efforts are currently underway to propose an
aggregated control strategy for dedicated zones with automated vehicles and to develop
local control algorithms with separated infrastructure (lanes) for automated vehicles (Yang
et al., 2018a, 2019).

5) Combination with other systems. In this dissertation, we only focus on the estimation
and control of signalized intersections in urban cities. Future research can be devoted to
integrate the developed framework in this dissertation with some of the authors’ works in
other systems, e.g. parking (Cao and Menendez, 2018), logistics (Yang et al., 2018c), and
highways (He et al., 2017; Tilg et al., 2018).

6) Integration of new mobility concepts. In this dissertation, we consider the flexibility of
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automated vehicles in traffic flow. However, automated vehicles are often coupled with
new mobility services, such as flexible public transport (Nourbakhsh and Ouyang, 2012;
Ruch et al., 2018), car-sharing (Becker et al., 2017), and ride-sharing services (Daganzo
and Ouyang, 2018). One example is the Autonomous Mobility on-demand systems (e.g.
Hyland and Mahmassani, 2018), which provide remarkable flexibility and convenience to
travelers and present enormous potential to mitigate traffic congestion. Existing works on
the Autonomous Mobility on-demand systems typically assume a congestion-free urban
area and known travel times, or rely on steady-state formulations. Research on the impact
of the Autonomous Mobility on-demand systems on the traffic systems is often simulation-
based. Moreover, to the best of our knowledge, there are few existing methodological
works on the integration between public transportation and the the Autonomous Mobility
on-demand systems. Designing traffic control strategies considering new mobility concepts
such as the Autonomous Mobility on-demand systems is essential for the operations of
future multi-modal mobility systems.

7) Cyber-secure traffic control It is assumed in this dissertation and most existing works that
the information provided by the connected and automated vehicles is faithful. However, it
is possible that these vehicles are hacked, as they are computers. Owners of the vehicles
might also forge the information for their own benefits. It would be an interesting yet
practical direction to design cyber-secure traffic control strategies in a connected and
automated vehicle environment against potential attacks.
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Appendix A

Detailed Calculations

A.1 Inclusion of the Intermediate States for Cases With Limited
Data

This appendix elaborates the procedure for estimating the FoQ critical points when the sampling
rates are low. Particularly, we consider three cases:

1. There are stopped trajectory points but no free flow trajectory points, i.e. set Vp+1 ∩ Jn = ∅

and set Sp ∩ Jn , ∅;
2. There are free flow trajectory points but no stopped trajectory points, i.e. set Vp+1 ∩ Jn , ∅

and set Sp ∩ Jn = ∅;
3. There are neither free flow trajectory points nor stopped trajectory points, i.e. set Vp+1 ∩

Jn = ∅ and set Sp ∩ Jn = ∅.
For case 1) and 2), we assume that there is at least one trajectory point in the set Ap+1. For case
3), we assume that there are at least two trajectory points in Ap+1 ∩ Jn for at least one vehicle
trajectory m. This is the least requirement to guarantee that we can reconstruct at least one critical
point.

The procedure has two steps. In the first step, we estimate the accelerating trajectory, i.e. the
value of b and c in Eq.(3.24). In the second step, the critical points are obtained based on the
accelerating trajectory. In the rest of this section, we explain the procedure for the three cases,
respectively.

For case 1), we denote the line fitted from the stopped trajectory points in set Jn ∩ Sp as
x(t) = lpn . This line has a slope of zero, as it represents the stopped state. Then the following
two properties should hold. First, Eq.(3.24) should be tangent to line x(t) = lpn . This is because
both the location and the speed are continuous. Second, the distance between Eq.(3.24) and the
trajectory points in set Jn ∩ Ap+1 should be minimized.

Based on these two properties, we can build an optimization model for trajectory m.

min
∑

j ∈Jn∩Ap+1

(
1
2

at2
j + bt j + c − x j )2 (A.1)

s.t. 2ac − b2 = 2alpn (A.2)

where the constraints and the objective function correspond to the two properties, respectively.
The decision variables are b and c. Although Eq.(A.1) and Eq.(A.2) are not convex, the optimal
solution of b and c can be represented in a closed form. Therefore, it is not necessary to solve the
model Eq.(A.1) and Eq.(A.2) in practice.

With the estimated trajectory in the intermediate state, we can reconstruct the trajectory in the
free flow state as a tangent line to the parabola Eq.(3.24) with slope u f . With a basic calculation,

the critical point can be represented as
(u f − 2b

2a
, lpn

)
.

For Case 2), let us denote the trajectory fitted from the free-flow trajectory points in set
Jn ∩ Vp+1 as the line x = up

n t + η
p
n . Similarly to Case 1) in Section 3.4, the parabola Eq.(3.24)
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should also satisfy the following two requirements.
1) Eq.(3.24) should be tangent to line x = up

n t + η
p
n . This is because both the location and the

speed are continuous.
2) The distance between Eq.(3.24) and the trajectory points in set Jn ∩ Ap+1 should be

minimized.
Then we formulate the following optimization model

min
∑

j ∈Jn∩Ap+1

(1
2

at2
j + (b + up

n )t j + c − x j

)2
(A.3)

s.t. 2ac − b2 = 2aηpn (A.4)

Model Eq.(A.3) and Eq.(A.4) can also be transformed into a cubic equation and solved analyti-

cally. Then the critical point can be represented as
(u f − 2b

2a
, c −

b2

2a

)
.

For Case 3), as there are no trajectory points in either the free flow state or the stopped state,
we only require that the distance between Eq.(3.24) and the trajectory points in set Jn ∩ Ap+1 be
minimized. Hence we have the following non-constrained optimization problem.

min
∑

j ∈Jn∩Ap+1

(1
2

at2
j + bt j + c − x j

)2
(A.5)

Model Eq.(A.5) is a convex model, which can be transformed into a set of linear equations. Then

the critical point can be represented as
(u f − 2b

2a
, c −

b2

2a

)
.

A.2 Calculation of the Optimal and Entering Speed

1) First vehicle in platoon
When vehicle n which is the first vehicle in the platoon, the optimal trajectory would let it

pass the intersection exactly at time tg and then accelerate. This assumption which is made for
simplicity purposes, could cause a small and systematic error, as in theory, the vehicle could try
to accelerate before and enter the intersection with the free flow speed. This error would affect
the model in a conservative way: the observed delay in the simulation is probably slightly larger
than what could be realized.

The optimal speed of vehicle n before accelerating can be found by Eq.(A.6).

uopt
n,J =

xn − σx

tg − t0
(A.6)

where σx is the estimated standard deviation for location errors. σx is estimated with the aid
of a Kalman filter. The detailed explanation of the Kalman filter and σx can be found in A.3.
Eq.(A.6) designs a conservative speed when there are measurement errors. In cases without
measurement errors, the Kalman filter would give a σx = 0.

The optimal speed may not satisfy the speed lower and upper bound and hence should be
further adjusted.

udes
n,J =




max{min{uopt
n,J ; u f }; umin}, tg > t0

u f , tg ≤ t0
(A.7)

In case tg > t0, the speed is constrained by the lower speed bound and the free flow speed. In
case tg ≤ t0, vehicle n arrives at the intersection after the signal switches, thus vehicle n can
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drive with the free flow speed on the approach link.
Then, the initial speed at which vehicle n enters the intersection is calculated as

uinit
n,J =




udes
n,J , udes

n,J > umin

0, udes
n,J = umin

(A.8)

where in the second case (udes
n,J = umin), the vehicle would arrive at the intersection before the

signal turns green. This means that the vehicle would simply stop to avoid crawling and then
accelerate across the intersection. Therefore the initial speed is 0 in this case.

2) vehicle n̂ following previous vehicles
If vehicle n̂ follows the previous vehicles (i.e. it is not the platoon leader), the optimal trajectory

should be tangent to the closest possible trajectory to the last vehicle in the platoon (based on
Newell’s vehicle following model (Newell, 2002); see the dash line in Figure 4.3b) . This means
that vehicle n̂ will join the platoon and then accelerate across the intersection. The following
equation is derived by basic kinematic law and traffic flow theory.

tg +
uopt
n̂,J
− udes

n,J

an
+

(On̂,J − 1)/kjam

w
= t0 +

x n̂
uopt
n̂,J

−
(On̂,J − 1)/kjam +

(uopt
n̂,J

)2−(udes
n,J )2

2an

uopt
n̂,J

(A.9)

where both sides of the equation represent the time when the actual trajectory of vehicle n̂
intersects with the closest possible trajectory (marked as point of tangency in Figure 4.3b). The
left hand side of Eq.(A.9) corresponds to this intersecting time in the closest possible trajectory
while the right hand side corresponds to this intersecting time in the designed trajectory.

The optimal speed uopt
n̂,k

can then be obtained by solving Eq.(A.9).

uopt
n̂,J

= udes
n,J − an

(
tg − t0 +

On̂,J − 1
wkjam

)

+ an

√√(
tg − t0 +

On̂,J − 1
wkjam

)2

+ 2
1

an

*
,

x n̂ −
(On̂,J − 1)(udes

n,J + w)

wkjam
+
-

(A.10)

The design speed udes
n̂,J

is obtained by adjusting uopt
n̂,J

.

udes
n̂,J = max{min{uopt

n̂,J
; u f }; umin} (A.11)

The initial speed when vehicle n̂ enters the intersection can be found as

uinit
n̂,J = max

{
udes
n̂,J ;

√
(udes

n̂,J
)2 + 2an (On̂,J − 1)/kjam

}
(A.12)

where the first term of the right hand side represents the case where this vehicle joins the
accelerating platoon after entering the intersection and the second term represents the case where
this vehicle enters the intersection with the accelerating platoon (as in Figure 4.3b).

A.3 Kalman Filter for Location and Speed Estimation With
Measurement Noises

Kalman filter (Kalman, 1960) is an algorithm that produces estimates of unknown variables
from a time series of noisy measurements. The estimation results are more precise than a single
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measurement. In this section, a Kalman filter is applied to estimate the speed x and location
u, as well as the standard deviation of the location σx . The signal control algorithm uses this
information as an input.

The Kalman filter is applied in an online manner. Every time the vehicle sends information,
the estimated location x̂(k), speed v̂(k) and their covariance matrix Σ(k) are updated. In this
section, all the variables with bold font represent vectors or matrices.

A Kalman filter consists of system equations and measurement equations. The system equa-
tions are derived from the basic vehicle motion equations.

x(k) = x(k − 1) + u(k − 1)C + qx (k) (A.13)

u(k) = u(k − 1) + qu (k) (A.14)

where x(k) and u(k) represent the real location and speed at time step k; C is the duration of
each time step, which is chosen as 0.2s in this paper (according to Gómez et al. (2015) and Leung
et al. (2006), a resolution between 1 and 5 Hz is reasonable for GPS data). qx (k) and qu (k) are
the system errors at time step k, which are introduced due to two reasons: 1) acceleration and
driving behavior are not considered; 2) time is discretized. The joint distribution of qx (k) and
qu (k) is assumed to follow a two dimensional Gaussian distribution with mean 0 and covariance
matrix Q.

[qx (k), qv (k)]T ∼ N (0, Q) (A.15)

where xT represents the transpose of vector/matrix x. Covariance matrix Q can be calibrated
from real data, and is related to the sampling interval of the GPS data. Here, we use Q =

[6.8061, 0.0382; 0.0382, 0.3819].
The measurement equations are written as

y(k) = x(k) + rx (k) (A.16)

v(k) = u(k) + ru (k) (A.17)

where y(k) and v(k) are the measurement of location and speed, respectively. rx (k) and ru (k)
are measurement errors of location and speed, respectively. The joint distribution of rx (k) and
ru (k) is assumed to follow a two dimensional Gaussian distribution with mean 0 and covariance
matrix R, i.e. [rx (k), rv (k)]T ∼ N (0, R). Covariance matrix R is related to the accuracy of the
measurement devices.

To solve the Kalman filter, the system equations and measurement equations are rewritten as



x(k)

u(k)


= A



x(k − 1)

u(k − 1)


+



qx (k)

qu (k)


(A.18)



y(k)

v(k)


= H



y(k − 1)

v(k − 1)


+



rx (k)

ru (k)


(A.19)

where

A =



1 C

0 1


, H =



1 0

0 1


(A.20)

Then the location, speed and their covariance can be estimated using the following iterative
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equations.

µ(k) = A



x̂(k − 1)

û(k − 1)


(A.21)

P(k) = AΣ(k − 1)AT + Q (A.22)

K (k) = P(k)HT (HTP(k)H + R)−1 (A.23)


x̂(k − 1)

û(k − 1)


= µ(k) + K (k)



y(k)

v(k)


(A.24)

Σ(k) = (I − K (k)H )P(k) (A.25)

where µ(k) is the predicted state variables, P(k) is the predicted covariance, K (k) is the Kalman
gain. Then, by rewriting Σ(k) as Σ(k) = [Σxx, Σxu ; Σxu, Σuu], the standard deviation of the
location can be found as

σx =
√
Σxx . (A.26)

The initial covariance is chosen as R and the initial speed and location are chosen as the initial
measurement.
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Figure A.1: Effect of the Kalman filter.

The effect of the Kalman filter can be seen in Fig. A.1. The horizontal axis is the standard
deviation of the measurement errors, whereas the vertical axis represents the standard deviation
of the location estimation after implementing the Kalman filter. While this paper focuses more
so on the error in the location measurement since the algorithm relies more on this information,
three different standard errors for speed measurements are also shown in this figure. Fig.A.1
shows that the estimation error of the location is smaller than the measurement error. In other
words, by using the Kalman filter, the error related to location measurement is reduced. It is
also shown in Figure Fig.A.1 that the estimation of the Kalman filter is not very sensitive to the
standard deviation of the error in speed measurement. Also notice that adding the Kalman filter
would not influence the running time, as only one iteration of the Kalman equations is required
in each time step.
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