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Abstract

The transportation sector is globally the second biggest consumer of energy and is almost
exclusively relying on fossil fuels to satisfy its demand. To avoid a global temperature
rise of more than 2 ◦C until 2100, CO2 emissions have to be drastically reduced.
Eventually, this requires either alternative propulsion systems or CO2-neutral fuels.
Numerous compounds have already been proposed as potential gasoline replacement.
A methodical comparison or systematical design of fuels is hindered by the fact that
the specifications of the ideal fuel are unknown. Therefore within the presented thesis
a tool was developed to evaluate the performance of possible fuel compounds, either
as pure substance or a mixture. Furthermore, a novel algorithm to design molecules
for fuel applications is presented, the so-called reverse Group Contribution Method
(rGCM).

The influence of fuel properties on engine performance is complex. Universal spec-
ifications of the ideal fuel are therefore not available. To overcome this problem, a
thermodynamic model of a Spark Ignition (SI) Direct Injection (DI) Internal Com-
bustion Engine (ICE) was developed. The model focuses on fuel-related influences on
engine performance and is able to evaluate pure compounds and mixtures. Besides the
Research Octane Number (RON), the model requires only readily available properties
as input (liquid density, vapor heat capacity, liquid viscosity, vapor pressure, enthalpy
of vaporization and elemental composition). The main purpose of the model is to
determine the potential of a compound as gasoline replacement. Therefore the efficiency
of the engine at 2000 rpm and full load is maximized for each compound by adapting
the compression ratio limited by knock and a peak pressure (25MPa). After this design
step, the engine model was used to determine the performance at full and part load
and over defined driving cycles.
An extensive literature review identified 34 different biofuels. These compounds

were compared to gasoline using the engine model. The evaluated parameters included
efficiency, specific CO2 emissions both at 2000 rpm and full load, as well as consumption
and CO2 emissions over the Worldwide harmonized Light vehicles Test Cycle (WLTC).
None of the biofuels result in lower consumption and lower CO2 emissions than gasoline.
However, there is a compound superior to gasoline, for each of the measures. Maximum
efficiency is achieved by ethyl levulinate with 38.6% compared to 33.7% the efficiency
of gasoline. Minimum CO2 emissions are achieved by sec-butanol with 177 g/km vs.
193 g/km in the case of gasoline. 2-phenylethanol minimizes consumption (7.2 l/100 km)
which is significantly lower than gasoline (8.2 l/100 km).

Fast pyrolysis is a well-established process to liquefy lignin. The product is a mixture
of mostly aromatic carbons called bio-oil. Due to its properties, this bio-oil is not suited
as fuel for SI engines. Therefore, an upgrading step called Hydrodeoxygenation (HDO)
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has been proposed in the literature. To model the upgrading process a generalized
reaction pathway is presented. The performance of each of the intermediate upgrad-
ing products was determined using the engine model. For full HDO, an average of
7molH2/moloil is required. The results indicate that with roughly 4molH2/moloil, well-
suited fuels can be produced. Further HDO does not lead to any kind of improved fuels.
β-methylstyrene has been identified as the compound resulting from the upgrading pro-
cess with minimum consumption (6.9 l/100 km). 1,2,3-trimethoxy-5-ethylcyclohexane
maximizes efficiency (40.2%) and minimizes specific CO2 emissions (174 g/km).

An algorithm to optimized mixture compositions was developed based on considera-
tions in terms of energy per mole of CO2 emitted vs. volumetric energy density. This
mixture optimization algorithm aims to identify biofuel mixtures with both lower con-
sumption and lower specific CO2 emissions than gasoline. However, no such mixtures
could be identified. Nonetheless, 82 different mixtures were identified with comparable
performance as gasoline. In general, these mixtures consist in average of 34mol%
2-phenylethanol, 7mol% methyl valerate as well as butanol and pentanol isomers in
varying compositions and to different extents.

A novel Computer Aided Molecular Design (CAMD) method was developed by
combining the ICE model with Group Contribution Methods (GCMs) from the literature
and a pattern search optimization algorithm. Two different scenarios were evaluated:
firstly, an unrestricted search for the perfect liquid fuel, and secondly, an upper limit
to the boiling point (at the cylinder wall temperature 470K) was introduced. The
unrestricted search led to the identification of three sets of isomers with almost identical
performance. They provide a full load efficiency at 2000 rpm of 40.7%, a consumption
of 6.5 l/100 km and specific CO2 emissions of 157 g/km over the WLTC. The second
run including the boiling point limitation identified the following four compounds:
2,2,3,3,4,4-hexamethylpentane, β-methylstyrene, 3,5,6,7-tetramethyloctan-2-one and 3-
methyl-2-buten-2-ol. 2,2,3,3,4,4-hexamethylpentane and 3,5,6,7-tetramethyloctan-2-one
are superior to all discussed fuels (including gasoline) with respect to all investigated
parameters, but inferior to the results of the unrestricted search. β-methylstyrene results
in minimum consumption at the costs of increased CO2 emissions. 3-methyl-2-buten-
2-ol leads to maximum efficiency but shows increased consumption when compared
to gasoline. Overall, the compounds of the boiling point limited search resulted in
efficiencies of 36.2% to 39.5% at 2000 rpm and full load, specific CO2 emissions of
166 g/km to 211 g/km and consumptions in the range of 6.9 l/100 km to 8.5 l/100 km
over the WLTC.
In a nutshell it can be concluded that fuels superior to gasoline exist and that

the presented CAMD method is able to identify them. Furthermore, the ICE model
provides a versatile tool to investigate the suitability of molecules and mixtures as
gasoline replacement. To share the model with the scientific community it was made
publicly available at http://fuel-simulation.psi.ch.
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Zusammenfassung

Weltweit ist der Transportsektor der zweitgrösste Energieverbraucher und basiert weit-
gehend auf fossilen Energieträgern. Um den weltweiten Temperaturanstieg in Folge
des Klimawandels auf maximal 2 ◦C bis zum Jahr 2100 zu begrenzen, müssen die
CO2-Emissionen stark reduziert werden. Demzufolge müssen entweder alternative An-
triebskonzepte oder CO2-neutrale Treibstoffe zur Anwendung kommen. Es wurden
bisher zahlreiche alternative Treibstoffe in die Diskussion eingebracht. Einem methodi-
schen Vergleich dieser Treibstoffe oder gar einer systematischen Suche nach dem idealen
Treibstoff steht das Fehlen allgemeingültiger Spezifikationen im Weg. In dieser Disser-
tation wurde deshalb ein Modell entwickelt, um die Eignung eines Stoffes (Reinstoff
oder Mischung) als Benzinersatz zu evaluieren. Darauf aufbauend wurde eine neuartige
systematische Suche nach dem idealen Treibstoff entwickelt, die sogenannte reverse
Group Contribution Method (rGCM).

Der Einfluss des Treibstoffes auf das Verhalten des Motors sind komplex. Dementspre-
chend sind allgemeingültige Spezifikationen des idealen Treibstoffes nicht ableitbar. Um
dieses Problem zu umgehen, wurde ein thermodynamisches Modell eines fremdgezünde-
ten, direkteinspritzenden Verbrennungsmotor entwickelt. Das Modell legt speziellen
Wert auf den Einfluss des Treibstoffes auf den Motor und akzeptiert sowohl Reinstoffe
als auch Mischungen. Neben der Oktanzahl bedingt das Modell nur gut verfügbare
Eigenschaften als Eingabeparameter: Dichte (flüssig), Wärmekapazität des Dampfes,
Viskosität (flüssig), Dampfdruck, Verdampfungsenthalpie sowie elementare Zusam-
mensetzung. Die Hauptaufgabe des Modells ist es, das Potenzial eines Stoffes als
Benzinersatz zu ermitteln. Dazu wird das optimale Verdichtungsverhältnis für den
jeweiligen Stoff ermittelt. Das optimale Verdichtungsverhältnis ist definiert durch den
maximalen Wirkungsgrad bei 2000 rpm und unter Vollast — unter der Voraussetzung,
dass weder die Druckobergrenze (25MPa) überschritten wird, noch Klopfen auftritt.
Nach diesem Designschritt wird das Motorenmodell verwendet, um die Leistungsfähig-
keit des Stoffes bei Voll- und Teillast sowie über bestimmte Fahrzyklen zu studieren.

Durch eine umfangreiche Literaturstudie konnten 34 Biotreibstoffe identifiziert werden.
Diese Stoffe wurden mit Hilfe des Modells mit Benzin verglichen. Als Vergleichspa-
rameter wurden Wirkungsgrad und CO2-Emissionen bei 2000 rpm und unter Volllast
sowie der Verbrauch und CO2-Emissionen über den WLTC verwendet. Keiner der
untersuchten Stoffe ist Benzin in allen Kriterien überlegen. Jedoch gibt es für jedes
einzelne Kriterium einen Treibstoff, welcher besser als Benzin ist. So wird der Wirkungs-
grad von Benzin (33.7%) von Ethyllevulinat mit 38.6% übertroffen. Die niedrigsten
CO2 Emission wurden für sec-Butanol (177 g/km) ermittelt, gegenüber Benzin mit
193 g/km. Minimalen Verbrauch wurde durch 2-Phenylethanol mit 7.2 l/100 km erreicht,
im Vergleich dazu liegt der Verbrauch von Benzin bei 8.2 l/100 km.
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Ein kostengünstiger Weg zur Verflüssigung von Biomasse ist die Pyrolyse: Wird
mit diesem Prozess Lignin verflüssigt, entsteht eine Mischung aus hauptsächlich aro-
matischen Verbindungen, genannt Bioöl. Die Eigenschaften dieses Bioöls stehen einer
direkten Verwendung als Treibstoff in einem Ottomotor entgegen. In der Literatur
wurde deshalb die Hydrodeoxygenation (HDO) als Aufbereitungsprozess vorgeschlagen.
Dieser Aufbereitungsprozess wurde anhand eines verallgemeinerten Netzwerks von Re-
aktionen modelliert. Anschliessend wurde jedes einzelne Zwischenprodukt mit Hilfe des
Motorenmodells auf seine Eignung als Treibstoff untersucht. Durchschnittlich werden
für vollständige HDO 7molH2/moloil benötigt. Die Resultate zeigen jedoch, dass die
am besten geeigneten Treibstoffe mit etwa 4molH2/moloil hergestellt werden können.
Eine weiterführende HDO führt in keiner Weise zu besser geeigneten Treibstoffen. Als
Treibstoff mit minimalem Verbrauch (6.9 l/100 km) wurde β-Methylstyren identifiziert.
1,2,3-Trimethoxy-5-Ethylcyclohexan führt zu minimalen spezifischen CO2-Emissionen
(174 g/km) und dem maximalen Wirkungsgrad von 40.2%.

Ein Algorithmus zur Optimierung von Mischungen wurde basierend auf einem Ver-
gleich von Energie pro ausgestossenen Mol-CO2 und volumetrischer Energiedichte
entwickelt. Die Aufgabe des Algorithmus war es, aus den bestehenden 34 Biotreibstof-
fen Mischungen zu identifizieren, welche einen niedrigeren Verbrauch und niedrigere
CO2-Emissionen als Benzin aufweisen. Es war nicht möglich solche Mischungen zu
identifizieren. Es wurden jedoch 82 Mischungen mit vergleichbarer Leistungsfähigkeit
wie Benzin identifiziert. Im Allgemeinen bestehen diese Mischungen im Durchschnitt aus
34mol% 2-Phenylethanol, 7mol% Methylvalerat sowie Butanol- und Pentanolisomeren
in wechselnder Zusammensetzung.

Durch die Kombination des Motorenmodells mit Gruppenbeitragsmethoden (GCM)
aus der Literatur und einem Optimierungsalgorithmus entstand eine neuartige CAMD
Methode, mit deren Hilfe der optimale Treibstoff für zwei verschiedene Szenarien ge-
sucht wurde: Erstens wurde eine unbeschränke Suche durchgeführt und zweitens wurde
eine Obergrenze für den Siedepunkt eingeführt (entsprechend der Zylinderwandtempe-
ratur von 470K). Die unbeschränkte Suche identifizierte drei Sets von Isomeren mit
identischer Leistungsfähigkeit. Bei 2000 rpm und unter Volllast erreichen sie einen Wir-
kungsgrad von 40.7%. Über den WLTC kommt es zu einem Verbrauch von 6.5 l/100 km
und einem CO2-Ausstoss von 157 g/km. Im zweiten Szenario wurden vier Moleküle ge-
funden: 2,2,3,3,4,4-Hexamethylpentan, β-Methylstyren, 3,5,6,7-Tetramethyloctan-2-on
und 3-Methyl-3-buten-2-ol. Die Moleküle, welche im unbeschränkten Szenario gefunden
wurden, zeigen eine bessere Leistungsfähigkeit als jene des siedepunktlimitierten Sze-
narios. 2,2,3,3,4,4-Hexamethylpentan sowie 3,5,6,7-Tetramethyloctan-2-on sind allen
bisher diskutierten Treibstoffen (inklusive Benzin) in Bezug auf alle Parametern überle-
gen. β-Methylstyren führt zu minimalem Verbrauch verbunden mit einem Anstieg der
CO2-Emissionen. 3-Methyl-3-buten-2-ol maximiert den Wirkungsgrad, führt allerdings
zu einem grösseren Verbrauch als Benzin. Die Zielmoleküle des siedepunktlimitierten
Szenarios resultieren in einem Wirkungsgrad zwischen 36.2% und 39.5% bei 2000 rpm
und Volllast. Über den WLTC wurde ein Verbrauch von 6.9 l/100 km bis 8.5 l/100 km,
sowie ein CO2-Ausstoss im Bereich von 166 g/km bis 211 g/km ermittelt.
Zusammenfassend kann gesagt werden, dass besser geeignete Treibstoffe als Benzin
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existieren und die hier vorgestellte CAMD-Methode in der Lage ist, diese zu identifizie-
ren. Des Weiteren stellt das Motorenmodell ein vielseitiges Werkzeug dar, um die Eig-
nung von Reinstoffen oder Mischungen als Benzinersatz zu untersuchen. Das Modell wur-
de daher der wissenschaftlichen Gemeinschaft unter http://fuel-simulation.psi.ch
zugänglich gemacht.
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1 Introduction

1.1 Motivation

It is well-established that environmental disturbances due to global climate change
lead to irreversible transformations of the planet and the ecosystem [1]. The Paris
Agreement (COP 21, 2015) aims to limit this by keeping the global temperature rise
well below 2 ◦C until the end of the century. To achieve this, less than 2900Gt of CO2
should be emitted in this time span, of which up to now about 1900Gt have already
been emitted [1].
On a global scale, the transportation sector is the second largest energy consumer

(29% in 2015 [2]) and is almost exclusively based on fossil fuels (95.8% in 2015 [3]).
A detailed overview of the shares of energy consumption and the energy mix of
transportation is given for both the World and Switzerland in Fig. 1.1.

37%
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28%
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Natural Gas
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Other
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agriculture
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other
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Figure 1.1: Overview of the total energy consumption by sectors globally and for Switzerland
including the energy sources used in transportation. Adapted from [2–4], values given for 2015.

In Switzerland the energy demand due to transportation sums up to 36% of the total
energy demand in the same period [4]. This accounts for roughly one third of the Swiss
CO2 emissions (about 70% of that is due to passenger cars [5]). If Switzerland wants
to fulfill the Paris Agreement, CO2 emissions per kilometer have to be reduced by 65%
until 2040 and reach zero by 2060 [6]. Thus, two different approaches are envisaged:
reduced consumption and alternative fuels. The consumption may be reduced by
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1 Introduction

technological measures, e.g. increased efficiency, reduced car weight and electrification.
It is also affected by customer requirements and behaviors which either enhance or
diminish the effect of technological measures. Nowadays, there are two alternatives
for fossil fuels on the market: ethanol (to replace gasoline) and biodiesel (to replace
diesel fuel). Ethanol for fuel applications is mainly produced from sugarcane and maize,
triggering a competition between fuel and food production. Further research on other
fuels or different production pathways to utilize other feedstocks is therefore inevitable.
It has been stated that Internal Combustion Engines (ICEs) will remain dominant in
surface transportation by 2030 with a share above 80% [7]. This implies the quest for
alternatives.
The discussion includes alternatives to the ICE as well as a small number of com-

pounds as alternative fuels for ICEs [8–10]. For a biofuel to be considered as “drop-in”
it must fulfill all current fuel standards and to be compatible with the infrastructure
in place. A comprehensive review on generally discussed compounds will be given
in Section 2.1. However, the requirements for the optimal fuel/propulsion pair are
numerous, ranging from sustainable production, over ease of handling to zero emissions.
Sustainability combines the environmental burdens of production, usage and disposal.
It is generally assessed using Life Cycle Analysis (LCA). Due to the contribution of
production the sustainability of a fuel not only depends on its performance, but also
on the feedstock and the production pathway.

The most common approaches to identify alternative fuels are the following: Either
as the output of well-established production processes or as compounds with similar
properties to the existing ones. Neither approach is expected to give ideal results
by design. Although the ICE has been optimized for gasoline or diesel over the last
100 years, there are hopeful indications that better fuels can be found. Increases in
efficiency have been shown for example by replacing gasoline with ethanol [11–14].
In this light, there is probably no single perfect solution, but numerous optimal

solutions for different applications. One example is aviation where fuel specifications
are strictly regulated, and safety considerations are important. Thus, it is expected
that only drop-in biofuels stand a chance. Another example is short distance travel
which might be dominated by battery powered cars in the near future.

1.2 Objective of the Project

The aim of this thesis was to identify the most suitable alternative to gasoline. A
novel combination of Computer Aided Molecular Design (CAMD) techniques and ICE
modeling was applied to obtain this target. A graphical overview of the structure of
this thesis is given in Fig. 1.2.
This approach allowed the design of molecules optimized for the application as

gasoline alternatives. The project was divided into several sub-projects. First, a model
of a Spark Ignition (SI) ICE focusing on fuel influence was developed which allowed for
fast and efficient comparison between different compounds (Chapter 3). Second, the
compounds proposed to replace gasoline were reviewed using the model (Chapter 4).
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Figure 1.2: Graphical overview of the structure of this thesis. Numbers related to the
respective chapters.

Third, the versatility of the model was assessed using different upgrading products of
lignin pyrolysis oil (Chapter 5). Furthermore, the model was extended to fuel mixtures
with the aim of obtaining the fuel mixtures superior to gasoline (Chapter 6). Finally,
an algorithm was developed to optimizes the structure of a molecule for its performance
as fuel (Chapter 7).
The tasks of the different sub-projects are the following:
• Development of an SI engine model able to judge the performance of pure

compounds and mixtures without experimental input (Chapter 3).
• Critical review of the performance of currently discussed fuels using the engine

model (Chapter 4).
• Studying the Hydrodeoxygenation (HDO) upgrading process of lignin pyrolysis

oil to determine the best-suited fuels derivable from it (Chapter 5).
• Attempts to overcome the shortcomings of discussed biofuels by mixing to identify

mixtures with superior performance than gasoline (Chapter 6).
• Developing the reverse Group Contribution Method (rGCM) to design the perfect

SI fuel (Chapter 7).
An overall summary and conclusions will be given in Chapter 8 including suggestions
for further work on the different topics.
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2 Theoretical Background

2.1 Biofuels

The discussion about fuels for ICEs is about as old as the engine itself. The famous Ford
Model T launched in 1908, for example ran on ethanol [16]. However, the availability
of cheap petroleum displaced ethanol rapidly. Ever since, the discussion about fuel
alternatives has frequently reappeared, either due to reduced petroleum availability
(e.g. oil crisis) or due to environmental considerations. The scientific community is still
far from having reached a consensus on the fuel best-suited as gasoline replacement. As
the requirements for fuels range from sustainable production over engine performance
to environmental impact, it is difficult to identify a priori the optimal biofuel for all
purposes. This difficulty is reflected by the fact that so far a wide range of compounds
has been proposed and discussed. Different compounds are commonly theoretically
assessed based on their properties. Experimental studies are most often limited to
one or two of the most well-known compounds in comparison with gasoline on a given
engine. In this section an overview of discussed biofuels shall be given. A compound is
considered as soon as experimental values for either Research Octane Number (RON)
or derived Cetane Number (dCN) are available. Compounds lacking this key fuel
parameter are not considered, as these compounds lack the most basic experimental
considerations. Thereby they have been proposed, but have not entered the discussion.

Currently, the most commonly used alternative liquid fuel for SI engines is ethanol, one
of the reasons being its well-established production process from carbohydrate fractions
of biomass. Other compounds frequently discussed include methanol, n-butanol,
and more recently 2-methylfuran (2-MF) and 2,5-dimethylfuran (DMF) [17–19]. An
extensive review of the suitability of n-butanol as gasoline replacement concluded that
the usage of n-butanol may overcome many of the drawbacks of ethanol [20]. However,
empirically an excessive oil dilution of up to 24% of the injected fuel was noticed. Thus
pure n-butanol is not suited as fuel [21]. Recently, Raman et al. [22] proposed to use
α-pinene as a gasoline replacement because its energy content is similar to gasoline
and therefore a similar driving range is expected. The application of CAMD methods
led to the identification of 2-butanone, 2-MF, DMF, isobutanol, diisopropyl ether,
methyl-isopropyl ketone and isobutyraldehyde as possible alternatives [23]. Another
CAMD study listed 2-MF, DMF, 2-butanone, methyl isobutyl ketone, ethyl acetate,
ethyl propanoate, propyl acetate and isopropyl acetate as ideal SI fuels to be produced
from cellulose and hemicellulose [24]. A review based on pathways starting from furfural
revealed 2-MF and ethyl furfuryl ether as best gasoline replacements [19]. Using

Contents of this chapter have been published or submitted: [15]
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metabolic engineering, it is possible to produce butanol isomers and 2-phenylethanol
from glucose using Escherichia coli [25].

In Table 2.1 a list of the frequently discussed biofuels is given, together with findings
on their suitability as gasoline replacements from recent studies.

Table 2.1: Comparison between different frequently discussed alternative fuels.

compound discussion

methanol

OH

advantages:
engine: increased combustion efficiency [14, 26]; increased power
output [27]; high RON [28]; miscible with gasoline [29]

environment: reduced CO, HC, NOx emissions [14, 26, 27, 30];
biodegradable [31]

disadvantages:
engine: corrosive to fuel system [27, 32]; increased specific fuel

consumption [14]; high enthalpy of vaporization [33]; cold start
problematic [27]

environment: completely miscible with water [28, 34]; tendency
to increase Particulate Matter (PM) emissions? [26]; increased
aldehyde emissions? [30]

health and safety: toxic [28]; poor visibility of flame [28, 31];
safety issues due to broad flammability limits [27]

status:
abandoned — extensive road trials in the US in the 1980s [27]

ethanol

OH

advantages:
engine: high RON [11]; increased engine efficiency [11–14, 26];
increased combustion efficiency [14]; broader flammability
limits• [28]; increased flame speed• [28]; miscible with gaso-
line [29, 35]

environment: reduced NOx [21]? [36] and HC emissions• [11,
13]? [36]; reduced CO emissions? [12, 14, 37]; reduced PM
emissions?• [36–40]

disadvantages:
engine: cold start problems [11]; increased specific fuel consump-

tion [11, 14]; low energy density; corrosive to fuel system [32]; in-
compatibility with classical seals [32]; increased oil dilution [21]

environment: completely miscible with water [32, 34]; increased
HC emissions? [37]; increased aldehyde emissions? [39]

health and safety: low flame luminosity [28]; toxic [28]
status:

only liquid renewable gasoline alternative in place today
?: determined for mixtures with gasoline
•: compared to gasoline
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2.1 Biofuels

Table 2.1 — continued
compound discussion

n-butanol

OH

advantages:
engine: increased engine efficiency• [21, 41, 42]; not hygro-
scopic [43]; less corrosive than ethanol [43]; possible drop-
in fuel [43, 44]; lower tendency to vapor lock (compared to
ethanol) [20]; less prone to cold start problems than ethanol [20];
miscible with gasoline [42, 44]

environment: reduced NOx emissions• [21, 41]? [36]; reduced PM
emissions? [36, 45, 46]; established industrial process from re-
newable sources (ABE fermentation) [43]

health and safety: low volatility [20]
disadvantages:

engine: low Lower Heating Value (LHV)• [20]; increased oil dilu-
tion [21]

environment: increased HC emissions [21]
status:

well-established — numerous experimental studies (e.g. pure [21,
42, 44] as well as mixed with gasoline [42, 44]; comprehensive
review including production pathways [20]

2-MF

O

advantages:
engine: improved cold startability (compared to ethanol) [47, 48];

high RON [17, 47]; lower oil dilution than ethanol [47]; increased
combustion stability• [47]; increased power output?• [48]; in-
creased efficiency• [17, 49]; miscible with gasoline [48, 50]

environment: insoluble in water [34, 35]; decreased CO and HC
emissions? [48, 50]; lower HC emissions than both gasoline [17,
49] and DMF [17]; decreased PM emissions• [17]

disadvantages:
engine: tendency to polymerize [51]; increased fuel
consumption?• [48]

environment: higher NOx emissions than both gasoline [17, 49]
and DMF [17, 48];

health and safety: formation of explosive peroxides upon contact
with air [34]; toxic [34]

status:
well-established — numerous experimental studies (e.g. exper-
imentally tested pure [17, 47, 49] and mixed with gasoline [48,
50])

?: determined for mixtures with gasoline
•: compared to gasoline
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Table 2.1 — continued
compound discussion

DMF

O

advantages:
engine: similar combustion properties • [52, 53]; RON and rate

of combustion higher than gasoline [17, 54]; well-suited as pure
fuel [53]; miscible with gasoline [55, 56]

environment: insoluble in water [35, 57]; similar emission
levels• [53, 58]; no significant increase in PM emission?• [38,
56]

disadvantages:
engine: gum formation? [55]
health and safety: formation of explosive peroxides upon contact
with air [34]; toxic [34]

status:
well-established — numerous experimental studies (e.g. pure [17,
53, 54, 58] as well as mixed with gasoline [56]); detailed kinetic
combustion model available [59]

2-MthF

O

advantages:
engine: stable/no tendency to polymerize; miscible with gaso-
line [51]

environment: biodegradable; sustainable production from ligno-
cellulosic biomass [60, 61]

disadvantages:
environment: miscibility with water [57]
health and safety: forms explosive peroxides upon contact with
air [34]

status:
experimentally tested pure [21]; detailed kinetic model [62]

GVL

O O

advantages:
engine: low melting point [63]; 10% mixture with gasoline shows

evaporation properties similar to the respective ethanol–gasoline
mixture [63]; miscible with gasoline [63]

environment: sustainable production [63]
health and safety: easy and safe to store and transport [63]

disadvantages:
environment: completely miscible with water [34, 63, 64]
health and safety: addictive drug [34]

status:
proposed by Horváth et al. [63] in 2007

?: determined for mixtures with gasoline
•: compared to gasoline

8



2.1 Biofuels

Table 2.1 — continued
compound discussion

ethyl valerate

O

O

advantages:
engine: no significant change in performance?• [65]; miscible with

gasoline [65]; 15 vol% in gasoline led to no measurable changes
in engine wear [66]; no increase in oil dilution detected during
road trials detected? [66]

environment: no significant change in NO emissions?• [65]; low
solubility in water [66]; no increase in regulated emissions during
road trials? [66]

disadvantages:
engine: lower LHV• [66]

status:
proposed by Lange et al. [66] in 2010 as upgrading product of
GVL; experimentally tested, on a testbench [65] as well as on the
road [66], mixed with gasoline

2-butanone

O

advantages:
engine: improved cold startability (compared to ethanol) [47];
RON close to ethanol [47]; lower oil dilution than ethanol [47];
increased combustion stability [47]; miscible with gasoline [67]

status:
proposed by Hoppe et al. [47] in 2016 based on CAMD; experi-
mentally tested pure [47]

TMED

OO

advantages:
engine: LHV 34% higher than ethanol [68]; miscible with gaso-
line [68]

environment: low water solubility [68]; sustainable production
from biomass (via 2,3-butanediol) [68]

disadvantages:
engine: low RON (= 94) [68]

status:
proposed by Harvey et al. [68] in 2016

furfuryl alcohol
OH

O

advantages:
engine: enhanced antiknock quality? [50]; miscible with gaso-
line [50]

disadvantages:
engine: limited stability/tendency to polymerize [51, 57]
environment: miscible with water [51, 57]

status:
proposed by Gouli et al. [50] in 1998 as additive; experimentally
tested mixed with gasoline [50]

?: determined for mixtures with gasoline
•: compared to gasoline
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Table 2.1 — continued
compound discussion

4-methylanisole

OCH3

advantages:
engine: high RON [55]; low melting point [55]; miscible with
gasoline [55, 56]

environment: low water solubility [55]
disadvantages:

engine: potential gum formation [55]
environment: increased PM emissions?• [56]

status:
proposed by McCormick et al. [55] in 2015 as best SI fuel derivable
from pyrolysis oil, experimentally tested mixed with gasoline [56]

2-phenylethanol

OH

advantages:
engine: increased LHV• [56]; miscible with gasoline [56]
environment: production via microbial fermentation possible [25]

disadvantages:
engine: high boiling point [56]
environment: increased PM emissions? [56]

status:
proposed by Atsumi et al. [25] in 2008; experimentally tested
mixed with gasoline [56]

?: determined for mixtures with gasoline
•: compared to gasoline

Detailed discussions on subsets of the listed compounds with respect to different
topics can be found in the literature. An overview of the properties of ethanol, n-
propanol, isopropanol, n-butanol, sec-butanol, tert-butanol, n-pentanol, isopentanol,
2-methyltetrahydrofuran (2-MthF), DMF, 2-MF, ethyl levulinate, butyl levulinate,
methyl valerate and γ-valerolactone (GVL) together with an extensive discussion on
compliance with current legislation, environmental impact and possible safety hazards
has been reported [34]. The effect of mixing ethanol, n-propanol, isopropanol, n-butanol,
sec-butanol, isobutanol, n-pentanol, isopentanol, methyl levulinate, butyl levulinate,
2-MthF, 2-MF or DMF with gasoline on the adherence to fuel standards has been
investigated. Butyl levulinate mixtures failed the boiling range criteria and methyl
levulinate separated from gasoline below 0 ◦C. Furthermore, it was concluded that
isobutanol, sec-butanol, 2-MF and DMF have a good potential as a future blendstock.
For methyl valerate and ethyl levulinate, a reduced potential was determined. Propanol
isomers and n-pentanol may prove useful in high ethanol blends, whereas for 2-MthF
no potential was identified. The argument was that, among other properties, either the
water solubility is critically high and/or the RON is too low [35].

In a comprehensive review of the production of fuels from lignocellulosic biomass it
was concluded that furans are the most promising compounds [57]. Combining catalytic
conversion efficiency and engine requirements, the following candidates were identified:
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Furan, 2-MF, DMF, 2-n-butylfuran, furfuryl alcohol, tetrahydrofuran, 2-MthF, 3-
methyltetrahydrofuran (3-MthF), 2-ethyltetrahydrofuran, 2-n-butyltetrahydrofuran.
From this literature review, it becomes evident that the search for a gasoline re-

placement is far from being concluded. Most studies do not cover a wide range of
candidates and use different measures making comparisons between different studies
difficult. A further major issue is that the specifications of the “perfect” fuel are still
unknown. Even though standards exist for the current fossil fuels, it is unlikely that
these historically evolved specifications reflect the “perfect” fuel.

Besides properties that influence the performance of the engine, some less prominent
ones exist which might affect the acceptance of a fuel. For example, GVL is discussed
as a fuel despite severe issues such as high water solubility [64] and being an addictive
drug [34]. The latter fact renders its application in pure form unlikely. A possible
solution might be the upgrading of GVL to form alkenes [64]. Methyl tert-butyl ether
(MTBE) on the other hand was the most commonly used oxygenate additive for gasoline
which led, however, to contamination of the ground water. In addition, it is hardly
biodegradable. [69, 70].

In summary, it can be stated that a wide variety of different compounds were proposed
as gasoline replacement, but no consensus could be achieved so far. The number of
regularly-studied compounds is very limited and a large number of not well-studied
compounds exist. The performance of these compounds as fuels will be discussed more
in-depth in Chapter 4.

A discussion of production pathways was not the aim of this thesis. Interested readers
are referred to recent, comprehensive reviews on this subject [51, 71, 72].

2.2 Internal Combustion Engines (ICE)

2.2.1 Theory

This section gives a brief overview of ICEs. Detailed information is provided in
textbooks [74, 75].
ICEs in the widest sense of the word are machines that transform chemical energy

into mechanical work by combusting a fuel in a combustion chamber inside an engine.
More specifically, reciprocating engines are distinguished from continuously operating
engines such as e.g. turbines, rocket engines etc. Commonly, ICEs are further classified
into SI and Compression Ignition (CI) engines. CI engines inject fuel shortly before
Top Dead Center (TDC). The fuel autoignites due to the high temperature within the
cylinder. SI engines, on the other hand, compress the fuel and air mixture which is
ignited by a spark plug. A further characteristic is the number of strokes. CI or SI
engines can be designed for 2- or 4-stroke operation. In a 2-stroke engine, intake and
exhaust are combined, thereby completing the cycle within one crankshaft revolution.
Conversely, a 4-stroke engine separates intake and exhaust. This work focuses on

Contents of this chapter have been published or submitted: [73]

11



2 Theoretical Background

4-stroke SI engines, as they are the most widespread type of car engine.
In Fig. 2.1 the process of a Direct Injection (DI) SI engine is shown. During the

first stroke, the piston moves from TDC to Bottom Dead Center (BDC) sucking in air.
At BDC the intake valve closes, and fuel is injected. Afterwards, the second stroke
starts during which the fuel/air mixture is compressed. Ignition occurs shortly before
TDC. As the fuel is burnt, gas expansion occurs affecting the piston. Around BDC, the
exhaust valve opens, and the burnt gases are pushed out of the cylinder as the piston
performs the 4th stroke.

TDC

BDC

intake

0 ≤ ϕ ≤ π

injection,

π < ϕ ≤ π

combustion,

2π < ϕ ≤ π

scavenging

2π < ϕ ≤ 4π

compression expression

1 2 3 4

Figure 2.1: Operational scheme of a DI SI engine, showing the different strokes in relation
to the crank angle (ϕ).

The geometrical features of a cylinder are illustrated in Fig. 2.2. The displacement
volume (VD) is the volume displaced by the piston. It is defined by the bore (B) and
the stroke (S). An important key figure is the mean piston velocity (cm), which is
used to describe the characteristic flow velocity within the cylinder. The mean piston
velocity is calculated based on the stroke and the rotational speed (N) of the engine.

cm = 2SN (2.1)

Two different well-established models are commonly used to give an idealized de-
scription of the thermodynmic cycle: First, the Otto cycle which assumes isochoric
heat addition. Second, the Seilinger cycle, for which the heat addition is divided into
an isochoric and an isobaric part. The motivation for the development of the Seilinger
cycle was that the pure isochoric heat addition entails an excessive pressure increase.
The p-V and T -s diagrams of both cycles are presented in Fig. 2.3 .

The Otto cycle is usually used to describe the maximum efficiency of an SI ICE. The
Otto efficiency (ηV) is defined by the compression ratio (εCR) of the engine and the
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Figure 2.2: Cross section through a cylinder indicating the most important geometrical
features (bore B, stroke S, crank angle ϕ, displacement volume VD, clearance volume VC and
cylinder volume Vcylinder).
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heat capacity ratio (κ) of the working fluid.

εCR =
Vcylinder
VC

=
VC + VD
VC

(2.2)

ηV = 1− 1

εκ−1
CR

(2.3)

One way to decouple load and engine size is to make use of the concept of mean
effective pressure. The mean effective pressure is described as the (constant) pressure
at which the same amount of work is performed for the given displacement volume. In
general, three different mean effective pressures are defined: indicated mean effective
pressure (imep), friction mean effective pressure (fmep), and break mean effective
pressure (bmep). The imep is defined by the indicated work (WI), which describes the
work done without any additional losses.

imep =
WI

VD
(2.4)

The fmep is defined using the friction work instead. The bmep describes the work which
is available at the crankshaft.

bmep = imep− fmep (2.5)

Rearranging Eq. (2.4) leads to the following relation between the mean effective pressure
(mep) and the related power for a four-stroke engine.

P = mepVDN
ncyl
2

(2.6)

with ncyl the number of cylinders in the engine.

2.2.2 Knocking

Knock describes the uncontrolled ignition of fuel before the flame front can consume it.
This process induces pressure fluctuations in the cylinder and can significantly damage
the engine. Knocking is a consequence of the operating conditions (T, p) within the
cylinder, the tendency of the fuel to ignite and other factors such as possible hotspots
within the combustion chamber. Knock-limited operation implies, on a design level,
lower compression ratios, and for single load points, delayed ignition timing. Compared
to the Otto cycle, both measures lead to lowered efficiencies.
To describe the resistance of a fuel towards autoignition, the octane number was

introduced in the 1930s. It is defined as the volumetric fraction of isooctane in a
mixture with n-heptane with the same knock tendency as the fuel in question at a
given load point. Two test procedures were established, the Motor Octane Number
(MON) and the RON, which were then the lower and the upper boundaries, respectively.
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2.2 Internal Combustion Engines

However, this definition has two major shortcomings: First, there are fuels with a
lower knock tendency than isooctane, requiring a different definition. Second, engine
design has significantly changed within the past 80 years, so that super charging and
downsizing led to operation conditions outside the historic definitions. To overcome
the latter, the Octane Index (OI) has recently been introduced, based on the RON, the
sensitivity (S) and an engine constant (K) [76].

OI = RON−K · S (2.7)
S = RON−MON (2.8)

The sensitivity is defined as the difference between the RON and the MON. The engine
constant (K) depends only on the operating conditions; its value has decreased from
about 1 in 1930, to 0 at the turn of the century and is negative today [77–79]. To reach
high OI values, a high RON and a low MON is required.

2.2.3 Modeling Approaches

Plenty of studies have been conducted experimentally and theoretically to assess the
performance of different fuels. The comparison of two different experimental studies is
often hindered by the multiple degrees of freedom in the load, the engine and the testing
procedure. One way to overcome that problem is to utilize gasoline as a benchmark [20,
80]. This approach requires knowledge of the influence of each property, complicating
quantitative statements. Simulation tools ranging from 0D thermodynamic approaches
to 3D Computational Fluid Dynamics (CFD) codes might be another solution. The
strength of CFD codes lies within the detailed representation of the thermal and
fluidic processes within the engine. They are mainly used for engine design purposes.
Meanwhile, 0D thermodynamic models are built primarily for their fast rather than
detailed analysis and are, therefore, ideal for the comparison of many different fuels.
Several approaches have been reported in the literature: one model comparing

hydrogen, propane, methane and methanol has been presented [81] using 1D modeling.
The combustion part was defined separately, based on empirical correlations for each fuel.
Another model focused on emissions and gas dynamic effects [82]. The processes within
the engine were studied by a spark ignition engine model using pressure traces obtained
empirically [83]. Shen et al. [84] published a model to predict the pressure trace during
methanol combustion. Ramachandran [85] proposed a fast model including detailed
chemical reactions. The model lacks, however, the ability to detect knocking, neglects
friction within the engine and is limited to the combustion engine itself. Mehrnoosh
et al. [86] presented a model for engines running on gasoline and natural gas with a
focus on NOx emissions, combustion rate, and knocking. In numerous publications
Caton developed a thermodynamic model of the processes within a cylinder of a SI
engine. Their model assumes that the fuel is fully evaporated before entering the
cylinder. Thereby it is able to cope with both gaseous and liquid fuels, but does not
include an evaporation model. Combustion is modeled by a Wiebe function and knock
has been neglected. The model has been applied in the context of an exergy analysis
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of different fuels [87–90].

2.3 Fuel – Engine Interaction

The influence of the fuel on the performance of the engine is present in every step of the
engine cycle (however, at varying extent). The engine cycle begins with fuel injection
(viscosity (ν)), droplet formation (surface tension (σ)), and evaporation (boiling point
(Tboil), enthalpy of vaporization (hvap)). Next, the compression of the air–fuel mixture
occurs which is influenced by the heat capacity of the mixture. The latter depends on
the vapor heat capacity (cp,g) of the fuel and the Air-to-Fuel Ratio (AFR). Around
TDC, combustion takes place; the energy content of the mixture determines the peak
pressure. The increase in pressure arises from the LHV in conjunction with the AFR.
Additionally, the changing number of molecules within the chamber during combustion
influences the peak pressure. After combustion, expansion takes place. The temperature
levels determine the wall heat losses and are influenced by the heat capacity of the
burnt mixture. The heat capacity of the burnt gas is again driven by the elemental
composition.

First and Second law efficiencies for different fuels have been studied on an idealized
ICE. Both the molar expansion ratio as well as the heat-capacity ratio were found to
be of great importance. However, for the studied fuels a inverse correlation was found
for both parameters, canceling out the respective effects [Szybist2012].
The efficiency of an ICE depends to a large extent on the compression ratio of the

engine. The optimum compression ratio is generally estimated to be in the range of
12 to 14. Increasing the compression ratio above that level entails excessive heat and
friction losses.

Whether the optimum compression ratio can be reached by a certain fuel is defined
by its resistance to knock under the given operating conditions of the engine. There
are two fuel properties which influence a fuels tendency to knock: firstly, the knock
resistance described by the RON, and secondly, the enthalpy of vaporization. The latter
defining the amount of charge cooling and thereby the temperature before combustion.
The knock resistance defines how long the fuel–air mixture can be exposed to certain
temperatures until knock occurs.
Further complicating the situation, the different effects are interlinked with each

other. For example, as soon as the RON allows for the optimum compression ratio, a
further increase will not lead to a higher efficiency. On the other hand, many fuels are
knock-limited and thereby an increase in the RON is beneficial. However, an increase
in vaporization enthalpy could also be advantageous since this reduces the temperature
at TDC before combustion and thus the requirement of autoignition resistance of the
fuel. In conclusion, it is more challenging than expected to give exact specifications of
the ultimate fuel.
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2.4 Property Estimation

With regard to property estimation of compounds, two main aims can be distinguished:
First, reproduction of measured values, and second, extrapolation to unknown com-
pounds. The first mode is widely used to obtain temperature-dependent properties.
An example discussed herein is the enthalpy of the gases (except fuel vapor) within
the cylinder that are calculated using this technique [92]. These correlations require
measurement campaigns or quantum mechanical simulations of the molecule in question
and therefore have no extrapolation power. These techniques are a more computer
friendly version of the well-known thermodynamic tables.
The second field (extrapolation to unknown compounds) can be divided into three

subclasses:
• Quantitative Property–Property Relation (QPPR)
• Quantitative Structure–Property Relation (QSPR)
• Group Contribution Method (GCM)

QPPRs are correlations between known properties and the target property. The
Clausius–Clapeyron Equation (Eq. (3.2)), for instance, relates vapor pressure, boiling
point and enthalpy of vaporization. Another example is the correlation by Channiwala
and Parikh [93] used to predict the LHV based on the elemental composition. In spite of
their easy usability, QPPRs reflect statistical correlations and do not necessarily cover
the underlying physics. Their field of application must be observed carefully. QSPRs
and GCMs directly link the structure of the molecule to the property in question.
QSPRs derive parameters from the molecular structure and link those parameters
to the target property. A comprehensive review of the subject of QSPRs has been
delivered by Katritzky et al. [94]. GCMs on the other hand divide the molecule into
so-called groups and link the target property to the sum of group increments. The
underlying assumption is that the influence of these groups is not affected by their
connections to one another.

There are up to three levels of different groups defined within the GCMs. All GCMs
include first level groups, to represent a molecule these first level groups are required
to cover the whole molecule without any intersections. Whenever conflicts arise and a
different combinations of groups can be taken to describe the same part of a molecule,
groups with higher molecular weight are preferred. Second and third level groups are
not employed by all GCMs. They are used to describe larger fragments of molecules
and serve to increase the estimation accuracy for large molecules. In contrast to first
level groups, higher level groups are allowed to overlay each other, as long as one group
is not fully enveloped by another.

Based on the recommendation of Nieto-Draghi et al. [95], the following set of GCMs
has been chosen to estimate the required properties of compounds lacking experimental
data: Vapor heat capacity [96], liquid density, boiling and melting point, autoignition
temperature, enthalpy of vaporization [97], and liquid viscosity [98]. The liquid density
is calculated using the GCM for the liquid molar volume. The vapor pressure is

Contents of this chapter have been published or submitted: [91]
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calculated based on the estimated boiling point and the enthalpy of vaporization using
the Clausius–Clapeyron equation. Table 2.2 gives an overview of the estimation errors
(Average Absolute Error (AAE) and Average Relative Error (ARE)), as reported by
the respective authors.

Table 2.2: Overview of the chosen Group Contribution Methods in combination with the
respective Average Absolute Error and Average Relative Error, as reported by the respective
authors.

Property GCM AAE ARE [%]

vapor heat capacity [J/(molK)] Joback and Reid [96] 5.9 n/a
molar volume [cm3/mol] Hukkerikar et al. [97] 0.0024 2.03
autoignition temperature [K] Hukkerikar et al. [97] 13.51 2.09
enthalpy of vaporization [kJ/mol] Hukkerikar et al. [97] 1.29 3.24
boiling point [K] Hukkerikar et al. [97] 5.96 1.38
melting point [K] Hukkerikar et al. [97] 15.99 5.07
kinematic viscosity [mm2/s] Nannoolal et al. [99] n/a 9.2

In the case of viscosity, a slightly less accurate method with the benefit of the group
definitions matching the definitions of the other methods was chosen. Although these
GCMs use the structure of the molecule to estimate its properties, they are unable to
distinguish certain isomers.

2.5 Computer Aided Molecular Design (CAMD)

The field of CAMD is a relatively new field of research as it is closely associated with
the arising availability of computers. The first publication on the topic was a study
on solvents for liquid extraction based on the UNIFAC method done in 1983 [100]. In
1996, a first summary stating the main aspects and challenges of CAMD has been
presented [101]. The possible applications are manifold, including, among others, design
of solvents, refrigerants, fuels and pharmaceuticals [102]. The underlying idea of CAMD
is to use an algorithm to identify molecules that possess specific desired properties.
The easiest way to perform CAMD is to scan a database and compare its entries with
the specifications. The main task of this approach is to build up the database. More
sophisticated approaches are optimization procedures that optimize the structure of
molecules to fulfill the specifications. These algorithms need to be able to modify
the molecular structure, then to estimate the properties and finally to compare the
specifications with the estimated properties. Another challenge is to ensure that only
stable molecules are designed.
In the following, a short review of existing CAMD methods is given. The CAMD

proposed by De Vleeschouwer et al. [103] uses quantum chemistry simulations to
calculate the properties. For instance, the electrophilicity of thiadiazinyl radicals
was optimized. The primary fragment was fixed to the thiadiazinyl radical while 21
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possible substituents were available for five sites. Combining GCMs and a database,
a CAMD tool to design solvents for organic reactions was obtained [104]. Another
approach to design solvents for liquid-liquid extractions or gas-adsorption processes
included a thermodynamic model of the extraction process [105, 106]. Using a simple
fermentation model, biocompatible ethanol extraction solvents were designed as a
function of solvent flow rate [107]. Furthermore, solvents for batch distillation were
modeled based on the UNIFAC method [108]. In an innovative approach to the design
of working fluids for an Organic Rankine Cycle (ORC) has been specified by combining
a simple thermodynamic model of an ORC and CAMD [109]. Besides, the performance
in the ORC, safety and environmental aspects were taken into account. GCMs have
been applied in a design study of refrigerants [110]. Several new candidate molecules
to replace dichlorodifluoromethane (R12) were identified. Another application is the
design of polymer repeat units [111, 112].
Only a limited number of CAMD studies are related to fuels. Biodiesel additives

have been designed using GCMs for melting point and viscosity and a QPPR for the
Cetane Number (CN) [113]. Focusing on fuel derivable from biomass eight molecules as
possible gasoline alternatives were identified [24]. The method uses QSPRs and a set
of specifications (upper and/or lower boundaries) for fuel properties. A similar study
focused on CI fuels without the limitation to biomass derivable structures, and found
seven compounds [114].
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3.1 Engine Modeling

To evaluate the performance of different liquid fuels, a thermodynamic model of a
turbocharged SI DI ICE running at stoichiometric conditions (air–fuel equivalence ratio,
λ = 1) is built. Today, the turbocharged SI DI engine is considered the most promising
type of configuration for SI engines [116]. Performance is assessed with respect to
engine efficiency at different loads and for three driving cycles, including the specific
CO2 emissions. Other emissions such as NOx , CO, or soot have not been modeled.
Besides the engine, the model includes the following auxiliary systems: turbocharger
powered by an exhaust gas turbine, fuel pump and after cooling.

3.1.1 Process Description

Fig. 3.1 shos a schematic overview of the engine model. A list of the modeling constants
together with their respective value is given in Table A.1. The process starts with air at
ambient conditions (I), the air is then compressed and cooled (III) before entering the
cylinder. Intake is followed by compression (1→ 2); the combustion within the cylinder
is modeled according to the T -s diagram approach [117], splitting the combustion
into an isochoric (2→ 2a), an isobaric (2a→ 2b) and an isothermal phase (2b→ 3).
Expansion of the burnt gases (3 → 4) and gas exhaust through the turbine (5, 6)
complete the cycle. Frictional losses (Pfric) and wall heat losses (Q̇wall) within the
cylinder are accounted for.

To obtain a meaningful comparison of the potential of different fuels, the compression
ratio is optimized for each fuel. Thereby, it is possible to assess the full potential of a
compound as fuel for an SI ICE. Accordingly, the model is split into two different parts:
On the one hand, the engine model itself, and on the other hand, an optimization
procedure to maximize the efficiency for each fuel and to avoid knocking. The adaptation
of the engine to the fuel is achieved by changing the compression ratio (εCR ∈ [5, 20]),
while the total cylinder volume (volume at BDC) is kept constant.

3.1.2 Input Parameters and Derived Fuel Properties

As input parameters the chemical composition (CxHyOzNv), the liquid/vapor heat
capacities (cp,L/g), the density (ρ), the surface tension (σ), the liquid kinematic viscosity

Contents of this chapter have been published or submitted: [73, 91, 115]
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Figure 3.1: Flow sheet representation of all considered engine parts. System boundary as
dashed blue line. Pp,f power supplied to fuel pump, Ptc power transferred from turbocharger
turbine to compressor, Pout net power output of the engine, Pmech mechanical power, Pfric

friction losses within the engine, Q̇wall wall heat losses, Q̇ac heat transferred by after cooler,
Ḣ, ṁ enthalpy stream/ massflow of intake, exhaust or fuel.

(ν), vapor pressure (pvap), enthalpy of vaporization (hvap), and the RON of the fuel are
required. To ensure ease of handling and storage only liquid fuels are considered in the
following. Therefore, the input to the model is limited to compounds that are liquid at
room temperature. LHV is estimated via the correlation for the Higher Heating Value
(HHV) presented by Channiwala and Parikh [93], which leads to Eq. (3.1).

LHV = 418.92x+ 95.85y − 165.44z − 21.14v [kJ/mol] (3.1)

The vapor pressure (pvap) at the normal boiling point (Tboil) is by definition equal to
the ambient pressure (pamb). The vapor pressure, the heat of vaporization (hvap), and
the temperature (T ) are related by the Clausius–Clapeyron equation. Assuming that
the heat of vaporization is independent of the temperature, Eq. (3.2) has been derived:

Tboil =

[
1

Tref
− R

hvap(Tref)
ln

(
pamb

pvap(Tref)

)]−1

(3.2)

with the reference temperature (Tref) at which hvap and pvap have been measured and
the universal gas constant R. As a GCM to predict the RON was not available, a QPPR
relation was developed. Using previously reported experimental data [34, 118–125],
the following empirical correlation for the RON based on experimental values for the
autoignition temperature (Tauto) [126–128], number of hydrogen atoms (y) and the
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normal boiling point (Tboil) [126, 129] was developed.

RON =116.44− 0.26 exp

(
2557.48

Tauto

)
+ 8.13× 10−5y4.38

− 1.73× 10−6 exp

(
2557.48

Tauto

)
y4.36 − 5.94× 1014 y

4.36

T 7.45
boil

(3.3)

with a residual standard error of 11.2, an R2 of 0.8251 and an F-statistic of 141.5.

3.1.3 Intake

Prior to intake, the air flows through the compressor of the turbocharger. The ideal
after cooler then cools the air stream down to ambient temperature (Tamb). Overall, this
leads to an increase in pressure by the compression ratio (Πtc), while the temperature
remains unchanged.

To describe the intake, compression heating (∆Tch) and wall heating (∆Twh) effects
are taken into account. It is assumed that no exhaust gas remains in the cylinder. The
values for ∆Tch and ∆Twh are defined by the following equations [117]:

∆Tch =
κ− 1

κ

Kp1pIII − 1 + δvalve,III
Kp1pIII

TIII (3.4)

∆Twh = Kwh
Tw − TIII −∆Tch

170

B + 2S

B
[
Πtc

B
2 cm

]0.2 (3.5)

T1 = TIII + ∆Tch + ∆Twh (3.6)

where T1 denotes the in-cylinder temperature after intake, S the stroke, B the bore,
cm the mean piston velocity (defined as cm = 2SN) with the rotational speed (N), Tw
the mean cylinder wall temperature, TIII the temperature prior to intake and κ the
heat capacity ratio. The empirical constants Kp1pIII, δvalve,III and Kwh have been chosen
according to the recommendations by Boulouchos [117].

3.1.4 Fuel Injection and Evaporation

At the start of the compression, fuel is instantaneously injected, and evaporates
during the compression stroke. Any fuel not evaporated at TDC is considered to be
incombustible. The initial droplet diameter is estimated based on the nozzle diameter
of the fuel injector, the initial droplet velocity, the Weber- and the Reynolds number.
Droplet evaporation was modeled according to the d2-law as proposed by Godsave [130]
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3.1.4.1 Fuel Injection

The initial droplet diameter (dd0) [131] can be estimated based on the nozzle diameter
(dnozzle), the Weber (Wed) and the Reynolds number (Red).

dd0 = 3.67dnozzle
(
We0.5

d Red
)−0.259 (3.7)

Wed =
ρfueldnozzleu

2
inj

σfuel
(3.8)

Red =
uinjdnozzle
νfuel

(3.9)

The initial droplet velocity (uinj) just after leaving the nozzle is obtained from Bernoulli’s
equation:

uinj =

√
2 (pfuel,inj − p1)

ρfuel
(3.10)

The fuel injection pressure pfuel,inj is set to 20MPa.

3.1.4.2 Droplet Evaporation

Neglecting thermal radiation the change in enthalpy of a droplet (∆Hd) can be described
as the difference between the heat supplied to the droplet (∆Qd) and the enthalpy
stream associated to the vaporization of the fuel.

∆Hd = ∆Qd + ∆ndhg (3.11)
Hd (t+ dt)−Hd (t) = ∆Qd + (nd (t+ dt)− nd (t))︸ ︷︷ ︸

=−nF,evap

(hvap + hd (t)) (3.12)

The enthalpy can be described in terms of temperature and heat capacity.

cp,Lnd (t+ dt) (Td (t+ dt)− Td (t)) = ∆Qd − nF,evaphvap (3.13)

The Nusselt number (Nu) for a sphere within a flow field is given by Eq. (3.14) as a
function of the Prandtl (Pr) and Reynolds numbers (Re) [132].

Nu = 2 + 0.6Re1/2Pr1/3 (3.14)

Using the definition of the Nusselt number (Nu = αddk
−1), the heat flow to each

droplet (∆Qd) can be calculated as follows:

∆Qd =
Nukgas
dd

πd2
d (Tgas − Td)dt (3.15)
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kgas is the thermal conductivity of the surrounding gas mixture while Tgas and Td are
the temperatures of the gas mixture and the droplet. In Fig. 3.2 the energy balance of
an evaporating fuel droplet is shown.

Tgas

Td

dd(t+ dt)

dd(t)

nF,evap

∆Qd

Figure 3.2: Energy balance of an evaporating fuel droplet.

As proposed by Godsave [130] for fuel temperatures below the boiling point, the
d2-law is applied, to describe the evolution of the droplet diameter (dd) with time.

dd(t) =
√
d2
d0 − LAt (3.16)

The evaporation parameter LA is calculated according to Ranz and Marshall [133].

LA =
4kgas

cV,gasρfuel
Nu log(1 +BM) (3.17)

where

BM =
Y1s

1− Y1s
(3.18)

The mass transfer number Y1s is defined by Lefebvre [134] as

Y1s =

[
1 +

(
1− p

pvap(Tgas)

)
Mgas

Mfuel

]−1

(3.19)

The vapor pressure is calculated according to the Clausius–Clapeyron Eq. (3.2). In the
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present case, the amount of evaporated fuel (nF,evap) can be calculated by the difference
in diameter between the current (t) and the next time step (t+ dt).

nF,evap =
πρfuel
6Mfuel

[
dd (t)

3 − dd (t+ dt)3
]

(3.20)

In case the fuel temperature reaches the boiling point, the amount of evaporated
fuel is determined by the heat supplied divided by the heat of vaporization.

0 = ∆Qd − nF,evaphvap (3.21)

⇒ nF,evap =
∆Qd

hvap
(3.22)

In Fig. 3.3 the mass of droplets with relation to crank angle is shown. Compared
are gasoline, ethanol and methanol under engine-like conditions. In this case an intial
droplet diameter of 100 µm is assumed. For simplicity the wall heat losses are neglected
and the dimensions of the engine fixed for all three compounds (εCR = 10.16). The
engine is running at 2000 rpm, an intake temperature of 298K and a pressure of 2 bar.
The temperature of the fuel droplets is set at 298K. The crank angle increment is set
to 1.8× 10−5◦.
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Figure 3.3: Droplet mass during evaporation with relation to crank angle.

As it can be seen from Fig. 3.3 there is a significant difference in the time taken for
evaporation between gasoline and methanol. Although in either case the process is
finished long before TDC (located at ϕ = 180◦). Furthermore it can be concluded that
due to the size of the droplets evaporation once initiated is completed quickly.

3.1.5 Compression and Expansion

The instantaneous wall heat transfer coefficient (αw) was initially described by Woschni
[135], and later improved by Hohenberg [136]. According to Abedin et al. [137], the
improved version gives significantly better results. Hohenberg’s definition of the heat
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transfer coefficient is:

αw = 130V −0.06p0.8T−0.4 (1.4 + cm)
0.8 (3.23)

Based on this equation, the heat losses to the wall can be expressed as:

Q̇w = αwAw(ϕ(t))
(
T − Tw

)
(3.24)

Using the first law of thermodynamics, the energy balance, around the complete cylinder
volume is described by:

nmix

(
T (n+1)
gas c

(n+1)
V − T (n)

gas c
(n)
V

)
= W −

(
ndQ̇d + Q̇w

)
∆t (3.25)

where nmix denotes the total number of molecules within the cylinder, nd the number
of droplets, ∗(n)/∗(n+1) the current/ next iteration, respectively, and W the work done
due to compression. The work is defined by

W =
1

1 + κ

(
p(n+1)V (n+1) − p(n)V (n)

)
(3.26)

where κ stands for the heat capacity ratio of the gas mixture.
The use of this heat transfer coefficient for fuels other than gasoline is justified by an
error estimation presented in Appendix A.2.

3.1.6 Combustion

The general combustion off a hydrocarbon fuel in air can be written as follows:

CxHyOzNv + λ
(
x+

y

4
− z

2

)
(O2 + 3.76N2) −→

xCO2 + (λ− 1)
(
x+

y

4
− z

2

)
O2 +

y

2
H2O +

[
3.76λ

(
x+

y

4
− z

2

)
+
v

2

]
N2

(3.27)

The equation is limited to equivalence ratios λ ≥ 1. SI engines are designed to operate
under stoichiometric conditions (λ = 1). Thus, Eq. (3.27) then simplifies to Eq. (3.28).

CxHyOzNv +
(
x+

y

4
− z

2

)
(O2 + 3.76N2) −→

xCO2 +
y

2
H2O +

[
3.76

(
x+

y

4
− z

2

)
+
v

2

]
N2 (3.28)

Based on Eq. (3.28) the amount of fuel (nfuel) and the composition of the burnt gas
mixture is defined. The amount of fuel to be injected depends on the amount of air
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(nair) within the cylinder under intake conditions.

nair =
p1 (VD + VC)

RT1
(3.29)

nfuel =
nair

4.76
(
x+ y

4 −
z
2

) (3.30)

Reformulation of Eq. (3.30) leads to the definition of the AFR.

AFR =
mair

mfuel
= 4.76

(
x+

y

4
− z

2

) Mair

Mfuel
=

4.76 · 28.97
(
x+ y

4 −
z
2

)
12x+ y + 16z + 14v

(3.31)
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Figure 3.4: Comparison of idealized and real engine cycles, adapted from ref. [117] (red:
idealized cycle, blue: real cycle.)

As depicted schematically in Fig. 3.4, the combustion of the evaporated fuel was
split into three sequential processes: Firstly, isochoric combustion (2→ 2a); secondly,
isobaric combustion (2a → 2b); and, thirdly, isothermal combustion (2b → 3). It is
assumed that the properties of the gas mixture in the cylinder depend linearly on the
combustion progress (ξ). As an example the number of atoms inside the cylinder (n) is
calculated according to Eq. (3.32), other relevant properties are calculated in the same
way.

n = (1− ξ)nub + ξnb (3.32)
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The total wall heat losses (Qw,tot,0) were approximated considering the Reynolds analogy
for the heat flux of established turbulent flows:

Qw,tot,0 =
Kq,tot[

Πtc
B
2 cm

]0.2 εtot (3.33)

with bore B, charging pressure ratio Πtc, the empirical constant Kq,tot and the mean
piston speed cm. The total energy input (εtot) of the unburnt mixture is calculated
based on the LHV, the total number of fuel molecules (nfuel), total number of molecules
within the un-/burnt (nub/b) mixture and the enthalpies (hub/b) of the un-/burnt
mixtures at a reference temperature of 298K.

εtot = LHV
nfuel
nub

+ hb(298 K)
nb
nub
− hub(298 K) (3.34)

Inspired by the heat transfer correlation of Hohenberg [136], a dependence of the total
wall heat losses on the peak pressure (ppeak) has been introduced:

Qw,tot = Qw,tot,0

(
ppeak
ppeak,ref

)0.8

(3.35)

The dependence of the overall heat losses during combustion on the peak pressure
requires an iterative solver as the peak pressure depends on the total heat losses.
Therefore, the secant method [138] is employed to find suitable solutions for the peak
pressure and the respective heat loss.
The fundamental equations to model the three phases of combustion are:

cV,2aT2a − cV,2T2 = 0.66(εtot −Qw,tot) (3.36)
cp,2bT2b − cp,2aT2a = 0.20(εtot −Qw,tot) (3.37)
T3∆s3,2b + ∆h3,2b = 0.14(εtot −Qw,tot) (3.38)

depending on the heat capacity at constant volume cV , and constant pressure cp as
well as the entropy difference ∆s. Since the heat capacities in Eq. (3.36) to Eq. (3.38)
depend on the unknown temperatures at the end of the cycle step. The secant method
is applied to find them iteratively. The indices refer to the thermodynamic cycle in a
T -s diagram, as shown in Fig. 3.4.
The values 0.66, 0.20, 0.14 have been empirically deduced from fitting the overall

efficiency of gasoline vs. different loads and rotational speeds, based on measurements
from the test bench at Empa. They lie well within the recommended ranges, 0.5 to 0.7,
0.1 to 0.3 and 0.1 to 0.2 respectively [117]. Although different fuels have different flame
speeds which would suggest different fractions of the three combustion phases these
values are kept constant. Deng et al. [139] have shown that the higher flame speed
of n-butanol does not necessarily lead to a higher combustion rate within an engine.
It has been demonstrated that for a well-controlled engine the combustion duration
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remains constant [21]. The reason is that for any given SI engine, the engine control
will adjust the ignition timing in a way that the main heat release occurs just after
TDC. To ensure the mechanical integrity of the engine, a peak pressure limitation has
been introduced, imposing an upper limit on the fraction of the isochoric combustion
phase. From an efficiency point of view, it is desirable to minimize the isothermal part
of combustion. In summary, one should aim at burning under isochoric conditions until
the peak pressure limitiation is reached, and proceed isobarically until all fuel has been
consumed.

3.1.7 Knock Model

Knocking denotes the phenomenon that during combustion a part of the unburnt
mixture ignites before being reached by the flame front. It is generally estimated using
the knock integral [140]. Its value reaches 1 at the onset of knocking:

kI =

∫ 3

2

1

τig
dt ≤ 1 (3.39)

=

∫ 2a

2

1

τig
dt︸ ︷︷ ︸

=0

+

∫ 2b

2a

1

τig
dt+

∫ 3

2b

1

τig
dt (3.40)

The assumption of isochoric combustion from 2→ 2a leads to an infinitely short time
span such that

∫ 2a

2
dt = 0. The ignition delay (τig) is approximated by the correlation

from Douaud and Eyzat [141].

τig = 17.68 ms

(
RON
100

)3.402 ( p

105 Pa

)−1.7

exp

(
3800 K

Tub

)
(3.41)

where p and Tub are the pressure and the temperature of the unburnt mixture. To
obtain these values, the unburnt zone needs to be introduced, leading to a quasi 2-zone
model. The following assumptions are made: Firstly, the pressures of the burnt and
the unburnt gases are equal and, secondly, the temperature of the unburnt mixture
(Tub) is calculated following an isentropic process starting just before combustion:

Tub =T2

(
p

p2

)(κ−1)/κ

(3.42)

with the heat capacity ratio (κ) of the unburnt mixture:

kI =
1

17.68

(
RON
100

)−3.402
[
p1.7

2a exp

(
−3800

T2 (p2a/p2)
(κ−1)/κ

)
∆t2a→2b
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+

∫ 3

2b

p1.7 exp

(
−3800

T2 (p/p2)
(κ−1)/κ

)
dt

]
(3.43)

The application of such a simple knock prediction model has proven useful in practice.
Due to the complexity of the phenomenon, higher accuracy has not been achieved with
more sophisticated approaches [142].

3.1.8 Friction

Several friction models have been evaluated. The friction model of Chen and Flynn [143]
has been chosen due to its simplicity, in terms of input parameters and considerations
of the peak pressure (ppeak) and the mean piston speed (cm). This model allows for the
accurate calculation of the fmep.

fmep = fmep0 + β0ppeak + β1cm + β2c
2
m (3.44)

The empirical constants β0,..,2 and fmep0 have been deduced from a fit to data measured
on a test bench at Empa. The properties of the fit for the fmep are listed in Table 3.1.

Table 3.1: Regression results for the friction mean effective pressure equation. std: standard
deviation.

variable mean std p-value

fmep0 [bar] 0.3515315 0.0381548 6.40× 10−16

β0 [–] 0.0054443 0.0002548 <2× 10−16

β1 [bar s/m] 0.0455316 0.0076482 2.24× 10−8

β2 [bar s2/m2] 0.0012867 0.0003366 0.000 203

Residual standard error: 0.08661 on 132 degrees of freedom
Multiple R2: 0.9632 Adjusted R2: 0.9624 p-value: < 2.2× 10−16

F-statistic: 1151 on 3 and 132 degrees of freedom

3.1.9 Gas Exchange

As a first approximation, the low pressure cycle is modeled using two pressure levels
(both are assumed to be constant). The first level is the intake pressure (p1) which
is defined by the charging pressure provided by the compressor. The second level is
defined by the back pressure (p4,bt) of the turbocharger turbine. The work needed by
the compressor (Wc,needed) to deliver the desired charging can be described as follows:

Wc,needed =
p1V1

T1

κin
κin − 1

Tamb

ηc

(
Π
κin−1

κin
tc − 1

)
(3.45)
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where κin denotes the heat capacity ratio of air and Tamb is the ambient temperature.
This leads to the following equation for the turbine back pressure:

p4,bt = pamb

1− Wc,needed(
ηtp4V4

κex
κex−1

)κex
κex − 1


−1

(3.46)

Finally, the power required (Pgas,ex) during the low pressure cycle can be described
depending on the displacement volume VD, number of cylinders ncyl and the rotational
speed N :

Pgas,ex = (p4,bt − p1)VD
ncyl
2
N (3.47)

The efficiencies of the turbine (ηt) and the compressor (ηc) are 0.65 and 0.70 respec-
tively [144]. To model the throttle valve, for part-load operation, the charge pressure
ratio (Πtc) can be reduced to less than 1. Below that value the back pressure is fixed
at 107.5 kPa, thereby accounting for pressure losses over the exhaust system. For
modeling the decreased turbine efficiency at low rotational speeds of the turbine, the
following assumptions are made: Firstly, above an engine rotational speed of 1500 rpm
the maximum charge pressure ratio (Πtc) of 2 is achieved; secondly, at 1000 rpm the
engine is run as an aspirated engine (Πtc = 1) and thirdly, at rotational speeds between
1000 rpm and 1500 rpm the maximum charge pressure ratio is linearly dependent on
the rotational speed of the engine. The actual charge pressure ratio can then be chosen
either as an input value or such that the required power output is met.

3.1.10 Adaptation of εCR

The maximum allowable compression ratio is limited by knocking and thus depends on
the RON of the fuel. The efficiency increases with the compression ratio until friction
losses and wall heat losses become significant enough to reverse this effect. Therefore,
an optimum for compression must be determined for each fuel. It has been shown
experimentally that the point of the optimal compression ratio differs for different
fuels [145]. In Fig. 3.5 the principle of the compression ratio optimization is shown
schematically.

For the first run of the model, the compression ratio (εCR) is set to the minimum value
(εCR,min) and the engine simulation is performed. If either the knock index (kI < 1)
or the peak pressure limitation (ppeak), is violated, the fuel is not suitable, and the
procedure is stopped.
As a next step, the maximum allowable compression ratio (εCR,max,ok) below the

limit (εCR,max) is determined by means of the bisection procedure [138]. The maximum
efficiency is searched for within the range of εCR ∈ [5, εCR,max,ok] (Point 1 in Fig. 3.5).
This is done by employing Brent’s method [146] to find the compression ratio for which
the following condition is satisfied: ∂η

∂εCR
= 0. Once this point has been identified,
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Figure 3.5: Influence of compression ratio (εCR) on efficiency (η, in blue) and knock (kI, in
green). Red: boundary above which knock occurs.

knocking and peak pressure limitation are checked. If both parameters are within range,
the engine parameters best suited for the fuel in question have been found. Otherwise,
the bisection method [138] is used to find the compression ratio that provides a a
knocking index of kI ≤ 0.999999 (Step 2 in Fig. 3.5).

3.1.11 Model Output

To judge the performance of a fuel, the following values are calculated based on the
fuel properties, the engine parameters, and the simulation results: The efficiency (η)
at different loads and the specific CO2 emissions at full load (eCO2

) in g/kWh. Their
definitions are given in Equations (3.48) to (3.49).

η =
Pout

ṅfuelLHV
(3.48)

eCO2 =
ṁfuel

Pout

MCO2

Mfuel
x (3.49)

Results for full load (FL) are reported at 2000 rpm. Part load (PL) is defined as a power
output of 6.6 kW at 2000 rpm, which is the power output of the gasoline engine at a
bmep of 2 bar.
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3.1.12 Further Influences

The presented model covers first order effects only. Several other parameters have not
been investigated, in particular, flame speed, soot formation, and ignition timing.

In recent years, soot formation became an issue for SI engines too. The paths to soot
formation are complex and depend largely on the combustion chemistry of the fuel.
As the model is primarily intended as a screening tool for new fuels, these reaction
pathways are unknown in most cases, making a priori modeling of soot emissions
impossible. In any case a good preparation of the mixture may lead to lower soot
emissions. If this is not sufficient, particulate filters may provide a solution to the
problem.
The flame speed influences the heat release rate and thus the pressure curve. The

combustion within an engine is highly turbulent. Therefore the turbulent flame speed
is of interest. The latter is a function of the laminar flame speed and the flow field
in the cylinder. By assuming the same combustion for all fuels, the turbulence level
within the cylinder is adapted to correct for deficiencies of the laminar flame speed. In
practice, this is only possible within a limited range, as this may lead to excessive wall
heat losses and extinction of the flame.
Ignition timing is considered implicitly in the model: the assumption is that the engine
control sets ignition so that the heat release follows the assumed pattern.
In summary, it is important to note that the model focuses on first order effects

and is in particular intended to determine the potential as fuel for compounds lacking
experimental data.

3.2 Validation

3.2.1 Experimental Validation

The thermodynamic engine model is validated against experimental data of an SI
ICE run on commercial gasoline (RON 98) with a displacement of two liters. It has
been operated in fully warmed-up conditions on an engine test bench. Table A.3 in
the appendix shows the main characteristics of the experimental setup. Validation
is discussed in this thesis at an engine speed of 2000 rpm. Passenger car engines are
frequently operated at a speed around 2000 rpm, and engines are typically optimized for
good efficiency and good driveability in this speed region. Additionally, turbocharged
engines typically achieve peak torque around 2000 rpm, and exhaust gas temperatures
are not too high such that the engine can safely be operated at λ = 1. Boosted engines,
on the other hand, show clear knock tendencies at 2000 rpm and high load, allowing
that the knock model can also be validated at the considered speed.

Fig. 3.6 shows a so-called Willans-type [147] plot for 2000 rpm. This direct represen-
tation of input vs. output power is a meaningful approach for the analysis of energy
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conversion devices at different loads [147–149]. The input power has been calculated as:

Pin = LHVṅfuel (3.50)

and the output power is the power at the engine’s flywheel. Fig. 3.6 shows that the
measured input–output correlation is linear until approximately 50 kW output power
(this corresponds to approximately 17 bar bmep). At higher loads, the curve bends
towards lower efficiencies. The reason for this effect is that the ignition has to be
delayed in this load regime to avoid knocking. The model was used to simulate the
operating points 2 bar bmep, 6 bar bmep and full load. Fig. 3.6 shows that the model
simulation meets the measured efficiencies very well for the two part-load points. For
the full load point, the output power and efficiency are overestimated by the model if
knock is not taken into account. However, the model correctly detects knocking at these
conditions making it clear that this output power cannot be achieved in reality without
adjusting the ignition timing. The reaction of the model is to decrease the compression
ratio εCR as described in Section 3.1.10. In this particular case, the model reduced εCR
from 10 to 7.7. The corresponding result is also plotted in Fig. 3.6. Upon reducing εCR,
the power output declines, matching the measured level. Again, no model parameter
was adjusted to the measured data to obtain this match. Thus, εCR reduction shows a
similar effect on power output and efficiency as ignition timing postponement of the
real engine.
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Figure 3.6: Input–output power characteristics for gasoline operation at 2000 rpm, measured
engine results vs. model results. Blue line: experiment, red squares: modeling results without
knock detection (same compression ratio as in the experiments), cyan diamond: modeling
result with adapted compression ratio to avoid knock, black dotted lines: lines of constant
efficiency.
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As described in Section 3.1.6, the model calculates heat release as an isochoric process
at TDC, followed by an isobaric process and an isothermal process with constant shares
of these phases for all operating points. Fig. 3.7 shows the measured and simulated
pressure traces for the operating points shown in Fig. 3.6. The simulation approximates
the real behavior well at the 2 bar bmep operating point; the deviation is larger for the
two other operating points considered. However, the differences appear mainly close to
TDC where the volume change is small, and thus the error in bmep (or Pout) is also
small.

In conclusion, the model is able to reflect experimental efficiency and output power
results for gasoline operation across a wide range of engine loads. Other fuels could
not be experimentally assessed as the engine’s fuel system is not compatible with
alternative fuels. The validity of the model for alternative fuels is critically discussed
in the following sections.
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Figure 3.7: Measured and simulated pressure traces, with respect to crank angle (ϕ), at
N = 2000 rpm and different loads for gasoline operation. Blue: measurements, red: modeling
results without knocking detection, cyan: modeling results with adapted compression ratio to
avoid knock.

3.2.2 Extended Validation

Using experimental data from an SI ICE run on gasoline, the model is able to predict
the performance of such an engine. The application of the model to fuels other than
gasoline is evidenced for n-heptane and isooctane: For n-heptane, knocking occurred
even at the lowest compression ratio of 5. Since n-heptane is used as lower benchmark
(RON = 0) for the RON, it is expected to be poorly suited as fuel for an SI engine. On
the other hand, isooctane (RON = 100) outperforms gasoline slightly, justifying its use
as an upper benchmark for the RON.
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Published data for different fuels and load points [150] is compared to modeling results
in Fig. 3.8, values for gasoline, ethanol and n-butanol are reported with respect to
imep. For this comparison the engine geometry was changed according to the reported
values. The efficiencies for gasoline and n-butanol are overestimated, while the one for
ethanol is underestimated. For ethanol at an imep of 3 bar, the difference between the
model (30.08%) and the experiment (30.2%) diminishes. The ignition for n-butanol
and gasoline had to be delayed in the experiments for an imep of 12 bar, 21 bar and
9.4 bar, whereas the delay for the latter is minor. The model showed knocking for
gasoline at an imep above 11 bar.

40

35

30

25in
di
ca
te
d
effi

ci
en
cy

[%
]

20
00

rp
m

im
ep

=
3
b
ar

20
00

rp
m

im
ep

=
1
2
b
ar

20
00

rp
m

im
ep

=
2
1
b
ar

15
00

rp
m

im
ep

=
6
.8
b
ar

22
80

rp
m

im
ep

=
9
.4
b
ar

gasoline ethanol n-butanol model

Figure 3.8: Comparison of the model predictions with published data [150] for different fuels
and load points. Frames: modeling results, filled shapes: published data: gray gasoline, red
ethanol, blue n-butanol.

In the following, the simulation results for other fuels than gasoline are compared
with experimental studies performed under similar conditions. The simulation trends
are in good accordance with the experimental results for ethanol, 2-MF and gasoline [17,
53]. Discrepancies are, however, observed for DMF, for which the simulation yields an
efficiency similar to ethanol and significantly higher than both 2-MF and gasoline. The
experimental results indicate a similar efficiency for DMF and gasoline. This can be
attributed to the fact that in the simulation the optimum compression ratio for each
fuel is achieved, while during the experiments the compression ratio is defined by the
geometry of the engine. Experimental studies show significantly increased efficiencies
at full load for n-butanol when compared to gasoline [21, 41, 44], which is in good
agreement with the findings of the simulations.
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3.3 Sensitivity Analysis

3.3.1 Method

The developed engine model encompasses various parameters, correlations and equations
that interact and affect the model output at the same time. To gain more insight into
the model, a Global Sensitivity Analysis (GSA) was performed to link the variation in
model output γ to the variation of the input factors χ. A popular GSA approach is
the Elementary Effects (EEs) method that allows ranking/screening of input factors at
low computational cost [151]. The method is based on averaging locally calculated EEs
around base points, distributed in the input factor hyperspace. Herein, EEji of the ith
input factor χi for the jth base point Xj and a perturbation ∆ is calculated as

EEji =
γ
(
χj1, . . . , χ

j
i−1, χ

j
i + ∆, . . . , χjM

)
− γ

(
χj1, . . . , χ

j
i−1, χ

j
i , . . . , χ

j
M

)
∆

(3.51)

Base points and perturbations were generated by a Latin Hypercube (LH) ap-
proach [152, 153]. The mean EE µ∗i , averaged over n calculated EEs and its normalized
form Si are measures of the total sensitivity of the ith of M input factors [154].

µ∗i =
1

n

n∑
j=1

∣∣∣EEji ∣∣∣ Si =
µ∗i

max
k

µ∗k
(3.52)

Table 3.2: List of fuel parameters (at 298K and 0.1MPa) and their bounds in the Sensitivity
Analysis (SA).

Input factor Units Bounds in SA

number of C atoms x – [1, 11]
number of H atoms y – [0, 24]
number of O atoms z – [0, 11]
number of N atoms v – [0, 11]
vapor heat capacity cp,g J/(kgK) [1200, 2000]
liquid heat capacity cp,L J/(kgK) [1700, 3000]
fuel density ρ kg/m3 [500, 1500]
liquid kinematic viscosity ν m2/s [2, 100]×10−7

vapor pressure at 298 K pvap Pa [1.5, 100]×103

enthalpy of vaporization hvap J/kg [2, 12]×105

research octane number RON - [50, 115]
surface tension σ N/m [0.01, 0.1]

The performed SA investigated the effect of 12 input factors (see Table 3.2) on three
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model outputs, including ηFL, PFL and eCO2,FL. Bounds for input factors are listed
in Table 3.2 and are based on the parameter ranges as given in Tables 4.1 and 4.2,
being representative for a wide choice of fuels. Sensitivity values were obtained after
4.8× 105 model evaluations (N = n(M + 1), see Fig. 3.9 for convergence).

3.3.2 Convergence

The employed EE method is a sampling-based approach to SA [151]. While a too small
of a sample may not yield robust results, an excessively large one may not provide
a significant improvement in precision. It is therefore important to investigate how
robust the obtained SA results are to changes in sample size.
For this purpose, sub-samples of the original sample were taken and the sensitiv-

ity indices (see Eq. (3.52)) and their uncertainty were calculated via the bootstrap
technique [155]. Based on the width of the 95% confidence intervals of the individual
sensitivity indices, a summary statistic is calculated as

Stat = max
i=1...M

(
Sub
i − S lb

i

)
(3.53)

where Sub
i and S lb

i define the upper and lower bounds of the sensitivity index Si and
M the number of input factors [154].
Figure 3.9 presents the computed statistic for the three model outputs η, P and

eCO2
as a function of the number of model evaluations. Herein, convergence is assumed

to be reached below a threshold of 0.05 [154]. The sensitivity indices for all three model
outputs converge after 1.5× 105 to 2.7× 105 model evaluations.

3.3.3 Results and Discussion

The obtained Si for ηFL and PFL show a strong correlation that can be traced back to
Eq. (3.48). The SA results can therefore be plotted as Si for eCO2,FL vs. Si for ηFL and
PFL as depicted in Fig. 3.10.

Herein, dotted lines represent the threshold below which factors can be assumed as
non-influential [156]. Three input factor groups (i–iii, marked by gray shaded areas)
with comparable impact on the model outputs can be discerned. Highly influential
factors in group (i) include the fuel composition (x, y, z, v) and the vapor heat capacity
cp,g. The importance of the former is related to the effect on the AFR and on the LHV,
which defines the amount of fuel within the cylinder and the burnt gas composition.
The least influential factors are grouped in (iii) and include parameters that only
affect the fuel droplet evaporation rate. Within the varied parameter range, this rate
is typically high enough to ensure complete evaporation before reaching TDC. Both
parameters might therefore be fixed without changing the variance of the three model
outputs. Input factors of intermediate importance are grouped in (ii), including hvap,
RON, ν, pvap and ρ.
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3.4 Model Extensions

3.4.1 Driving Cycle Modeling

Different car designs are compared by using standardized driving cycles. In the
following the Worldwide harmonized Light vehicles Test Cycle (WLTC) [157], the
Common Artemis Driving Cycle (CADC) [158] and the New European Driving Cycle
(NEDC) [159] are investigated. To be able to predict the performance of a fuel, not
only a model of the engine is required but of the whole vehicle. A comparison of
different fuels is only meaningful as long as the vehicle remains the same. Therefore,
the complexity of the vehicle model is reduced to the minimum. The total force
acting upon the vehicle (Ftot) is calculated based on the velocity defined by the cycle,
considering friction, drag and acceleration forces [160].

Ftot = µmg + cDA
ρair
2
v2 +mCacc

dv

dt
(3.54)

The values of the constants are listed in Table 3.3. The gearbox is neglected and
it is assumed that each point within the engine map can be reached. The whole
drivetrain (without the engine) is assumed to have a mechanical transmission efficiency
of ηtrans = 0.85. The power required from the engine Peng,req then becomes:

Peng,req =
Ftotv

ηtrans
(3.55)

The value off the acceleration coefficient (Cacc) is set to 1.05 to reflect the moment of
inertia of all the rotating parts (e.g. wheels and the flywheel).

Table 3.3: Constants for vehicle model [160].

property symbol value

gravitational acceleration g 9.81m/s2
friction coefficient µ 8.5× 10−3

vehicle mass m 1500 kg
drag coefficient cD 0.3
front area A 2.2m2

air density ρair 1.2 kg/m3

acceleration coefficient Cacc 1.05

To provide a reasonable comparison between the different fuels, the cylinder volume
is adjusted such that at 2000 rpm and full load, the engine provides the same power
output as the gasoline engine (71 kW). To this end the secant method is applied, while
keeping the bore to stroke ratio constant. The model is run as a quasi-stationary
simulation, thereby ruling out all dynamic effects of switching gears and acceleration
on the performance of the engine. For each required power value, the efficiency is
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optimized by adjusting the rotational speed and the charging pressure under the
boundary condition that the rotational speed of the engine may not be below 1000 rpm.
For each load point (i) the fuel consumption (ṅF,i), power output (PF,i) and absolute
CO2 emissions (eCO2,i) are determined.
The cycle efficiency (ηcyc), the CO2 emissions with respect to power (eCO2,P) and
distance (eCO2,D) and the consumption (ccyc) are defined as follows:

ηcyc =

∑
PF,i∆ti

LHV
∑
ṅF,i∆ti

(3.56)

eCO2,P =

∑
eCO2,i∆ti∑
PF,i∆ti

(3.57)

eCO2,D =

∑
eCO2,i∆ti∑
vi∆ti

(3.58)

ccyc =

∑
ṅF,iMfuel∆ti
ρF
∑
vi∆ti

(3.59)

3.4.2 Mixtures

Most fuels are mixtures rather than pure compounds as the production of fuels with
high purity is prohibitively expensive. In turn, mixtures allow for additional degrees of
freedom in terms of fuel properties. Therefore, the previously presented engine model
is extended to mixtures. By considering the mixture as a single compound with the
properties of the mixture only minor modifications to the model are required. These
properties are deduced using mixing rules presented in the following section. Miscibility
of the components is not assessed and it is thereby assumed that the components are
miscible at every concentration.

3.4.2.1 Mixing Rules

Vapor heat capacity (cp,g,mix) and the enthalpy of vaporization (hvap,mix) of the mixture
are calculated based on an energy consideration which leads to a linear mixing rule:

cp,g,mix =
∑
i

xicp,g,i [J/(mol K)] (3.60)

hvap,mix =
∑
i

xihvap,i [J/mol] (3.61)

with xi as the mol fraction of compound i.
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Gmehling et al. [161] proposed to estimate the density (ρmix) of the mixture based on
linear mixing of the molar volumes.

ρmix =

[∑
i

wi
ρi

]−1 [
kg/m3

]
(3.62)

The kinematic viscosity (νmix) is modeled based on the mixing of the dynamic viscosities
(µi) [161].

νmix =
1

ρmix

∏
i

µxii
[
mm2/s

]
(3.63)

To calculate the vapor pressure of the mixture (pvap,mix), the activity coefficient (a) is
introduced [162]

pvap,mix =
∑
i

xiai(T, x)pvap,i [Pa] (3.64)

The activity coefficients are calculated based on the UNIFAC method [163]. For the
sake of simplicity it is assumed that there is no change in composition of the mixture
during evaporation.

3.4.2.2 Knock Model

To estimate the RON of a mixture, the concept of blending RON has been introduced.
However, the blending RON is not directly related to the RON and depends on the
mixture composition. Therefore, a large database of non-readily available, experimental
data is required. To overcome this limitation, another approach is chosen instead: As
the RON to model the ignition delay, a mixing rule for the ignition delay is introduced.
Based on the ignition delay (τig,i) of each single compound, and its volume fraction
(yi), the mixing rule calculates the ignition delay of the mixture (τig,mix) [164]:

τig,mix =

∑
i y
β
i∑

i

[
yβi
τig,i

] (3.65)

with an empirical coefficient β = 3 that has been determined based on a mixture of
10% n-heptane, 25% isooctane, 20% 1-hexene, 25% toluene, 10% ethanol and 10%
butane [164].
Calculating the ignition delays (τig,i) of the components based on Eq. (3.41) [141]

entails problems with components with very low octane numbers (e.g. n-heptane
(RON = 0)). According to the applied ignition delay correlation, the ignition delay
of n-heptane is 0, regardless of the pressure and temperature. That would imply that
n-heptane ignites instantly upon mixing with oxygen, even at low temperatures. In
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combination with Eq. (3.65), this leads to much lower ignition delays than observed in
practice for mixtures containing n-heptane. To overcome this shortcoming, the RON
dependence of the ignition delay has been refitted. The initial correlation is defined
for values of RONs between 80 and 100. As opposed to the potential function of the
original correlation, an exponential function is proposed since this leads by design
to non-zero ignition delays for a RON of 0. As a result, the following equation with
parameters β0,1,2 to be fitted for RONs between 80 and 100 is formulated.(

RON
100

)3.402

= exp

[
β0

(
RON
100

)2

+ β1

(
RON
100

)
+ β2

]
(3.66)

The parameters are shown within the context of the adapted ignition delay (τig,a)
correlation. The fit yields a R2 value of 0.9999986.

τig,a = 17.68 exp

[
−5.481 + 7.592

RON
100

− 2.112

(
RON
100

)2
]

exp
[

3800
Tub

]
p1.7

(3.67)

3.4.2.3 Validation

Data for 99 different mixtures, consisting of n-heptane, isooctane, toluene, diisobutylene,
ethanol, MTBE, 1-hexene and methylcyclohexane (together with their RON) are taken
from the literature [165–170]. Their properties as pure compounds are listed in Tables 4.1
and 4.2. This data is used to validate the proposed knock model for mixtures. In
Fig. 3.11 the compression ratio for the different mixtures is plotted with respect to
their RONs. As a reference, the mixture properties are calculated and, together with
the known RON run through the single component model.

The influence of n-heptane on the error in compression ratio is presented in Fig. 3.12.
The error in compression ratio in relation to the fraction of n-heptane is a measure for
the sensitivity of the ignition model to compounds with low RON. The initial ignition
delay model is sensitive to low levels of n-heptane. Thus the error in compression ratio
is high regardless of the fraction of n-heptane. For high volumetric fractions the level
diminishes as the respective mixtures is subject to knock in any case. As expected the
adapted ignition delay model reduces the errors. As long as the volumetric fraction of
n-heptane remains below 10 vol % the error stays below 10%. Beyond this region the
errors raise to similar levels as for the initial model.
Figs. 3.11 and 3.12 show that the adaptation of the ignition delay correlation is

beneficial. However, the model has limitations for mixtures containing compounds with
low RONs. As in Fig. 3.12 relative error of the compression ratio stays below 10% for
mixtures containing up to 10% n-heptane, which is a significant improvement gained
by the adaption.
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Figure 3.11: Comparison between the different models in terms of compression ratio vs.
RON. Blue circles: single compound model (Eq. (3.41)), cyan squares: mixture model using
the initial ignition delay model (Eqs. (3.41) and (3.65)), pink cross: mixture model using the
adapted ignition delay model (Eqs. (3.65) and (3.67)).
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Figure 3.12: Comparison between the two autoignition correlations, in terms of relative error
in compression ratio vs. volume fraction of n-heptane. Cyan squares: initial ignition delay
model, pink cross: adapted ignition delay model Eq. (3.67).
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3.4.3 Hybrid Powertrains

Hybrid powertrains consist of a combination of electric and internal combustion engines.
Hybridization allows reducing consumption due to two mechanisms: Recuperation of
brake energy and running the ICE at peak efficiency. The energy required (Ef) for a
hybrid powered car over a given driving cycle can be calculated using Eq. (3.68) [171].

Ef =
1

ηFL
[Ediss + (1− ηr)Ecirc] [MJ/km] (3.68)

with ηr the recuperation efficiency, Ediss the dissipative energy demand, and Ecirc the
so called circulating energy (acceleration and potential energy) [171]. Ott et al. [171]
studied a full parallel hybrid and determined that the recuperation efficiency is almost
constant at a value close to 63% independent of the driving cycle. For a given car on a
given cycle the equation can be simplified by the introduction of a constant (Khp).

Ef =
1

ηFL
Khp (3.69)

The value of Khp is determined based on the three different cycles introduced in
Section 3.4.1 which gives the values listed in Table 3.4.

Table 3.4: Hybrid energy demand for standard driving cycles.

Cycle Khp Ecirc Ediss

CADC 0.56MJ/km 0.17MJ/km 0.50MJ/km
WLTC 0.47MJ/km 0.16MJ/km 0.41MJ/km
NEDC 0.40MJ/km 0.16MJ/km 0.35MJ/km

Rearrangement of Eq. (3.69) in conjunction with the volumetric energy density allows
calculating the consumption (chp). Including the elemental composition leads to the
specific CO2 emissions (eCO2,hp) with respect to the travelled distance:

chp =
100Khp

LHVρηFL
[l/100 km] (3.70)

eCO2,hp = chpρ
xMCO2

Mfuel
[gCO2

/km] (3.71)

It is important to note that the presented modeling approach is an idealization. There
are several limitations in reality that are difficult to model at this level of detail. A
prominent restraint is the fact that batteries impose a limitation on the charging current.
Thereby they are limiting the amount of recuperated power, the easiest solution to this
problem is to increase the battery size. However, this increases the weight of the vehicle
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and thus the energy required. Another limitation is the need for a minimum torque
for recuperation that puts a limit to the minimum velocity at which recuperation is
feasible.
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4 Review of the Performance of
Pure Fuels

4.1 Introduction

In the following section the potential biofuels presented in Section 2.1 are discussed and
compared to gasoline. As gasoline is a mixture of hundreds of hydrocarbons, a selection
of those present in gasoline and used as gasoline surrogate mixture [165, 166, 170,
172–174] is listed in Table 4.1 and used as a reference. The relevant input parameters
of the biofuels are listed in Table 4.2. Using the ICE model, their performance as fuel
is evaluated and compared to gasoline.

Table 4.1: Gasoline and a selection of its components/additives used as reference including
their properties at standard conditions (T = 298K, p = 0.1MPa).

fuel formula ρ cp,g hvap pvap ν RON LHV

[k
g/
m

3
]

[J
/(
m
ol
K
)]

[k
J/

m
ol
]

[kPa] [m
m

2
/s
]

[–] [M
J/

kg
]

gasoline C7H14
c 748e 154.6f 34.5d 34.3c 0.41d 98b 43.6a

isooctane C8H18 689 187.1 35.2 6.5 0.69 100b 44.6a

n-heptane C7H16 680 164.3 36.6 6.0 0.58 0b 44.7a

1-hexene C6H12 668 133.0 31.3 23.9 0.40 75g 43.6a

diisobutylene C8H16 709 181.1 35.8 5.9 0.41 106h 43.6a

cyclohexane C6H12 772 107.0 32.9 13.0 1.16 83h 43.6a

methylcyclohexane C7H14 764 135.0 35.7 158.4 0.90 75h 43.6a

benzene C6H6 872 82.7 33.9 12.6 0.69 108i 39.6a

toluene C7H8 863 105.0 37.9 3.8 0.64 113j 40.2a

MTBE C5H12O 735 135.3 30.1 33.1 0.46 117h 35.0a

ETBE C6H14O 735 156.0 33.0 16.7 0.59 118h 36.2a

a estimated according to [93]; b by definition; c [74]; d [34]; e [175];
f [176]; g [165]; h [118]; i [123]; j [165]; h [177]

The values given in Tables 4.1 and 4.2 are, if not stated otherwise, taken from the

Contents of this chapter have been published or submitted: [15, 73, 115]
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Table 4.2: Investigated fuel molecules and their properties at standard conditions (T = 298K,
p = 0.1MPa).

fuel formula ρ cp,g hvap pvap ν RON LHV

[k
g/
m

3
]

[J
/(
m
ol
K
)]

[k
J/

m
ol
]

[kPa] [m
m

2
/s
]

[–] [M
J/

kg
]

methanol CH4O 789 44 37.5 16.7 0.68 109b 19.9a

ethanol C2H6O 785 65 42.6 7.9 1.38 109c 27.1a

n-propanol C3H8O 798 85 47.9 2.8 2.45 104c 31.0a

isopropanol C3H8O 781 90 46.1 5.7 2.64 106c 31.0a

n-butanol C4H10O 805 110 52.5 0.9 3.53 98c 33.4a

isobutanol C4H10O 796 110 52.0 1.4 4.21 105c 33.4a

sec-butanol C4H10O 801 113 50.4 2.3 3.85 105c 33.4a

tert-butanol C4H10O 781 114 46.6 5.5 5.90 105c 33.4a

n-pentanol C5H12O 811 130 57.1 0.3 4.27 78c 35.0a

isopentanol C5H12O 806 131 56.4 0.4 4.55 94c 35.0a

2-MF C5H6O 913c 90d 29.4d 18.5d 4.00e 103c 30.5a

DMF C6H8O 889f 135d 32.0d 7.1d 0.65g 119c 32.4a

2-MthF C5H10O 847 106 33.6 12.7 0.56 86c 33.6a

GVL C5H8O2 1048 131 53.0 0.1 2.28 100c 25.3a

methyl valerate C6H12O2 895c 159h 43.1c 1.0c 0.76h 105c 28.7a

ethyl valerate C7H14O2 882i 182h 49.2h 0.6i 0.96h 89j,k 30.3a

methyl levulinate C6H10O3 1020i 159h 50.4d 0.1d 1.16h 100j,k 22.9a

ethyl levulinate C7H12O3 1007 176 58.9 0.02 1.70 110c 24.9a

butyl levulinate C9H16O3 974c 228h 47.7c 0.014i 1.37i 98c 28.0a

α-pinene C10H16 858l 173 35.6l 6.4l 1.74 85l 42.1a

2-butanone C4H8O 798 103 34.5 12.2 0.50 117m 31.6a

methyl-isopropyl ketone C5H10O 798 112 36.4 6.9 0.54 117m,k 33.6a

diisopropyl ether C6H14O 719 157 31.6 19.7 0.45 105n 36.2a

ethyl furfuryl ether C7H10O2 986i 151h 46.3h 1.5i 0.92h 89j,k 28.3a

isobutyraldehyde C4H8O 782 99 33.9 20.9 0.67 84j 31.6a

methyl isobutyl ketone C6H12O 795 148 40.8 2.6 0.69 88o,k 35.0a

ethyl acetate C4H8O2 893 114 35.7 12.3 0.48 99o,k 24.0a

ethyl propanoate C5H10O2 882 133 39.5 4.9 0.57 91o,k 26.7a

propyl acetate C5H10O2 881 136 39.7 4.4 0.63 91o,k 26.7a

isopropyl acetate C5H10O2 868 131 36.8 8.0 0.57 106o,k 26.7a

TMED C8H16O2 870i 179h 47.6h 1.6i 1.55i 94p 31.6a

furfuryl alcohol C5H6O2 1127 118 56.8 0.1 4.30 106j 23.9a

4-methylanisole C8H10O 969 141 39.0 0.5q 0.84 113r,k 34.0a

2-phenylethanol C8H10O 1016 141 60.6 0.1 0.80 111j,k 34.0a

a estimated according to [93]; b [178]; c [34]; d [129]; e [49]; f [53];
g [179]; h estimated by GCM; i [180]; j [181]; k estimated via dCN; l [22];
m [182]; n [177]; o [24]; p [68]; q estimated by Clausius–Claperyon equation;
r [55]
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DIPPR database [126]. For recently proposed or less well-established compounds, values
for the RON are not always available. As the dCN is less complicated to measure, data
for a wider range of compounds is readily available. The dCN is inversely correlated to
the RON, which is reflected in the correlation presented in Appendix B.1. It is used to
estimate the RON if needed, marked in Table 4.2 by k.

4.2 Results and Discussion

4.2.1 Loss Analysis

An overview of the energy distribution for a selection of fuels is depicted in Fig. 4.1.
Interestingly, the output power (Pout), the overall wall heat losses (Q̇wall) and the
enthalpy of the exhaust gas (Ḣex) account for about 95% of the total energy input.
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Figure 4.1: Distribution of total energy input at full load. Pp,f power supplied to fuel pump,
Pout net power output of the engine, Pfric friction losses within the engine, Q̇wall wall heat
losses, Q̇ac heat transferred by after cooler, Ḣex enthalpy of the exhaust stream.

As shown in Fig. 4.2, the wall heat losses and the power output generally increase
with the compression ratio, while the exhaust enthalpy decreases. The peak pressure
is a direct function of the compression ratio, and the pressure governs the wall heat
losses. The decrease in exhaust enthalpy can be explained by the increased expansion
in high compression ratio engines. A broad optimum exists around a compression ratio
of about 14. Two compounds are outside of the general trend: butyl levulinate (BL)
and methanol. Since several of the properties of methanol are extreme in comparison
with the other fuels, it is difficult to pinpoint the main effect. Butyl levulinate shows
a very low volatility, and non-evaporated fuel remains at the time of ignition. This
fraction of non-evaporated fuel remains unburnt. Thus, only a fraction of the injected
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fuel contributes to the output power. According to Eq. (3.48) this leads to a reduced
efficiency.

5 10 15 20
20

25

30

35

40

45

fr
ac
ti
on

of
to
ta
le

ne
rg
y
in
pu

t
[%

]

Q̇wall
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Figure 4.2: The three main energy flows, wall heat losses (Q̇wall), exhaust enthalpy (Ḣex)
and power output (Pout) with respect to the compression ratio (εCR).

As expected, friction shows a strong dependence on the compression ratio (Fig. 4.3).
An increase in compression ratio is connected with a higher peak pressure, which
requires, among others, more robust bearings. Fuel pump power and after cooler heat
flow can be considered independent of the compression ratio (Fig. 4.3). Overall, the
friction losses show the biggest relative change over the whole compression ratio range.

Friction losses are 29% higher for ethanol and 8% lower for DMF than for n-butanol.
The other shares vary less than 2% (again compared to n-butanol). Overall, this leads
to a power output fraction of 33.3% for n-butanol, followed by ethanol (32.9%) and
DMF (32.7%).

4.2.2 Single Load Points

In Table 4.3, efficiency, power output, compression ratio, and specific CO2 emissions
of the studied fuels are listed for different load points and the WLTC. Further re-
sults including values for the other driving cycles (NEDC and CADC) are given in
Appendix B.2.
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Figure 4.3: Minor energy flows, fuel pump power, friction losses and after cooler with respect
to the compression ratio (εCR).

Table 4.3: Overview of the performance of all fuels. ηFL efficiency at full load, ηPL efficiency
at 2000 rpm and Pout = 6.6 kW, PFL power output at full load, eFL specific CO2 emissions, εCR

compression ratio, ηcyc cycle efficiency, eD CO2 emissions per distance and c consumption over
the WLTC.

fuel label ηFL ηPL PFL eFL εCR ηcyc eD c

[%] [%] [kW] [k
g/
kW

h]

[–] [%] [g
/k

m
]

[l/
10
0k

m
]

gasoline 33.7 20.8 70.8 0.77 7.7 21.1 193 8.2
isooctane iO 34.5 21.2 74.2 0.72 8.0 21.5 182 8.6
n-heptane knocking
1-hexene Hx 30.1 19.1 63.2 0.86 5.7 19.4 210 10.0
diisobutylene diB 35.0 21.4 73.5 0.74 8.5 21.7 187 8.4
cyclohexane ch 32.3 20.1 69.4 0.80 7.3 20.3 201 8.3
methylcyclohexane mch 28.9 18.6 60.7 0.90 5.2 18.8 216 9.0
benzene 33.1 20.3 72.0 0.93 8.7 20.6 234 7.9
toluene T 34.1 20.8 74.1 0.88 9.1 21.1 223 7.7
MTBE 35.7 21.6 75.6 0.72 9.4 22.1 183 9.9
ETBE 36.0 21.9 76.2 0.71 9.6 22.3 181 9.5

methanol 30.3 18.3 69.4 0.82 9.6 18.6 209 19.3
ethanol 36.0 22.0 80.1 0.70 18.3 22.5 177 11.8

53



4 Review of the Performance of Pure Fuels

Table 4.3 - continued
fuel short ηFL ηPL PFL eFL εCR ηcyc eD c

[%] [%] [kW] [k
g/
kW

h]

[–] [%] [g
/k

m
]

[l/
10
0k

m
]

n-propanol n3 36.6 22.0 80.3 0.70 13.8 22.6 178 10.1
isopropanol i3 36.8 22.1 80.9 0.69 13.8 22.7 176 10.3
n-butanol n4 36.5 22.0 79.8 0.70 11.6 22.5 179 9.3
isobutanol i4 36.9 22.3 80.7 0.69 12.4 22.8 177 9.3
sec-butanol s4 37.0 22.3 80.7 0.69 12.3 22.8 177 9.3
tert-butanol t4 36.8 22.2 80.4 0.70 11.8 22.7 177 9.5
n-pentanol n5 34.3 20.9 74.7 0.75 8.5 21.3 189 9.3
isopentanol i5 36.1 21.8 78.5 0.71 10.3 22.3 181 9.0
2-MF MF 34.6 21.0 76.8 0.91 10.4 21.4 232 9.5
DMF 35.9 21.7 79.2 0.85 10.0 22.1 216 8.8
2-MthF MthF 31.5 19.6 68.9 0.87 6.7 19.9 217 10.0
GVL 37.9 22.8 85.5 0.83 14.1 23.4 210 9.1
methyl valerate MV 36.2 22.1 80.5 0.79 10.0 22.9 195 9.6
ethyl valerate EV 35.3 21.5 77.9 0.80 8.7 22.0 201 9.6
methyl levulinate ML 38.3 23.0 87.4 0.83 13.8 23.7 212 10.2
ethyl levulinate EL 38.6 23.2 87.2 0.80 14.3 23.9 203 9.4
butyl levulinate BL 36.8 22.2 82.2 0.81 10.0 22.8 204 9.1
α-pinene 32.8 20.4 70.9 0.84 7.3 20.6 211 7.6
2-butanone B 35.3 21.3 79.0 0.79 9.7 21.8 200 10.3
methyl-isopropyl ke-
tone

MIK 35.4 21.4 78.0 0.77 9.9 21.9 197 9.6

diisopropyl ether ipE 34.9 21.3 73.8 0.74 8.5 21.7 186 10.0
ethyl furfuryl ether EFE 35.0 21.3 78.3 0.89 9.2 21.7 225 9.3
isobutyraldehyde IBA 30.6 19.3 67.4 0.91 6.2 19.5 224 11.7
methyl isobutyl ke-
tone

MibK 32.9 20.5 71.9 0.82 7.1 20.6 207 9.8

ethyl acetate EA 33.8 20.7 77.3 0.89 8.1 21.0 224 12.5
ethyl propanoate EP 33.4 20.6 74.6 0.87 7.5 20.8 219 11.5
propyl acetate PA 33.5 20.7 74.9 0.87 7.6 20.8 219 11.5
isopropyl acetate IA 35.0 21.3 78.4 0.83 8.9 21.7 210 11.2
TMED 35.2 21.5 77.5 0.79 9.0 21.8 200 9.4
furfuryl alcohol FFA 37.6 22.6 85.7 0.90 15.2 23.3 228 9.0
4-methylanisole MA 36.3 22.0 80.0 0.84 11.6 22.5 213 7.6
2-phenylethanol PE 36.5 22.0 80.4 0.84 12.0 22.6 212 7.2

Levulinates show the highest efficiencies: peak efficiency is reached by ethyl levulinate
with 38.6%, followed by methyl levulinate with 38.3%. Compression ratios are between
about 7 to 14, which lies in the range of today‘s SI engines and reflects the tendency
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towards higher compression ratios. The compression ratio of ethanol is significantly
higher than the values for all other fuels. It is rather in the range of a Diesel engine
than in the range of an SI engine. These findings are in line with experimental studies
that report the possibility to significantly increase the compression ratio of engines
running on ethanol [11, 21, 183–185]. First tests to exploit this potential have already
been conducted by converting a Diesel engine to SI operation [186].
Thewes et al. [21] further determined the optimum compression ratio between 7 to

13.5 for gasoline, ethanol, n-butanol and 2-MthF. As shown in Table 4.4 experimental
and model values agree well.

Table 4.4: Comparison between experimentally optimized compression ratios and model
predictions.

Fuel Experiment [21] Model (this work)

gasoline 8.5 7.7
n-butanol 10.0 11.6
2-MthF <7.0 6.7
ethanol >13.5 18.3

DMF and ethanol are two frequently discussed biofuels and show high efficiencies
and similar power outputs. Although DMF has a RON of 119 and ethanol of 109, the
optimum compression ratio is much lower for DMF than for ethanol. This observation
suggests that other fuel properties also affect the optimum compression ratio. The
maximum compression ratio is limited by the onset of knocking. According to the
knock-model, the temperature at TDC is one of the governing factors influencing the
occurrence of knock. Besides the compression ratio, the enthalpy of vaporization, the
vapor heat capacity as well as the air to fuel ratio influence the temperature (T2) at
TDC. In the case of DMF and ethanol, both cp,g and hvap have very different values.
Therefore different temperature and pressure curves are expected.

The results at the full load point are presented in Fig. 4.4. The alcohols, excluding
methanol, n-pentanol (n5) and furfuryl alcohol (FFA), show the best overall performance
followed by ethyl tert-butyl ether (ETBE) and MTBE. Diisopropyl ether (ipE), n-
pentanol, isooctane and diisobutylene (diB) outperform gasoline to a lower extent. If
CO2 emissions are climate-neutral, ethyl levulinate (EL), methyl levulinate (ML), GVL
and furfuryl alcohol (FFA) would be of interest as they show maximum efficiency.

To better distinguish between the different alcohols in Fig. 4.5 the dependence between
chain length and efficiency is shown. The optimum for butanol is interesting as it shows
a trade-off between RON and elemental composition effects. The RON decreases with
increasing chain length, while AFR, LHV, and related properties increase.
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4.2.3 Cycle Operation

The performance of all fuels over three different driving cyces, the WLTC, the CADC
and the NEDC, is evaluated. The results are similar for all three cycles, only the
values over the WLTC are listed in Table 4.3. The interested reader is referred to the
Appendix B.2 for the full list.

In Fig. 4.6, the results for the WLTC are summarized regarding CO2 emissions per
distance and consumption. No compound is superior to gasoline for both metrics.
2-phenylethanol, 4-methylanisole, benzene, toluene, and α-pinene are the only fuels
with lower consumption than gasoline. Lower CO2 emissions at the cost of higher
consumption is achieved by alcohols (except methanol and FFA), ethers (MTBE, ETBE
and diisopropyl ether), isooctane and diisobutylene. The other fuels perform worse
than gasoline with respect to both criteria, with a staggering consumption of almost
20 l/100 km for methanol. In the literature reported methanol consumption values are
roughly twice that of gasoline [187].
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The different results in terms of efficiency at full load (ηFL) and consumption arise
from two different reasons: firstly, volumetric consumption includes density and LHV
besides the efficiency, and secondly, due to high shares of part load over a driving cycle
the full load efficiency is not necessarily directly linked to the cycle efficiency.
Based on these findings, the fuel choice depends on the criteria to be applied:
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sec-butanol followed by the other butanol isomers and isopropanol are most promising
with regard to CO2 emissions. From a consumer’s perspective, consumption is a
particularly interesting parameter. 2-phenylethanol together with α-pinene and 4-
methylanisole outperform the other biofuel candidates.

4.2.4 Hybrid Powertrains

According to Eq. (3.71), the specific CO2 emissions depend only on the consumption
and the amount of carbon in the fuel. Therefore, the only way to reduce the emissions
is to lower the consumption or changing the fuel. Thus, the reduction potential for a
given fuel is the same for consumption and CO2 emissions. In Fig. 4.7, the reduction
potential for CO2 emissions and consumption are shown for the different driving cycles.
Depending on the driving cycle 40% to 60% ± 0.8% to 2.0% reduction can be expected,
regardless of the fuel.
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Figure 4.7: Representation of the reduction potential (consumption and CO2 emissions)
for hybrid powertrains over different driving cycles. Blue: biofuels, green: gasoline and its
components, red: all studied fuels.

Toyota claims a consumption of down to 3 l/100 km for its Prius IV [188]. Comparing
this value to the modeling results for a gasoline car, this is a reduction of 63% that is
in the order of the predictions for the NEDC. Values given by car manufacturers are
in general optimistic and therefore might compensate for the idealization in modeling.
Another unknown parameter is the exact specifications of the Prius. Therefore, no
adjustments to the weight, cross sectional area or the drag coefficient could be made.
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4.3 Summary

The presented model has been used to review the performance of different biofuels in
pure form with relation to gasoline. Depending on the relevance of certain parameters,
different fuels can be recommended. If reduction of CO2 emissions is most important,
butanol and propanol isomers are most promising. The use of sec-butanol leads to
CO2 emissions of only 177 g/km (−8%), while increasing the consumption by 13%
from 8.2 l/100 km (gasoline) to 9.3 l/100 km. Minimum consumption is achieved by
2-phenylethanol (7.2 l/100 km) with a reduction of 12% compared to gasoline and at
the expense of an increase in CO2 emissions to 212 g/km (10%). Suitability criteria
not linked to performance, such as oil dilution, cold start behavior or emissions, have
not been assessed and need further investigation. To judge the sustainability of a fuel
additionally to its performance in an engine, production needs to be taken into account.

The loss analysis showed that the major influencing factor is the compression ratio,
showing a broad optimum around 14.
Regardless of the fuel chosen, a significant reduction of both CO2 emissions and

consumption is achieved by employing hybrid powertrains. The reduction potential
for the considered idealized case is in the order of 40 to 60%. Although the issue of
climate change cannot be solved by that measure alone, it allows reducing the CO2
emissions by a factor of about 2. It also reduces the consumption by the same factor
and eventually the required biomass for fuel production.
The introduction of hybrid powertrains does not affect the quest for the best fuel.

Fuels well-suited for hybrid operation perform equally well under traditional operation.
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5.1 Introduction

Lignin accounts for roughly 40% of the energy content of lignocellulosic biomass.
However, its chemical recalcitrance hampers its full exploitation. Most of today’s
biorefinery concepts are missing practical ways to valorize lignin. Fast pyrolysis is an
easy and well-established way to liquefy lignin [190, 191]. In general, fast pyrolysis
leads to three fractions: char, liquid, and gas. The liquid fraction, so called bio-oil,
consists of numerous different aromatic and non-aromatic compounds. As this liquid is
not suited as fuel for ICEs, an upgrading is indispensable [191–193]. Therefore, HDO
has previously been studied to reduce the oxygen content of the compounds and/or to
achieve saturation by hydrogen addition [194].

Within this chapter, the question of optimum upgrading is discussed using the ICE
model in combination with a reaction network.
Lignin-derived pyrolysis oil is a mixture of several hundred components. The exact

composition depends on the origin of the biomass and on the applied process conditions.
In prior studies, the main building blocks (shown in Fig. 5.1) and the side chains
(listed in Figs. 5.2 to 5.5) have been identified [194–196]. The number of identified
substances varies between different studies. Although the occurrence of up to 400
different compounds has been reported [51], the number of exactly identified molecules
is in the range of 50. Therefore the number of studied side chains is increased by
extrapolation based on the functional groups present in the literature.

All possible combinations of main building blocks and side chains lead to a mixture
of 276 different compounds. In this study all combinations of main building blocks
and side chains have been taken into account, although the presence of not all of them
has been verified experimentally in literature. The reason for this is threefold: First,
within the vast amount of different components they may be present but not detected
so far. Second, even if they are not present, (minor) changes in the process conditions
could possibly favor their production. Third, this systematic approach may allow the
identification of possible trends.

Contents of this chapter have been published or submitted: [91, 189]
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Figure 5.1: Main building blocks of lignin pyrolysis oil components. Rs denotes a side chain
as introduced in Figs. 5.2 to 5.5. Names are given assuming H as side chain.

5.2 Upgrading

As pyrolysis oil is not suited for direct usage in SI ICEs, upgrading is required [51,
197]. HDO is considered to be the most promising way of converting pyrolysis oil into
fuels [51, 197]. Hydrogen is added to remove oxygen from the molecules, to hydrogenate
double bonds and aromatic rings. Applying these HDO reactions [17] to the side chains
leads to the reaction pathways shown in Figs. 5.2 to 5.5. For the main building blocks,
the reactions proceed via the pathways depicted in Fig. 5.6. Other reactions such as
demethylation or decarboxylation are thus not considered herein, as these reactions
do not produce new side chains. On the other hand, these reactions lower the carbon
efficiency and are therefore not desirable.

Figure 5.2: HDO upgrading pathway of a hydroxy group. The dashed arrow indicates the
upgrading of phenolic compounds. The numbers represent the ID of the respective side chain.
The letters identify the main building blocks in combination with which the respective side
chain were reported in the literature.
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For aliphatic rings, dehydration may generate double bonds within the ring or on
its substituents. These side chains are only considered in conjunction with aliphatic
rings. In the case of aromatic rings, these intermediate steps (e.g. in Fig. 5.2 shown
with a dashed arrow) are skipped. Considering every possible combination of side chain
and main building block, 1679 different molecules need to be evaluated as fuel. To
facilitate the reference to the respective compounds, the following naming convention is
introduced: the main building blocks are identified by a combination of letters whereas
the side chains are numbered. The corresponding labels are shown in Figs. 5.2 to 5.6,
e.g. methylcyclohexane is denoted as N2.
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5.3 Method

The suitability of a given compound as replacement for gasoline was judged using the
ICE model. As criteria, the efficiency, the specific CO2 emissions at 2000 rpm and
full load (2 bar charging pressure) as well as the consumption over the WLTC were
evaluated.

Due to the lack of experimental data for most of the studied compounds, all properties
of interest were estimated using GCMs as discussed in Section 2.4. In Fig. 5.6 isomers
that are identical for the applied GCMs are marked with a green frame. These isomers
differ by the position of the substituents on the ring.
As the fuel must be liquid during operation, thresholds regarding the melting

point (Tmelt) and the boiling point (Tboil) were specified. Two different ranges were
defined based on the climate of Central Europe: For all-year fuels: Tmelt ≤ 253 K and
Tboil ≥ 333 K, and for summer fuels: Tmelt ≤ 273 K and Tboil ≥ 333 K. The estimated
properties of all compounds meeting these requirements were used as input parameters
for the SI ICE model.

5.4 Results and Discussion

5.4.1 Compliance with Boundary Conditions

Fig. 5.7, shows the boiling and the melting points of all compounds. The red horizontal
line represents the threshold of the boiling point, while the vertical red solid and dashed
line show the limit of the melting point for all-year and summer fuel, respectively.
Among the 1679 compounds, 202 compounds satisfy the conditions as all-year fuel and
133 compounds are suited for summer operation only.

5.4.2 Group Influences

To discuss the influence of the functional groups on the accordance with the previously
defined thresholds, the number of molecules following the criteria is plotted against the
number of each specific functional group present in the molecule (Fig. 5.8). Based on
this analysis it becomes evident that all –COOH groups need to be removed. With
the exception of –OCHx groups, where a maximum of one oxygen-containing group
per molecule is allowed. –CHO groups are only suited for summer fuels. The influence
of double bonds on the melting point and thereby the boundary conditions is less
pronounced. In summary, the presence of hydrogen bonds in these molecules have a
strong influence on the melting point. It mostly determines whether a compound is
still liquid in the temperature range of interest. All compounds have boiling points
above 333K.
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Figure 5.7: Estimation of melting and boiling points of the studied compounds. Dark blue:
compounds suited as all-year fuel, green: fulfilling only summer fuel specifications and light
blue: not compliant within any of the ranges. Red lines: temperature thresholds.

5.4.3 Optimized Selections

The compounds fulfilling the different criteria (efficiency, specific CO2 emissions, and
consumption) best are shown in Fig. 5.9. It is important to note that the suitability of
a compound as fuel depends on its performance in the engine. The compounds that are
present in all selections consequently represent a compromise of the three criteria and
are not necessarily the best overall performers. 276 different molecules were identified
as lignin pyrolysis oil components and their suitability as pure fuel was subsequently
analyzed.
The total number of compounds was reduced to 30 (45), 21 (28) and 5 (14) in the

case of efficiency (η), specific CO2 emissions (eCO2,FL) and consumption as optimization
criteria for all-year suitability (values for summer fuels in parenthesis). The structures
in Fig. 5.9 suggest aromatics to be favorable in terms of consumption. This can be
attributed to their high LHV as well as their high RON. On the other hand, molecules
with a higher degree of saturation are advantageous regarding specific CO2 emissions as
the fraction of carbon atoms present is reduced, leading to lower specific CO2 emissions.
–COO– groups are beneficial regarding all three criteria. >CO and –OCH3 groups
improve the efficiency and lower specific CO2 emissions (–OCH3 groups are always
attached to non-aromatic rings). The presence of –OH groups improves the suitability
as SI fuel. However, due to their impact on the melting point, they are only suitable
for summer operation.

Table 5.1 summarizes the performance parameters together with the average amount
of H2 added for each mixture. Minimum, average and maximum values are reported.
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Figure 5.8: Histograms for the different functional groups categorized according to the three
temperature ranges. The y-axis shows the number of molecules satisfying the criteria; the
x-axis, the occurrence per molecule. The numbers show the values for each category in the
following order: not suited, summer fuel, all-year fuel.
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Figure 5.9: Euler diagram showing the selection of compounds with either optimized efficiency
(red), specific CO2 emissions (blue) or consumption (green). On top: summer fuels (green
dots), in the middle: shared compounds, at the bottom: compounds only present in all-year
fuel mixtures (violet squares). The best performing molecules are highlighted in yellow together
with the parameter they optimize.
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An overall summary of the results for each compound can be found in Table C.1 in the
Appendix. These values are compared to the established fuels as listed in Table 4.3.
As a reference, full HDO of the lignin pyrolysis oil to cyclohexane derivatives requires
on average 7.05molH2/moloil (minimum 4, maximum 10molH2/moloil). In terms of H2
addition, roughly 50% to 70% of the maximum is needed, with all-year fuels requiring
less H2 addition than summer fuels. The amount of H2 added for optimized selections
increases in the following order: consumption < efficiency < specific CO2 emissions.
Minimum efficiency is, with one exception, higher than for gasoline. Average efficiency
is in the order of sec-butanol for the summer fuel selections, for the all-year case it
is slightly lower. Minimum CO2 emissions are similar to sec-butanol and on average
similar to gasoline. Only the consumption-optimized selections have a minimum CO2
emissions in the range of gasoline. An optimization for consumption shows values below
2-phenylethanol with maximum values comparable to gasoline.

5.4.4 Single Compounds

Concerning single compounds, the best performing molecules as indicated in Fig. 5.9
are listed together with their performance values in Table 5.2. In any case, minimum
consumption is achieved with β-methylstyrene (M7). Efficiency and CO2 emissions are
optimized in the summer mixture with 1,2,3-trimethoxy-5-ethylcyclohexane (R3). In
the all-year mixture, efficiency is maximized with 1,2,3-trimethoxycyclohexane (R1),
and CO2 emissions are minimized with 1,2-dimethoxy-4-ethylcyclohexane (P3).

5.4.5 Influence of Selected Groups

Based on these findings, the influence of the different groups on the performance as fuel is
investigated. Cyclohexane (N1) is chosen as base molecule, to which the selected groups
(–CH3, –CHO, –COCH3, –COOCH3, –OCH3, –OH) are subsequently attached. At
first the influence on the different input properties (xi) is calculated:

∆xi = xi − xi,N1 (5.1)

Based on these deviations, the averaged absolute difference (∆xi) is used to determine
the local sensitivities around cyclohexane. By combining the local derivative with the
difference in the input property it is possible to estimate its influence on efficiency
(δηi).

δηi =
η(xi,N1 + 0.5∆xi)− η(xi,N1 − 0.5∆xi)

∆xi
(xi − xi,N1) (5.2)

Fig. 5.10 presents the results of this investigation. The changes in viscosity, vapor
pressure and enthalpy of vaporization for cyclohexanol are most prominent, whereas
the influence of the viscosity on the efficiency is non existent. The opposite is true for
changes in heat capacity, autoignition temperature/RON and density, where even small
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Table 5.1: Summary of the performance parameters (efficiency (ηFL), specific CO2 emissions
(eCO2,FL) both at full load, and consumption (c), specific CO2 emissions (eCO2,D) based on
the WLTC), including the average H2 required for production of the different selections of
compounds starting from lignin pyrolysis oil. std: standard deviation.

criteria ηFL eCO2,FL c eCO2,D
mol H2

mol oil
[%] [g/kWh] [l/100km] [g/km] [–]

all-year
η min 34.3 0.72 6.9 184 1.00

mean 36.6 0.78 8.0 197 4.22
max 39.0 0.90 9.4 232 7.00
std 0.9 0.05 0.6 12 1.46

CO2 min 31.1 0.72 7.1 184 1.00
mean 36.3 0.76 8.0 193 4.89
max 39.0 0.83 9.4 207 7.00
std 1.3 0.03 0.6 7 1.24

c min 34.3 0.79 6.9 202 1.00
mean 35.7 0.83 7.2 211 3.90
max 36.2 0.90 7.9 232 7.00
std 0.7 0.03 0.3 9 1.26

summer fuel
η min 34.9 0.69 6.9 174 1.00

mean 37.3 0.78 7.8 196 3.86
max 40.2 0.90 9.4 227 8.00
std 1.2 0.05 0.6 13 1.46

CO2 min 34.9 0.69 7.1 174 1.00
mean 36.9 0.75 7.9 189 4.86
max 40.2 0.80 9.4 204 8.00
std 1.4 0.02 0.5 6 1.22

c min 34.3 0.77 6.9 196 1.00
mean 36.2 0.82 7.1 207 3.89
max 36.8 0.90 7.9 232 7.00
std 0.4 0.03 0.2 7 1.31
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Table 5.2: Performance of the molecules when optimizing engine performance. Lowest
consumption: β-methylstyrene (M7). Maximum efficiency and minimum CO2 emissions in
summer fuel mixtures: 1,2,3-trimethoxy-5-ethylcyclohexane (R3). Maximum efficiency in
all-year fuel mixtures: 1,2,3-trimethoxycyclohexane (R1), minimum CO2 emissions in all-year
fuel mixtures: 1,2-dimethoxy-4-ethylcyclohexane (P3).

molecule ηFL ηPL PFL eCO2,FL εCR ηcyc eCO2,D c
[%] [%] [kW] [kg/kWh] [–] [%] [g/km] [l/100km]

M7 36.2 21.8 78.7 0.83 11.8 22.4 211 6.9
P3 37.7 22.6 82.3 0.72 11.3 17.9 184 8.3
R1 39.0 23.3 86.6 0.73 13.9 24.1 185 9.4
R3 40.2 24.1 88.6 0.69 17.4 25.1 174 8.2

changes are amplified. This behavior can be explained by the fact that the viscosity
influences droplet size. However, as long as the droplets evaporate in a given time, there
is no influence on the efficiency. As the power requirement of the fuel pump is negligible,
changes therein are not expected to be significant. Changes in vapor heat capacity lead
to changes in temperature at TDC and thus influence the thermodynamic cycle. The
influence of the RON can be explained by the fact that the maximum compression ratio
is knock-limited. The influence of the enthalpy of vaporization is due to the fact that
an increase in enthalpy of vaporization leads to lower temperatures, which is favorable
in terms of knock reduction. However according to Carnot, lower temperatures also
lead to lower efficiencies. Furthermore, a higher enthalpy of vaporization increases
charge cooling, which in turn allows for more fuel–air mixture to be introduced into the
cylinder. The influence of the enthalpy of vaporization warrants further investigations.
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Figure 5.10: Fuel properties and efficiency dependency on functional groups attached to
cyclohexane. The change in property is normalized with respect to the values of cyclohexane,
except for the number of oxygens (z) that is normalized using the number of carbon atoms in
cyclohexane. The change in viscosity for cyclohexanol is equal to 9.02.

5.5 Conclusion

The most suitable compounds in lignin-derived pyrolysis oil to replace gasoline could be
identified, by coupling an engine model with a reaction pathways network, Fuels showing
higher efficiencies than the currently-employed fuels can be produced from pyrolysis
oil by selective hydrotreating. It is impossible to lower the specific CO2 emissions
compared to sec-butanol substantially. On the contrary, specific CO2 emissions in the
range of gasoline are expected. Yet, the consumption can be significantly reduced if
the mixture is optimized for it.
The influence of selected groups (–CH3, –CHO, –COCH3, –COOCH3, –OCH3,

–OH) as cyclohexane side chains on the fuel properties and efficiency was shown.
Based on these results, we derived the following design rules:
• Full HDO is not beneficial for the fuel quality. In addition, partial HDO requires

less H2 and thereby reduces process costs significantly.
• –COOH groups must be completely removed to meet the required melting point

ranges (besides issues with corrosion).
• Compounds with –OH groups are only suitable as summer fuels.
• Structural entities with one >CO group and with –OCH3 groups attached to

non-aromatic rings contribute to good overall performance. While –OCH3 groups
improve in almost all properties (except carbon and hydrogen content), >CO
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5 Fuel Design based on Lignin Pyrolysis Oil

groups lead to improvements in density and RON but worsening in heat capacity
and carbon content, when compared to –OCH3.

• The presence of –COO– groups is advantageous as it leads to significantly higher
RON.

76



6 Optimization of Mixtures of
Established Fuels

6.1 Introduction

The introduction of fuel mixtures adds further degrees of freedom to the system defining
the properties of the optimum fuel and thus possibly allows to overcome limitations of
pure fuels. The following chapter investigates the possibilities and limitations of fuel
mixtures consisting of the previously discussed compounds (Section 2.1 and Chapter 4).
In contrast to the case of pure fuels where, numerous publications propose new

fuels; mixtures are rarely reported. In one of these studies, Dahmen and Marquardt
[198] used CAMD methods to search for the optimum fuel and identified four different
mixtures. Their algorithm focused on production pathways and aimed to identify
compounds/mixtures that fulfill defined specifications. The four proposed mixtures are
listed in Table 6.1.

Table 6.1: Mixtures proposed as future fuels by Dahmen and Marquardt [198].

Mixture Υ Mixture Φ

44mol% n-butanol 42mol% ethanol
31mol% cyclopentane 26mol% cyclopentanone
15mol% ethyl acetate 15mol% 2-butanone
8mol% n-butane 7mol% 1-butene
2mol% n-propanol 6mol% n-butanol

3mol% cyclopentane
1mol% n-propanol

Mixture Ψ Mixture Ω

45mol% n-butanol 58mol% ethanol
29mol% ethanol 27mol% cyclopentane
26mol% cyclopentane 15mol% DMF

In addition to the already discussed compounds, the properties of cyclopentane,
n-butane, cyclopentanone and 1-butene are required and listed in Table D.1. The
UNIFAC method used to calculate the activity coefficients does not cover DMF. Mixture
Ω could therefore not be modeled.

77



6 Optimization of Mixtures of Established Fuels

6.2 Algorithm

According to Fig. 4.6 on page 57, biofuels can be divided into three groups:
(i) fuels that are better than gasoline with respect to consumption and CO2 emissions
(ii) fuels that are better than gasoline with respect to consumption or CO2 emissions
(iii) fuels worse than gasoline in both measures
As stated previously none of the considered biofuels fall into the first category. The
question arises whether it is possible to design a mixture that performs better than
gasoline in both measures. To investigate this question, the biofuels are once plotted
regarding efficiency vs. energy stored per mol of CO2 emitted (Fig. 6.1a) and once in
terms of efficiency vs. volumetric energy density (Fig. 6.1b).
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Figure 6.1: Comparison of biofuels to gasoline. Blue circles: biofuels. Black circle: gasoline.
Dashed black line: required efficiency to provide the same energy at the crankshaft as gasoline.

The dashed black line in both figures represents constant energy available at the
crankshaft and is defined as follows:

η =
LHVgasolineηgasoline

LHV
(6.1)

with LHV either in terms of energy per mol of CO2 emitted or volumetric energy
density. Compounds above this line are superior to gasoline with respect to CO2
emissions (Fig. 6.1a) or consumption (Fig. 6.1b). In other words, the dashed black line
defines the minimum efficiency required for a compound to outperform gasoline. These
two plots allow to investigate categories (ii) and (iii). However, no statement about
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6.2 Algorithm

category (i) is possible based on Fig. 6.1. Therefore, the two plots are combined into
Fig. 6.2 where the two energy parameters are plotted on the x- and y-axis, respectively.

0.48 0.50 0.52 0.54 0.56 0.58 0.60 0.62

20

25

30

35

65%

60%

55%

50%

45%

40
%

35%

LHV/CO2 [MJ/molCO2 ]

LH
V
/v
ol

[M
J/
l]

FFA

ML

GVL

EL

BL

EA

MA

PE

MF EFE

α-pinene

ethanol

MV
EV

TMED

MthF

MibK

MIK

B
IBA

i3

m
et

ha
no

l

t4
i4
s4n4

ipE

i5
n5

IA
PA

EP
n3

Figure 6.2: Comparison of the biofuels and gasoline with respect to both volumetric energy
density and energy stored per CO2 emitted. Blue circles: biofuels. Black circle: gasoline. Gray
lines: constant efficiency required to provide the same energy at the crankshaft as gasoline.
Red line: isoline at 38.6%.

The two hyperbolas of Fig. 6.1 are overlaid and shown in the form of isolines of
constant efficiency. These isolines indicate the efficiency required (ηreq) to deliver the
same energy at the crankshaft as gasoline:

ηreq = max

[
(ηFLLHV/x)gasoline

LHV/x
,

(
ηFLLHVM−1ρ

)
gasoline

LHVM−1ρ

]
(6.2)

The horizontal parts of the isolines indicate regions where the volumetric energy density
defines the required efficiency, whereas the vertical parts originate from the energy-per-
CO2 consideration. The red line represents the isoline at maximum efficiency achieved
by the biofuels (38.6%, ethyl levulinate (EL)).

The required efficiency, as defined in Eq. (6.2), serves as a clearly defined criterion for
the mixtures to achieve. An algorithm is designed to determine the mixtures satisfying
the required efficiency conditions and to determine the maximum achievable efficiency.
To reduce the computational effort and to avoid nonsensical options, a search-space
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6 Optimization of Mixtures of Established Fuels

is defined restricted to the area requiring an efficiency below 40%. This boundary is
chosen to envelop the peak efficiency of the pure components. Furthermore, efficiencies
of mixtures are considered unlikely to exceed this limit. The search-space is then
divided into cells of 0.01MJ/molCO2×0.5MJ/l. The task of the algorithm is to find
the mixture with maximum efficiency for each of these cells.

In the first step, all possible 2 to 4 component mixtures are determined. For binary
and ternary mixtures a step-size of 5mol% is chosen. For 4 component mixtures,
20mol% steps are employed to limit the total number of different mixtures to a
manageable level. These mixtures are stored in a library alongside with their respective
energy densities. The algorithm chooses a mixture as a starting point from the library
and starts the efficiency maximization. At every iteration a set of mixtures is generated,
and are run through the model. The mixture with the highest efficiency at full load
is taken as an initial mixture for the next iteration. Once the initial mixture does
not change anymore, the step size is halved, and the process is repeated. 20mol% is
chosen as the initial step size. Once 1mol% is reached, the optimization is stopped.
The starting point is then deleted from the library and the procedure is repeated with
a new starting point.

6.3 Results and Discussion

The results of the optimization procedure are shown in Fig. 6.3. Depending on whether
the efficiency exceeds the requirement or not the location of the optima is marked with
either a black cross or a red dot. A black cross marks an optimum of a respective
cell with a lower efficiency than required. A total of 78 mixtures were found, that
exceed the requirement by 0.00 to 0.45 percentage points and are marked by red dots
in Fig. 6.3. Their detailed compositions and performances are listed in Tables D.3
and D.4. The maximum efficiency is obtained by a mixture of 34mol% phenylethanol,
25mol% isopentanol, 22mol% n-butanol, 10mol% n-pentanol and 9mol% methyl
valerate (mixture α). Furthermore, none of the mixtures Υ, Φ and Ψ from ref. [198]
(marked by magenta stars), reaches the required efficiency.

To check the performance of the identified mixtures, their consumption and specific
CO2 emissions over the WLTC are determined. As indicated in Fig. 6.4, their perfor-
mance is comparable to gasoline with a slight increase in CO2 emissions. On average,
the increase is in the order of 3 g/km (1.5% higher as compared to gasoline). There
are two possible explanations for this negligible deviation: firstly, the change in the
ignition delay model and, secondly, the summation of numerical errors. All values for
pure fuels are calculated using the original ignition delay model (Eq. (3.41) on page 30).
In case of mixtures an adaption to the ignition delay model has been introduced (see
Section 3.4.2.2 on page 43) for details). It is thus possible that the changes in the
ignition delay model lead to differences in the compression ratio and ultimately in
engine performance. However, the deviations for the mixtures in question are small and
are therefore negligible. The summation of numerical errors arises from rounding errors
for the efficiency and energy densities (per mol of CO2 emitted and volumetric) of
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energy at the crankshaft as gasoline. Red line: isoline at 38.6%.
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6 Optimization of Mixtures of Established Fuels

gasoline. These errors influence the calculation of the required efficiency, and thus the
criterion of the algorithm. From the mixtures proposed in the literature, Ψ stands out
with lower specific CO2 emissions than gasoline, but increased consumption, whereas
Υ and Φ show inferior performance than gasoline.
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Figure 6.4: Comparison of the different mixtures and pure fuels with respect to consumption
and CO2 emissions over the WLTC. Magenta squares: identified mixtures providing more
energy at the crankshaft than gasoline. Magenta stars: mixtures proposed in literature. Blue
circles: biofuels. Green circles: gasoline components. Black circle: gasoline.

In Table 6.2 the performance of the mixtures from the literature (Υ, Φ and Ψ) as well
as a selection of the identified mixtures (α to γ) are listed. Regarding driving cycles,
only results for the WLTC are reported. Further results including values for the CADC
and NEDC can be found in Table D.2. Mixture α is chosen due to having the highest
difference to the required efficiency. Mixtures β and γ are chosen based on minimum
consumption or minimal specific CO2 emissions respectively. Their compositions are
reported in Fig. 6.5.
A summary of the compositions of these fuel mixtures is given in Fig. 6.6. The

height of the bars represents the average mixture fraction of the compound, only
considering mixtures where the compound is present. The numbers shown are the
number of mixtures in which the compound is present (out of 78). All but one mixture
contain 2-phenylethanol, which is the compound with the highest average mole-fraction
(34.2mol%). Methyl valerate is also very common, but with smaller shares (7.2mol%).
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6.3 Results and Discussion

Table 6.2: Overview of the performance of the proposed fuel mixtures. ηFL efficiency at full
load, ηPL efficiency at 2000 rpm and Pout = 6.6 kW, PFL power output at full load, eCO2,FL

specific CO2 emissions, εCR compression ratio, ηcyc cycle efficiency, eCO2,D CO2 emissions per
distance and c consumption over the WLTC.

mixture ηFL ηPL PFL eCO2,FL εCR ηcyc eCO2,D c
[%] [%] [kW] [kg/kWh] [–] [%] [g/km] [l/100km]

Υ 32.5 20.2 68.9 0.80 7.4 20.4 201 9.9
Φ 33.3 20.4 71.1 0.82 8.5 19.4 220 11.1
Ψ 35.3 21.5 74.8 0.73 11.0 21.9 184 9.4

α 36.9 22.2 80.9 0.76 12.1 22.5 196 8.3
β 36.8 22.2 80.7 0.77 12.2 22.5 200 8.2
γ 36.7 22.1 80.3 0.76 11.8 22.5 194 8.3
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Figure 6.5: Composition of the identified mixtures.
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6.4 Conclusions

As presented in this chapter, 78 mixtures of established biofuels have been identified
showing identical performance as gasoline. Furthermore, three mixtures from the
literature have been added to the pool of discussed fuels. Considerations about
constant energy at the crankshaft with respect to CO2 emitted and volumetric energy
density have been introduced. Additional insights into the driving factors for specific
CO2 emissions and consumption have been gained. Based on these insights, it was
possible to design an optimization algorithm that is able to cope with the additional
degrees of freedom. This algorithm identified 78 different mixtures with almost identical
performance as gasoline. No mixture could be identified with a performance superior
to gasoline with respect to both specific CO2 emissions and consumption.

As main components of these mixtures, 2-phenylethanol has been identified (average
mixture content 34.1mol%) that is present in all but one mixture. Methyl valerate
(7.0mol%), n-butanol (19.7mol%) and isopentanol (19.3mol%) are less common but
still present in most mixtures with 73, 58 and 56 occurrences, respectively. These
results are well-aligned with the results for pure components, in which 2-phenylethanol
shows minimum consumption and butanol and pentanol isomers minimize specific CO2
emissions. Therefore, it seems natural to mix those two to overcome the limitations of
either one by the advantages of the others. More interesting is the consequent inclusion
of methyl valerate. One possible explanation might be its high density leading to lower
volumetric consumption.
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7 Systematic Fuel Design using the
reverse Group Contribution
Method (rGCM)

The aim of the rGCM is to find the optimal fuel for an SI ICE. For all practical purposes
it can be assumed that the number of possible candidates is infinite. It is, therefore,
necessary to design a systematical approach for searching molecules that fulfill a priori
defined specifications. However, as stated before, these specifications are unknown for
SI fuels. The standards currently in place evolved based on the fossil feedstocks used
nowadays, and they do not necessarily reflect the specifications for the best suited fuel.
This chapter addresses the algorithm used to determine the optimal fuel for an SI

ICE.

7.1 Concept

To reverse the well-known GCMs (see Section 2.4) it is required to solve an underdeter-
mined system of equations (7 equations for the properties, excluding constraints, and
roughly 50 to 200 groups). Additionally, the target value of each property is unknown.
These two problems are overcome by introducing an optimization procedure using the
ICE model presented in Chapter 3, to assess the different options. In order to reduce
the number of possibilities to consider and to reflect the composition of biomass, the
algorithm is limited to molecules consisting of carbon, hydrogen and oxygen atoms.

An overview of the whole algorithm is given in Fig. 7.1. First, the algorithm randomly
selects a starting point which is subsequently checked for feasibility. Entering the loop,
all points reachable by a single mutation to the initial point are determined. These
mutations include addition and subtraction of groups. Afterwards, the properties of the
initial point (xi) are estimated using the GCMs presented in Section 2.4. These values
are then used in combination with the ICE model to calculate the grading criteria (χ).
Using finite differences and additional model evaluation, it is also possible to estimate
the first derivative of the grading criteria at this point ( ∆χ

∆xi
). Based on these results the

grading criteria are estimated for each of the possible points, and they are categorized
according to this estimation. Starting with the highest ranked point, the following
procedure is conducted to determine an initial point for the next iteration: The chosen
point is run through the engine model, and its grade is calculated. If the calculated
grade is higher than the current initial point, the initial point for the next iteration is
found. Otherwise, the next point is taken, and the procedure continues. This procedure

87



7 Systematic Fuel Design using the reverse Group Contribution Method

End

do

while ∆χ
∆xi

> 0

Estimate Properties
forward GCM

IC Model

optimal set of groups

build molecules

IC Model

graded list

grading

Estimate PropertiesTaylor Estimate

Build Options

Filter

Start rGCM method

select starting point

∆χ
∆xi

Figure 7.1: Flow sheet of the rGCM algorithm, showing the most important steps of the
algorithm.
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is repeated until the finite differences indicate that a local maximum has been reached.
As a result of this loop, a selection of groups with optimal fuel performance was found.

Based on this selection, all possible molecular structures were derived. Knowing the
exact structure, the properties of these isomers were estimated as accurately as possible
and evaluated using the ICE model. This results in a ranked list of fuel candidates.

7.2 Adaptations

7.2.1 Group Matching

GCMs are chosen according to the discussion in Section 2.4. The GCMs reported
by Hukkerikar et al. [97] show a significantly higher number of groups than the ones
reported by Joback and Reid [96] and Nannoolal et al. [99]. The group definition
matches for simple/small groups; however, the methods by Hukkerikar et al. [97] also
include larger groups. Hukkerikar et al. [97] defined second and third level groups that
cover several first level groups combined in a specific way. For the proposed algorithm,
it is important that each group is independent of other groups. Therefore, the different
definitions and contributions need to be unified. The second and third level groups in
GCMs are designed to add on top of the first level groups and thereby increase the
accuracy especially for large molecules. These additional levels carry further structural
information, leading to increased complexity when designing the rGCM algorithm.
The second and third level groups are consequently extended such that they include
the first level groups and become independent. Extension is achieved by adding up
the contribution of the different levels: e.g. –CH(CH3)2 is a second level group that
consists of one >CH – and two –CH3 groups. The contribution (ζCH(CH3)2,tot) of the
group can thus be described by the sum of the second level contribution (ζCH(CH3)2,2nd)
and the first level contribution (ζCH,CH3).

ζCH(CH3)2,tot = ζCH(CH3)2,2nd + ζCH + 2ζCH3
(7.1)

The unification of the different GCMs is accomplished in a similar way. The contribu-
tions of larger groups undefined for one method are calculated based on the values of
applicable smaller groups. This process may be justified by the basic assumption for
GCMs: the additivity of group contributions.

7.2.2 Aromatic Rings

Although aromatic rings can be described by either aromatic carbons with (aCH) or
without (aC) an attached hydrogen, their presence in an aromatic ring is a strong
constraint. The reason is that exactly six of these groups are needed to build a valid
aromatic ring. Thus, adding or removing a single aC group is not permitted. Different
positions of substituents lead to different second level contributions. To overcome these
problems and simplify the tasks of the algorithm, aromatic rings were defined as groups
of their own. It is possible to define rings with zero to six open connection points. The
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7 Systematic Fuel Design using the reverse Group Contribution Method

zero-open connection point option is equal to six aCH, better known as benzene. It is
not included as a group in this context, as it has already been included in Chapter 4.

Groups with more than two open connection points require an additional termination
group for every additional open connection point. An analysis of the GCM led to
the conclusion that only a very limited set of aromatic compounds with five or six
substituents has a melting point below −20 ◦C. As the number of possible options
grows exponentially with the number of branching points, the inclusion of these rings
leads to an over-proportional number of possibilities. Under the given constraints, the
overwhelming majority of them are invalid. Thus, including them would lead to a
situation where the algorithm is required to generate, check and dismiss these options
frequently. These compounds are evaluated separately and compared to the identified
optimal compounds.

7.3 Algorithm

7.3.1 Group Classification

The groups presented in the GCMs are classified according to their structure connectivity.
The first classification leads to the following distinction:
fundamental: by using the groups within this class all other groups can be described

(25)
cyclic: groups used to describe aliphatic rings (35)
complex aromatic: groups used to describe substituents of aromatic rings (37)
complex: a combination of groups of the other classes (155)
The classification based on connectivity uses the number of outgoing connections for
each group. Indicated by roman numerals: capital for normal connections and lowercase
for aliphatic ring connections, e.g. type iiI groups are groups with two aliphatic ring
connections (ii) and one normal connection (I).
In Fig. 7.2 the complete list of fundamental groups including their connectivity

classification is given. A number of representatives for each class is given in Fig. 7.3.
The full list is shown in Appendix E.

7.3.2 Iteration Procedure

A selection of groups is defined as a number of groups together with a count of their
occurrence. The algorithm works on such group selections during the optimization.
To minimize the number of possible options, the fundamental groups are taken as the
backbone of these selections. Every iteration starts with one selection of fundamental
groups; a number of different options are then generated and tested. This procedure
(in Fig. 7.1 denoted as “Build Options”) is presented in detail in the following. The
overall optimization procedure is an adaptation of the pattern search algorithm [199].
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Figure 7.2: Complete list of fundamental groups. Open connection points denoted by •.
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Figure 7.3: Examples for each class of groups. The full list is provided in Appendix E, •
denotes a non-cyclic connection point, ? denotes an open cyclic connection point, aC: denotes
an aromatic Carbon.
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7.3.2.1 Fundamental Options

The first task of the algorithm is to generate all possible adaptations of the initial
selection of fundamental groups. This step can be further distinguished into an addition
and a subtraction part. It is vital that only selections which result in at least one valid
molecule are created. During the addition part, every type II group is added once.
The addition of type III and IV groups requires one, and two additional type I groups
respectively. Otherwise, it is not possible to generate a valid molecule based on the
selection. Therefore every type III (type IV) group is, in conjunction with every type I
group (combination of two type I groups), added once.

Subtraction is limited to the groups present. Type II groups can be removed without
any further implication, whereas for type III and IV, one or two type I groups have to
be omitted as well. Similarly to before, every possible combination has to be taken
into account. Type I groups are a special case, as they cannot be added or subtracted
without leading to an invalid molecular structure. To avoid this, type I groups are
replaced instead of added/subtracted. The replacement is done such that every possible
combination is generated exactly once.

7.3.2.2 Complex Aromatic Groups

The GCM of Hukkerikar et al. [97] differentiates between aliphatic groups and their
equivalent directly attached to an aromatic ring. For example, a –CH3 group attached
to an aromatic carbon (aC) is not represented as –CH3 + aC but as a group of its
own (aC–CH3). To take this into account for every fundamental group selection that
contains an aromatic ring, the following substitution procedure has to be applied for
every aromatic carbon without an additional hydrogen (aC). Every possible combination
of the available groups within the selection to complex aromatic groups is determined.
Special caution must be taken that a connection between all groups is possible. The
problem is that e.g. if all type I groups are directly attached to the aromatic ring
and other groups are present, there is no possible molecule derivable from such as
selection. In the aforementioned example, this would result in an aromatic molecule
plus a fragment.

The algorithm is designed to loop through all possible combinations, which are saved
as options for each fundamental group selection.

7.3.2.3 Aliphatic Rings

The implemented GCMs differentiate between groups in straight chain configuration
and their equivalent in aliphatic rings. A possibility to take this into account would be
to include them in the set of fundamental groups. However, as a minimum of three
non-hydrogen ring atoms are required to build a ring.

Rather than building only valid selections, a different method for selections containing
aliphatic ring groups was applied. Starting from a base selection of fundamental groups,
the present groups are, according to Fig. 7.4, converted into ring groups. By allowing
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the conversion of type I groups to type ii groups, the conversion rules ensure that ring
closure is possible. For the GCMs it is important how many connection points are
present as well as their position within a ring.

The conversion was performed in a way that all possible combinations between cyclic
and non-cyclic groups are created. After that, each option was checked according to
Section 7.3.3, to guarantee that at least one valid molecule can be constructed out of
it. Hence, only valid options are processed in the following steps.

7.3.2.4 Complex Groups

Each generated selection is further checked for possible combinations of present groups
to complex groups, e.g. >CO and –OH to –COOH. If such a transformation is
possible, the basic selection is kept (containing >CO and –OH) and the new selection
(containing –COOH instead of >CO and –OH) is added to the options. In the further
process, the new option is considered as well, leading to all possible combinations of
complex and other groups within the different selections.

7.3.3 Validity

There are two different kinds of conditions to be checked: Firstly, it has to be ensured
that the compound is liquid and, secondly, the selection of groups must result in at least
one valid molecule. To satisfy the first condition all-year round, thresholds regarding
the melting point (Tmelt ≤ 253 K) and the boiling point (Tboil ≥ 333 K) were specified.
The second issue is less straightforward and is discussed in the following.

7.3.3.1 Group Selections without Aliphatic Ring Groups

For group selections containing no aliphatic ring groups, a termination group is required
for every branching point. This can be described mathematically as follows:

nI = 2 + nIII + 2nIV (7.2)

with the number of type α groups (nα, α = I, III, IV).

7.3.3.2 Group Selections Containing Aliphatic Ring Groups

As aliphatic rings can act either as branching or termination points, the situation is
more complex for ring structures. The considerations have been inspired by the double
bound equivalent known from organic chemistry, which cannot be applied directly in
the present case. Two different scenarios are explored: Firstly, the maximum amount
of type I groups (termination) possibly provided by aliphatic rings and, secondly,
calculating the maximum amount of branching. A lower and an upper boundary is
established. As long as the present selection of groups lies within those boundaries, it
is possible to identify at least one valid molecule.
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Figure 7.4: Conversion table: from fundamental to cyclic groups. • denotes a non-cyclic
connection point, ? denotes an open cyclic connection point
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In any case, the number of ring connection points must be even to avoid unpaired
connection points.

(niii + nIiii)mod 2 = 0 (7.3)

The number of interlinked rings (NR,il) can be calculated as follows:

NR,il =

{
0 niii + nIiii + niv = 0
1
2 (niii + nIiii) + niv + 1 else

(7.4)

The number of non-hydrogen atoms being part of a ring (N ′R,m) is determined on the
basis of the groups present and has to be corrected for atoms which are possibly part
of multiple rings:

NR,m =

{
N ′R,m + (niii + nIiii) +

(
1 + niii+nIiii

2

)
niv for (niii + nIiii) < 4

N ′R,m + 3(niii+nIiii)−1
2 +

(
1 + niii+nIiii

2

)
niv for (niii + nIiii) ≥ 4

(7.5)

This leads to the effective number of non-hydrogen atoms taking part in rings (NR,m).
The correction is based on the fact that every type iv group is part of at least two rings.
For every two type iii(I) groups an additional ring exists. Furthermore, as soon as at
least four type iii(I) groups are present, some of them may take part in three rings.
The smallest possible ring contains three non-hydrogen atoms. Therefore the number
of non-hydrogen atoms in ring groups and the number of interlinked rings must satisfy
the following condition:

NR,il ≤ floor
(
NR,m

3

)
(7.6)

To ensure a connection between the cyclic and the non-cyclic part of the molecule ϑ1 is
defined. It describes whether at least one connection between the interlinked rings and
the rest is present.

ϑ1 =

{
0 for NR,il = 0 OR nIiii > 0

1 else
(7.7)

The maximum possible number of rings (NR) can now be calculated as follows:

NR = min
[
floor

(
NR,members

3

)
−NR,il, nIii + nIIii − ϑ1

]
(7.8)

where the first term describes the maximum number of rings with 3 non-hydrogen
atoms not interlinked with other rings, and the second term counts the number of
connection points between the ring and the non-ring part of the molecule.
To determine the upper and lower boundary of type I groups provided/required by the
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construction of rings, two scenarios are investigated. Firstly, as few rings as possible are
built requiring as many type I groups as possible. Secondly, as many rings as possible
are built providing as many type I groups as possible. The number of available and
required type I groups (non-ring) is then needed to meet the boundaries set by the
possibilities due to the rings.
For the first scenario the number of required type I groups (nI,cyc,req) is given as:

nI,cyc,req = nIii + 2nIIii + nIiii − 2 (7.9)

A value of −2 indicates a closed ring system with no outgoing connections, which is
only allowed if no non-ring groups are present. −1 denotes a ring system acting like a
type I group, 0 like a type II group.
Maximizing the number of provided type I groups leads to three different sub-cases: the
number of rings exceeds the number of outgoing connections (A), the average outgoing
connections per ring are between 1 and 2 (B) or the number of outgoing connections
exceeds the number of rings by at least a factor of 2 (C). The number of rings acting
as type I groups (NR,I) is then given as:

NR,I =


nIii (A)NR ≥ nIii + nIIii

nIii − 2ϑ2 (B)NR ≤ 1
2 (nIii + nIIii)

0 (C) else
(7.10)

with ϑ2 counting the number of type Iii groups used to form ring type II groups

ϑ2 =

{
0 nIii ≤ NR − nIIii
nIii −NR + nIIii else

(7.11)

The number of rings acting as type II groups (NR,I) can be calculated as:

NR,II =


nIIii (A)

nIIii + ϑ2 (B)

NR − 1 (C)

(7.12)

The amount of non-covered connection points (CPrest) are defined as:

CPrest =

{
0 (A) AND (B)

nIii + 2nIIii − 2 (NR − 1) (C)
(7.13)

96



7.3 Algorithm

The number of connection points of the interlinked ring structure (CPil) is determined
as follows:

CPil =

{
nIiii nIii > 0

1 else
(7.14)

Depending on the remaining connection points, the number of type I groups provided
by rings need to be adjusted to obtain the maximum effective type I groups (nI,cyc,eff)

nI,cyc,eff =


NR,I − CPil − CPrest + 4 CPil > 2 AND CPrest > 2

NR,I − CPil + 2 CPil > 2 AND CPrest ≤ 2

NR,I − CPrest + 2 CPil ≤ 2 AND CPrest > 2

NR,I else

(7.15)

To represent a possible fuel, the following two conditions need to be satisfied:

nI,cyc,req ≤ 2 + nIII + nIV − nI (7.16)
nI,cyc,eff ≥ 2 + nIII + nIV − nI (7.17)

7.3.3.3 Chemical Stability

The only stability criterion employed is that O–O bonds are forbidden, excluding
peroxides. To enforce this criterion, the number of –O– groups (nO) and the number
of –OH groups (nOH) as the only relevant fundamental groups containing oxygen, are
compared with the number of groups containing no oxygen (n?,C).

nO ≤ max [nII,C + nIII,C + nIV,C − nOH + 1, 0] (7.18)

Thus, it is possible to place every group with connection points to an oxygen atom
between two groups without an open oxygen atom connection.

7.3.4 Grading

7.3.4.1 Criteria

For the optimization procedure, a grading criterion has to be defined based on the
performance of the group selection as a fuel. The efficiency (ηFL), the specific CO2
emissions (eCO2,FL) at 2000 rpm, and full load as well as the consumption (c), together
with their combinations, are chosen as grading criteria for different runs. To minimize
the computational time, the driving cycle simulation was omitted and only full load
was simulated. To include the consumption as grading criterion, a correlation between
the LHV, density (ρ), efficiency and consumption was developed based on 88 different
fuels. The correlation for the estimated consumption (ĉ) over the WLTC is given in
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the following equation:

ĉ = −33.427ϑ3 + 105.11ϑ2 − 116.98ϑ+ 54.065 (7.19)

ϑ = ηFLLHVρ
(
ηFLLHVρ

)−1
(7.20)

with an adjusted R2 = 0.981, F = 1520 and a Root Mean Square Error (RMSE) of
0.29 l/100 km.
As the algorithm is designed to maximize the grading criteria (χ), the values for

eCO2,FL and ĉ are multiplied by −1:

χη = ηFL (7.21)
χc = −ĉ (7.22)

χCO2 = −eCO2,FL (7.23)

In order to combine different grading criteria, the different components are normalized
based on the values for gasoline.

χNη =
χη

ηgasoline
=

χη
0.337

(7.24)

χNc =
χc

cgasoline
=
χc
8.2

(7.25)

χNCO2
=

χCO2

eCO2, gasoline
=
χCO2

0.77
(7.26)

Summation then enables combination of the normalized grades. Three different combi-
nations are evaluated: all, efficiency and CO2, as well as efficiency and consumption.

χall = χNη + χNc + χNCO2
(7.27)

χη,CO2
= χNη + χNCO2

(7.28)

χc,CO2
= χNc + χNCO2

(7.29)

As the efficiency is used to estimate the consumption, the combination between the
two is not used as a grading criterion on its own.

7.3.4.2 Taylor Estimate

The time required to simulate all generated options exceeds by far all practical measures.
In order to circumvent this issue, a three-step procedure relying on a Taylor Estimate
is applied to assess the grade (χest,j) of option j.

χest,j = χ0 +
∑
i

[
∆χi
∆xi

(xj,i − x0,i)

]
(7.30)
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where χ0 is the grade and x0,i the ith property of the initial selection. The average
deviation of property i (∆xi) is calculated based on the whole set of selections.

∆xi =
1

n

n∑
k=1

(xk,i − x0,i) (7.31)

In the first step, the local derivatives of the grading criteria around the initial point
are determined using finite differences.

∆χi = χ(. . . , x0,i−1, x0,i + ∆xi, x0,i+1, . . .)− χ0 (7.32)

In the second step, the grade of each option is estimated using Eq. (7.30) and sorted
according to the estimated grade. The third step is to check the estimation by choosing
the highest ranking option, and to determine the actual grade by simulation on the
engine model. If the grade is higher than that of the initial option, the current option
is chosen as base point for the next iteration. Otherwise, the next highest ranking
option is chosen, and the check is repeated. This procedure is looped until either a
point for the next iteration is found, or no option is left. The latter suggesting that a
local optimum has been found and the search can be terminated.

7.3.5 Processing of Results

The algorithm identifies a selection of groups as local optimum. Based on this selection
all possible molecular structures need to be derived. Due to the low level of complexity,
this is performed manually. Once all possible isomers are determined, their properties
are estimated using GCMs. This step is important as certain combinations of small
groups require larger groups to be applied. Therefore, deviations from the properties of
the identified optimum are possible. The performance at 2000 rpm and full load as well
as over the driving cycles of all isomers were determined using the model. Based on
the results the compounds showing top performance were identified as most promising
fuel and discussed in the following section.

7.4 Results

Two different scenarios were investigated: Unrestricted and with an imposed limitation
on the boiling point. The additional limitation is motivated by the fact that the main
source of unburnt hydrocarbon emissions from SI DI engines is related to non-evaporated
fuel. The main issue is wall impingement of the fuel spray and the formation of a fuel
layer on the walls of the combustion chamber. Therefore, an upper boundary on the
boiling point was introduced according to the wall temperature (470K).
The results of the optimization are largely independent of the grading criteria, and

thus no distinction is made in the discussion. Minor differences can be detected between
the results depending on whether η or CO2 is chosen as grading criterion.
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The compounds resulting from the unrestricted run are denominated using capital
letters (A, B, C) and are shown in summarized form in Figs. 7.5 to 7.7, an extensive
list of all isomers is given in Figs. E.1 to E.4. All the different isomers presented are
indistinguishable for the applied GCMs and are therefore equally well-suited.
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R1

R1

R4
R1

R1

R1

R3 R1

R1

R1

R3

R1

R1

R1

R3 R1

R3

R3
R1

R3

R1

R1

R1

R4

R1 R3

R1 = {–CH3, –CH(CH3)2, –OCH3}
R2 = R1 excluding –CH3

R3 = {–CH(–CH3)–OCH3, –CH(–CH(–CH3)2)2,
–CH(–CH(–CH3)2)–OCH3}

R4 = {–CH3, –OCH3}
overall Ri: {1×–CH3,3×–CH(CH3)2, 1×–OCH3}

Figure 7.5: Compound A, resulting from unrestricted optimization. The options for the
substituents R1, R2, R3 and R4 can be chosen such that for the whole molecule 1 OCH3, 3
CH(CH3)2 and 1 CH3 group is present.

The molecules identified by the restricted run are shown in Fig. 7.8 and labeled using
lowercase letters a to d. For all these cases, there is only one possible combination of the
groups, resulting in one unique structure. Interestingly, compound b (β-methylstyrene)
has already been identified in Section 5.4.4 as lignin pyrolysis oil upgrading targets to
minimize consumption.
The number of publications concerning the compounds a to d is very limited. β-

methylstyrene (compound b) seems to be the best-studied compound. However, no
fuel-related applications could be found.
The properties, estimated according to the employed GCMs, for each of these

compounds are listed in Table 7.1. For some of the compounds (A, C and a), a melting
point above the limit of 253K is reported. This originates in the different isomers tested
based on the identified group selections and can lead to small changes in properties and
thereby the increased melting point. However, the deviation from the limit (max. 9K)
is significantly smaller than the accuracy of the employed GCM (AAE = 15.99K).

Compounds A, B and C show extreme values for the RON. Nevertheless, judging from
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Θ: 1×–CH2 –O –

Figure 7.6: Compound B, resulting from unrestricted optimization. Θ denotes a possible
placement of a –CH2 –O – group, out of which one has to be occupied.
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R: 1×–OCH3, 4×–CH(CH3)2
Θ: 1×>CH2

Figure 7.7: Compound C, resulting from unrestricted optimization. Θ denotes a possible
placement of a >CH2 group, out of which one has to be occupied. The options for the
substituent R can be chosen such that for the whole molecule 1 OCH3 and 4 CH(CH3)2 groups
are present.

(a) Compound a
(2,2,3,3,4,4-hexamethylpentane)

(b) Compound b:
(β-methylstyrene)

O

(c) Compound c:
(3,5,6,7-tetramethyloctan-2-one)

OH

(d) Compound d:
(3-methyl-2-buten-2-ol)

Figure 7.8: Compounds identified by the optimization with a maximum boiling point of
470K.
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Table 7.1: Properties of the identified compounds, estimated by the GCMs at standard
conditions (T = 298 K, p = 0.1 MPa).

formula ρ cp,g ν pvap hvap RON LHV Tmelt Tboil

[k
g/
m

3
]

[J
/(
m
ol
K
)]

[m
m

2
/s
]

[Pa] [k
J/

m
ol
]

[–] [M
J/

kg
]

[K] [K]

A C21H42O 829 489 5.18 0.003 88.0 672 40.8 260 580
B C19H40O 806 454 3.75 0.036 80.2 290 41.0 239 550
C C21H44O 820 500 5.68 0.002 90.1 542 41.2 262 582

a C11H24 769 257 2.23 261 49.4 131 44.3 258 425
b C9H10 909 138 1.04 125 47.7 111 40.1 246 457
c C12H24O 833 280 2.14 4 63.4 134 38.9 245 492
d C5H10O 810 232 3.34 289 52.0 97 33.6 248 413

their highly branched structure, their RONs are expected to be high. These compounds
show high boiling points and vapor pressures close to zero, making their cold start
capability questionable. The high RON allows for high compression ratios, which might
mitigate this issue. The increased compression ratio leads to higher temperatures in
the cylinder before ignition, supporting the evaporation of less volatile compounds. For
compounds with a boiling point limitation, the situation is different. Vapor pressures
are still not high, but, except for compound c, within the range of established fuels.
For compounds a, b, and d, there is a loose inverse correlation between the enthalpy
of vaporization and the RON. This can be attributed to the fact that knocking limits
peak temperature and pressure. The enthalpy of vaporization contributes to lower
temperatures, whereas the RON defines the maximum allowable temperature/pressure
levels before the onset of knock. A more detailed discussion is given in Section 2.3.
In Table 7.2 the performance of the identified compounds is listed; further results

including the performance over the CADC and NEDC are listed in Table E.4. No
difference can be observed for the unrestricted optimization. Molecules a to d show
inferior performance. With respect to compression ratio, compounds A to C range close
to or at the maximum of 20. In contrast. compounds a to d possess compression ratios
between 11 to 15 which is the estimated range of optimum compression ratios from an
engine point of view. The exact location of this optimum is not well-established and
depends on the fuel [145, 200].
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Table 7.2: Performance of the identified compounds. ηFL efficiency at full load, ηPL efficiency
at 2000 rpm and Pout = 6.6 kW, PFL power output at full load, eCO2 specific CO2 emissions, εCR

compression ratio, ηcyc cycle efficiency, eCO2,D CO2 emissions per distance and c consumption
over the WLTC.

fuel ηFL ηPL PFL eCO2,FL εCR ηcyc eCO2,D c
[%] [%] [kW] [kg/kWh] [–] [%] [g/km] [l/100km]

A 40.7 24.6 87.8 0.65 19.5 25.8 160 6.5
B 40.7 24.7 87.7 0.64 20.0a 25.8 158 6.6
C 40.7 24.7 87.7 0.64 20.0a 25.8 157 6.5

a 38.6 23.2 82.8 0.65 13.0 23.9 166 6.9
b 36.2 21.8 78.7 0.83 11.8 22.4 211 6.9
c 39.3 23.7 85.2 0.67 14.8 24.4 171 7.1
d 39.5 23.8 86.5 0.69 10.8 24.4 177 8.5
a maximum allowed compression ratio

7.5 Conclusions

An algorithm that allows optimizing molecules with regard to their performance
as gasoline replacement was developed. This so-called rGCM combines GCMs, a
pattern search optimization procedure, and a thermodynamic model of an ICE. The
introduction of the rGCM allowed us to identify eight different fuel candidates with
optimized performance in a DISI ICE. Each of them was superior in performance
compared to the established fuels including gasoline.

Two different scenarios were analyzed: Firstly, no limits were set to the boiling point
and, secondly, the boiling point was limited to the cylinder wall temperature (470K).
The compounds identified within the first run (A to C) outperformed the compounds
(a to d) from the second run. Considering their properties, compounds A to C could
suffer from cold start problems.
The identified compounds resulted in an efficiency of 36.2% to 40.7% at full load,

specific CO2 emissions in the range of 158 g/km to 211 g/km and a consumption of
6.5 l/100 km to 8.5 l/100 km. Apart from compound b, the compounds analyzed signifi-
cantly outperformed the established fuels: ethyl levulinate showed maximum efficiency
(38.6%), sec-butanol minimum specific CO2 emissions (177 g/km) and 2-phenylethanol
minimal consumption (7.2 l/100 km).
It is important to note, that only performance related criteria were applied during

the optimization. Other issues related to SI engine operation, such as cold start, oil
dilution and emissions, have not been studied.
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8 Summary, Conclusions and
Outlook

8.1 Summary

This work presents a new approach to Computer Aided Molecular Design (CAMD) of
fuels. It combines a custom-built engine model and established Group Contribution
Methods (GCMs) with an optimization procedure. The engine model allows to compare
the different compounds currently discussed as potential biofuels.
In the following sections, a summary of the results of this thesis are given, in-

cluding a comparison of the findings of the different chapters and an outlook with
recommendations/directions for further work on the subject.
A thermodynamic model of a Spark Ignition (SI) Direct Injection (DI) Internal

Combustion Engine (ICE) was developed, focusing on fuel-related influences. Besides the
Research Octane Number (RON), the model only requires readily available properties
such as vapor heat capacity, liquid viscosity, liquid density, enthalpy of vaporization,
vapor pressure and elemental composition as input. To determine the potential of a
compound as fuel, the model optimizes the efficiency by adapting the compression
ratio. For this optimization the operating point is defined by 2000 rpm and a charging
pressure of 0.2MPa. This adaptation is constrained by the occurrence of knock
and a peak pressure limitation of 25MPa. The model is publicly available at http:
//fuel-simulation.psi.ch.

Reviewing the literature, 34 compounds were identified as possible biofuels to replace
gasoline. The performance of these compounds as pure fuels has been analyzed regard-
ing efficiency, specific CO2 emissions and consumption over various driving cycles. In
summary, no compound was superior to gasoline with respect to both specific CO2 emis-
sions and consumption. When focusing on specific CO2 emissions only, butanol isomers
were most promising with sec-butanol resulting in CO2 emissions of only 177 g/km
compared to 193 g/km for gasoline. Consumption is minimized by 2-phenylethanol with
7.2 l/100 km compared to the 8.2 l/100 km of gasoline. Both compounds reduce the
respective indicator by roughly 10% compared to gasoline. Furthermore, an idealized
consideration of hybrid powertrains showed a reduction potential of 40% to 60%,
depending on the driving cycle, with respect to both consumption and specific CO2
emissions. This reduction is unaffected by the fuel choice, thus compounds well-suited
for traditional operation perform equally well under hybrid operation.
Supporting the design of lignin pyrolysis oil upgrading by Hydrodeoxygenation

(HDO), the versatility of the ICE model has been used to identify the optimum
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target compounds. The upgrading process was described by generalized HDO reaction
pathways. GCMs were applied to estimate the required properties for each of the
intermediate molecules. Subsequently, these molecules were analyzed for their suitability
as fuel. Constrained by limitations to the melting and boiling points, a molecule has
been identified for each of the reaction pathways, minimizing either consumption,
specific CO2 emissions or maximizing efficiency.
The mixture model was used to determine the possibilities offered by mixing the

established fuels. Thereby, 78 mixtures were identified with a performance similar to
gasoline. A mixture with both lower specific CO2 emissions and lower consumption
then gasoline could not be found.
To characterize the ideal SI fuel, the reverse Group Contribution Method (rGCM)

algorithm was designed. It combines GCMs, the engine model and a pattern search
optimization procedure. This unique combination allows to efficiently identify the best-
suited molecule(s) to serve as an SI fuel. An unrestricted run led to the identification
of three highly branched compounds, labeled A to C (as shown in Figs. 7.5 to 7.7 on
pages 100–102). A limitation to the boiling point was defined based on considerations
to reduce potentially unburnt fuel emissions. With this boundary in place, another
four molecules have been found, labeled a to d (as shown in Fig. 7.8 on page 102). The
molecular structure of these compounds was discussed in Chapter 7.

8.2 Conclusions

Figs. 8.1 and 8.2 summarize and compare the results of the chapters of this thesis. In
general, it can be stated that the mixtures proposed in the literature blend in well with
the other biofuels (Υ, Φ and Ψ). The mixtures that were identified in Chapter 6 (α to
γ) perform very similarly to gasoline in terms of all measures. The exception is their
efficiency, being significantly higher. The compounds identified as targets of lignin
pyrolysis oil upgrading show relatively high efficiencies (except M7). At the same time,
their consumption is comparable (P3, R3) or even higher than gasoline (R1). M7 was
also identified as a compound with minimum consumption in the boiling-point-limited
run of the rGCM. The rGCM identified compounds that show superior performance
over gasoline in both CO2 emissions and consumption. In terms of performance over
the Worldwide harmonized Light vehicles Test Cycle (WLTC), molecules A, B, C, a and
c outperform the established fuels with respect to both consumption and specific CO2
emissions. Compounds a and b achieve minimum consumption for the limited boiling
point scenario. However, CO2 emissions are significantly increased for compound b.
Compound d has a similar consumption compared to gasoline in conjunction with
reduced specific CO2 emissions.
By identification of compounds A to C and a to d, the task to determine the ideal

SI fuel has been accomplished. These compounds optimize the performance of the
presented model. However, due to the idealizations employed in the thermodynamic
model, experimental tests are needed to verify their suitability as fuel. Parameters as
cold start, emissions beside CO2, toxicity, oil dilution, and storability are not considered
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in the model. Furthermore, once a production pathway has been developed a Life Cycle
Analysis (LCA) needs to be performed to assess the sustainability of the fuels.

8.3 Outlook

The outlook is divided into three parts: A modeling section, discussing strategies to
further improve the engine model. Followed by a paragraph describing further directions
regarding the considered fuels and mixtures thereof. Finally, possible improvements
and non-fuel related applications for the rGCM are proposed.

8.3.1 Modeling

• The model would benefit from a correlation for the ignition delay only depending
on available properties. One possibility would be the substitution of the RON by
the autoignition temperature or to use the derived Cetane Number (dCN). Both
properties are easier to determine experimentally than the RON.

• Through extensive experimental studies, it might be possible to develop a model
that links heat release during combustion to molecular properties. This approach
would allow a more accurate combustion model.
• After minor improvements to the evaporation model, cold start issues could be

studied. Required changes include the detailed consideration of the spray, taking
into account break up and wall impingement.

• Besides engine performance, emissions are of interest when discussing future fuels.
Therefore the model should be extended to include emissions, such as unburnt fuel,
soot, CO, and NOx . Other than general estimations with limited applicability,
there are no applicable models known to the author which allow estimating
unburnt fuel, soot or CO emissions. NOx emissions are traditionally divided
into three categories: prompt, thermal and fuel NOx . For thermal NOx , a well-
established reaction mechanism consisting of three reactions exists. To implement
this mechanism, only minor adjustments would be required. As prompt NOx
involves fuel radicals reacting with N2 from air, deriving a generalized mechanism
is difficult. The same is true for fuel NOx that arise from fuel-bound N atoms.

• To cover further modes of operation, the model could be extended to include
Exhaust Gas Recirculation (EGR) and ignition timing. EGR would require a
modification to the intake modeling, whereas the ignition timing would require
changes to the compression step. In this way, the possible modes of operation of
the engine model could be extended.

8.3.2 Established Fuels

• Similarly to the approach discussed in Chapter 5, the mixture model can be applied
to evaluate different fuel production schemes and optimize their performance.

109



8 Summary, Conclusions and Outlook

• A detailed analysis of lignin pyrolsis oil, including mass fractions of each com-
pound would allow simulating the oil as a mixture, instead of considering single
components only. This would reflect reality and allows to gain further insight
into the upgrading targets.

• The engine model could be applied to study the influence of the different fuel
properties on the engine. This approach would require a detailed analysis of
the p and T evolution for each case and could lead to the creation of a new
dimensionless quantity for fuel characterization.

• Based on the sensitivity model it might be possible to develop a correlation
between the efficiency and key fuel properties such as elemental composition, vapor
heat capacity, enthalpy of vaporization and the RON. This point might benefit
from/facilitates considerations on a novel dimensionless quantity as mentioned
above.

• The engine model could be implemented in life cycle assessments to determine
the tank-to-wheel emissions for different fuels over different driving cycles.

• It would be very interesting to test the determined mixtures on a real engine and
see whether the predictions of equal performance as gasoline hold true.

8.3.3 The reverse Group Contribution Method (rGCM)

• As a next step, the identified compounds need to be experimentally tested to
verify their performance as fuel. Therefore a synthesis method must be established
enabling the production of the compounds in the required quantities.

• Once the ICE model is converted to Compression Ignition (CI), the best-suited
replacement for Diesel-fuel could also be determined.

• By exchanging the ICE model with a similar model, it would be possible to design
compounds for other applications, e.g. refrigerants and polymers.

• Including the mixture model into the rGCM, the design of fuel additives would
be possible to improve existing mixtures. Similarly, the extension of the rGCM
to design the perfect fuel mixture is thinkable, but the significantly increased
degrees of freedom require an adequate solving strategy.

• A way to design feedstock-specific fuels would be to limit the number and types
of available groups to only those derivable from the respective feedstock.
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A Internal Combustion Engine

A.1 Thermodynamic Modeling Constants

The constants involved in the ICE model are listed in Table A.1.

Table A.1: Overview of the modeling constants and their values.

name symbol value

ambient temperature Tamb 298K
cylinder wall temperature Tw 470K
fuel injection nozzle diameter dnozzle 300 µm
peak pressure limitation ppeak 25MPa
fuel injection pressure pfuel,inj 20MPa

minimum compression ratio εCR,min 5
maximum compression ratio εCR,max 20
minimum stepsize ∆εCR,min 0.002

Kp1pIII 0.95
δvalve,III 0.1
Kwh 12 (m2/s)0.2
Kq,tot 0.14 (m2/s)0.2

A.2 Heat Transfer – Compound dependence

Heat transfer coefficients (α) can be described by the following Nusselt number (Nu)
correlation:

Nu = CReγPrβ (A.1)

depending on the Reynolds (Re) and Prandtl number (Pr) as well as the constants
C, β, γ. Using the definitions of these dimensionless quantities, the heat transfer
coefficient can be described as

α = C
k

L

(
pM

RT

uL

µ

)γ (cpµ
k

)β
(A.2)
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A Internal Combustion Engine

with k being the thermal conductivity of the gas, the characteristic length (L), the
characteristic velocity (u) and the dynamic viscosity of the gas (µ). It is assumed that
the characteristic velocity depends linearly on the mean piston speed, which introduces
two new constants (C1,2)

u = C1 (cm + C2) (A.3)

The temperature dependence of the thermal conductivity as well as the dynamic
viscosity are assumed to follow the following equations.

µ = µ0

(
T

T0

)ε1
(A.4)

k = k0

(
T

T0

)ε2
(A.5)

The constants ε1,2 need to be determined based on measurements for each fluid.
Applying all assumptions, the heat transfer coefficient can be writen as

α =C̃Lγ−1

(
M

R

)γ
cβpµ

β−γ
0 k1−β

0

(
T

T0

)ε1(β−γ)+ε2(1−β)

T−γ (A.6)

· (cm + C2)
γ
pγ

C̃ =CCγ1 (A.7)

following the argumentation of Hohenberg [136]. L is expressed as L = 3
√
V . Comparing

Eq. (A.7) to the correlation from Hohenberg [136], the following identities can be
deduced by means of a coefficient comparison

γ = 0.8 (A.8)
C2 = 1.4 (A.9)

0.4 = ε
(air)
1 (β − γ) + ε

(air)
2 (1− β) (A.10)

⇒ β =
0.4 + 0.8ε1 − ε2

ε1 − ε2
(A.11)

130 = C̃

(
Mair

R

)γ
cβp,airµ

β−γ
0,air k

1−β
0,airT

0.4
0 (A.12)

⇒ C̃ = 130

[(
Mair

R

)γ
cβp,airµ

β−γ
0,air k

1−β
0,airT

0.4
0

]−1

(A.13)

This finally leads to

α =130T 0.4
0

(
M

Mair

)0.8(
cp,air
cp

)β (
µ0,air

µ0

)β−0.8(
k0

k0,air

)1−β
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A.2 Heat Transfer – Compound dependence

·
(
T

T0

)ε1(β−γ)+ε2(1−β)

T−0.8V −0.06p0.8 (cm + 1.4)
0.8 (A.14)

The relative deviation (∆α) with respect to the correlation by Hohenberg [136] is

∆α =
α

αH
− 1 (A.15)

=

(
M

Mair

)0.8(
cp,air
cp

)β (
µ0,air

µ0

)β−0.8(
k0

k0,air

)1−β

·
(
T

T0

)ε1(β−γ)+ε2(1−β)

(A.16)

The relative deviation of the heat transfer coefficient of all fuels for which data was
available, the fuel–air mixtures as well as their burnt gas mixtures are calculated based
on data from DIPPR and mixing rules from Poling et al. [201]. The results are shown
in Table A.2. For each case a complete compression and succeeding expansion stroke is
calculated starting at a pressure of 2 bar and a temperature of 298K. The compression
ratio was set to 10. The values for the mean and standard deviation values are taken
over both strokes. The measurement accuracy claimed by Hohenberg [136] is around

Table A.2: List of heat transfer deviations, std: standard deviation, values given in %

mean(∆α) mean(|∆α|) std(∆α)

fuel–air

n-heptane -7.12 10.09 8.9
isooctane -7.05 10.03 8.87
benzene -3.71 7.17 7.31
cyclohexane -6.51 9.55 8.62
methanol -12.09 15.05 11.77
ethanol -9.5 12.45 10.31
n-butanol -8.06 11.05 9.5

burnt

n-heptane 1.89 2.78 3.32
isooctane 2.42 2.93 3.29
benzene 1.42 2.76 3.42
cyclohexane 2.12 2.91 3.43
methanol -3.6 6.85 6.96
ethanol -0.48 3.52 4.19
n-butanol 0.96 3.29 4.14

overall -3.52 7.17 8.65

20%. It is therefore concluded that the errors are within the measurement accuracy.
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A.3 Engine Testbench Configuration

Please see Table A.3 for details of the main properties of the engine and test bench at
Empa used to acquire validation data.

Table A.3: Main properties of the engine and test bench used to acquire validation data.

Engine type four stroke, gasoline, turbocharged
Fueling direct injection
Emission legislation Euro 6
ncyl 4
Bore B 87mm
Stroke S 90mm
Compression ratio εCR 10
Fuel market fuel, fulfilling EN228, RON 98
Engine test bench Horiba Dynas3 LI 250
Automation and DAQ system Horiba STARS Engine
Fuel consumption measurement AVL 730 dynamic balance
Emission bench Horiba Mexa 9200
Cylinder pressure Kistler 6041 B sensor,
sensing water-cooled
Crank angle sensing Kistler 2614 encoder
Indication system Kistler KiBox
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B Established Fuels

B.1 Correlation RON–dCN

To quantify the inverse correlation between dCN and RON, a fit based on literature
data [34, 118–125, 181] was peformed. This correlation is shown in Fig. B.1 and the
resulting equation is given in Eq. (B.1).
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Figure B.1: Correlation between RON and dCN. Blue dots: data points, red regression line.

RON = 126.72− 1.945dCN (B.1)

Number of observations: 45, Error degrees of freedom: 43
Root Mean Squared Error: 9.99
R2 = 0.878, R2

adj = 0.875

F-statistic vs. constant model: 310, p-value = 2.78× 10−21
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B.2 Results

Table B.1: Further results for the discussed fuels.

FL CADC NEDC

ppeak Tpeak ηcyc eCO2,D c ηcyc eCO2,D c
[MPa] [K] [%] [g/km] [l/100 km] [%] [g/km] [l/100 km]

gasoline 9.03 2383 24.1 198 8.4 16.1 217 9.2
isooctane 9.61 2365 24.6 187 8.8 16.5 204 9.6
1-hexene 6.63 2366 22.1 216 10.3 14.9 235 11.2
diisobutylene 10.03 2385 24.9 192 8.6 16.7 210 9.4
cyclohexane 8.64 2349 23.2 206 8.5 15.6 225 9.3
methylcyclohexane 6.11 2375 21.5 222 9.2 14.4 242 10.1
benzene 10.34 2406 23.6 240 8.1 15.8 264 8.9
toluene 11.01 2427 24.1 229 7.9 16.1 251 8.7
MTBE 11.11 2348 25.3 188 10.2 16.9 205 11.2
ETBE 11.32 2360 25.5 186 9.8 17.1 203 10.7

methanol 11.18 2206 21.5 213 19.6 14.1 237 21.9
ethanol 20.41 2147 25.8 181 12.1 17.1 201 13.4
n-propanol 15.83 2223 25.9 182 10.4 17.2 201 11.4
isopropanol 15.84 2227 26.1 181 10.5 17.3 199 11.6
n-butanol 13.51 2258 25.8 183 9.6 17.2 202 10.5
isobutanol 14.46 2259 26.1 181 9.6 17.4 199 10.5
sec-butanol 14.26 2262 26.1 181 9.5 17.4 199 10.4
tert-butanol 13.78 2269 26.0 182 9.8 17.3 200 10.7
n-pentanol 9.83 2275 24.4 194 9.6 16.4 212 10.5
isopentanol 12.08 2278 25.5 186 9.2 17.1 204 10.1
2-MF 12.37 2361 24.5 238 9.7 16.3 261 10.7
DMF 12.07 2385 25.3 222 9.1 17.0 242 9.9
2-MthF 8.00 2348 22.6 223 10.3 15.3 242 11.2
GVL 16.31 2244 26.8 215 9.3 17.9 235 10.2
methyl valerate 11.80 2281 26.2 201 9.8 17.6 219 10.7
ethyl valerate 10.35 2293 25.1 206 9.9 16.9 224 10.7
methyl levulinate 16.12 2229 27.0 218 10.5 18.2 237 11.4
ethyl levulinate 16.83 2249 27.3 208 9.7 18.4 227 10.6
butyl levulinate 12.00 2301 26.0 210 9.4 17.5 229 10.2
α-pinene 8.65 2375 23.5 217 7.8 15.8 236 8.5
2-butanone 11.89 2352 24.9 206 10.6 16.8 225 11.5
methyl-isopropyl ketone 12.07 2355 25.0 202 9.9 16.8 221 10.8
diisopropyl ether 9.96 2350 24.8 191 10.3 16.6 209 11.2
ethyl furfuryl ether 10.96 2323 24.8 231 9.6 16.7 252 10.4
isobityraldehyde 7.42 2346 22.2 231 12.1 15.0 250 13.1
methyl isobutyl ketone 8.51 2346 23.5 213 10.1 15.9 231 11.0
ethyl acetate 9.90 2311 24.0 231 12.9 16.2 250 14.0
ethayl propanoate 9.08 2317 23.7 226 11.9 16.1 245 12.9
propyl acetate 9.11 2316 23.7 226 11.9 16.1 244 12.8
isopropyl acetate 10.83 2325 24.7 217 11.6 16.7 235 12.6
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B.2 Results

Table B.1 — continued

FL CADC NEDC

ppeak Tpeak ηcyc eCO2,D c ηcyc eCO2,D c
[MPa] [K] [%] [g/km] [l/100 km] [%] [g/km] [l/100 km]

TMED 10.70 2310 24.9 206 9.7 16.8 224 10.5
furfuryl alcohol 17.61 2263 26.7 234 9.2 17.8 256 10.1
4-methylanisole 13.84 2365 25.7 219 7.8 17.2 240 8.6
2-phenylethanol 14.27 2351 25.9 217 7.4 17.2 239 8.2
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C Fuel from Pyrolysis Oil

Detailed results for all studied compounds as part of the pyrolysis oil upgrading.

Table C.1: Results for all compounds shown in Fig. 5.9. Efficiency (ηFL) and specific CO2

emissions (eCO2,FL) at full load, consumption (c) and specific CO2 emissions (eCO2,D) over
the WLTC. SU: summer fuel, AY: all-year fuel.

ID ηFL eCO2,FL c eCO2,D condition & criteria
[%] [g/kWh] [l/100km] [g/km]

AD1 36.5 0.79 7.3 200 SU: η, c
AD2 36.8 0.77 7.2 196 SU: η, c, CO2

AD32 36.6 0.83 7.2 211 SU: η, c
AF19 36.7 0.83 7.1 211 SU: η, c
AF20 37.1 0.81 7.0 205 SU: η
AF21 36.9 0.81 7.4 206 AY: η
AF3 36.4 0.77 7.2 195 AY & SU: η, CO2

AF4 36.4 0.76 7.2 193 AY & SU: η, CO2

AF44 36.4 0.77 7.2 195 AY & SU: η
AF7 36.4 0.80 7.7 202 AY & SU: η
G1 36.2 0.78 8.7 198 AY & SU: η
G19 37.5 0.79 7.7 198 SU: η
G2 36.5 0.77 8.4 195 AY & SU: η
G21 37.5 0.78 7.9 195 SU: η
G3 36.6 0.75 7.9 191 AY & SU: η, CO2

G32 36.5 0.82 8.5 204 AY η
G4 35.8 0.77 8.0 194 AY & SU: CO2

G44 36.6 0.75 7.9 191 AY & SU: η, CO2

G46 36.8 0.75 8.0 191 AY & SU: η
G6 36.1 0.79 8.1 200 AY & SU: η
G7 36.5 0.78 8.5 198 AY & SU: η
I19 36.5 0.80 7.2 203 AY: η
I2 34.1 0.80 8.1 206 AY: CO2

I21 36.4 0.79 7.6 201 AY & SU: CO2

I45 36.7 0.76 7.3 194 SU: η
I46 34.3 0.79 7.7 199 AY & SU: CO2

J1 35.2 0.77 7.6 196 SU: η, c, CO2

J2 34.9 0.77 7.6 196 SU: η, CO2

J32 36.5 0.79 7.3 200 SU: η, c
M1 34.3 0.90 7.9 232 AY: η,c SU: c
M13 36.5 0.86 7.3 218 SU: η, c
M14 36.7 0.83 7.2 211 SU: η
M2 34.6 0.87 7.6 221 AY: η,c SU: c
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C Fuel from Pyrolysis Oil

Table C.1 — continued

ID ηFL eCO2,FL c eCO2,D condition & criteria
[%] [g/kWh] [l/100km] [g/km]

M20 36.7 0.85 7.4 216 SU: η
M21 36.7 0.85 7.3 216 AY: η
M28 37.3 0.90 8.4 227 AY & SU: η, c, CO2

M3 36.1 0.80 7.1 204 AY & SU: η, c, CO2

M30 37.5 0.86 8.1 219 AY & SU: η, c, CO2

M4 36.0 0.79 7.1 202 AY & SU: η, c, CO2

M41 37.0 0.81 7.0 206 SU: η
M7 36.2 0.83 6.9 211 AY & SU: η, c
N1 31.1 0.83 8.7 207 AY: CO2

N13 35.8 0.75 7.7 191 SU: CO2

N14 35.6 0.75 7.6 192 SU: CO2

N19 36.2 0.77 7.3 196 AY: CO2

N20 36.3 0.76 7.2 194 AY: η,CO2 SU: CO2

N45 35.4 0.76 7.6 192 SU: CO2

O1 35.4 0.76 8.8 193 AY & SU: CO2

O2 35.5 0.76 8.6 191 AY & SU: CO2

O20 37.5 0.76 7.7 192 SU: η
O21 37.3 0.76 7.9 189 SU: CO2

P1 37.4 0.74 9.2 189 AY & SU: η, CO2

P2 37.7 0.73 8.8 186 AY & SU: η, CO2

P3 37.7 0.72 8.3 184 AY & SU: η, CO2

P32 37.7 0.77 9.1 195 AY & SU: η
P4 37.1 0.73 8.3 186 SU: η, CO2

P44 37.7 0.72 8.3 184 AY & SU: η, CO2

P46 37.9 0.72 8.5 184 AY & SU: η
P6 36.8 0.76 8.5 194 AY: η, CO2

P7 37.3 0.76 8.9 192 SU: η
R1 39.0 0.73 9.4 185 AY & SU: η, CO2

R2 39.4 0.72 8.9 181 SU: η, CO2

R3 40.2 0.69 8.2 174 SU: η, CO2

R44 40.2 0.69 8.2 174 SU: η, CO2

R6 39.5 0.72 8.4 183 SU: η, CO2
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D Mixtures

Table D.1: Gasoline and a selection of its components/additives used as reference including
their properties at standard conditions (T = 298K, p = 0.1MPa). If not stated otherwise,
the values are taken from the DIPPR database [126].

fuel formula ρ cp,g hvap pvap ν RON LHV

[k
g/
m

3
]

[J
/(
m
ol
K
)]

[k
J/

m
ol
]

[kPa] [m
m

2
/s
]

[–] [M
J/

kg
]

cyclopentane C5H10 740 83 28.5 42.1 0.56 100b 43.6a

n-butane C4H10 572 99 21.0 242.5 0.28 94b 45.4a

cyclopentanone C5H8O 943 95 42.2 1.5 1.14 109c,d 32.1a

n-butene C4H8 586 86 22.0 301.2 0.26 97e 43.6a

a estimated according to [93]; b [202]; c [34]; d estimated via dCN;
e [118];

Table D.2: Further results for the discussed mixtures.

ID FL CADC NEDC

ppeak Tpeak ηcyc eCO2,D c ηcyc eCO2,D c
[MPa] [K] [%] [g/km] [l/100 km] [%] [g/km] [l/100 km]

Υ 8.65 2362 23.2 207 12.0 15.7 224 11.0
Φ 10.00 2041 22.9 219 11.0 14.2 259 13.0
Ψ 12.48 2285 25.2 188 9.6 16.7 208 17.0

α 14.22 2306 25.9 199 8.4 17.1 222 9.4
β 14.31 1988 25.9 200 8.2 17.1 223 9.1
γ 13.91 1978 25.9 198 8.5 17.2 219 9.3
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D Mixtures

Table D.3: Mixture composition of identified mixtures, values given in mol%.

ID 2-
bu

ta
no
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le
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F
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l
is
op

ro
pa

no
l

m
et
ha

no
l

n
-b
ut
an

ol
n
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n
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se
c-
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l

te
rt
-b
ut
an

ol

1 0 0 0 0 0 0 0 0 0 41 0 19 0 0 0 19 0 0 21 0
2 0 4 0 0 0 0 0 0 0 26 14 32 9 0 9 0 0 6 0 0
3 0 0 0 0 0 0 0 0 0 39 0 20 0 0 0 20 0 0 21 0
4 0 0 0 0 0 0 0 10 0 22 15 0 10 0 6 0 0 0 37 0
5 0 0 0 0 0 0 0 10 0 23 15 0 4 0 0 0 6 0 42 0
6 0 0 0 0 0 0 0 10 0 22 15 0 4 0 0 0 6 0 43 0
7 0 0 0 0 0 0 0 10 0 22 15 0 2 0 0 0 8 0 43 0
8 0 0 0 0 0 0 0 10 0 23 15 0 4 0 0 0 4 0 44 0
9 0 0 0 0 0 0 0 10 0 23 15 0 2 0 0 0 6 0 44 0
10 0 0 0 0 0 0 0 10 0 38 0 0 28 0 0 24 0 0 0 0
11 0 0 0 0 0 0 0 11 0 39 0 9 18 0 0 0 23 0 0 0
12 0 0 0 0 0 0 0 14 0 36 0 18 0 0 0 0 0 0 32 0
13 0 0 0 0 7 0 0 1 0 37 0 9 19 0 0 16 11 0 0 0
14 0 0 0 0 0 0 0 1 0 42 0 0 31 0 0 26 0 0 0 0
15 0 0 0 0 0 0 0 20 0 36 0 0 25 0 0 0 19 0 0 0
16 0 0 0 0 0 0 0 21 0 35 0 0 22 0 0 11 11 0 0 0
17 0 0 0 0 0 0 0 24 0 34 0 0 24 0 0 0 18 0 0 0
18 0 0 0 0 0 32 0 0 0 0 10 0 18 0 0 0 0 0 40 0
19 0 0 0 0 0 0 0 4 0 32 0 0 0 0 0 44 20 0 0 0
20 0 0 0 0 0 0 0 4 0 35 0 0 18 0 0 0 0 43 0 0
21 0 0 0 0 0 0 0 5 0 39 0 20 0 0 0 15 0 0 21 0
22 0 0 0 0 0 0 0 5 5 35 0 18 0 0 0 18 0 0 19 0
23 0 0 0 0 0 0 0 5 0 35 0 18 0 0 0 18 5 0 19 0
24 0 0 0 0 0 0 0 5 0 35 5 18 0 0 0 18 0 0 19 0
25 0 0 0 0 0 0 0 5 0 35 0 18 5 0 0 18 0 0 19 0
26 0 0 0 0 0 0 0 5 0 37 0 19 0 0 0 19 20 0 0 0
27 0 0 0 0 0 0 0 5 0 37 0 19 20 0 0 19 0 0 0 0
28 0 0 0 0 0 0 0 5 0 37 0 19 0 0 0 19 0 0 20 0
29 0 0 0 0 0 0 0 0 0 33 0 24 0 0 0 0 0 0 43 0
30 0 0 0 0 0 0 0 5 0 37 0 19 0 0 0 19 0 0 0 20
31 0 0 0 0 0 0 0 5 0 37 0 39 0 0 0 19 0 0 0 0
32 0 0 0 0 0 0 0 5 0 39 0 15 0 0 0 20 0 0 21 0
33 0 0 0 0 0 0 0 5 0 39 0 20 0 0 0 20 0 0 16 0
34 0 0 0 0 0 0 0 5 0 38 0 20 0 0 0 37 0 0 0 0
35 0 0 0 0 0 0 0 5 0 38 0 0 20 0 0 37 0 0 0 0
36 0 0 0 0 0 0 0 5 0 38 0 0 0 0 0 37 0 0 20 0
37 0 0 0 0 0 0 0 5 0 38 0 0 0 0 0 37 0 0 0 20
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Table D.3 — continued

ID 2-
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38 0 0 0 0 0 0 0 5 0 37 0 19 0 0 0 39 0 0 0 0
39 0 0 0 0 0 0 0 5 0 38 0 0 32 0 0 20 5 0 0 0
40 0 0 0 0 0 0 0 5 0 38 0 5 32 0 0 20 0 0 0 0
41 0 0 0 0 0 0 0 5 0 38 0 0 32 0 0 20 0 0 5 0
42 0 0 0 0 0 0 0 5 0 38 0 0 32 0 0 25 0 0 0 0
43 0 0 0 0 0 0 0 5 0 41 0 0 35 0 0 19 0 0 0 0
44 0 0 0 0 0 0 0 6 0 35 0 35 0 0 0 0 0 0 24 0
45 0 0 0 0 0 0 0 6 0 35 0 55 0 0 0 0 0 0 4 0
46 0 0 0 0 0 0 0 6 0 36 0 58 0 0 0 0 0 0 0 0
47 0 0 0 0 7 0 0 6 0 34 0 9 15 0 0 17 12 0 0 0
48 0 0 0 0 11 0 0 6 0 33 0 9 17 0 0 14 10 0 0 0
49 0 0 0 0 7 0 0 6 0 33 0 13 17 0 0 14 10 0 0 0
50 4 0 0 0 7 0 0 6 0 33 0 9 17 0 0 14 10 0 0 0
51 0 0 4 0 7 0 0 6 0 33 0 9 17 0 0 14 10 0 0 0
52 0 0 0 0 7 0 4 6 0 33 0 9 17 0 0 14 10 0 0 0
53 0 0 0 0 7 0 0 6 4 33 0 9 17 0 0 14 10 0 0 0
54 0 0 0 0 7 0 0 6 0 33 0 9 17 0 0 14 10 4 0 0
55 0 0 0 0 7 0 0 6 0 33 4 9 17 0 0 14 10 0 0 0
56 0 0 0 0 7 0 0 6 0 33 0 9 17 4 0 14 10 0 0 0
57 0 0 0 0 7 0 0 6 0 33 0 9 17 0 0 14 10 0 4 0
58 0 0 0 0 7 0 0 6 0 33 0 9 17 0 0 14 14 0 0 0
59 0 0 0 0 7 0 0 6 0 33 0 9 17 0 0 18 10 0 0 0
60 0 0 0 0 7 5 0 6 0 30 0 9 18 0 0 15 10 0 0 0
61 0 0 0 0 7 0 0 6 0 30 5 9 18 0 0 15 10 0 0 0
62 0 0 0 4 2 0 0 6 0 35 0 9 18 0 0 15 11 0 0 0
63 0 0 0 0 7 0 0 6 0 35 0 9 18 0 0 15 10 0 0 0
64 0 0 0 0 7 0 0 6 0 32 0 9 19 0 0 16 11 0 0 0
65 0 0 0 0 7 0 0 6 0 37 0 9 19 0 0 11 11 0 0 0
66 0 0 0 0 2 0 0 6 0 37 0 9 19 0 0 16 11 0 0 0
67 0 0 0 0 7 0 0 6 0 34 0 9 20 0 0 12 12 0 0 0
68 0 0 0 0 2 0 0 6 0 34 0 9 20 0 0 17 12 0 0 0
69 0 0 0 0 7 0 0 6 0 34 0 4 20 0 0 17 12 0 0 0
70 0 0 0 0 7 0 0 6 0 34 0 9 20 0 0 17 7 0 0 0
71 0 0 0 0 7 0 0 6 0 33 0 9 21 0 0 14 10 0 0 0
72 0 0 0 0 0 0 0 8 0 23 15 0 4 0 0 0 6 0 44 0
73 0 0 0 0 0 0 0 8 0 32 0 0 40 0 0 0 20 0 0 0
74 0 0 0 0 0 0 0 8 0 32 0 0 40 0 0 0 0 0 20 0
75 0 0 0 0 0 0 0 9 0 34 0 0 25 0 0 22 10 0 0 0
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D Mixtures

Table D.3 — continued

ID 2-
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76 0 0 0 0 0 0 0 9 0 34 0 10 25 0 0 22 0 0 0 0
77 0 0 0 0 0 0 0 9 0 34 0 0 25 0 0 22 0 0 10 0
78 0 0 0 0 0 0 0 9 0 34 0 0 25 0 0 32 0 0 0 0

Table D.4: Performance of identified mixtures.

WLTC CADC NEDC

ID ηFL ηPL PFL eCO2,FL εCR ηcyc eCO2,D c ηcyc eCO2,D c ηcyc eCO2,D c

[%] [%] [kW] [k
g/
kW

h]

[–] [%] [g
/k

m
]

[l/
10
0k

m
]

[%] [g
/k

m
]

[l/
10
0k

m
]

[%] [g
/k

m
]

[l/
10
0k

m
]

1 36.9 22.1 80.9 0.77 12.5 22.6 197 8.1 26.0 201 8.3 17.1 224 9.2
2 36.4 22.1 79.7 0.77 11.5 22.4 196 8.1 25.7 200 8.3 17.1 221 9.2
3 36.9 22.1 80.9 0.77 12.5 22.5 196 8.2 26.0 200 8.3 17.1 223 9.3
4 36.2 22.0 79.1 0.77 10.9 22.3 195 8.3 25.6 200 8.5 17.0 220 9.3
5 36.2 21.8 79.1 0.77 10.8 22.3 195 8.2 25.6 200 8.4 17.1 220 9.2
6 36.2 21.8 79.0 0.77 10.7 22.3 195 8.2 25.6 200 8.4 17.0 220 9.3
7 36.1 21.8 79.0 0.77 10.7 22.3 195 8.2 25.6 200 8.4 17.0 220 9.3
8 36.2 21.8 79.1 0.77 10.8 22.3 195 8.2 25.6 200 8.4 17.1 220 9.3
9 36.2 21.8 79.1 0.77 10.8 22.3 195 8.2 25.6 200 8.4 17.1 220 9.3
10 36.9 22.2 80.9 0.77 12.1 22.6 196 8.2 26.0 200 8.3 17.1 223 9.3
11 36.8 22.1 80.7 0.77 11.8 22.5 197 8.2 25.9 201 8.3 17.1 223 9.2
12 36.9 22.2 81.2 0.77 12.3 22.6 197 8.3 26.0 201 8.5 17.2 223 9.4
13 36.9 22.2 81.0 0.77 12.3 22.6 197 8.1 26.0 201 8.3 17.1 223 9.2
14 36.8 22.2 80.7 0.77 12.2 22.5 197 8.0 25.9 200 8.2 17.1 223 9.1
15 36.8 22.2 80.9 0.77 11.7 22.6 197 8.3 26.0 201 8.4 17.1 223 9.3
16 36.9 22.2 81.1 0.77 12.0 22.6 196 8.3 26.0 200 8.5 17.2 223 9.4
17 36.8 22.2 80.9 0.77 11.7 22.5 198 8.4 25.9 202 8.5 17.1 223 9.5
18 36.5 22.0 79.7 0.77 11.4 22.5 195 8.2 25.8 199 8.4 17.2 220 9.2
19 36.7 22.1 80.3 0.76 11.8 22.5 194 8.3 25.9 198 8.5 17.2 219 9.3
20 36.8 22.1 80.9 0.77 12.7 22.5 197 8.4 25.9 200 8.5 17.1 224 9.5
21 36.9 22.2 81.0 0.77 12.5 22.6 197 8.2 26.0 201 8.4 17.1 223 9.3
22 36.8 22.2 80.9 0.77 12.3 22.5 196 8.3 25.9 200 8.4 17.1 223 9.4
23 36.9 22.2 81.0 0.76 12.5 22.6 195 8.3 26.0 199 8.4 17.1 222 9.4
24 36.8 22.1 80.6 0.77 12.1 22.5 196 8.2 25.9 200 8.3 17.1 223 9.3
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Table D.4 — continued

WLTC CADC NEDC

ID ηFL ηPL PFL eCO2,FL εCR ηcyc eCO2,D c ηcyc eCO2,D c ηcyc eCO2,D c

[%] [%] [kW] [k
g/
kW

h]

[–] [%] [g
/k

m
]

[l/
10
0k

m
]

[%] [g
/k

m
]

[l/
10
0k

m
]

[%] [g
/k

m
]

[l/
10
0k

m
]

25 36.9 22.2 81.0 0.76 12.5 22.6 195 8.3 26.0 199 8.4 17.1 221 9.4
26 36.8 22.2 80.7 0.76 12.2 22.3 198 8.3 25.8 201 8.4 17.0 224 9.4
27 36.9 22.2 80.9 0.76 12.3 22.6 195 8.2 26.0 199 8.3 17.1 222 9.3
28 36.9 22.2 81.0 0.76 12.5 22.6 196 8.2 26.0 200 8.4 17.1 223 9.4
29 36.9 22.1 80.8 0.76 12.4 22.6 194 8.3 26.0 198 8.5 17.1 220 9.4
30 36.9 23.5 80.9 0.77 12.4 22.6 196 8.3 26.0 200 8.4 17.1 223 9.4
31 36.9 22.2 81.0 0.77 12.5 22.6 196 8.2 26.0 200 8.4 17.1 223 9.4
32 36.9 22.2 81.0 0.77 12.5 22.6 197 8.2 26.0 201 8.4 17.1 224 9.3
33 36.9 22.2 81.0 0.77 12.5 22.6 197 8.2 26.0 201 8.4 17.1 224 9.3
34 36.8 22.1 80.9 0.77 12.4 22.6 197 8.2 26.0 201 8.4 17.1 223 9.3
35 36.8 22.2 80.8 0.77 12.2 22.5 197 8.2 25.9 200 8.3 17.0 223 9.3
36 36.8 22.2 80.8 0.77 12.3 22.5 197 8.2 26.0 201 8.4 17.1 224 9.3
37 36.8 22.2 80.8 0.77 12.2 22.5 197 8.3 25.9 201 8.4 17.1 224 9.4
38 36.8 22.2 80.8 0.77 12.3 22.5 196 8.2 26.0 200 8.4 17.1 223 9.4
39 36.8 22.2 80.7 0.76 12.0 22.5 196 8.2 25.9 200 8.3 17.1 222 9.2
40 36.8 22.2 80.7 0.76 12.1 22.4 197 8.2 25.8 201 8.4 17.1 223 9.3
41 36.8 22.2 80.7 0.76 12.0 22.6 196 8.1 26.0 200 8.3 17.1 222 9.2
42 36.8 22.2 80.7 0.76 12.0 22.6 196 8.1 26.0 200 8.3 17.1 222 9.2
43 36.8 22.1 80.7 0.77 12.0 22.5 197 8.1 25.9 201 8.2 17.1 223 9.2
44 36.9 22.2 81.0 0.76 12.4 22.6 195 8.3 26.0 199 8.5 17.1 222 9.4
45 36.8 22.2 80.9 0.76 12.3 22.6 196 8.3 26.0 200 8.5 17.1 222 9.5
46 36.8 22.2 80.8 0.77 12.3 22.6 196 8.3 26.0 200 8.5 17.1 223 9.4
47 37.0 22.3 81.2 0.77 12.3 22.6 196 8.2 26.1 200 8.4 17.2 222 9.3
48 37.0 22.3 81.3 0.77 12.4 22.7 197 8.2 26.1 201 8.4 17.2 223 9.3
49 37.0 22.3 81.2 0.76 12.3 22.6 196 8.3 26.0 200 8.4 17.1 223 9.4
50 36.9 22.2 81.1 0.77 12.2 22.6 196 8.3 26.0 200 8.4 17.2 223 9.4
51 36.9 22.2 81.0 0.76 12.0 22.6 196 8.3 26.0 200 8.4 17.2 222 9.4
52 36.9 22.2 81.1 0.77 12.2 22.6 196 8.3 26.0 200 8.4 17.2 223 9.4
53 36.9 22.1 81.0 0.77 12.2 22.6 196 8.2 26.0 200 8.4 17.1 223 9.4
54 37.0 22.3 81.2 0.76 12.4 22.7 196 8.2 26.1 200 8.4 17.2 222 9.4
55 36.8 22.2 80.8 0.77 12.0 22.6 197 8.1 26.0 201 8.3 17.1 223 9.2
56 37.0 22.2 81.2 0.76 12.3 22.6 196 8.3 26.1 200 8.4 17.2 222 9.4
57 37.0 22.3 81.2 0.76 12.3 22.5 197 8.3 26.0 200 8.4 17.1 222 9.4
58 37.0 22.2 81.1 0.76 12.3 22.5 196 8.3 26.0 200 8.4 17.1 222 9.4
59 37.0 22.3 81.2 0.76 12.3 22.6 195 8.2 26.1 199 8.4 17.2 222 9.3
60 36.9 22.2 81.1 0.77 12.2 22.6 197 8.2 26.0 201 8.4 17.2 223 9.3
61 36.8 22.1 80.7 0.76 11.9 22.5 196 8.2 25.9 200 8.4 17.1 222 9.3
62 37.0 22.2 81.2 0.77 12.3 22.6 196 8.2 26.1 200 8.3 17.2 223 9.3
63 37.0 22.3 81.2 0.77 12.3 22.5 197 8.2 26.0 201 8.4 17.1 223 9.3
64 37.0 22.2 81.2 0.76 12.3 22.6 195 8.2 26.1 199 8.4 17.2 222 9.4
65 37.0 22.2 81.2 0.77 12.3 22.6 197 8.1 26.1 201 8.3 17.2 224 9.2
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Table D.4 — continued

WLTC CADC NEDC

ID ηFL ηPL PFL eCO2,FL εCR ηcyc eCO2,D c ηcyc eCO2,D c ηcyc eCO2,D c

[%] [%] [kW] [k
g/
kW

h]

[–] [%] [g
/k

m
]

[l/
10
0k

m
]

[%] [g
/k

m
]

[l/
10
0k

m
]

[%] [g
/k

m
]

[l/
10
0k

m
]

66 36.9 22.2 81.0 0.76 12.3 22.6 196 8.1 26.0 199 8.3 17.2 222 9.3
67 37.0 22.2 81.1 0.77 12.3 22.6 196 8.2 26.0 200 8.4 17.2 222 9.3
68 36.9 22.2 81.0 0.76 12.2 22.6 195 8.2 26.0 199 8.4 17.1 221 9.3
69 37.0 22.2 81.1 0.77 12.3 22.5 197 8.2 26.0 200 8.4 17.2 223 9.3
70 37.0 22.3 81.2 0.77 12.3 22.6 196 8.2 26.1 200 8.4 17.2 222 9.3
71 37.0 22.2 81.2 0.76 12.3 22.5 196 8.3 26.0 200 8.4 17.1 222 9.4
72 36.2 21.8 79.0 0.77 10.8 22.3 195 8.2 25.6 200 8.4 17.1 220 9.2
73 36.5 22.1 80.0 0.76 11.3 22.4 194 8.3 25.7 199 8.5 17.2 219 9.3
74 36.6 22.0 80.3 0.76 11.5 22.6 194 8.3 25.9 198 8.5 17.2 218 9.3
75 36.9 22.2 80.9 0.76 12.1 22.5 196 8.3 25.9 199 8.4 17.1 222 9.4
76 36.9 22.3 80.9 0.76 12.2 22.6 195 8.3 26.0 199 8.4 17.1 221 9.4
77 36.9 22.2 80.9 0.76 12.1 22.6 195 8.3 26.0 199 8.4 17.2 221 9.4
78 36.9 22.2 80.8 0.76 12.1 22.6 195 8.3 26.0 199 8.4 17.1 221 9.4
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E.1 List of Groups

Table E.1: List of complex groups. • denotes a noncyclic connection point.
•COOH CH3 –CO• •CH2 –CO•

•
•CH–CO• •

•C• –CO• CH3 –CO–O•

•CH2 –CO–O• •
•CH–CO–O• •

•C• –CO–O•

CHO–O• •CO–O• CH3 –O•

•CH2 –O• •
•CH–O• •

•C• –O•

•O–CH2 –CH2 –OH •O–CH• –CH2 –OH •O–CH2 –CH• –OH
•O–CO–O• CH2 ––CH–O• •CH––CH–O•

•
•C––CH–O• •

•CH–O–CH•
• CH3 –(CH3 –)CH•

[CH3]3 –C• •CH(–CH3)–CH(–CH3)• •CH(–CH3)–C[–CH3]2•
•C[–CH3]2 –C[–CH3]2• •

•C––C• – •C––C•
•

•CH––C• – •C––C•
•

CH2 ––C• – •C––C•
•

•CH––CH– •C––C•
• CH2 ––CH– •C––C•

•
•CH––C• –CH––C•

• CH2 ––C• –CH––C•
•

•CH––CH–CH––C•
•

CH2 ––CH–CH––C•
• CH2 ––C• –CH––CH• •CH––CH–CH––CH•

CH2 ––CH–CH––CH• CH2 ––C• – •C––CH2 CH2 ––CH– •C––CH2

CH2 ––CH–CH––CH2 CH3 – •C––C•
• CH3 –CH––C•

•
CH3 –CH––CH• CH3 – •C––CH2 CH3 –CH––CH2
•CH2 – •C––C•

•
•CH2 –CH––C•

•
•CH2 –CH––CH•

•CH2 – •C––CH2
•CH2 –CH––CH2

•
•CH– •C––C•

•
•
•CH–CH––C•

•
•
•CH–CH––CH• •

•CH– •C––CH2
•
•CH–CH––CH2

•
•C• – •C––C•

•
•
•C• –CH––C•

•
•
•C• –CH––CH• •

•C• – •C––CH2
•
•C• –CH––CH2

•
•CH–CHO •

•C• –CHO CH3 –CO–CH2
•

CH3 –CO–CH•
• CH3 –CO– •C•

•
•
•CH–CO–OH

•
•C• –CO–OH CH3 –CO–O–CH•

• CH3 –CO–O– •C•
•

•CO–O–CO• •
•CH–OH •

•C• –OH
CH3 –CO–C•

• –OH CH3 –CO–CH• –OH CH3 –CO–CH2 –OH
OH–C•

• –CO–O• OH–CH• –CO–O• OH–CH2 –CO–O•

OH–C•
• –C•

• –OH OH–CH• –C•
• –OH OH–CH2 –C•

• –OH
OH–CH• –CH• –OH OH–CH2 –CH• –OH OH–CH2 –CH2 –OH
HOOC–CH• –COOH HOOC–CH2 –COOH HOOC–CH• –CH• –COOH
HOOC–CH2 –CH• –COOH HOOC–CH2 –CH2 –COOH HO–CH• –COOH
HO–CH2 –COOH CH3 –O–CH• –COOH CH3 –O–CH2 –COOH
•COO–CH• –CH• –OCO• •COO–CH2 –CH• –OCO• •COO–CH2 –CH2 –OCO•
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Table E.1 — continued
•OCO–CH• –CH• –COO• •OCO–CH2 –CH• –COO• •OCO–CH2 –CH2 –COO•

•CO–CH• –CO–O• •CO–CH2 –CO–O• •
•C• –O– •C––C•

•
•
•CH–O– •C––C•

•
•CH2 –O– •C––C•

• CH3 –O– •C––C•
•

•
•C• –O–CH––C•

•
•
•CH–O–CH––C•

•
•CH2 –O–CH––C•

•
CH3 –O–CH––C•

•
•
•C• –O–CH––CH •

•CH–O–CH––CH•

•CH2 –O–CH––CH• CH3 –O–CH––CH• •
•C• –O– •C––CH2

•
•CH–O– •C––CH2

•CH2 –O– •C––CH2 CH3 –O– •C––CH2
•
•C• –O–CH––CH2

•
•CH–O–CH––CH2

•CH2 –O–CH––CH2

CH3 –O–CH––CH2
•
•C––C• –CO–O– •C•

•
•CH––C• –CO–O– •C•

•
CH2 ––C• –CO–O– •C•

•
•CH––CH–CO–O– •C•

• CH2 ––CH–CO–O– •C•
•

•
•C––C• –CO–O–CH•

•
•CH––C• –CO–O–CH•

• CH2 ––C• –CO–O–CH•
•

•CH––CH–CO–O–CH•
• CH2 ––CH–CO–O–CH•

•
•
•C––C• –CO–O–CH2

•

•CH––C• –CO–O–CH2
• CH2 ––C• –CO–O–CH2

• •CH––CH–CO–O–CH2
•

CH2 ––CH–CO–O–CH2
• •

•C––C• –CO–O–CH3
•CH––C• –CO–O–CH3

CH2 ––C• –CO–O–CH3
•CH––CH–CO–O–CH3 CH2 ––CH–CO–O–CH3

•
•C––C• –CHO •CH––C• –CHO CH2 ––C• –CHO
•CH––CH–CHO CH2 ––CH–CHO •

•C––C• –COOH
•CH––C• –COOH CH2 ––C• –COOH •CH––CH–COOH
CH2 ––CH–COOH

Table E.2: List of complex aromatic groups. aC denotes aromatic Carbon, • denotes a
noncyclic connection point.

aC–CH3 aC–CH2
• aC–CH•

• aC– •C•
•

aC–CH––CH2 aC–CH––CH• aC– •C––CH2 aC–C–––CH
aC–C–––C• aC–OH aC–COOH aC–CO•

aC–CHO aC–CO–O• aC–O–CHO aC–O–CO•

aC–O• aC–CH• –O• aC–CH2 –O• aC–CH• –OH
aC–CH2 –OH aC–CH• –CHO aC–CH2 –CHO aC–CH• –COOH
aC–CH2 –COOH aC–CH• –CO• aC–CH2 –CO• aC–CH• –O–CHO
aC–CH2 –O–CHO aC–CH• –O–CO• aC–CH2 –O–CO• aC–CH• –CO–O•

aC–CH2 –CO–O• aC–CH(CH3)2 aC–C(CH3)3 aC–CH––C•
•

aC– •C––C•
•

Table E.3: List of cyclic groups. • denotes a noncyclic connection point, ? denotes an open
cyclic connection point.

?
?CH2

?
?CH• ?

?C•
•

?CH––CH? ?CH––C?
•

?
•C––C?

•
?
?C––CH2

?O? ?
?CO

?
?C––CH• ?

?C––C•
•

?
?CH?

?
?C?

•
?
?C?

?
?
?C––CH?

?
?C––C?

•
?
?C––C?

? (?•C––C?)–CHO
(?CH––C?)–CHO (??C––C?)–CHO (?CH––C?)–CO–O– •C•

•
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Table E.3 — continued

(?CH––C?)–CO–O–CH•
• (?CH––C?)–CO–O–CH2

• (?CH––C?)–CO–O–CH3

(?•C––C?)–CO• (?CH––C?)–CO• (??C––C?)–CO•

(?•C––C?)–CH3 (?CH––C?)–CH3 (??C––C?)–CH3

(?•C––C?)–CH2
• (?•CH––C?)–CH2

• (??C––C?)–CH2
•

?
?CH–CH3

?
?CH–CH2

• ?
?CH–CH•

•
?
?CH– •C•

•
?
?CH–CH––CH• ?

?CH–CH––CH2
?
?CH– •C––C•

•
?
?CH– •C––CH• ?

?CH–OH
?
?CH–COOH ?

?CH–CO• ?
?CH–CHO

?
?CH–O• ?

?CH–O–CHO ?
?CH–CO–O•

?
?CH–O–CO• ?

•C? –CH3
?
?C? –CH3

?
•C? –CH2

• ?
?C? –CH2

• ?
•C? –OH

?
?C? –OH (?C––C?)–COOH (?CH––C?)–COOH

(??C––C?)–COOH
C?

C?

C?

C?

C?

C?

C?
C?

C•

C?
C?

C•

C?

C?C•

C?
C•

C?

C?
C•

C?

C•
C?

C?

C?
C?

C?

C?
C?

C?

C?

C?C?

C?
C?

C?
C?

C?
C?

C?C?

C?
C?

C?

C?

C•
C?

C?
C?

C•
C?

C?C?

C•
C?

C?

C?

C?
C•

C?
C?

C?
C•

C?C?
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Table E.3 — continued

C•
C?

C•C?

C•
C•

C?
C?

C•
C•

C?C?

C•
C•

C?

C?

C?
C•

C•
C?

C•

C?
C?

C•

C?
C•

C•

C?

C•

C?
C?

C?

C?
C?

C•C•

C•
C?

C•

C?

C?
C•

C?
C•

C?
C•

C?C•

E.2 Structure Optimization Results
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Figure E.1: Further isomers of Compound A.
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Table E.4: Further results for the identified compounds.

FL CADC NEDC

ppeak Tpeak ηcyc eCO2,D c ηcyc eCO2,D c
[MPa] [K] [%] [g/km] [l/100 km] [%] [g/km] [l/100 km]

A 23.81 2319 29.5 164 6.6 19.7 180 7.3
B 23.82 2304 29.5 162 6.8 19.7 178 7.5
C 23.76 2300 29.5 161 6.7 19.7 177 7.3

a 15.52 2343 27.3 170 7.1 18.3 186 7.8
b 14.01 2042 25.6 217 7.1 17.1 239 7.8
c 17.64 2000 27.9 175 7.3 18.7 192 8.0
d 12.48 2295 27.7 182 8.8 18.9 197 9.5
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Figure E.2: Further isomers of Compound A cont.
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Figure E.3: Further isomers of Compound B.
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Figure E.4: Complete List of isomers of compound C.
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