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Abstract

In this thesis, several important aspects of cooperative wireless multiuser networks are in-

vestigated. These include hardware imperfections, channel estimation, distributed phase

synchronization, gain allocation, and practical demonstration. The focus lies on coherent

two-hop relaying networks where several amplify-and-forward (AF) relays assist the com-

munication between multiple source-destination pairs. In these type of networks the signals

from all relays are to add up coherently at the destination antennas. By choosing the gain

factors in a smart way, a spatial multiplexing gain, distributed diversity gain and an an-

tenna gain can thus be achieved. This allows multiple source-destination pairs to efficiently

communicate concurrently on the same physical channel.

Hardware imperfections obviously degrade the overall system performance. In this work,

impairments of the radio frequency (RF) hardware that are have a special impact on AF re-

laying networks are identified and investigated. Specifically, local oscillator (LO) frequency

offsets, LO phase noise, and I/Q imbalance at the relays are discussed. A special focus lies

on the comparison between frequency division duplexing (FDD) and time division duplexing

(TDD) relays because it turns out that they are affected differently by the LO imperfections.

Important design guidelines for the implementation of a practical cooperative network em-

ploying either type of relays are derived.

For coherent relaying schemes the gain factors have to be computed from instantaneous

channel state information (CSI) that takes the current phases of the channel coefficients into

account. If this type of information is not available or outdated, the unknown phase shifts

due to the propagation delays prevent the signals from the relays to add up coherently at

the destination antennas. Another important mechanism that may destroy coherency is that

the LO phases of the nodes introduce phase shifts to the channel estimates. This leads to

the key observation that the direction in which a channel between two wireless nodes is

measured has an impact on the estimate if the nodes are not phase synchronous. Based on

this insight, phase synchronization requirements for coherent relaying networks are found.

Several channel estimation protocols are then identified that differ in the direction in which

the individual point-to-point channels in a wireless two-hop network are measured. They are

i



Abstract

investigated regarding the effort required to measure all channel coefficients and the quality

of the estimates in the presence of additive noise and phase noise.

The analysis of the phase synchronization requirements reveals that in some cases a global

phase reference is required for a certain set of nodes in order to allow for coherent forward-

ing. A very simple phase synchronization scheme is presented that provides a set of relays

with a common LO phase. It is compared in detail to a similar scheme found in literature.

Furthermore, the phase error resulting from imperfect synchronization due to additive noise

and phase noise is characterized.

Two coherent beamforming schemes, namely multiuser zero-forcing (MUZF) and mul-

tiuser minimum mean squared error (MMSE) relaying, are then presented. The gain factors

are derived in the presence of unknown and random LO phase offsets at all nodes. While

inter-user interference is completely suppressed for MUZF, the multiuser MMSE relaying

scheme minimizes the MMSE of the received symbols at all destinations. Both schemes

exhibit a distributed spatial multiplexing gain by allowing multiple source-destination pairs

to communicate concurrently on the same physical channel. The impact of noisy CSI, phase

noise, and phase synchronization errors at the relays on the performance of both relaying

schemes is also discussed.

Finally, a real-world demonstrator for distributed wireless communication networks, that

is called RACooN Lab and is available at the Wireless Communications Group at ETH

Zurich, is introduced. It was used to implement MUZF relaying on a practical two-hop

relaying network with two source-destination pairs and three relays. The performance re-

sults show that even in the presence of hardware imperfections encountered in any practical

system (e.g. additive noise, phase noise, interference, frequency offsets, etc.), a promising

inter-user interference rejection capability can be observed.
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In dieser Arbeit werden verschiedene wichtige Aspekte von kooperativen, drahtlosen

Mehrnutzer-Netzwerken untersucht. Betrachtet werden Hardware-Imperfektionen, die

Kanalmessung, Phasensynchronisierung von verteilten Knoten, die Berechnung von kom-

plexwertigen Verstärkungsfaktoren der Relays sowie ein praktischer Demonstrator. Der

Fokus liegt bei kohärenten zwei-Hop Netzwerken bei denen so genannte „amplify-and-

forward (AF)“ Relays die Kommunikation zwischen mehreren Sendern und Empfängern

unterstützen. Bei dieser Art von Relays werden die Empfangssignale linear gefiltert aber

nicht dekodiert bevor sie weitergesendet werden. Charakteristisch für die untersuchten Net-

zwerke ist, dass sich die Signale der Relays kohärent an den Antennen der Empfänger

überlagern. Indem die komplex-wertigen Verstärkungsfaktoren geschickt gewählt werden,

können eine räumliche Mehrfachnutzung des Kanals, sowie ein verteilter Diversitäts- und

Antennengewinn erzielt werden. Das erlaubt mehreren Nutzern effektiv auf demselben

physikalischen Kanal zu kommunizieren.

Hardware-Imperfektionen vermindern die Leistungsfähigkeit des gesamten Netzwerkes.

In dieser Arbeit werden Imperfektionen in der Hochfrequenz (HF)-Hardware betrachtet, die

einen speziellen Einfluss auf Netzwerke mit AF-Relays besitzen. Im Speziellen werden Fre-

quenzabweichungen der Lokaloszillatoren, Phasenrauschen und I/Q Ungleichgewicht disku-

tiert. Besonderes Gewicht erhält dabei der Vergleich zwischen Frequenzduplex und Zeitdu-

plex Relays, weil beide Arten unterschiedlich unter den betrachteten Imperfektionen der

Lokaloszillatoren leiden. Es werden daraus wichtige Richtlinien für die Implementierung

praktischer Systeme abgeleitet.

Die Verstärkungsfaktoren in verteilten Systemen, bei denen die Signale sich kohärent an

den Empfängern überlagern sollen, müssen aus aktueller Kanalinformation berechnet wer-

den. Das ist unerlässlich, damit die derzeitigen Phasen der Kanalkoeffizienten berücksichtigt

werden. Sollte diese Art von Kanalschätzung nicht zur Verfügung stehen oder veraltet

sein, werden die Phasendrehungen, die durch die unbekannten Ausbreitungswege der unter-

schiedlichen Signale entstehen, eine kohärente Überlagerung verhindern. Der Einfluss der

Lokaloszillatorphasen auf die Kanalschätzungen ist ein weiterer, wichtiger Mechanismus,
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der dies unmöglich machen kann. Das führt zu der Schlüsselbeobachtung, dass die Richtung

der Kanalmessung zwischen zwei Knoten, die nicht phasensynchron sind, einen Einfluss

auf die Schätzung besitzt. Basierend auf dieser Erkenntnis werden Anforderungen an die

Phasensynchronisierung in verteilten Netzwerken erarbeitet. Des Weiteren werden mehrere

Kanalschätzprotokolle untersucht, die sich durch die Richtung, in der die einzelnen Punkt-

zu-Punkt Kanäle gemessen werden, unterscheiden. Sie werden bezüglich des benötigten

Aufwandes und der Qualität ihrer Kanalschätzungen in Gegenwart von additivem Rauschen

und Phasenrauschen verglichen.

Die Analyse der Anforderungen an die Phasensynchronisierung enthüllt, dass bestimmte

Gruppen von Knoten in manchen Fällen eine gemeinsame Phasenreferenz benötigen, damit

eine kohärente Überlagerung der Signale an den Empfängern möglich ist. Es wird ein sehr

einfaches Verfahren vorgestellt, mit dem sich eine solche gemeinsame Phasenreferenz bei

verteilten Relay-Knoten erreichen lässt. Ein Vergleich mit einem ähnlichen Verfahren aus

der Literatur beleuchtet die jeweiligen Vor- und Nachteile. Des Weiteren wird der Phasen-

fehler durch fehlerbehaftete Phasensynchronisierung aufgrund von additivem Rauschen und

Phasenrauschen charakterisiert.

Danach werden zwei Methoden zur Berechnung der Verstärkungsfaktoren an den Re-

lays präsentiert. Diese heissen „multiuser zero-forcing (MUZF) relaying“ und „multiuser

minimum mean squared error (MMSE) relaying“. Die Verstärkungsfaktoren werden unter

Berücksichtigung unbekannter und zufälliger Lokaloszillatorphasen hergeleitet. Während

„MUZF relaying“ jegliche Interferenz zwischen den Nutzern unterdrückt, wird der min-

imale mittlere quadratische Fehler (MMSE) aller Empfangssignale bei „MMSE relaying“

minimiert. Beide Verfahren erlauben eine effektive räumliche Mehrfachnutzung des Kanals

für alle Nutzer. Des Weiteren wird der Einfluss von verrauschter Kanalinformation, Phasen-

rauschen und Phasensynchronisierungsfehler auf die Leistungsfähigkeit beider Methoden

untersucht.

Schliesslich wird noch eine praktische Messeinrichtung, das so gennante „RACooN Lab“,

vorgestellt. Es befindet sich am Institut für Kommunikationstechnik an der ETH Zürich und

eignet sich als Demonstrator für verteilte, drahtlose Kommunikationsnetze. Das RACooN

Lab wurde verwendet, um „MUZF relaying “ in einem realen zwei-Hop Netzwerk mit zwei

Sender-Empfänger-Pärchen und drei Relays zu implementieren. Die Messergebnisse zeigen,

dass bei realen Ausbreitungskanälen und selbst in Gegenwart von praktischen Hardware-

Imperfektionen, wie z.B. additivem Rauschen, Phasenrauschen, Interferenz und Frequen-

zfehlern, eine vielversprechende Unterdrückung der Mehrnutzerinterferenz beobachtet wer-

den kann.
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Chapter 1

Introduction

Two major trends can currently be identified in the field of wireless communications. The

first one is that the number of devices communicating over the air will increase. Even today,

people use cell phones, laptops, wireless headsets, PDAs, and so on. The node density in

a typical wireless network environment is therefore likely to increase drastically in the near

future. As a consequence, significantly more active nodes will have to compete for a com-

mon wireless channel in cellular as well as access or ad hoc networks. Secondly, the general

trend of reducing size of handheld devices will drive the need for higher carrier frequencies.

This allows for smaller antennas, saving precious space in a mobile terminal or allowing

to house multiple antennas on the same space. Employing more than one antenna at both

the transmitting and the receiving terminal, also known as multiple-input multiple-output

(MIMO) communication, has been shown to provide large benefits with respect to system

performance. Under certain channel conditions, MIMO systems allow multiple independent

data streams to be transmitted simultaneously over the same physical channel (spatial mul-

tiplexing). This leads to an improvement of the spectral efficiency. The system capacity

has been shown to increase linearly with the minimum of the number of source-destination

antennas [1–4]. Furthermore, spatial diversity can be exploited to increase the link reliabil-

ity, making the communication more robust against random channel fluctuations known as

fading [5]. And finally, an array gain increases the coverage range by increasing the receive

signal-to-noise ratio (SNR). This is achieved by combining the signal from multiple antennas

coherently [5].

There are, however, two inherent problems that arise. The first one is that increasing the

number of devices in radio range of each other also increases the amount of interference

due to the broadcast nature of the wireless channel. If multiple users have to share the same

physical channel, the data rate for each user is limited by the amount of interference created
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by all other users. The second problem is that higher carrier frequencies will make the wire-

less channel becomes more and more line-of-sight. This means that the number of relevant

scatterers decreases and the channel becomes rank-deficient. In order to exploit the linear

scaling of data rate offered by MIMO technology, it is, however, crucial that the propagation

channel has full rank. In order to alleviate these problems, future wireless communication

systems will have to be built for cooperation rather than for mere coexistence. Cooperative

communication is thus a hot topic of current research and many people believe it to be the

next big step after MIMO systems.

The basic idea is that multiple autonomous nodes cooperate in order to increase the link

quality, reliability and data rate not only of the whole system but also for each individual

user. The general relay channel describes the situation where one source transmits to one

destination while a single relay assists. It was first investigated in [6] but its capacity is still

unknown. Moreover, there is even no cooperation strategy known that works best for this

general case. A straightforward way of cooperation is that one or more nodes in a wireless

network act as relays to increase the coverage range of a transmitter by increasing the receive

SNR. Multiple users can furthermore exploit the inherent spatial diversity of the network by

assisting each other in the communication. This provides robustness against fading and is

called (user) cooperative diversity. It was introduced in [7–9]. An overview of several co-

operative diversity protocols for wireless networks can be found in [10]. In [11] the authors

show that the use of simple relays as ’active scatterers’ can recover spatial multiplexing gain

for MIMO communication systems in poor scattering environments. In more sophisticated

networks, the communication between one or more source-destination pairs is assisted by a

set of terminals that form a virtual array. Either user nodes or other dedicated devices act

as relays and assist the communication between sources and destinations. This approach is

promising to even supersede conventional MIMO systems with respect to diversity and spa-

tial multiplexing gain especially in unfavorable channel conditions. In literature, cooperative

networks are often classified as follows:

• Relay network: A single source-destination pair communicates with the help of one

or more relay terminals. The relays are allowed to have different complexity (e.g.

different number of antennas) than source and destination. A ’MIMO relay network’

comprises a single multi-antenna source-destination pair and at least one multi-antenna

relay.

• Sensory network: Sensory networks comprise a single source-destination pair and

multiple relays, where it is often assumed that the source and all relays are of equal

complexity [12, 13]. There is only one active transmitter at any time.
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• Ad hoc network: An ad hoc network consists of dedicated relay nodes and multiple

source-destination pairs that communicate simultaneously [12]. The relays cooperate

to assist the communication in the network. In an ad-hoc network the relay terminals

might also have own data to transmit. This notion has been investigated for example

in [8, 9], where the data to be forwarded is decoded and combined with the own data

of the relay before re-encoding and transmitting the combined signal. Since there are

multiple source-destination pairs that want to communicate, these networks are also

called ’interference relay networks’.

The performance gains of point-to-point MIMO systems over single-input-single-output

(SISO) systems have been mentioned above. The spectral efficiency can be increased by

a spatial multiplexing gain, the link reliability by a spatial diversity gain, and the receive

SNR by an array gain. These gains can also be achieved in a distributed wireless network.

• Spatial Diversity: Due to the spatial separation of the nodes, distributed wireless net-

works inherently exhibit spatial diversity [14]. It has been shown that the maximum

achievable diversity in a network featuring single-antenna terminals is in the order of

cooperating nodes [7]. Cooperative communication schemes can exploit the diver-

sity to mitigate fading and increase the outage rate, thus making the communication

more robust against deep fades. Basic protocols and user cooperation strategies for

single-antenna relay networks that achieve a distributed diversity gain are developed

and analyzed in [7, 10, 14]. In [15–18] the authors consider an ad hoc network in

a slow-fading environment. They propose to introduce random phase offsets at the

relays in order to create a time varying channel. Together with an adaptive schedul-

ing algorithm, the outage aggregate throughput can be thus be increased. In [19] the

authors investigate the diversity gains of different relaying schemes in MIMO relay

networks. Outage probability expressions for various types of cooperative networks,

system configurations, and transmission schemes are derived in [20–23].

• Distributed Spatial Multiplexing: In a wireless ad hoc network, a distributed spa-

tial multiplexing gain can be realized by allowing multiple source-destination pairs

to communicate concurrently on the same physical channel. This increases the data

rate of a wireless system without requiring additional bandwidth or transmit power. A

cooperative network with 2N users, i.e., N source-destination pairs and no dedicated

relays, exhibits a spatial multiplexing gain of at most N
2

[24]. In [11,25,26] it has been

shown how this multiplexing gain can be achieved in a network with dedicated relays.

Multiple source-destination links can be orthogonalized in a completely distributed

manner, allowing them to communicate concurrently on the same physical channel.
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• Distributed Array Gain: If the signals from multiple relays add up coherently at the

destination antennas, the receive SNR increases. This gain is called distributed array

gain (e.g. [11, 12]).

1.1 Relaying Schemes

Relaying schemes are concepts for the practical implementation of cooperative wireless net-

works. They describe the signal processing at the relay nodes, the network organization and

the traffic pattern. For the networks considered in this work, all nodes are assigned to any of

the following groups:

• Sources

• Relays

• Destinations

The sources are the data sources, the destinations the data sinks and the relay terminals

assist the communication between them. In literature, the relays are classified as either

’full-duplex’ or ’half-duplex’. Full-duplex relays can transmit and receive simultaneously,

whereas half-duplex relays cannot. For example, the nodes in full-duplex frequency division

duplex (FDD) systems transmit and receive signals at the same time but use different fre-

quency channels. For half-duplex relays, one transmission cycle is divided into time slots.

In one time slot they receive the signals from the sources and in the next they retransmit a

processed version of their received signals. For these relaying schemes there has to exist a

time-frame structure within the network so that all nodes can operate in a cooperative man-

ner. There are several relaying strategies that exhibit fundamentally different approaches to

forwarding. The most important ones are

• amplify-and-forward (AF),

• decode-and-forward (DF),

• and compress-and-forward (CF).

AF and DF relaying protocols have first been proposed in [10].

AF relays retransmit their received signals after multiplication with a complex-valued

scaling factor. These scaling factors are called ’gain factors’ and the matrix comprising all

gain factors of all relays is the ’gain matrix’. Accordingly, the computation of the gain factors

will in this work be called ’gain allocation’. Complex-valued gain factors realize an ampli-

tude scaling and phase rotation of the received signal. In case the relays employ multiple

4



1.1 Relaying Schemes

antennas, they can forward a linear combination of their received signals from all antennas.

As the received signal is not decoded by the relays to recover the data, AF relaying is also

said to be ’non-regenerative’. The relays neither need knowledge of the used codebooks nor

of the modulation alphabets. They are thus suited to operate in wireless ad-hoc networks that

comprise many heterogeneous devices.

Inevitably, AF relays forward not only the desired signal but also noise. In multihop net-

works, where the communication between sources and destinations is conducted via several

layers of relays, the noise is accumulated with increasing number of hops [27]. This leads to

an SNR loss that degrades the performance. However, AF relays are generally assumed to

exhibit a rather low hardware complexity because they do not need to decode the signal from

the sources. This means that even single-antenna relays, which cannot separate the streams

of multiple sources, can assist the communication between multiple source-destination pairs.

This makes them an interesting option for practical realizations of cooperative networks.

DF relays fully decode and re-encode their received signal prior to retransmission. For

this reason, they are also called ’regenerative’. These kind of relays are not transparent to

coding or modulation because they have to decode the signal. This means that the sources

have to transmit at a rate so that all relays can decode. In the presence of multiple sources,

DF relays are furthermore required to have enough antennas so that they can separate the

data streams. The necessary signal processing is generally more complex than for AF relays.

However, the retransmitted data is mostly assumed to be perfectly recovered at the relays and

thus noiseless. [28] provides an overview over various regenerative relaying strategies. The

authors examine two-hop as well as multi-hop relaying protocols and provide a framework

for the investigated schemes. In terms of sum rate, DF relaying is close to optimal when

the source-relay channel is excellent, which is practically the case when sources and relays

are physically close or when dedicated relays are placed intentionally in a way that a good

connection to the source is ensured. Note that DF relays are generally half-duplex nodes

because the codeword has to be received completely before it can be decoded.

Finally, CF relays do not decode the source signal. They use their observations in a differ-

ent way. The received signal is quantized (and possibly compressed) and then forwarded to

the destination [29]. This type of protocol is also called ’quantize-and-forward’. CF relays

are most efficient in cases where the source-relay and the source-destination channels are of

comparable quality and the relay-destination link is good. In this situation, the relay may not

be able to decode the source signal but nevertheless has an independent signal observation

that can be used to assist the decoding at the destination. DF and CF strategies for relay net-

works are developed in [29]. Considering full-duplex terminals, the authors evolve capacity

5



Chapter 1 Introduction

theorems and provide achievable rates and rate regions for a number of wireless channel

models.

Apart from the relaying scheme, it makes sense to distinguish between between ’coherent’

and ’non-coherent’ forwarding. Coherent forwarding schemes refer to protocols where the

signals from multiple relays add up coherently at the destination antennas. This generally

requires instantaneous channel state information (CSI) in order to compute the gain factors.

In this context local CSI at a relay refers to the case where the relay knows its own local

channel coefficients (from the sources and to the destinations). In contrast to that, global CSI

means the knowledge of all channel coefficients. The relays only require little (e.g. second

order statistics or amplitude information) or no CSI for non-coherent forwarding schemes.

Note that neither a distributed array gain nor a spatial multiplexing gain can be achieved

if the signals do not combine coherently at the destination antennas. It is often believed

that perfect instantaneous CSI is required to compute the gain factors for coherent relaying

schemes. However, in the context of distributed AF relaying, this assumption has to be

adapted. In some cases, the presence of an unknown and random phase offset on the channel

estimates has no impact on the system performance. It makes sense to call those schemes

’coherent’, even if perfect CSI is not available (cf. Chapter 4 in this work).

In literature, people furthermore distinguish between orthogonal and non-orthogonal for-

warding. Orthogonal forwarding refers to all schemes where the relays transmit on orthog-

onal subchannels to the destinations. The group of schemes where all relays transmit on the

same subchannel is referred to as non-orthogonal forwarding. They can achieve a diversity

gain, a distributed spatial multiplexing gain, and a distributed array gain.

1.1.1 Distributed Space-Time Codes

In cooperative networks, space-time codes can be implemented in a distributed fashion. To

this end, the relays have to encode their received signals prior to retransmission so that

a space-time code is generated at the receiver. No CSI is required at the relays but the

destination has to have global CSI, i.e., it has to know all source/relay and relay/destination

channels. Cooperative protocols that apply the idea of space-time coding originally devised

for multiple-antenna systems to the problem of communication over a distributed wireless

relay network are analyzed in [7, 30–39]:

In [7] space-time coded cooperative diversity protocols are developed and analyzed. All

relays that can decode the message from the source apply a suitable space-time code to their
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transmit signals. It is shown that these protocols achieve the full spatial diversity correspond-

ing to the number of cooperating nodes even if not all relays are able to decode. In [30] the

authors analyze a network with a single source-destination pair, where an Alamouti-based

space-time coding is realized by the relays. The authors of [31] investigate several dis-

tributed space-time codes for DF relays. They consider distributed orthogonal space-time

codes, full-rate/full diversity codes, and V-BLAST codes (e.g. [32]) and compare the net-

work performance to conventional non-cooperative protocols. In [33] the authors consider a

wireless sensory network with AF relays. They propose the use of linear dispersion codes,

where the transmit signal from each relay is a linear combination of the received signal and

its conjugate. Outage analysis shows that the full spatial diversity can be achieved.

Distributed space-time coding was generalized to networks with multi-antenna nodes

in [34]. In [35] the authors use real orthogonal, complex orthogonal, and quasi-orthogonal

designs to develop distributed space-time codes. An extension to the work of [33] is pre-

sented in [36]. While synchronous networks are considered in [33], the authors of [36]

investigate space-time coding for asynchronous networks. Assuming imperfect CSI at the

receiver, the authors of [37] propose a differential space-time transmission scheme at the

transmitter that is combined with selection combining and antenna selection. A differential

transmission scheme that requires no CSI at relays and destination is proposed in [38]. Com-

pared to coherent distributed space-time coding, the differential scheme is shown to loose

3 dB SNR. Codes that are designed to minimize the upper bound of the average pairwise

error probability are finally presented in [39].

1.1.2 Relay Selection

A topic that has attracted large interest within the field of cooperative communications is ’re-

lay selection’ or ’opportunistic relaying’. One or more nodes are selected from the whole set

of potential relays to forward data from source to destination. It has been shown in [40] that a

simple selection scheme, where only one relay at a time assists the communication between

a source-destination pair, can achieve full spatial diversity in the order of the total number of

cooperating nodes. In terms of receive SNR, relay selection is, however, suboptimal because

it cannot achieve a distributed array gain. Cooperative strategies, where all available relays

forward their signals on orthogonal channels and the destination uses maximum ratio com-

bining (MRC), achieves full diversity and is optimal in the sense of receive SNR. However,

these repetition-based schemes obviously suffer from a loss in spectral efficiency because the

number of required channel uses increases linearly with the number of transmitting nodes. In
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contrast to that, relay selection can provide diversity without sacrificing the achievable rate.

Furthermore, in AF networks these schemes have been shown to outperform repetition-based

scheduling in terms of average throughput, outage probability, and error probability at the

cost of a small amount of feedback [41, 42].

Selecting the optimal subset of relays from all candidate nodes is a very difficult task. It

is affected by many parameters that have impact on the system performance. A simple but

suboptimal way to tackle the problem is to pick a single best relay among the whole set of

candidates to forward the signal from the source (e.g. [40, 43–48]):

In [43] the authors use the average receive SNR or the relay-destination channel as indica-

tor for the best relay. They present a timer-based approach to select this relay in a completely

decentralized way. The authors furthermore point out that their scheme exhibits exactly

the same diversity-multiplexing tradeoff (DMT) as the space-time coded protocol presented

in [7]. Due to propagation delays and timing offsets, there is, however, a non-zero probabil-

ity that more than one relay is selected as best relay. In [40] the same authors analyze this

probability. It is shown in [44] that under a sum power constraint, opportunistic DF relaying

exhibits the same outage behavior as the optimal DF strategy that utilizes all potential relays.

The authors of [45] investigate a scheme where the relay is selected based on the quality of

the source-relay link only. They provide a closed-form approximation of the probability den-

sity function (pdf) of the received SNR. In [46] the outage probability and probability of error

are derived for beamforming with unlimited feedback. The authors compare these expres-

sions with the ones corresponding to the selection schemes [41, 42] to find the performance

gap between beamforming with distributed MRC and relay selection. Finally, in [47, 48]

the focus lies on the outage probability of opportunistic DF relaying. While [47] considers

Nakagami fading channels, the authors of [48] concentrate on co-channel interferences with

unequal power under the Rayleigh fading channels.

Cooperative protocols where the relay always forwards the signal from the source suffer

from a loss of spectral efficiency because there is no need to forward the information if

the destination is able to decode the signal from the direct link. In [49–51] cooperative

protocols are investigated, where a relay is picked to support the source-destination pair only

when necessary. Compared to traditional relay selection schemes, these strategies achieve a

higher bandwidth efficiency. The authors of [50] investigate selection relaying in a network

scenario with multiple simultaneous transmissions. They analyze the outage probability of a

simple and completely distributed relay selection scheme that requires some feedback. The

relays are only active to improve the reliability of the network when required, i.e., when the

channel conditions are bad. Their analysis is similar to [44] but they consider a network
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setting, where a single relay may support multiple source nodes. In [51] the authors finally

discuss the performance of opportunistic relaying protocols that employ simple packet level

feedback and strictly orthogonal transmissions. The feedback allows to decide when it is

beneficial to forward the signal and when not.

In [51–55] the notion of relay selection is generalized by allowing more than one relay

to assist a source-destination pair. A diversity multiplexing tradeoff analysis for this kind

of schemes is provided in [51]. The authors of [52] study the impact of CSI on the design

of cooperative transmission protocols employing DF relays. They assume that the source

possesses different amount of CSI and decides which subset of nodes should forward their

signals to the destination. Explicit expressions of the outage probability are developed for

three cooperative protocols that differ in the amount of available CSI at the source node.

In [54] the authors consider the problem of selecting a subset of relays that maximizes the

overall throughput. They determine the network diversity that is achieved by the selected

set and use this as a performance benchmark. Since the original problem is very difficult,

the authors increase the tractability by assuming that the relays employ partial DF relaying.

They then provide relay selection strategies that are based on further simplifications but yield

near-optimum expected rates for small number of selected relays. Finally, the authors of [55]

consider networks with parallel AF relays. They propose several relay selection schemes

that are suboptimal with respect to receive SNR but achieve full diversity. In contrast to

an exhaustive search delivering the optimal subset, the complexity of the proposed schemes

increases only linearly with the number of relays.

The relay selection schemes that have been considered so far mostly neglected the over-

head required to obtain CSI. For fading channels a lot of energy may, however, be required

to feedback CSI reliably to the relays. The authors of [56] consider a cooperative wireless

network where a set of DF relays forwards the information in parallel from source to des-

tination. They transmit training sequences to the destination and cooperate based on CSI

feedback. The energy consumption of the whole network is analyzed for the case that the

number of active relays varies with time as the channel changes. The authors propose the

optimal scheme in terms of energy consumption that selects a certain subset of relays. There

exists a tradeoff between the energy consumption for data transmission and the overhead for

CSI acquisition: Decreasing the energy consumption for data transmission by using more

(potential) relays increases the overhead for CSI acquisition and vice versa.

9



Chapter 1 Introduction

1.1.3 Beamforming

Coherent AF relaying schemes use instantaneous channel information to compute the gain

factors such that the signals from all relays add up coherently at the destinations. In [11, 25,

26] it has been shown that a finite number of relays can completely orthogonalize multiple

source-destination pairs in space. Apart from a distributed diversity and array gain, these

schemes are able to provide a distributed spatial multiplexing gain. The sum rate of the

whole network can thus scale linearly with the number of multiplexed streams.

A lot of work has been done in the field of MIMO AF relay networks [57–65]: The

gain matrix that maximizes the capacity between source and destination is found in [57,58].

The work in [59] is based on [57, 58] and jointly optimizes the precoding matrix at the

source and the gain matrix at the relays. The authors of [57] extend their work by comparing

their scheme to a selection of other relaying protocols in [60]. A scheme that combines di-

rect transmission from source to destination with transmission over the relay is investigated

in [61]. In [62] a relay network with multiple relays that employ an arbitrary number of an-

tennas is considered. The gain factors of all relays are jointly optimized using the generalized

singular value decomposition (SVD). In [63–65] the authors consider the same scenario as

in [57,58,60]. A joint optimization of the gain matrix at the relay and the decoding matrix at

the destination such that the mean squared error (MSE) of the received symbols is minimizes

in presented in [63]. In [64, 65] the authors investigate gain allocation schemes for the case

of partial CSI at the relays.

Gain allocation schemes for ad hoc and sensor networks have been presented in [12,25,66–

89]: In [25,66] the authors consider an ad hoc network with multiple single-antenna source-

destination pairs and either multiple single-antenna relays or a single multi-antenna relay.

The gain factors are computed such that all source-destination pairs are orthogonalized, i.e.,

inter-user interference is completely suppressed. The scheme is called multiuser zero-forcing

(MUZF) relaying and is able to achieve full spatial multiplexing gain. Another scheme

where the relays orthogonalize multiple source-destination pairs is presented in [12]. The

impact of noisy CSI on MUZF relaying has been investigated in [67, 68] and the extension

to relays that can exchange received signals in an arbitrary fashion is presented in [69].

In [70] the authors propose several optimization functions to determine the gain factors for

the case that there are more relays than necessary to orthogonalize the source-destination

pairs. They are optimized with respect to average sum rate, diversity, and fairness. In most

of the cases, there exists no closed-form solutions so that the relay gains are found using

numerical optimization techniques. The concept of MUZF relaying has been extended to

multi-hop wireless networks in [71]. A distributed gradient based gain allocation scheme
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that is capable of orthogonalizing multiple source-destination pairs in space is presented

in [72].

In [73–75] minimum mean squared error (MMSE)-based gain allocation schemes are pre-

sented. The authors of [73] consider an ad-hoc network with multiple source-destination

pairs and either several single-antenna relays or one relay with multiple antennas. The

scheme is shown to exhibit a diversity gain as well as a distributed spatial multiplexing

gain. In [74, 75] a slightly different scenario is considered. There, the network comprises a

single multi-antenna source-destination pair and several multi-antenna relays. The authors

of [76] consider the same system model as in [90], i.e., a single source-destination pair and

one relay, and propose a gain allocation scheme based on QR decomposition and phase con-

trol at the relays. It is shown to provide a distributed array gain and a receive array gain

while maintaining maximum spatial multiplexing gain. The authors compare the ergodic ca-

pacity of their scheme with zero-forcing (ZF) relaying and simple AF relaying as described

in [90]. In the succeeding work [77] they combine the scheme presented in [76] with ZF

in the source-relay or the relay-destination link. Finally, in [78], the authors analyze the

capacity and achievable gains of their proposed schemes.

The impact of noise correlation (e.g. due to common interference or noise accumulation

from previous hops) on the performance of relay networks with multiple sources, multiple

relays and a single common destination are investigated in [79]. The authors present a closed-

form expression for the relay gains that maximize the rate. They find that noise correlation is

beneficial, even if there is no knowledge about the correlation structure. However, knowledge

of the correlation can greatly improve the performance. In [80] the authors consider an ad

hoc network where multiple AF relays assisting the communication between several source-

destination pairs. They propose to build clusters of relays to reduce the overall amount of

overhead required to disseminate CSI among the relays. The gain factors that maximize

the minimum link rate are found with the help of semidefinite programming. Similarly,

in [81] the authors consider dividing the relays into two sets with different amount of CSI

and analyze the resulting network performance compared to the case where all relays possess

global CSI. A gain allocation scheme for an ad hoc network with AF relays that is robust

against relay phase noise is proposed in [82]. The authors use semidefinite programming

to find gain factors in a way that the system performance becomes robust against phase

fluctuations of the local oscillators (LOs) of the relays. In [83] the authors decompose the

two-hop relay channel into a cascade of MIMO X networks1. Based on this view, they

investigate corresponding signaling schemes, interference alignment, and relay selection. A

1In a MIMO X network, every transmitting node has a message for every receiving node [91].
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low-complexity relaying scheme, where the destinations only estimate the channel phases is

presented in [84]. After the relays have forwarded their signals on orthogonal subchannels,

the destinations use equal gain combining (EGC) to combine the signals. In [85] the authors

study beamforming approaches for the case that only second order statistics of the channels

are known. The authors of [86] propose a beamforming and power allocation algorithm that

achieves a distributed diversity gain and is based on local CSI at the relays only. A gain

allocation scheme that minimizing both the noise and interference at each destination node

is proposed in [87]. The gain factors are not available in closed-form, but can be found by

interior point methods. The relay gains in [88] are optimized jointly to maximize the received

SNR with both individual and total power constraint at the relays. The considered problem is

similar to [85], but with perfect CSI at the relays. The authors propose a distribute algorithm

that allows each relay to compute its own gain factor locally. Finally, in [89], three detectors

for sensory networks are proposed and compared: a channel inversion type detector, a MRC

type detector, and a biased maximum likelihood (ML) detector.

1.1.4 Two-Way Relaying

The typical approach to orthogonalize channel resources for half-duplex relays is to use time

division duplex (TDD). Reception and retransmission at the relays are orthogonalized by the

use of two orthogonal time slots. Hence, a bidirectional transmission between two nodes via

one half-duplex relay requires four time slots to exchange only two messages. To increase

the spectral efficiency of such a bidirectional communication, the authors of [92] propose a

scheme - known as ’two-way relaying’ - that reduces the number of time slots to from four

to two: In the first time slot both users transmit their messages simultaneously to the relay

(multiple access phase) and in the second time slot the relay transmits a combined version of

its two received signals to both nodes (broadcast phase). Since each user node knows its own

transmitted signal it can subtract the back-propagated self-interference prior to decoding. In

a full-duplex FDD system, the transmission from the nodes to the relay and from the relay

back to the nodes would take place at the same time, but on different frequency channels.

In [93] the authors provide achievable rate regions of the two-way relay channel for dif-

ferent cooperation strategies. Spectrally efficient communication protocols where a relay

assists the bidirectional communication between one or more source-destination pairs are

proposed in [66]. The impact of transmit CSI at the relay on the performance of two-way

relaying is investigated in [94]. The authors extend the scheme of [92] by considering a

network, where both users and the relay are equipped with multiple antennas. Two relaying

12



1.2 Capacity Scaling

schemes are compared: 1) the relay uses superposition coding and 2) the relay combines

both messages on bit-level using the XOR2 operation. They authors find that when transmit

CSI is used by the relay, the XOR-based scheme always leads to higher minimum user rates

than the superposition coding based scheme. Capacity regions and achievable sum rates of

coded bidirectional communication for half-duplex relays and various DF protocols are de-

rived in [95,96]. The authors of [97] investigate the use of network coding for bi-directional

communication with AF relays. A two-way relaying system with two users and an AF relay

is analyzed in [98]. The authors derive upper and lower bounds of the average sum rate

and find the optimal power allocation for the case that links between the users and the relay

are not equally strong. Furthermore, they consider the case where both users are equipped

with two antennas while the relays still employs only one antenna. It is shown that both

users can achieve a diversity order of two when using the Alamouti space-time block code.

In [99] the authors consider the case where the bidirectional communication between a single

source-destination pair is assisted by multiple relays. The relays encode their signals using

a distributed linear dispersion code before retransmission. Relaying protocols that use two,

three, and four time slots for one full transmission cycle, i.e., the exchange of two messages

between both users, are subsequently compared.

1.2 Capacity Scaling

The capacity scaling of cooperative communication networks indicates how many spatial

data streams it can support. This is an interesting aspect because it directly relates to the

supported data rate for each user. Early capacity scaling results for cooperative networks

were obtained for static topologies where the density of nodes per area is constant. It was

found that the capacity of sensory networks scales linearly with the logarithm of the num-

ber of users [100]. For ad hoc networks it has been shown that the total network capacity

increases linearly with the square root of the number of nodes [101–104]. Both results were

discouraging because they implied that the individual data rate for each user tends to zero

if the number of users is increases. In [105] it was, however, found that for mobile users

the total capacity scales linearly with the number of users. The per-user capacity thus stays

constant for increasing number of nodes.

Asymptotic scaling laws for relay networks with multi-antenna terminals are presented

in [11, 90] for time-synchronous nodes and in [106] for asynchronous nodes. The authors

2Exclusive OR.

13



Chapter 1 Introduction

consider a MIMO relay network where the relays possess local CSI, i.e., they know their

local channels to the source and the destination. It is shown that, asymptotically in the

number of relays and the number of relay antennas, the network capacity scales linearly

with the number of multiplexed streams and logarithmically with the total number of relay

antennas. This shows that both a multiplexing gain and a distributed array gain are achieved.

For the case that each relay employs a finite number of antennas, the distributed array gain

only corresponds to the number of relays. Furthermore, the authors consider a relay network

with a single multi-antenna source-destination pair and multiple relay terminals that have

no CSI. It is shown that, again asymptotically in the number of relays, the network can be

turned into a point-to-point MIMO link even with single-antenna relays. Consequently, the

capacity scales linearly with the number of multiplexed streams and logarithmically with the

SNR. The authors of [107,108] investigate the mutual information of a MIMO relay channel

without direct link for the case that the number of relay antennas goes to infinity. They find

the cumulants of the mutual information for the case of flat Rayleigh fading and a single AF

MIMO relay. In [109] and its extension [110] source and relay precoders that optimize upper

and lower bounds on the Gaussian MIMO relay channel capacity are derived for the case that

full CSI is available.

A different approach to the problem of capacity scaling in ad hoc and sensory wireless

networks can be found in [12,111,112]. The authors investigate the power efficiency in order

to find out how much power the nodes have to spend in order to maintain the same rate as in a

single-user system. In [113] the power efficiency is defined as the ratio between the capacity

(data rate) of the channel and the transmit power (energy rate). For ad hoc networks, where

multiple source-destination pairs communicate concurrently with the help of a set of relays,

the power efficiency is defined as the ratio between the sum of the mutual information and

the total power consumption of the network [12]. It is shown that by increasing the number

of nodes in the network, each user has to expend less power in order to support the same rate.

An interference network with two source-destination pairs and one full-duplex DF relay

is considered in [114, 115]. The authors provide an achievable rate region for the case that

both sources have messages for both destinations [114] and the case where each source only

has a message for its belonging destination [115]. In [116] the spatial multiplexing gain,

which characterizes the capacity scaling behavior, is investigated for theK-user interference

channel with a single MIMO relay. The authors show that the capacity scales with no more

than K
2

and find that at high SNR the direct link does not provide any additional degrees

of freedom. A similar scenario as in [116] is considered in [117]. However, the relay can

now observe the signal from one source only. The authors derive and analyze the achievable
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rate region for this case. Finally, in [118] sensory networks with either DF or AF relays

are investigated. The authors find closed-form expressions of the ergodic capacity for the

case that the relays forward on orthogonal channels to the destination. Capacity scaling for

non-regenerative multihop ad hoc networks is investigated in [119].

1.3 Diversity-Multiplexing Tradeoff

In MIMO wireless networks, a diversity gain and a spatial multiplexing gain can be obtained

simultaneously. But there is a fundamental tradeoff between how much of each type of gain

any coding scheme can extract [120,121]. The concept of DMT has been extended and inves-

tigated for cooperative wireless networks (e.g. [7,10,122–126]). In [122] the authors propose

protocols for several types of relay channels and characterize them using the DMT. The half-

duplex relay channel with multiple AF or DF relays, the cooperative broadcast channel, and

the symmetric multiple access scenario are considered. Furthermore, the authors propose

a new protocol called ’dynamic DF’, where the relay terminal listens to the source until it

can decode the message. It then re-encodes the message using an independent Gaussian

codebook and transmits it during the rest of the codeword. A static and a dynamic DF pro-

tocol are proposed for the single-relay channel in [123]. The dynamic DF protocol is based

on the one presented in [122] but uses superposition coding. Both protocols are analyzed

with respect to the DMT. Finally, the static DF protocol is extended to the case of multiple

relays. In [124] the authors consider an ad hoc network with multiple sources, relays, and

destinations. They examine the DMT for different network configurations and forwarding

protocols. It is shown that for full CSI at the relay, the CF protocol achieves the DMT up-

per bound for half-duplex as well as full-duplex relays in a MIMO relaying network. A

cooperative network with a multi-antenna source-destination pair and several single-antenna

AF relays is considered in [125]. The authors use the protocol described in [34] to find the

achievable DMT for this network. Finally, the authors of [126] derive the fundamental DMT

for a MIMO relaying network with either a full-duplex or a half-duplex relay. They show

that DF achieves the optimal DMT in case the relay is full-duplex. For a half-duplex relay,

the dynamic DF protocol proposed in [122] is shown to achieve the optimal DMT.

1.4 Hardware Imperfections

In order to build practical systems it is crucial to identify and understand the implications of

imperfect hardware on the system performance. This allows to

15



Chapter 1 Introduction

1. assess the performance of devised algorithms and protocols under more realistic con-

ditions and

2. to design algorithms, protocols, and schemes to mitigate the degrading effects of prac-

tical hardware imperfections.

Understanding hardware imperfections and their impact on the performance of practical sys-

tems is an important step towards building them. A good overview of some of the most

important impairments of the analog radio frequency (RF) hardware in a wireless commu-

nication system is given in [127]. The authors discuss the mechanisms behind aperture and

clock jitter, phase noise, I/Q imbalance, and non-linearity of the high power amplifier and

their effects on the system performance. Further hardware imperfections commonly dis-

cussed in current literature include carrier frequency and time synchronization offsets. Both

are the result of LO frequency errors because the carrier frequency as well as the signal clock

are derived from the local LO reference. Due to hardware imperfections, practical LOs oscil-

late at a frequency that is slightly different from the desired one. In networks with multiple

distributed nodes this leads to individual carrier frequency offsets and the timing of the nodes

will drift apart over time. In order to allow for efficient communication, a frequent time and

frequency synchronization is therefore generally required.

Methods for distributed carrier frequency synchronization in cooperative wireless net-

works are discussed for example in [128, 129]. The impact of carrier frequency offsets on

the network performance is investigated in [130–137]. The authors of [138] discuss time

synchronization in distributed networks with DF relays and in [139–141] time synchroniza-

tion errors in cooperative networks are analyzed. The individual distances between multiple

distributed nodes have a similar impact on system design and performance as time synchro-

nization errors because they lead to different propagation delays (e.g. [142–145]). Finally,

the joint impact of time and frequency synchronization errors are discussed for example

in [146–149].

1.5 Real-World Demonstrators

Although the field of cooperative communication has drawn a lot of attention, most results

are of theoretical nature. There has not been much work on real-world demonstrators and

practical implementations. Only a few institutions possess the measurement hardware with

which cooperative wireless networks can be demonstrated. The most prominent are:
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• MIT’s Commodity Hardware Demonstrator: This is a low-complexity coopera-

tive diversity demonstrator that has been built with commodity hardware at the Mas-

sachusetts Institute of Technology (MIT) in 2006 [150]. A low-cost embedded, soft-

ware defined radio was designed and implemented with cheap hardware. In the con-

ducted experiments, three relay nodes assisted the communication between a single

source-destination pair in an indoor environment. The simple opportunistic relaying

protocol proposed in [40] was implemented. The experiments confirmed that the relia-

bility of the data transfer improved compared to conventional (non-cooperative) com-

munication.

• OpenAirInterface: The Mobile Communications Department at EURECOM created

a project named ’OpenAirInterface’ [151]. It comprises a platform that can be used to

conduct real-time experiments in realistic cellular and mesh network topologies. The

architecture configuration that can be used for measurements in cooperative mesh net-

works is called ’OpenAirMesh’ [152]. It is built to perform experiments in WiMAX

and UMTS LTE like networks and employs a MIMO–OFDMA physical layer. The

current terminals operate at a carrier frequency of 1.9 GHz – 1.92 GHz and support

a bandwidth of 5 MHz. Two transmit/receive antennas can be employed. A planned

extension to the current hardware comprises a new RF chain with a tuning range of

180 MHz – 8 GHz and a maximum baseband channel bandwidth of 20 MHz. Fur-

thermore, four antennas will be supported. Application examples for OpenAirMesh

are [152]:

– Investigation of the practicality of interference aware scheduling and interference

cancellation.

– Investigation of practical issues connected to the realization of wireless dis-

tributed relaying, e.g. synchronization.

– Demonstration of broadband ad hoc communication systems and of collaborative

communication in a sensor network.

• Easy-C Project: The EASY-C project is a research project that aims at developing

key technologies for the next generation of cellular networks [153]. It is funded by the

German Federal Ministry for Education and Research and is led by Deutsche Telekom,

Vodafone, the Vodafone Chair Mobile Communications Systems at Technische Uni-

versität Dresden, and the Fraunhofer Institute for Communications, Heinrich-Hertz

Institute. One part of the project is the development of a cellular testbed [154] to imple-

ment and evaluate multi-antenna techniques and multi-cell signal processing such as
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cooperative and non-cooperative relaying, interference coordination and interference

cancellation. The physical layer of the testbed is based on 3GPP LTE project [155]. It

will be operated in FDD mode at 2.67GHz – 2.69GHz for the downlink and 2.52GHz –

2.54 GHz for the uplink.

• RACooN Lab: The RACooN Lab is a measurement laboratory that is available at the

Institute for Communication Technology at ETH Zurich [156]. It can be used to

– measure (distributed) MIMO channels without antenna switching,

– emulate and evaluate the performance of distributed wireless networks.

Chapter 7 of this Thesis elaborates on the RACooN Lab and presents experiments that

have been conducted (see also [157]).

1.6 Contribution and Outline

In this work, several important aspects of wireless relaying networks are investigated. The

focus lies on ad hoc networks with AF relays. In the most general case there are multiple

source-destination pairs and several relays to assist the communication. Chapter 2 presents

the overall system model and notation that will be used throughout this work. The system

topology and channel model are introduced in Sections 2.1 and 2.2, respectively. Section 2.3

discussed the impact of unknown LO phases on the signaling. The ’equivalent’ channels are

defined as the concatenation of propagation channels and phase rotations due to LO phase

offsets of the nodes. In Section 2.4 four traffic patterns and the corresponding input/output

relations are presented. They differ in the utilization of the direct link between sources and

destinations. A reference scenario for which the system SNR is defined is introduced in

Section 2.5. The average sum rate acts as an important figure of merit in subsequent chapters

because it reflects the overall system performance. For the sake of completeness it is shortly

introduced in Section 2.6.

Chapter 3 investigates hardware imperfections at the relays in cooperative, wireless two-

hop networks. The focus lies on AF relaying, where the received signals are retransmitted

after linear filtering. A selection of the most important RF impairments that have a special

impact on two-hop relaying systems will be discussed. These are LO frequency offsets, LO

phase noise, and I/Q imbalance. Section 3.1 introduces the block diagram of a relay, high-

lighting the hardware components that are affected by the considered LO imperfections. It

forms the basis for Section 3.2, where a detailed discussion of the performance of AF relay-

ing in the presence of LO frequency errors and phase noise is presented. The former leads
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to a sampling time and carrier frequency offset. Both effects are studied in Section 3.2.1.

Network timing is another important aspect that is affected by an LO frequency error. The

reduction of the overall data rate in the presence of a network timing error is also analyzed in

Section 3.2.1. Section 3.2.2 deals with phase noise at the relay. A model that is commonly

used to describe the random phase variations of an LO is the so-called Wiener phase noise.

It characterizes the phase fluctuation of a free-running oscillator that is perturbed by white

noise as Wiener-Lévy process. The phase increments are independent, zero-mean, Gaussian

random variables with a variance that increases linearly with the time between two observa-

tions. In Section 3.2.3 the impact of the LO phase and frequency errors on the input/output

relation of two-hop AF relaying is investigated. It turns out that FDD and TDD relays are

affected differently by the LO impairments. The implications of the presented imperfections

for both types of relays are analyzed in detail. This leads to important design guidelines

for the implementation of a practical cooperative network. The results of Section 3.2 have

been published at VTC Spring 2010 [158]. Section 3.3 finally investigates the impact of I/Q

imbalance at a relay on the signal at the destination. The received signal, self-interference,

and noise power are discussed qualitatively.

Channel estimation in an ad hoc network is investigated in Chapter 4. In Section 4.1 it

will be shown that the direction in which the channels are measured has an impact on the es-

timates (even if they are noiseless). Based on this observation, it turns out in Section 4.2 that

in some cases a global phase reference is required for a certain set of nodes in order to allow

for coherent forwarding. The following question is answered: Which nodes in a two-hop

relaying network require a global phase reference so that coherent distributed beamforming

is possible? To this end, a framework is derived to determine the phase synchronization

requirements. All four traffic patterns introduced in Section 2.4 are investigated regarding

this issue for the case that the single-hop channels are estimated in different directions. The

results of this section have been presented at Globecom 2009 [159]. Thoughts on the chan-

nel update rate are given in 4.3. In Section 4.4 four channel estimation protocols that obtain

global CSI in a two-hop network without direct link are identified. They differ in the direc-

tion in which the single-hop channels are measured. The quality of their estimates in the

presence of additive signal noise and phase noise is compared with respect to the accuracy

of the gain factors that can be computed from them.

Chapter 5 discusses the phase synchronization of the relays in a distributed wireless net-

work. Section 5.1 shows how a common beacon signal can alleviate the degrading effect

of relay phase noise on the network performance. In Section 5.2 phase noise is then disre-

garded. A simple scheme to provide a global phase reference for multiple relays is presented
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in Section 5.2.1. It was first published at SPAWC 2007 [160] and is based on a master/slave

architecture where one node is assigned master, all others are slaves. The impact of additive

noise and phase noise on the quality of the phase synchronization and on the performance of

MUZF relaying has then been studied in [133]. A slightly different approach than [160] has

been presented by other authors in [161]. The scheme is shortly revisited in Section 5.2.2 for

the sake of completeness. It is also based on a master/slave architecture but has the disadvan-

tage that neither frequency nor antenna diversity can be exploited. Based on a simple exam-

ple with a single source, multiple relays and a remote destination, the performance of both

schemes is compared in Section 5.2.3. Section 5.2.4 finally evaluates the phase error result-

ing from an imperfect phase synchronization (due to phase noise and additive signal noise)

with the scheme of [160]. It turns out that it can be modelled as a Gaussian random variable

for SNR values that are relevant for practical applications. The results of Section 5.2.4 have

originally been published at Globecom 2007 [133].

Two gain allocation schemes for coherent, wireless relaying in ad hoc networks with

single-antenna source-destination pairs are presented in Chapter 6. All relays are subject

to an instantaneous sum transmit power constraint, which is introduced in Section 6.1. In

Section 6.2 the first gain allocation scheme, called MUZF relaying, is presented. It orthog-

onalizes all source-destination pairs in space. The gain factors are computed for two of the

four traffic patterns introduced in Section 2.4 and different channel estimation protocols dis-

cussed in Section 4.4. The concepts originally presented in [25,69] are extended in the sense

that the unknown and random LO phases of all nodes are taken into account. Section 6.3

then presents multiuser MMSE relaying as published at Asilomar Conference on Signals,

Systems & Computers in 2005 [73]. The gain factors are computed such that the MMSE of

the received symbols at all destinations is minimized. Numerical simulation results of the

impact of relay imperfections on the performance on MUZF and multiuser MMSE relaying

are presented in Section 6.4. The discussed imperfections are noisy CSI, relay phase noise,

and a phase synchronization error (in those cases where a phase synchronization is required).

Chapter 7 finally introduces the RACooN Lab, which is a real-world demonstrator for dis-

tributed wireless networks. A general description of the equipment is provided in Section 7.1.

It explains the basic functionality and gives an overview over important system characteris-

tics. Some basics about system operation and features are also provided. In Section 7.2 some

selected system characteristics are explained in more detail. The system transmit power and

a switchable analog power gain are highlighted in Sections 7.2.1 and 7.2.2, respectively. Sec-

tion 7.2.3 discusses the implications of a selection of hardware imperfections on the system

operation. The focus lies on an inherent system delay and LO phase noise. Both effects
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have to be taken into account in order to produce reliable measurement results. Section 7.3

presents the result of a channel measurement campaign that has been conducted in a typi-

cal laboratory environment. The RACooN Lab is able to measure ’real’ MIMO channels,

i.e., no antenna switching or time duplexing is necessary. The scenario consisted of four

receivers and four transmitters and represented a network with two source-destination pairs

(transmitters) and four relays (receivers), where all channels are estimated at the relays.

Concatenating two point-to-point channels delivers the compound source-destination chan-

nel. The measured channel impulse responses have been used to evaluate the performance

of MUZF relaying in a real-world environment. This work was published at VTC Spring

2005 [162]. The root-mean-square (rms) delay spread and coherence bandwidth are further-

more computed from the estimated two-hop channel transfer functions. This knowledge is

then used in Section 7.4, where the implementation of MUZF relaying on the RACooN Lab

is described. The results show its interference rejection capabilities on a real-world demon-

strator, i.e., in the presence of hardware imperfections and without a global phase reference.

The results have originally been published in at PIMRC 2008 [157].
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Chapter 2

System Model

This chapter introduces the overall system model and the notation that will be used in this

work. Consider a distributed wireless multi-user network, where multiple source-destination

pairs communicate with the help of dedicated AF relay terminals. The system topology is

presented in Section 2.1. In Section 2.2 the channel matrices and the model for all point-

to-point channels are introduced. In a distributed wireless network it makes sense to assume

that each terminal employs its own, independent LO. Consequently, each LO exhibits an

unknown and random phase offset with respect to a global reference. Section 2.3 introduces

these phase offsets to the system model. They enter the signal during the mixing operations

(e.g. [163]) and can therefore be included into the channel. Throughout this work, the com-

bination of propagation channel coefficient and phase rotation due to LO phase offsets will

be called equivalent channel.

Four different traffic patterns are identified in Section 2.4. They differ in the utilization of

the direct link between sources and destinations. The input/output relation for all four traffic

patterns turns out to be independent of the LO phases of the relays under the following

assumptions:

1. The gain matrix is fixed.

2. The LO phase offsets at the relay terminals remain constant during the time between

reception and retransmission.

3. All antennas at a relay have the same phase reference.

The second requirement is related to phase noise. It states that the phase jitter at the LOs

has to be negligible during the time between reception and retransmission of the signal at the

relays. The last requirement will probably be met in most relaying scenarios because it is

likely that each terminal has only one LO.
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In order to be able to compare the performance of different channel estimation protocols,

gain allocation schemes or traffic patterns, it is necessary to define the SNR of the system.

This is done in Section 2.5. Since additive noise perturbs the signal at the relays as well

as at the destination, there is no closed-form expression for the SNR in the generic two-

hop network. Instead, a simple reference scenario is introduced. The system SNR is then

defined based on this reference scenario. Finally, the average sum rate, which will be an

important figure of merit for the gain allocation schemes discussed in Chapter 6 is introduced

in Section 2.6.

2.1 System Topology

Consider a distributed wireless network where the same number of sources and destinations

communicate with the help of NR linear AF relay nodes. Each source wants to communi-

cate with a single, dedicated destination terminal, together forming a source-destination pair.

All in all there are NSD source-destination pairs. The sources operate in spatial multiplex-

ing mode, i.e., all data streams are mutually independent. It is assumed that the relays are

not able to transmit and receive at the same time (half-duplex constraint). Consequently, a

transmission cycle consists of two time slots: one for the ’first-hop’ transmission from the

sources to all relays and one for the ’second-hop’ transmission from the relays to the desti-

nations. Additionally, the ’direct link’ constitutes the transmission from the sources to the

destinations (see Fig. 2.1). Without going further into detail, it is assumed that the nodes

are synchronized on a time slot basis. Papers addressing the issue of synchronizing multiple

distributed nodes in a wireless network are for example [164, 165]. The achieved accuracy

in networks of about 40 to 60 nodes is a couple of microseconds. The number of anten-

nas employed by source k, relay l, and destination m are denoted by MSk , MRl , and MDm ,

respectively. Consequently, the total number of source, relay, and destination antennas is

MS �
NSD�
k�1

MSk , MR �
NR�
l�1

MRl, and MD �
NSD�
m�1

MDm , (2.1)

respectively. The relays coherently amplify the signals they receive from the sources by

multiplying them with complex gain factors prior to retransmission. All gain factors are

collected in the gain matrix G � CMR�MR . The structure of G is determined by the

cooperation between relay antennas, where ’cooperation’ means the exchange of received

signals. When, for example, relay antenna j is aware of the receive signal of relay antenna

i, the entry G�i, j� may be nonzero. If there is no cooperation between two relay antennas
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Fig. 2.1: Two-hop system configuration with half-duplex relays.

the corresponding entries of the gain matrix are zero. For the rest of this work it is assumed

that all antennas belonging to the same relay are able to exchange data while there is no data

exchange between relays. Consequently, the gain matrix is block diagonal. In the special

case that all relays employ a single antenna only G is diagonal.

2.2 Channel Model

All channels are assumed to be mutually independent and frequency flat. They are subject to

Rayleigh fading, i.e., the channel coefficients are complex Gaussian random variables with

circular symmetric probability density function. The whole system features three different

propagation channels with the following coefficients:

• HSR�l, k� � hSkRl
� CN �0, σ2

h�: Channel coefficient from source antenna k �
	1, . . . ,MS
 to relay antenna l � 	1, . . . ,MR


• HRD�m, l� � hRlDm
� CN �0, σ2

h�: Channel coefficient from relay antenna l to desti-

nation antenna m � 	1, . . . ,MD

• HSD�m, k� � hSkDm

� CN �0, σ2
h�: Channel coefficient from source antenna k to

destination antenna m

The matrices HSR � CMR�MS and HRD � CMD�MR are the first-hop and second-hop channel

matrices, respectively. HSD � CMD�MS denotes the direct link channel matrix. The propaga-

tion environment is assumed to be quasi-static, i.e., the channels are constant during at least
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one transmission cycle while different channel realizations are mutually independent (block

fading).

2.3 Local Oscillator Phases and Equivalent Channels

All terminals in the system as shown in Fig. 2.1 are independent, stand-alone nodes. It is

sensible to assume that each of them employs its own LO that exhibits an unknown and

random phase offset with respect to a global reference. Assume that the nodes A and B

employ a single antenna only and their LOs are mutually independent. Let h be the complex-

valued coefficient of the frequency-flat propagation channel between them. The LO phase

offsets of nodes A and B at a certain point in time are denoted by ϕA and ϕB, respectively.

Then, the ’equivalent channel coefficient’ from A to B is

�hAB � hABe
j�ϕA�ϕB�. (2.2)

It comprises the propagation channel as well as the phase rotations due to the LO phase

offsets of the nodes. The latter are introduced to the signal during the mixing operation.

With positive sign when mixing from baseband to passband and with negative sign when

mixing from passband to baseband (e.g. [163]).

Consider now the system configuration depicted in Fig. 2.1 and let ϕSk
, ϕRl

, and ϕDm de-

note the current LO phase offset of source antenna k, relay antenna l, and destination antenna

m, respectively. The equivalent channel coefficients from source antenna k to destination an-

tenna m, from source antenna k to relay antenna l, and from relay antenna l to destination

antenna m are then given by

�hSkDm
� hSkDm

e
j
�
ϕSk

�ϕDm

�
, (2.3)�hSkRl

� hSkRl
e
j
�
ϕSk

�ϕRl

�
, (2.4)

and �hRlDm
� hRlDm

e
j
�
ϕRl

�ϕDm

�
, (2.5)

respectively. With the diagonal matrices

ΦS :� diag
�
ejϕS1 , . . . , e

jϕSNSD

�
, (2.6)

ΦR :� diag
�
ejϕR1 , . . . , e

jϕSNR

�
, (2.7)

and ΦD :� diag
�
ejϕD1 , . . . , e

jϕDNSD

�
, (2.8)
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the ’equivalent channel matrices’ are defined as

�HSD :� ΦH
DHSDΦS, (2.9)�HSR :� ΦH
RHSRΦS, (2.10)

and �HRD :� ΦH
DHRDΦR. (2.11)

They comprise the channel matrices as well as the phase rotations due to the LO phases of

the respective transmitter and receiver.

2.4 Traffic Patterns and Input/Output Relation

Due to the half-duplex constraint, a two-hop transmission cycle requires two time slots. Let

s�i� � CMS denote the vector comprising the transmit symbols of all source antennas in

time slot i � 	1, 2
. It is assumed that the sources do not have any channel knowledge and

distribute their transmit power equally among all MS antennas. Since they are in spatial

multiplexing mode, the covariance matrix of the transmit vector is Es

�
s�i�s�i�H

� � σ2
sIMS

.

The total transmit power of all sources is then given by

PS �MSσ
2
s . (2.12)

Fig. 2.2 shows block diagrams of the direct link and the two-hop link between sources and

destinations. The vectors n
�i�
R � CN �

0, σ2
nR

INR

�
and n

�i�
D � CN �

0, σ2
nD

INSD

�
comprise

the additive white Gaussian noise (AWGN) samples in time slot i at the relays and destina-

tions, respectively. In the following, four two-hop traffic patterns are described within the

framework of the system model. They differ in the utilization of the direct link.

• Traffic Pattern I: In the first time slot, the sources transmit to all relays and destina-

tions. In the second time slot, the sources and relays transmit to the destinations.

• Traffic Pattern II: The sources transmit to relays and destinations in the first time

slot. While the relays retransmit in the second time slot, the sources are silent. This

traffic pattern might be used in a scenario where the sources receive data from other

terminals in the second time slot and are thus not able to transmit.

• Traffic Pattern III: In the first time slot, the sources transmit only to the relays. In

the second time slot, both the sources and relays transmit to the destinations. This

traffic pattern might be used in a scenario where the destinations transmit data to other

terminals in the first time slot thus not being able to receive.
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Fig. 2.2: Block diagram of the direct link and the two-hop link between sources and
destinations.
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2.4 Traffic Patterns and Input/Output Relation

Table 2.1: Summary of traffic patterns I – IV; A�B denotes the case that terminal A trans-
mits to B.

Traffic Pattern Time slot 1 Time slot 2

I S�	R,D
 	S,R
 �D
II S�	R,D
 R �D
III S�R 	S,R
 �D
IV S�R R �D

• Traffic Pattern IV: The direct link is not utilized at all. This corresponds to pure two-

hop relaying which may be relevant for situations where the source-destination link is

blocked.

Note that traffic patterns II an III were first proposed in [10] and [166], respectively. Traf-

fic pattern I was later introduced in [167]. Table 2.1 summarizes all four traffic patterns.

Subsequently, the input/output relation for traffic pattern I is derived. The input/output rela-

tions for traffic patterns II – IV can be readily computed from the result.

In the first time slot, the symbols in s�1� are transmitted over the equivalent first-hop chan-

nel and the equivalent direct link channel to the relays and destinations, respectively. The

vectors of received symbols at relays and destinations are

r � �HSRs�1� � n
�1�
R (2.13)

and d
�1�
I � �HSDs�1� � n

�1�
D . (2.14)

Prior to retransmission, r is multiplied with the gain matrix G. In the second time slot, the

relay transmit signal is passed through the equivalent second-hop channel to the destinations

while the sources transmit s�2�. The received signals at the destinations in time slot two are

stacked in the vector

d
�2�
I � �HRDGr� �HSDs�2� � n

�2�
D �

� �HRDG
��HSRs�1� � n

�1�
R

�
� �HSDs�2� � n

�2�
D . (2.15)

The matrix

�HSRD � �HRDG�HSR (2.16)
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is called ’equivalent two-hop’ channel matrix. It describes the two-hop channel from the

sources via the relays to the destinations1. Assume that the carrier phase offset is the same

for all antennas of a relay because a single LO is employed to provide all oscillations. If

the relay phases are furthermore constant for the duration of the whole transmission cycle

(comprising two time slots), the relay phase matrices ΦR and ΦH
R in �HSRD cancel and the

equivalent two-hop channel matrix becomes

�HSRD � ΦH
DHRDGHSRΦS. (2.17)

A discussion of the impact of a frequency offset and phase noise at the relays on the equiva-

lent channel between sources and destinations is given in Chapter 3.

The input/output relation for traffic patterns II – IV are derived from (2.14) and (2.15) by

setting either s�2� or d�1� or both to zero:

• Traffic Pattern II: For traffic pattern II, the direct link is only used in the first time

slot. Since the sources are silent in the second time slot, i.e. s�2� � 0, the destinations

receive

d
�1�
II � �HSDs�1� � n

�1�
D (2.18)

d
�2�
II � �HRDG

��HSRs�1� � n
�1�
R

�
� n

�2�
D (2.19)

in the first and second time slot, respectively.

• Traffic Pattern III: For traffic pattern III, the destinations do not receive in the first

time slot. This means that the direct link is only used in the second time slot. Conse-

quently, d�1�
III � 0 and d

�2�
III is the same as d

�2�
I in (2.15):

d
�1�
III � 0 (2.20)

d
�2�
III � �HRDG

��HSRs�1� � n
�1�
R

�
� �HSDs�2� � n

�2�
D (2.21)

• Traffic Pattern IV: The direct link is not used at all for traffic pattern IV. Conse-

quently, the input/output relation is derived from (2.14) and (2.15) by setting d
�1�
IV � 0

and s�2� � 0:

d
�1�
IV � 0 (2.22)

d
�2�
IV � �HRDG

��HSRs�1� � n
�1�
R

�
� n

�2�
D (2.23)

1Please recall that the transmission from sources via relays to destination requires two time slots.
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2.5 Reference Scenario and Definition of the SNR

The average receive SNR of the network is defined by introducing a very simple reference

scenario. It comprises MS single-antenna source-destination pairs that communicate in a

TDD manner. The instantaneous SNR in each time slot is given by

SNR � Es

��h 
 s�2�
En

��n�2� � �h�
2 
 2σ2

s

σ2
n

, (2.24)

where h � CN �0, σ2
h�, s � CN �0, 2σ2

s �, and n � CN �0, σ2
n� are the channel coefficient,

the transmit symbol and the AWGN noise sample, respectively. Note that the factor 2 in the

variance of s is used for normalization. The average receive SNR is then

SNR � Eh �SNR� � 2σ2
hσ

2
s

σ2
n

. (2.25)

The value for σ2
s leading to a certain SNR in (2.25) is then used in the multi-user scenarios

to deliver a value of the respective figure of merit at this average SNR. One transmission

cycle of the reference system, i.e. MS time slots, then consumes a total transmit power of

MS 
 2σ2
s :� 2PS.

2.6 Average Sum Rate

Let R
�s�
X , R�i�

X , and R
�n�
X denote the signal-, interference-, and noise covariance matrices at a

certain destinationm for traffic pattern X � 	I, II, III, IV
. Then, the mutual information for

this source-destination pair is [168]

IX �
1

2
log2 det

�
IMDm

�
�
R

�i�
X �R

�n�
X

��1

R
�s�
X

	
. (2.26)

The pre-log factor 1
2

comes from the fact that a two-hop transmission cycle comprises two

time slots. Averaging the mutual information over the channel realizations delivers the aver-

age rate for source-destination pairm. The sum of the average rates for all source-destination

pairs finally yields the average sum rate.
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Chapter 3

Implementation Issues

Wireless communication systems exhibit an inherent dilemma. A high network performance

is desirable while at the same time the mobile devices are supposed to be cheap and have a

low power consumption. In particular, for relays and sensors in cooperative networks, price

and battery life are crucial design goals. However, cheaper hardware components generally

suffer from more severe impairments that in turn lead to a performance degradation. In order

to build practical systems it is thus important to identify and understand the implications

of imperfect hardware on the network. This allows to assess the performance of devised

algorithms and protocols under more realistic conditions and to design methods to mitigate

the perturbing effects of practical hardware components. Understanding hardware imperfec-

tions and their impact on the performance of a practical system is therefore an important step

towards building it.

In this chapter the impact of hardware imperfections at the relays on cooperative, wireless

two-hop networks is investigated. The focus lies on AF relaying, where the received signals

are retransmitted after linear filtering. A selection of the most important RF impairments that

have a special impact on two-hop relaying systems is discussed in the following. These are

LO frequency offsets, LO phase noise, and I/Q imbalance. While TDD relays orthogonal-

ize the first-hop and second-hop links in time (half-duplex), FDD relays orthogonalize them

in frequency (full-duplex). For this reason, both types of relays introduce different errors to

their forwarded signals. It turns out that networks employing half-duplex relays mainly suffer

from phase noise during the time between reception and retransmission. In contrast to that,

full-duplex relays introduce frequency offsets to the forwarded signals. They furthermore

suffer from phase noise during the time between channel estimation and data transmission.

If their forwarded signals are to combine coherently at the destination antennas, FDD re-

lays require a global phase reference or frequent channel estimation even the propagation

environment remains constant.
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Fig. 3.1: Schematic of an AF relay with a single antenna.

The rest of this chapter is organized as follows: Section 3.1 introduces the relay block

diagram and notation for Section 3.2, where the impact of an LO frequency offset and phase

noise at the relay on the system performance is investigated. Section 3.3 then discusses I/Q

imbalance at the relay and analyses its impact on the received signal at the destination.

3.1 Relay Block Diagram

Consider a simple distributed network with a single source-destination pair and one AF re-

lay. For the introduction of the system model it is assumed that all hardware components are

perfect (reference system). The nominal parameters of the reference system are in the fol-

lowing indicated by an overline (e.g. f s denotes the reference sampling frequency). Fig. 3.1

shows a schematic of the relay, where all components that are not affected by the discussed

imperfections are omitted. These are, e.g., the preselection filter, low noise amplifier (LNA)

and baseband amplifiers in the receive branch and the power amplifier and bandpass transmit

filter in the transmit branch. The two depicted antennas represent the same physical antenna

that is used for both reception and transmission. A direct conversion architecture is assumed

in both the receive and transmit branch because it is of less complexity and exhibits a lower

power consumption than super-heterodyne architectures (e.g. [169]). These two properties

are important qualities of simple relays in ad-hoc or sensor networks.

The following investigations are based on the assumption that all oscillations in a node

are generated by its LO. The carrier frequency in the first-hop transmission from source to
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3.1 Relay Block Diagram

relay is denoted by f
�1�
RF and the carrier frequency in the second-hop transmission from relay

to destination by f
�2�
RF. The LO of the relay runs at frequency fLO and is used to generate

both carrier frequencies locally using frequency synthesizers with parameters c�1�RF and c�2�RF

(e.g. [170]):

f
�1�
RF � c

�1�
RF 
 fLO, c

�1�
RF � Q, (3.1)

f
�2�
RF � c

�2�
RF 
 fLO, c

�2�
RF � Q. (3.2)

The mixer in the receive branch uses f
�1�
RF to shift the signal from passband to baseband.

Low-pass filtering of the mixer output delivers the continuous-time complex baseband signal

zrx�t�. It is sampled in the analog to digital converter (ADC) at a rate of

f s � cs 
 fLO, cs � Q (3.3)

The resulting complex baseband samples are zrx�n� � zrx�nT s�, where T s � 1�f s. The sub-

sequent delay will be called ’processing time’. It represents the total time between reception

and retransmission and is defined as integer multiple of the sampling period T s, i.e.

T p :� p 
 T s, p � N. (3.4)

For full-duplex FDD relays, T p is zero and for half-duplex TDD relays it represents the

orthogonalization of first-hop and second-hop transmission in time. The samples are subse-

quently fed to the discrete-time digital gain filter with impulse response

g�n� �
Q�
q�1

gqδ �n� q� . (3.5)

The computation of the complex-valued filter coefficients gq is subject to system design and

not treated in this chapter. Note, however, that the filter coefficients depend on the sampling

rate. Filtering with the pulse shape a�t� in the digital to analog converter (DAC) yields the

continuous-time transmit signal ztx�t�. The impulse response of the discrete-time digital gain

filter, i.e. g�n�, and a�t� can be combined into a single filter with continuous-time impulse

response

ga�t� � g�n� � a�t�. (3.6)

Finally, the signal ztx�t� is shifted from baseband to the carrier frequency f
�2�
RF in the up-
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conversion mixer. For TDD relays the carrier frequencies of both links are identical, i.e.

f
�1�
RF � f

�2�
RF, and for FDD relays they are different, i.e. f

�1�
RF � f

�2�
RF.

3.2 LO Imperfections

Several impairments are caused by the frequency offset and phase noise of an imperfect LO

at an AF relay. In Section 3.2.1 the sampling time offset, carrier frequency offset, and timing

error resulting from an LO frequency offset are introduced and discussed. LO phase noise

is investigated in Section 3.2.2 and in Section 3.2.3 the impact of these imperfections on

AF relaying is treated. Some of the results presented in this section have originally been

published in [158].

3.2.1 LO Frequency Offset

In the following it is assumed that the LO frequency at the relay can be written as

fLO � fLO �1� ε� , (3.7)

where ε � R is a measure for its frequency inaccuracy.

3.2.1.1 Sampling Time Offset

A sampling time offset occurs in the ADC of the receive chain. It can be split into a constant

component, a random offset (jitter), and a sampling frequency offset. It turns out that neither

a constant sampling time offset nor a sampling frequency offset at the relay have an impact

on its retransmitted signal (as long as the sampling theorem is fulfilled). Jitter, however,

leads to random amplitude errors in the digital signal and thus reduces the achievable SNR

of the ADC (see e.g. [127] and references therein).

Assume that the sampling clock is derived by up-converting the local reference oscillation

of frequency fLO by the factor cs. The sampling frequency is then given by

fs � cs 
 fLO � �1� ε� f s. (3.8)

It has to be chosen large enough to guarantee that the sampling theorem is fulfilled in the

presence of an LO frequency offset. Let furthermore ν denote a constant sampling time
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3.2 LO Imperfections

offset. In the absence of jitter, the complex baseband receive signal zrx�t� is thus sampled at

time instances nTs � ν, where Ts � 1�fs and n � N. The (periodic) frequency spectrum of

the resulting discrete-time signal zrx�n� � zrx �nTs � ν� is given by

Zrx�k� �
��

k���
Zrx

�
f � k

Ts

	
e
�j2πν k

Ts , (3.9)

where Zrx�f� is the Fourier transform of zrx�t�. Equation (3.9) reveals that the constant

sampling time offset leads to a shift of the signal phase by �2πν k
Ts

. For k � 0, i.e. in

baseband, this phase shift is zero. Since the gain filter ga�t� given in (3.6) possesses a low-

pass characteristic, the sampling time offset ν does not change the transmit signal of the relay.

Furthermore, the continuous-time signal can be perfectly reconstructed from the sampled

signal as long as fs fulfills the sampling theorem.

3.2.1.2 Carrier Frequency Offset

Since the carrier frequencies used in the mixers are generated from fLO, they are given by

f
�1�
RF � c

�1�
RF 
 fLO � f

�1�
RF �1� ε� (3.10)

f
�2�
RF � c

�2�
RF 
 fLO � f

�2�
RF �1� ε� , (3.11)

where c�1�RF and c�2�RF are the same as in (3.1) and (3.2). With respect to the references f
�1�
RF and

f
�2�
RF, the locally generated carriers thus exhibit a frequency error of εf

�1�
RF and εf

�2�
RF.

3.2.1.3 Timing Error

In order to operate multiple distributed nodes in a cooperative scheme, they have to follow a

predefined schedule. Each participating terminal has to know when to transmit and when to

receive. This requires a time synchronization on a time slot basis and a specified transmission

cycle. In the presence of LO frequency offsets, the clock reference will be different for each

node in the network. As a consequence, the timing drifts apart so that guard intervals at the

beginning and at the end of each transmit burst have to be inserted. Furthermore, a regular

resynchronization of the network becomes necessary in order to maintain proper operation.

Time synchronization in a distributed network is a difficult task that is out of the scope of

the present work. So, without elaborating, it is assumed that perfect time synchronization

of all nodes in the network is achieved at a certain point in time. The network has to agree

37



Chapter 3 Implementation Issues

trx � 0
T b

. . .

. . .

. . .

. . .

. . .Source transmit

receive

Relay process

transmit

Destination receive

1

1

1

1

1

b

b

b

b

τ

p

ttx

Fig. 3.2: Time chart for a two-hop traffic pattern with a single relay.

on a reference burst length T b and a relay processing time T p (as defined in (3.4)) in order

to operate in a two-hop traffic pattern that comprises first-hop and second-hop transmission.

The processing time has to be chosen large enough that all relays have finished processing

their received data and are ready to retransmit. This also includes the time necessary for the

relays to switch from receive to transmit mode and any inherent system delay.

Assume that the reference burst length and processing time are defined as integer multiples

of the reference sampling period T s, i.e.

T b :� b 
 T s, b � N (3.12)

T p :� p 
 T s, p � N. (3.13)

In Fig. 3.2, the corresponding time chart for a perfectly synchronized network with a single

source-destination pair and one relay is depicted. Starting from time trx :� 0 the source

transmits its burst to the relay. At time trx � T b the first-hop transmission is completed. The

relay has to finalize all signal processing until ttx � T p. From ttx until ttx�T b it retransmits

its processed data to the destination. For full-duplex relays, the processing time is zero, i.e.

ttx � trx, and for half duplex relays, the processing time is at least as large as the burst length,

i.e. ttx � trx � T b.

In the presence of an LO frequency offset, the sampling period at the relay is Ts � 1�fs

instead of T s � 1�f s, where the actual and the nominal sampling frequencies fs and f s are
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Fig. 3.3: Time chart for signal reception, processing, and retransmission at two relays.

given in (3.8) and (3.3), respectively. Consequently, the burst and processing times used by

the relay are

Tb � b 
 Ts �
T b

1� ε (3.14)

Tp � p 
 Ts �
T p

1� ε. (3.15)

The timing of distributed nodes drifts apart if their LOs exhibit frequency offsets with respect

to each other. Fig. 3.3 depicts a situation where the timing of two relays, namely relay i and j,

drifts apart due to an offset in their respective sampling periods Ts,i and Ts,j. In the following,

the maximum timing error between any two relays that occurs within a single transmission

cycle is derived as a function of T b and T p and the LO frequency inaccuracy parameter ε.

Consider a cooperative network with multiple relay nodes, where εl denotes the frequency

inaccuracy parameter of relay l and Ts,l the corresponding sampling period. Assume further

and without loss of generality that relay i represents the relay with the fastest clock in the

network and relay j the relay with the slowest clock. This means that

Ts,i � min
l



Ts,l

�
(3.16)

Ts,j � max
l



Ts,l

�
(3.17)
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and thus

εi � max
l
	εl
 (3.18)

εj � min
l
	εl
 . (3.19)

The maximum synchronization error per transmission cycle is then given by

∆ti,j �
�
ttx,j � Tb,j

�� �
ttx,i � Tb,i

� �
� �b� p� �Ts,j � Ts,i

� �
� T s �b� p�

�
1

1� εj
� 1

1� εi

	
. (3.20)

A time synchronization drift not only leads to an increasing synchronization mismatch be-

tween the nodes but also introduces different delays for the signal travelling via different

relays. The delay difference that signals travelling via relay i and j experience is

ttx,j � ttx,i � T sp

�
1

1� εj
� 1

1� εi

	
. (3.21)

The equivalent two-hop channel (being the sum of all individual two-hop channels) becomes

frequency-selective if the delay difference becomes comparable to the baseband symbol du-

ration. Note that the severity of the frequency-selectivity is not influenced by the accumu-

lated time synchronization error.

The 802.11-2007 wireless LAN MAC and PHY specifications [171] require an accuracy

for the baseband frequency of 20 ppm. In a network comprising nodes that exhibit this

accuracy, the maximum relative time shift per transmission cycle occurs if εi � 20
106 and

εj � � 20
106 . In this case, the relative timing error is given by

∆ti,j

T s

� �b� p� 40

106
. (3.22)

This means that after 106�40 � 25 000 time intervals of length T s, the timing difference

between any two nodes in the network is at maximum equal to T s.

3.2.2 Phase Noise

The output of any practical oscillator is subject to random fluctuations: Phase noise repre-

sents a time-varying drift of the LO phase from its reference. A model that is commonly used

40



3.2 LO Imperfections

to describe these phase variations is the so-called Wiener phase noise. It characterizes the

phase fluctuation of a free-running oscillator that is perturbed by white noise as Wiener-Lévy

process. The phase increments are modeled as independent zero-mean Gaussian random

variables with a variance that increases linearly with the time between two observations.

In [172] the authors provide a framework to model phase noise in oscillators. For the

sake of self-containedness, a short summary of their main results is presented here. This

provides some background on Wiener phase noise, which will be used to model LO phase

noise throughout this work. Let x�t� denote the perfectly periodic signal of an unperturbed

oscillator. If this oscillator is perturbed by noise, its output becomes a stationary stochastic

process described by

x��t� � x �t� α�t�� , (3.23)

where α�t� is a changing time shift or phase deviation in the periodic output of the oscillator.

The phase shift at the oscillator frequency fLO that is the result of the time shift α�t� is given

by

φ�t� � 2πfLOα�t�. (3.24)

For the case that the perturbation is white noise, the authors of [172] show that, asymptoti-

cally in t, α�t� becomes a Gaussian random variable with constant mean m and variance ct.

The scalar c is a real-valued hardware constant characterizing the oscillator quality in terms

of phase stability. The power spectrum of the perturbed oscillator is then a Lorentzian1 about

each harmonic. It is furthermore shown that, asymptotically with time, the time shifts α�t�
and α�t� τ� at time instances t and t� τ � t are jointly Gaussian. Consequently, the phase

increment between t and t� τ is normally distributed with zero mean and variance

E
��φ�t� τ� � φ�t��2� � 4π2f 2

LO 
 E
��α�t� τ� � α�t��2� �

� 4π2f 2
LO 
 cτ. (3.26)

1The Lorentzian function is defined as

L�x� � 1
π

γ

�x� x0�2 � γ2
, (3.25)

where x0 is the center and γ the scale parameter which specifies the half-width at half-maximum (corre-
sponding to the single-sided 3dB bandwidth when the Lorentzian shape is in the frequency domain). The
pdf of a Cauchy distribution (e.g. [173]) is a Lorentzian function.
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The phase noise variance is defined as

σ2
pn � 4π2f 2

LOc � rad2

s
�. (3.27)

In practical hardware specifications, the constant c (in [ s2 Hz]) is unfortunately not directly

available. Instead, the decay of the oscillator power spectral density around the first harmonic

is often used to describe the oscillator performance. This decay is characterized by the

parameter L�fm� [dBc/Hz], where fm is the frequency offset with respect to fLO. For small

values of c and for 0 � fm � fc, it can be approximated by (cf. [172])

L�fm� � 10 log10

�
1

π

 πf 2

c c

π2f 4
c c

2 � f 2
m

	
. (3.28)

The argument of the logarithm in (3.28) is a Lorentzian function. Thus, the single-sided 3dB

bandwidth of the perturbed oscillator output signal is

∆f3 dB � πf 2
c c. (3.29)

For ∆f3 dB � fm � fc, (3.28) can be further approximated by

L�fm� � 10 log10

��
fc

fm

	2

c



. (3.30)

Solving (3.30) for c delivers

c � 10
L�fm�

10 

�
fm

fc

	2

, (3.31)

which can be used to calculate the phase noise variance σ2
pn from the frequency characteriza-

tion of a free-running LO. For voltage controlled oscillators (VCOs) running at around 5GHz

typical values for L�1MHz� are found to be between�110dBc and�130dBc (see e.g. [174]

or [175] and references therein). Fig. 3.4 shows the resulting phase noise variance σ2
pn these

oscillators exhibit. The three curves correspond to the same value of c but are plotted for

different time increments (1 s, 1 ms, and 1 µs). Typical values of σ2
pn are hence between

4 rad2� s and 400 rad2� s. Note that the Wiener phase noise model represents a worst-case

for the phase error introduced at the relays because it is not bounded. Techniques that limit

the phase variation within certain bounds (e.g. using a phase-locked-loop (PLL)) generally

reduce the phase error (e.g. [176]). [177] provides a summary of phase noise models for two
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Fig. 3.4: Phase noise variance σ2
pn vs. L�fm� at fm � 1 MHz for typical LOs with fLO �

5 GHz.

practical realizations of the LO, i.e., when the LO is realized as free-running oscillator and

as a PLL synthesizer.

3.2.3 Impact on AF Relaying

In this section, the impact of LO frequency offsets and phase noise on AF relaying is in-

vestigated. Since the focus lies on hardware imperfections at the relays both the source and

destination nodes are assumed to possess perfect hardware components. In Section 3.2.3.1

the phase and frequency errors that occur at a relay with imperfect LO are investigated. It

turns out that FDD and TDD relays introduces different errors to their forwarded signals.

A comparison between both types of relays is presented in Section 3.2.3.2. Finally, Sec-

tion 3.2.3.3 discusses the impact of a timing error on the overall data rate of the network.

3.2.3.1 Frequency and Phase Error

Sections 3.2.1 and 3.2.2 introduced the frequency offset and phase noise an imperfect LO

exhibits. At an AF relay they lead to a frequency and phase error of the retransmitted signal.

43



Chapter 3 Implementation Issues

s�t�
h1�t�

e
�j

�
2πεf

�1�
RFt�ϕ�1�RF

�

δ�t� Tp� ga�t�

e
j
�
2πεf

�2�
RFt�ϕ�2�RF

�

h2�t�
d�t�

Fig. 3.5: Complex baseband block diagram.

In this section, these two perturbances are quantified. To this end, the following assumptions

are made:

• There is neither thermal noise nor quantization noise (so that the effect of the LO

imperfections can be isolated).

• All nodes exhibit a perfect time slot synchronization at the beginning of the transmis-

sion cycle.

• The sampling theorem is always fulfilled.

Consider the analog system model depicted in Fig. 3.5. It shows the complex-baseband block

diagram of the transmission between source and destination via an AF relay. The carrier

frequency offsets, LO phase noise, and the timing error are taken into account. s�t� denotes

the complex baseband transmit signal of the source and d�t� the complex baseband receive

signal of the destination. The equivalent low-pass first-hop and second-hop channels are

characterized by their impulse responses h1�t� and h2�t�, respectively. They are assumed to

remain constant for a whole transmission cycle (block-fading). Since the carrier frequencies

are generated from the LO as given in (3.10) and (3.11), the RF phases at reception and

retransmission time are ϕ�1�RF � c
�1�
RFϕ

�1�
LO and ϕ�2�RF � c

�2�
RFϕ

�2�
LO, respectively. They are assumed

to remain constant for the duration of a whole data burst. Using the Wiener phase noise

model, the phase difference ∆ϕ � ϕ
�2�
LO � ϕ

�1�
LO is a zero-mean Gaussian random variable

with variance σ2
pnTp, i.e.

∆ϕ � N �
0, σ2

pnTp

�
. (3.32)

The frequency spectrum of the received signal at the destination is

D�f� � H2�f�H1

�
f � εf �2�RF � εf

�1�
RF

�
Ga

�
f � εf �2�RF

�




 e�j2π
�
f�εf�2�RF

�
Tpej�ϕ�2�RF�ϕ

�1�
RF�S

�
f � εf �2�RF � εf

�1�
RF

�
, (3.33)

where S�f� � F 	s�t�
, H1�f� � F 	h1�t�
, H2�f� � F 	h2�t�
, Ga�f� � F 	ga�t�
, and

D�f� � F 	d�t�
. The following signal impairments can be identified in D�f�:
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Frequency Error: A total frequency error of

∆f �
�
f
�2�
RF � f

�1�
RF

�
ε, (3.34)

is introduced to the signal at the relay as a result of downconversion (reception) and upcon-

version (retransmission). For TDD relays the frequency error vanishes, i.e. ∆f � 0, because

f
�2�
RF � f

�1�
RF. However, for FDD relays it generally holds that �∆f � � 0 because f

�2�
RF � f

�1�
RF.

Phase Error: Both phase noise and the timing error lead to a phase error in the received

signal at the destination. The phase error due to phase noise is

ψpn � ϕ
�2�
RF � ϕ�1�RF �

�
c
�2�
RF � c�1�RF

�
ϕ
�1�
LO � c�2�RF∆ϕ, (3.35)

where ∆ϕ � ϕ
�2�
LO � ϕ

�1�
LO is the phase change of the LO during the processing time (cf.

(3.32)). We have

ψ�TDD�
pn � cRF∆ϕ (3.36)

for TDD relays because c�2�RF � c
�1�
RF :� cRF. Equation (3.36) reveals that the severity of the

phase error is determined by the processing time Tp. In order to keep it small, Tp has to be

kept small. For FDD relays we have

ψ�FDD�
pn �

�
c
�2�
RF � c�1�RF

�
ϕ
�1�
LO (3.37)

because Tp � 0. In this case, the phase error introduced to the signal depends on the current

LO phase of the relay. If the channel measurement is performed in the same traffic pattern

as the data transmission, ψ�FDD�
pn is implicitly included in the channel estimates and thus

compensated by the gain filter as long as the LO phase remains constant. However, ϕ�1�
LO

changes in the presence of phase noise. In case the forwarded signals of multiple FDD

relays are to combine coherently at the destination antennas, they require a global phase

reference or frequent channel estimation (to take the current LO phases into account) even

if the propagation environment remains constant. Note that ψ �FDD�
pn can be kept small by

keeping the frequency separation
�
c
�2�
RF � c�1�RF

�
small.

The phase error due to timing error is derived from the phase offset introduced by the

processing time, i.e.

ψT�f� � �2π
�
f � εf �2�RF

�
Tp. (3.38)
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Compared to the signal that is forwarded by a relay with perfect LO, ψT�f� exhibits an error

of

∆ψT�f� � ψT�f� �
��2πfT p

� �
� 2πfT p

ε

1� ε � 2πf
�2�
RFT p

ε

1� ε . (3.39)

Note that the first summand in (3.39) is a function of the frequency f . In the presence of mul-

tiple relays with different processing times this leads to an increased frequency-selectivity

of the compound source-relay-destination channel. For a TDD relay �∆ψT�f�� � 0 whereas

we have ∆ψT�f� � 0 for a FDD relay because T p � 0. Since ε is likely to change slowly

compared to the propagation environment, ∆ψT�f�will be taken into account by the channel

estimates if the measurement procedure follows the same traffic pattern as the data transmis-

sion. It is thus compensated by the gain filters if they are computed from these estimates.

3.2.3.2 Comparison Between FDD and TDD Relays

While TDD relays orthogonalize the first-hop and second-hop links in time (half-duplex),

FDD relays orthogonalize them in frequency (full-duplex). For this reason, both types of

relays introduce different errors to their forwarded signals. We have seen in Section 3.2.3.1

that networks employing half-duplex relays mainly suffer from phase noise during the time

between reception and retransmission. In contrast to that, full-duplex relays introduce fre-

quency offsets to the forwarded signals and suffer from phase noise during the time between

channel estimation and data transmission. If their forwarded signals are to combine coher-

ently at the destination antennas, FDD relays require a global phase reference or frequent

channel estimation even if the propagation environment remains constant.

In this section the severity of the errors that are introduced by both types of relays are

compared. Monte-Carlo simulations were performed to assess the performance of a mul-

tiuser network employing either TDD or FDD relays with imperfect LOs.

System Parameters: The investigated network comprises NSD source-destination pairs and

NR relays. Each node is equipped with a single antenna only. The system parameters are

chosen according to the IEEE 802.11n standard: All nodes employ orthogonal frequency

division multiplexing (OFDM) modulation with 65 equally spaced subcarriers, out of which

57 are used for data transmission. The gain filter at each relay realizes a complex-valued

scaling factor for every frequency-flat data subchannel. The user bandwidth is 20 MHz and

the OFDM symbol duration including cyclic prefix is 4 µs. For TDD relaying the nominal

46



3.2 LO Imperfections

carrier frequencies for both the first-hop and the second-hop link are f
�1�
RF � f

�2�
RF � 5.5GHz.

The nominal carrier frequencies for FDD relaying are f
�1�
RF � 5.5 GHz and f

�2�
RF � 5.6 GHz.

The HIPERLAN B channel model [178] is used to generate realizations of the frequency-

selective blockfading radio channels between all nodes. It corresponds to an office environ-

ment with large delay spread. The gain factors are computed such that the source-destination

pairs are completely orthogonalized in space (MUZF relaying, cf. [25] and Section 6.2). To

this end, the signals from all relays have to add coherently at the destination antennas. For all

simulation results the number of relays is NR � NSD �NSD � 1� � 1, which is the minimum

number of relays than can orthogonalize all source-destination pairs [25].

Figure of Merit: All first and second-hop channel coefficients are assumed to be measured

at t � 0 and t � Tp, respectively. Please recall that for FDD relays Tp � 0. For TDD

relays the estimates of the second-hop channels take the phase offset due to timing error (cf.

(3.39)) into account. In order to investigate the impact of imperfect LOs at the relays on

the network performance it is assumed that the channel estimates are noiseless but subject

to frequency and phase errors from the relays. The gain filters are then computed from these

estimates and the average signal-to-interference ratio (SIR) is evaluated for a data transmis-

sion at t � Tp � Td, where Td represents the time between channel estimation and data

transmission. This figure of merit reflects the accuracy with which the relays orthogonalize

the source-destination pairs and is thus a direct indicator for the severity of the phase and

frequency errors. Let

h
�i�
m,k �

NR�
l�1

h
�i�
m,lg

�i�
l h

�i�
l,k (3.40)

denote the equivalent channel coefficient of subchannel i between source k and destination

m, where h�i�l,k and h�i�m,l are the respective source-relay and relay-destination channels. The

instantaneous SIR on subchannel i at destination m is then given by

SIR�i�
m �

���h�i�m,m���2����NSD
k�1,k�m h

�i�
m,k

���2 . (3.41)

Averaging SIR�i�
m over 10000 channel realizations, all subchannels, and all destinations yields

the average SIR that is used in the following.

Simulation Results: Fig. 3.6 shows the average SIR versus the frequency uncertainty for

different number of source-destination pairs and relays. There is no phase noise, i.e. σ2
pn � 0,
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Fig. 3.6: Average SIR vs. frequency uncertainty for σ2
pn � 0.

which makes the results independent of Tp and Td. For each relay and channel realization

the frequency uncertainty parameter ε was randomly drawn from a uniform distribution ε �
U ��εmax, εmax�. The SIR degrades for increasing frequency uncertainty and saturates at

a point that corresponds to noncoherent forwarding, i.e., amplitude scaling at the relays

without phase rotation. The figure also reveals that the frequency error degrades the SIR

equally for TDD and FDD relays for the used channel model and the depicted values for

εmax.

Fig. 3.7 shows the average SIR as a function of the time T d between channel estimation

and data transmission for εmax � 0. The frequency error (3.34) as well as the phase error

due to timing error (3.39) vanish in this case. The phase error due to phase noise is the only

remaining signal perturbation. Note that for TDD relays it is independent of Td (see (3.36)).

In order to compute the crossing point between the performance of TDD and FDD relays

(indicated by the dashed line) it suffices to look at a single source-destination pair and one

relay. Let �h1 and �h2 denote the estimates of the source-relay and relay-destination channel

coefficients. They are given by

�h1 � h1e
�jϕ1 (3.42)�h2 � h2e
jϕ2, (3.43)
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Fig. 3.7: Average SIR vs. T d for NSD � 4, εmax � 0, and T p � 4 µs.

where ϕ1 � c
�1�
RF 
 ϕ�1�LO is the RF phase and ϕ�1�LO the LO phase of the relay at t � 0 and

ϕ2 � c
�2�
RF 
 ϕ�2�LO the RF phase and ϕ�2�LO the LO phase of the relay at t � T p. The gain factor

is computed from �h1 and �h2, i.e. g � f
��h1,

�h2

�
. Hence, the desired equivalent two-hop

channel coefficient is

�heq � �h2 
 g 
 �h1. (3.44)

At time t � T p � Td the source transmits data over the first-hop channel h�1 to the relay

and the relay retransmits the data over the second-hop channel h�2 to the destination at time

t � 2T p � Td. The channel coefficients are now given by

h�1 � h1e
�jϕ�1 (3.45)

h�2 � h2e
jϕ�2, (3.46)

where ϕ�1 � c
�1�
RF 
 ϕ�1�

�

LO is the RF phase and ϕ�1�
�

LO the LO phase of the relay at t � T p � Td

and ϕ�2 � c
�2�
RF 
 ϕ�2�

�

LO is the RF phase and ϕ�2�
�

LO the LO phase of the relay at t � 2T d � Td.
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The equivalent source-destination channel is then

h�eq � h�2 
 g 
 h�1 �
� h2gh1 
 ej�ϕ

�
2�ϕ�1�. (3.47)

Since h1 � �h1e
jϕ1 (see (3.42)) and h2 � �h2e

�jϕ2 (see (3.43)), h�eq can be written as

h�eq � �h2e
�jϕ2g�h1e

jϕ1 
 ej�ϕ�2�ϕ�1� �
� �h2g

�h1 
 ej�ϕ
�
2�ϕ�1�ϕ2�ϕ1� �

� �heq 
 ej�ϕ
�
2�ϕ�1�ϕ2�ϕ1�. (3.48)

Note that �heq is the desired channel coefficient while h�eq is the actual one. In the presence

of phase noise the phase error ϕ�2 � ϕ�1 � ϕ2 � ϕ1 is generally nonzero. For TDD relays it

becomes

ψ
�TDD�
pn,l :� ϕ�2 � ϕ�1 � ϕ2 � ϕ1 �

� cRF 
 ϕ�2�
�

LO � cRF 
 ϕ�1�
�

LO � cRF 
 ϕ�2�LO � cRF 
 ϕ�1�LO �
� cRF

�
ϕ
�2��
LO � ϕ�1�

�

LO �
�
ϕ
�2�
LO � ϕ�1�LO

��
�

� cRF �∆ϕ� �∆ϕ� (3.49)

because c�1�RF � c
�2�
RF :� cRF. For the Wiener phase noise model the phase changes due

to phase noise are ∆ϕ� � N �
0, σ2

pnT p

�
and ∆ϕ � N �

0, σ2
pnT p

�
(see (3.32)). They are

mutually independent and thus

ψ
�TDD�
pn,l � N �

0, 2c2RFσ
2
pnT p

�
. (3.50)

For FDD relays the processing time is zero, i.e. T p � 0. This means that ϕ�1�LO � ϕ
�2�
LO :�

ϕLO and ϕ�1�
�

LO � ϕ
�2��
LO :� ϕ�LO. The phase error is in this case

ψ
�FDD�
pn,l :� ϕ�2 � ϕ�1 � ϕ2 � ϕ1 �

� c
�2�
RF 
 ϕ�LO � c�1�RF 
 ϕ�LO � c�2�RF 
 ϕLO � c�1�RF 
 ϕLO �

�
�
c
�2�
RF � c�1�RF

�
�ϕ�LO � ϕLO� �

�
�
c
�2�
RF � c�1�RF

�

∆ϕLO, (3.51)

where ∆ϕLO is the phase change during the time between channel estimation and data trans-
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mission. In analogy to (3.32) it is a zero-mean Gaussian random variable with variance�
c
�2�
RF � c�1�RF

�2

σ2
pnTdata, i.e.

ψ
�FDD�
pn,l � N

�
0,
�
c
�2�
RF � c�1�RF

�2

σ2
pnTd

	
. (3.52)

For TDD relays ψ�TDD�
pn,l depends on T p, i.e. the processing time, but not on Td, i.e. the time

between channel estimation and data transmission. For FDD relays ψ�FDD�
pn,l depends on Td

but not on T p. The severity of the phase error introduced by both types of relays is equal if

2c2RFσ
2
pnT p �

�
c
�2�
RF � c�1�RF

�2

σ2
pnTd. (3.53)

Solving for Td delivers

Td � 2

�
cRF

c
�2�
RF � c�1�RF


2

T p. (3.54)

The lines in Fig. 3.7 consequently cross at

Td � 2

�
cRF

c
�2�
RF � c�1�RF


2


 Tp � 24.2 ms (3.55)

for the chosen set of parameters. This point is indicated by the dashed red line. Note in

particular that (3.54) is independent of σ2
pn and the number of relays!

Finally, Fig. 3.8 shows the degradation of the average SIR versus T p for TDD relays and

the case that εmax � 0. The left-most point corresponds to T p � 4 µs, i.e., a transmis-

sion frame comprises exactly one OFDM symbol. Efficient orthogonalization of all source-

destination pairs obviously requires stable LOs at the relays, i.e. small σ 2
pn, or short process-

ing times, i.e. small T p.

3.2.3.3 Network Synchronization Error

We have seen in Section 3.2.1.3 that an LO frequency offset leads to an accumulating timing

error. This in turn reduces the usable section of each data burst in a network because guard

intervals have to be inserted. In this section the resulting reduction of the effective data rate

for a cooperative relaying network is investigated. Consider to this end a two-hop network

with a single source-destination pair and multiple TDD relays.
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Fig. 3.8: Average SIR vs. T p for TDD relays, where εmax � 0.

The nominal start (reference timing) of the first and second time slot of a transmission

cycle is denoted by t1 and t2, respectively. The source node exhibits the timing offset ∆tS
and thus starts transmitting at time t1 �∆tS. The destination exhibits the timing offset ∆tD
and starts receiving at time t2 �∆tD. Assume without loss of generality the relay i exhibits

the fastest clock of all relays and relay j the slowest. They start their respective transmission

cycles at times t1 �∆tR,i and t1 �∆tR,j , where

∆tR,i � min
l
	∆tR,l
 , l � 	1, . . . , NR
 (3.56)

∆tR,j � max
l
	∆tR,l
 , l � 	1, . . . , NR
 . (3.57)

An exemplary time chart of the described situation is depicted in Fig. 3.9. It is assumed that

the incremental timing error is negligible, i.e. Tp � T p and Tb � T b for all relays. Note

that all timing offsets can be negative. In the following the first-hop (source-to-relays) and

second-hop (relays-to-destination) transmission are investigated in detail:

• First-hop transmission: The source transmits its data from tS,begin :� t1 �∆tS until

tS,end :� t1 �∆tS � T b. Consequently, relay l receives a useful signal from

t
�l�
1,begin :� max



tS,begin, t1 �∆tR,l

�
(3.58)
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time slot 1 time slot 2

Source transmit

receive

receive

Relay i process

transmit

transmit

Relay j process

Destination receive

t1 t2
T b

∆tS

∆tR,i

∆tR,i

∆tR,j

∆tR,j

∆tD

Fig. 3.9: Example of a time chart for signal reception, processing, and retransmission in the
presence of a time synchronization error.
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until

t
�l�
1,end :� min



tS,end, t1 �∆tR,l � T b

�
. (3.59)

The useful part of the received burst at each relay is indicated as green rectangle in

Fig. 3.9 and the useless part as white rectangle.

• Second-hop transmission: In Sections 6.2 and 6.3, two coherent multiuser gain allo-

cation schemes are presented that allow multiple source-destination pairs to commu-

nicate concurrently on the same physical channel. This is achieved by computing the

gain factors of the relays such that multiuser interference (MUI) is suppressed at all

nonbelonging destinations. However, the schemes only work while all relay terminals

retransmit their data bursts. Consequently, the destinations receive a useful signal only

during that time. The relay with the slowest clock, i.e. relay j, starts retransmitting

useful data at

tmax
2,begin � max

l

�
t
�l�
1,begin

�
� T p �

� t
�j�
1,begin � T p. (3.60)

The relay with the fastest clock, i.e. relay i, stops transmitting useful data at

tmin
2,end � min

l

�
t
�l�
1,end

�
� T p �

� t
�i�
1,end � T p. (3.61)

The destination can thus only receive a useful signal from t
�max�
2,begin to t�min�

2,end . Taking its

own time synchronization shift into account, it is in receive mode from t2 �∆tD until

t2 �∆tD � T b. Consequently, the destination receives useful data from

tD,begin :� max
�
t2 �∆tD, t

�max�
2,begin

�
(3.62)

until

tD,end :� min
�
t2 �∆tD � T b, t

�min�
2,end

�
. (3.63)

In order to transmit the whole data burst successfully, the source has to use a guard interval at

the beginning (pre-guard) and at the end (post-guard) of each burst. Their respective lengths

are denoted by tg,pre and tg,post, respectively. This means that it starts transmitting useful
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data at

tS,begin :� t1 �∆tS � tg,pre (3.64)

and stops transmitting useful data at

tS,end :� t1 �∆tS � Tb � tg,post. (3.65)

For the destination to be able to receive the whole burst of useful data, it is required that

tg,pre � max 	∆tR,j �∆tS, 0
 (3.66)

and t
�max�
2,begin � t2 �∆tD (3.67)

for the pre-guard and

tg,post � max 	∆tS �∆tR,i, 0
 (3.68)

and t
�min�
2,end � t2 �∆tD � Tb (3.69)

for the post-guard. For the following considerations it is assumed that the guard intervals are

chosen to have the smallest possible duration that still fulfills the requirements (3.66)–(3.69).

• Pre-Guard: Requirement (3.66) can be interpreted as follows: If ∆tS � ∆tR,j , no pre-

guard is required, i.e. tg,pre � 0. However, if ∆tS � ∆tR,j, then tg,pre � ∆tR,j �∆tS.

Requirement (3.67) states that the destination has to be in receive mode at the time the

slowest relay starts retransmitting useful data.

Inserting (3.60), (3.58), and (3.64) consecutively into (3.67) delivers

t
�j�
1,begin � T b � T p � t2 �∆tD

max


tS,begin, t1 �∆tR,j

�� T p � t2 �∆tD

max


t1 �∆tS � tg,pre, t1 �∆tR,j

�� T p � t2 �∆tD

max


∆tS � tg,pre, ∆tR,j

�� t1 � T p � t2 �∆tD

max


∆tS � tg,pre, ∆tR,j

� � ∆tD, (3.70)

where t1 � T p � t2 was used. If ∆tR,j � ∆tD, a pre-guard is not required, i.e.

tg,pre � 0, because (3.70) is always fulfilled. However, if ∆tR,j � ∆tD, the pre-guard
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has to be large enough so that

∆tS � tg,pre � ∆tD. (3.71)

The smallest possible tg,pre fulfilling (3.71) obviously is

tg,pre � ∆tD �∆tS. (3.72)

• Post-Guard: Requirement (3.68) can be interpreted as follows: If ∆tR,i � ∆tS, no

post-guard is required, i.e. tg,post � 0. However, if ∆tR,i � ∆tS, then tg,post �
∆tS �∆tR,i. Requirement (3.69) states that the destination has to be in receive mode

at least as long as the fastest relay retransmits useful data.

Inserting (3.61), (3.59), and (3.65) consecutively into (3.69) delivers

t
�min�
2,end � t2 �∆tD � T b

t
�i�
1,end � Tp � t2 �∆tD � Tb

min


tS,end, t1 �∆tR,i � T b

�� Tp � t2 �∆tD � T b

min


t1 �∆tS � Tb � tg,post, t1 �∆tR,i � T b

�� T p � t2 �∆tD � T b

min


∆tS � T b � tg,post, ∆tR,i � T b

�� t1 � T p � t2 �∆tD � T b

min


∆tS � tg,post, ∆tR,i

� � ∆tD, (3.73)

where t1 � T p � t2 was used. If ∆tR,i � ∆tD, a post-guard is not required, i.e.

tg,post � 0. However, if ∆tR,i � ∆tD, the post-guard has to be large enough so that

∆tS � tg,post � ∆tD. (3.74)

The smallest possible tg,pre fulfilling (3.74) obviously is

tg,pre � ∆tS �∆tD. (3.75)

56



3.3 I/Q Imbalance

Summarizing the requirements for pre- and post-guard delivers the following, simple rules:

tg,pre �

�����
∆tD �∆tS , ∆tR,j � ∆tD

∆tR,j �∆tS , ∆tS � ∆tR,j

0 , ∆tD � ∆tR,j � ∆tS

(3.76)

tg,post �

�����
∆tS �∆tD , ∆tR,i � ∆tD

∆tS �∆tR,i , ∆tS � ∆tR,i
0 , ∆tS � ∆tR,i � ∆tD

(3.77)

Let γ denote the effective relative data rate. It is defined as

γ � max


T b � tg,pre � tg,post, 0

�
T b

, (3.78)

where 0 � γ � 1. Consider the following worst-case scenario:

• ∆tR,i � �∆tR,j

• ∆tS � �∆tD

In this case, the following two definitions are used: �∆tR,i� � �∆tR,j� :� ∆tR and

�∆tS� � �∆tD� :� ∆tSD. Fig. 3.10 shows the effective relative data rate γ for different

timing accuracies. For 	∆tR	
Tb

� 1
2
, the effective relative data rate γ is zero. Increasing the

timing accuracy of either the relays or of source and destination does not deliver a gain. The

data rate only increases if the timing accuracy of all nodes in the network increases. This

behavior leads to the flat regions of the curves in Fig. 3.10. The worst timing accuracy that

is currently present in a network, i.e. max 	�∆tR� , �∆tSD�
, thus represents a limiting factor

to the data rate.

3.3 I/Q Imbalance

In practical transceivers the relative differences between all the analog components of the

quadrature frontend lead to a mismatch between amplitude and phase of the in-phase and

quadrature phase signal branches. At the transmitter these are the up-conversion mixers,

DACs, and lowpass filters. At the receiver, these are the downconversion mixers, filters,

amplifiers, and ADCs (e.g. [179–181]). In theory, an infinite image rejection is provided if

the signal amplitude in the I- and the Q-branch of the signal processing path is equal and

the phase difference is exactly 90 degrees. However, a perfect match between the I- and
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Fig. 3.10: Effective relative data rate γ for different values of the source-destination timing
accuracy.
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the Q-branch is not feasible in a practical hardware implementation due to the limited ac-

curacy of the analog components. These unavoidable mismatches, known as I/Q imbalance,

significantly degrade the image rejection capability of any I/Q signal processing architecture.

In this section, a simple network with one source-destination pair and a single relay is

considered. The aim is to investigate the degradation of the signal quality due to I/Q im-

balance at the relay. To this end, it is assumed that the quadrature modulator at the source

and the demodulator at the destination are perfectly matched. The considered scenario could

represent a simple cooperative network employing opportunistic relaying or relay selection

(cf. Section 1.1.2), where a single node is chosen from a set of potential relays to assist

the communication between the source-destination pair. The I/Q imbalance will be modeled

as for example in [127, 182]. The notation is introduced for a simple SISO point-to-point

transmission in Sections 3.3.1 and 3.3.2, where an equivalent baseband model is presented

that takes the I/Q mismatch into account. Section 3.3.3 extends the simple point-to-point

model to a two-hop scenario with a single source-destination pair and one relay. Finally, in

Section 3.3.4, the impact of the I/Q mismatch at the relay on the received signal at the desti-

nation is investigated. Expressions for the expected signal, interference and noise power are

derived.

3.3.1 Transmitter Imbalance

Fig. 3.11 shows the block diagram of the quadrature modulator of the transmitter suffering

from amplitude and phase mismatch between the in-phase and quadrature branches. The

digital equivalent baseband transmit signal zS�n� � xS�n� � jyS�n� is split into its real (in-

phase) and imaginary (quadrature) component. Digital-to-analog conversion delivers the

corresponding continuous-time baseband signals xS�t� and yS�t�. They are up-converted to

the carrier frequency fc by the mixer. The I/Q mismatch comprises the amplitude and phase

imbalance λS and ρS, respectively. The joint signal is scaled by a factor ηS � Q that is

introduced to the model in order to make the power of the transmit signal independent of λS.

This normalization will later be useful to assess the signal degradation due to I/Q imbalance.

Let xS�n� and yS�n� be mutually independent, zero-mean, complex Gaussian random

variables with variance 1
2
σ2

S each. The scaling factor ηS is in this case chosen such that
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Fig. 3.11: Quadrature modulator suffering from I/Q imbalance.

En

��zS�n��2� � σ2
S. Consequently,

En

��zS�n��2� � En

���ηS �xS�n� � jλSyS�n��2
��� �

� η2
S

�
σ2

S

2
� λ2

S

σ2
S

2

	
� σ2

S, (3.79)

and

ηS �
�

2

1� λ2
S

. (3.80)

The analytic transmit signal can be written as (e.g. [183])

s�t� � ηS 

�
kS,1zS�t� � kS,2z



S�t�

� 
 ej2πfct :�
:� zS�t�ej2πfct, (3.81)

where zS�t� is the baseband signal in an equivalent system with perfectly matched I/Q mod-

ulator and

kS,1 �
1� λSe

jρS

2
(3.82)

kS,2 �
1� λSe

jρS

2
. (3.83)
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Fig. 3.12: Quadrature demodulator suffering from I/Q imbalance.

3.3.2 Receiver Imbalance

In analogy to Section 3.3.1, Fig. 3.12 depicts the block diagram of the quadrature demodu-

lator of the receiver suffering from amplitude and phase mismatch between the in-phase and

quadrature branches. The receive signal is amplified in the LNA and bandpass-filtered. The

resulting signal is fed into the quadrature demodulator where it is downconverted to base-

band yielding r�t� � rI�t� � jrQ�t�. The I/Q mismatch now comprises the amplitude and

phase imbalance λD and ρD, respectively. After low-pass filtering, the baseband in-phase

and quadrature components are scaled with the factor ηD � Q. In analogy to the previous

section, this factor is introduced to the model in order to make the power of the baseband

receive signal independent of λD. It is given by

ηD �
�

2

1� λ2
D

. (3.84)

The complex baseband signal zD�t� � xD�t� � jyD�t� can be written as (e.g. [183])

zD�t� � ηD 

�
kD,1zD�t� � kD,2z



D�t�

�
, (3.85)

where zD�t� is the result of perfect downconversion, i.e., mixing without I/Q mismatch. It is

given by

zD�t� � r�t� 
 e�j2πfct, (3.86)
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Fig. 3.13: Equivalent baseband transceiver model.

where r�t� is the analytic receive signal. The parameters kD,1 and kD,2 are

kD,1 �
1� λDe

�jρD

2
(3.87)

kD,2 �
1� λDe

jρD

2
. (3.88)

The resulting signal zD�t� is finally transferred to the digital domain by an ADC with auto-

matic gain control (AGC).

3.3.3 Equivalent Baseband System Model

Using (3.81) and (3.85), the transmission between a transmitter and receiver suffering from

I/Q imbalance can be described by an equivalent, perfect transceiver pair. The resulting

equivalent baseband transceiver model is depicted in Fig. 3.13, where hl�t� denotes the im-

pulse response of the equivalent low-pass channel. Additive signal noise n�t� is furthermore

assumed to be present at the destination. Finally, the functions

ξS�zS�t�� � kS,1zS�t� � kS,2z


S�t� (3.89)

ξD�zD�t�� � kD,1zD�t� � kD,2z


D�t� (3.90)

are defined for brevity of notation. The transmission between source and relay and between

relay and destination can then be described as in Fig. 3.14. The block diagram of the single

relay can furthermore be easily derived from Figs. 3.11 and 3.12. It is shown in Fig. 3.15. In
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Fig. 3.15: AF relay with quadrature modulator.
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analogy to (3.89) and (3.90) the functions η�rx�R ξ
�rx�
R �
� and η�tx�R ξ

�tx�
R �
� are defined as

η
�rx�
R ξ

�rx�
R �f �n�� � η

�rx�
R

�
k
�rx�
R,1 f �n� � k�rx�R,2 f


�n�
�

(3.91)

η
�tx�
R ξ

�tx�
R �f �n�� � η

�tx�
R

�
k
�tx�
R,1 f �n� � k�tx�R,2 f


�n�
�
, (3.92)

where

k
�rx�
R,1 �

1� λ�rx�R e�jρ
�rx�
R

2
(3.93)

k
�rx�
R,2 �

1� λ�rx�R ejρ
�rx�
R

2
(3.94)

k
�tx�
R,1 �

1� λ�tx�R ejρ
�tx�
R

2
(3.95)

k
�tx�
R,2 �

1� λ�tx�R ejρ
�tx�
R

2
. (3.96)

The scaling factors used to preserve the signal power are now given by

η
�rx�
R �

�
2

1� λ�rx� 2R

(3.97)

η�tx�r �
�

2

1� λ�tx� 2R

. (3.98)

Consequently, the received signal at the destination is

zD�n� � hRD 
 η�tx�R ξ
�tx�
R

�
gη

�rx�
R ξ

�rx�
R �hSR 
 zS�n��

�
�

� hRD 
 η�tx�R k
�tx�
R,1 
 gη�rx�R k

�rx�
R,1 
 hSRzS�n�� �signal�

� hRD 
 η�tx�R k
�tx�
R,1 
 gη�rx�R k

�rx�
R,2 
 h
SRz



S�n�� �interference�

� hRD 
 η�tx�R k
�tx�
R,2 
 g
η�rx�,
R k

�rx�,

R,1 
 h
SRz



S�n�� �interference�

� hRD 
 η�tx�R k
�tx�
R,2 
 g
η�rx�,
R k

�rx�,

R,2 
 hSRzS�n�. �interference� (3.99)

Apart from the useful signal

zD,signal�n� � hRD 
 η�tx�R k
�tx�
R,1 
 gη�rx�R k

�rx�
R,1 
 hSRzS�n� (3.100)
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it comprises a self-interference part

zD,interference�n� � hRD 
 η�tx�R k
�tx�
R,1 
 gη�rx�R k

�rx�
R,2 
 h
SRz



S�n��

� hRD 
 η�tx�R k
�tx�
R,2 
 g
η�rx�,
R k

�rx�,

R,1 
 h
SRz



S�n��

� hRD 
 η�tx�R k
�tx�
R,2 
 g
η�rx�,
R k

�rx�,

R,2 
 hSRzS�n� (3.101)

that is due to the I/Q imbalance. A plausibility check, i.e., λ�rx�R � λ
�tx�
R � 1 and ρ�rx�R �

ρ
�tx�
R � 0, delivers

η
�rx�
R � η

�tx�
R � 1 (3.102)

k
�rx�
R,1 � k

�tx�
R,1 � 1 (3.103)

k
�rx�
R,2 � k

�tx�
R,2 � 0. (3.104)

Equation (3.99) becomes in this case

zD � hRDghSR 
 zS�n�, (3.105)

which is the received signal for the case that there is no I/Q mismatch. Finally, the noise part

comprises the forwarded relay noise plus noise at the destination. It is given by

nD�n� � hRD 
 η�tx�R ξ
�tx�
R

�
gη

�rx�
R ξ

�rx�
R �hSR 
 wR�n��

�
� wD�n� �

� hRDhSRη
�tx�
R

�
gη

�rx�
R k

�rx�
R,1 k

�tx�
R,1 � g
η�rx�,
R k

�rx�,

R,2 k

�tx�
R,2

�
wR�n��

� hRDh


SRη

�tx�
R

�
gη

�rx�
R k

�rx�
R,2 k

�tx�
R,1 � g
η�rx�,
R k

�rx�,

R,1 k

�tx�
R,2

�
w


R�n��
� wD�n�, (3.106)

where wR�n� � CN �0, σ2
n� and wD�n� � CN �0, σ2

n� are AWGN noise samples.

3.3.4 Impact on Signal Quality

A mismatch between in-phase and quadrature phase branches at the relay leads to a degrada-

tion of the signal quality at the destination. In this section, the impact on the expected signal

and noise power as well as the generated self-interference are computed. From there, design

goals can be derived for a practical hardware implementation, that lead to a specified amount

of self-interference or noise power at the destination.
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3.3.4.1 Signal Power

The signal part arriving at the destination is given in (3.100):

zD,signal�n� � hRD 
 η�tx�R k
�tx�
R,1 
 gη�rx�R k

�rx�
R,1 
 hSRzS�n� (3.107)

The expected signal power is consequently

Ps � E

����hRD 
 η�tx�R k
�tx�
R,1 
 gη�rx�R k

�rx�
R,1 
 hSRzS�n�

���2� �
� �hRD�2 �hSR�2 �g�2 


���η�rx�R

���2 ���η�tx�R

���2 ���k�rx�R,1

���2 ���k�tx�R,1

���2 
 σ2
s . (3.108)

The component depending on the I/Q imbalance parameters λ�rx�R , λ�tx�R , ρ�rx�R , and ρ�tx�R is���η�rx�R

���2 ���η�tx�R

���2 ���k�rx�R,1

���2 ���k�tx�R,1

���2 �
� 2

1� λ�rx� 2R


 2

1� λ�tx� 2R




���1� λ�rx�R e�jρ
�rx�
R

���2
4




���1� λ�tx�R ejρ
�tx�
R

���2
4

�

� 1

4



���1� λ�rx�R e�jρ
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R

���2
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���2
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�

� 1
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�
e�jρ

�rx�
R � ejρ�rx�R

�
1� λ�rx� 2R



1� λ�tx� 2R � λ�tx�R

�
ejρ

�tx�
R � e�jρ�tx�R

�
1� λ�tx� 2R

�

� 1

4


��1�

2λ
�rx�
R cos

�
ρ
�rx�
R

�
1� λ�rx� 2R

��

��1�

2λ
�tx�
R cos

�
ρ
�tx�
R

�
1� λ�tx� 2R

��. (3.109)

For the sake of a better visualization of the results, it is assumed that λ�rx�R � λ
�tx�
R :� λR and

ρ
�rx�
R � ρ

�tx�
R :� ρR. The power of the signal part is then

Ps � 1

4
�hRD�2 �hSR�2 �g�2 


�
1� 2cos �ρR�

1
λR
� λR





�

1� 2cos �ρR�
1
λR
� λR




 σ2

s �

� 1

4
�hRD�2 �hSR�2 �g�2 


�
1� 2cos �ρR�

1
λR
� λR


2


 σ2
s . (3.110)

In order to separate the impact of amplitude and phase mismatch, two cases are considered:

1. Amplitude uncertainty: In order to extract the impact of amplitude uncertainty λR
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Fig. 3.16: Dependence of the signal power on the amplitude mismatch λR.

on the signal power, the phase of in-phase and quadrature branch are assumed to be

perfectly matched, i.e. ρR � 0. The signal power is in this case

Ps � 1

4
�hRD�2 �hSR�2 �g�2 


�
1� 2

1
λR
� λR


2


 σ2
s . (3.111)

The term depending on λR is

Λs :�
�

1� 2
1
λR
� λR


2

. (3.112)

In Fig. 3.16 Λs is plotted versus the amplitude mismatch λR. The maximum signal

power is achieved at λR � 1. It is reduced by a factor of β � Q for

λR �
1�

�
1�

�
2
�

1
β
� 1

�2

2
�

1
β
� 1

. (3.113)

Example: An amplitude mismatch of λ�1�R � 4.61 or λ�2�R � 0.22 leads to a reduction

of the signal power by 3 dB, i.e. β � 2. The values are plotted as dashed lines in
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Fig. 3.17: Dependence of the signal power on the phase mismatch ρR.

Fig. 3.16. λ�1�R and λ�2�R are readily obtained by inserting β � 2 into (3.113).

2. Phase uncertainty: In order to extract the impact of phase uncertainty ρR on the signal

power, the amplitude mismatch is assumed to be negligible, i.e. λR � 1. The signal

power then is

Ps � 1

4
�hRD�2 �hSR�2 �g�2 
 �1� cos �ρR��2 
 σ2

s . (3.114)

In Fig. 3.17 the term depending on the phase imbalance ρR, i.e.

Ωs :� �1� cos �ρR��2 (3.115)

is plotted versus ρR. Maximum signal power is achieved at ρR � 0. It is reduced by a

factor of β for

ρR � arccos

�
2

�
1

β
� 1

	
. (3.116)

Example: A phase mismatch of ρR � �1.14 (corresponding to �65.53 deg) results in

a reduction of the signal power by 3 dB, i.e. β � 2. The dashed lines in Fig. 3.17

indicate the corresponding values.
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3.3.4.2 Interference Power

The expected self-interference power at the destination is given by

Pi � E
��zD,interference�n��2

�
, (3.117)

where (see (3.101))

zD,interference�n� � hRDη
�tx�
R

�
k
�tx�
R,1 gη

�rx�
R k

�rx�
R,2 � k�tx�R,2 g


η�rx�,
R k
�rx�,

R,1

�
h
SRz



S�n��

� hRDη
�tx�
R 
 k�tx�R,2 g


η�rx�,
R k
�rx�,

R,2 
 hSRzS�n�. (3.118)

Since zS�n� is assumed to be a complex normal random variable, i.e. zS�n� � CN �0, σ2
s �,

the interference power is given by

Pi �
���hRDη

�tx�
R η

�rx�
R

�
gk

�tx�
R,1 k

�rx�
R,2 � g
k�tx�R,2 k

�rx�,

R,1

�
h
SR

���2 σ2
s�

�
���hRDη

�tx�
R η

�rx�
R 
 g
k�tx�R,2 k
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where the fact that η�rx�R � R was used. The first summand of (3.119) is���hRDη
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In order to better visualize the results, it is assumed that λ�rx�R � λ
�tx�
R :� λR and ρ�rx�R �

ρ
�tx�
R :� ρR (as in Section 3.3.4.1). Thus,���hRDη
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R η
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The second summand of (3.119) is���hRDη
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With λ�rx�R � λ
�tx�
R :� λR and ρ�rx�R � ρ

�tx�
R :� ρR equation (3.122) simplifies to���hRDη
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Adding up (3.121) and (3.123) yields the interference power
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Obviously, it depends on the current gain factor g. With

�g � g
�2
�g�2 �
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	2

�

� 4cos2 �ϕg� , (3.125)

where g � �g� 
 ejϕg , equation (3.124) can be rewritten as

Pi � 1

4
�hRD�2 �hSR�2 �g�2 σ2

s

�
1� 2cos �ρR�

1
λR
� λR








��

1� 2cos �ρR�
1
λR
� λR



4cos2 �ϕg� �

�
1� 2cos �ρR�

1
λR
� λR




. (3.126)

It is now possible to upper and lower bound the interference power with respect to the phase

of the gain factor ϕg � ��π, π�:

• Upper bound: For ϕg � 	�π, 0, π
 the interference power is maximized because

cos2 �ϕg� � 1 in this case:

Pi,u � 1
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(3.127)

• Lower bound: For ϕg � 
�π
2
, π

2

�
the interference power is minimized because
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cos2 �ϕg� � 0 in this case:

Pi,l � 1
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(3.128)

• Mean: If the phase of the gain factor is a random variable that is uniformly distributed

between �π and π, i.e. ϕg � U ��π, π�, the expected interference power is

Pi,mean � Eϕg
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� 1
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(3.129)

because Eϕg
�cos2 �ϕg�� � 1

2
in this case.

In analogy to Section 3.3.4.1 the impact of amplitude and phase uncertainty is investigated

separately:

1. Amplitude uncertainty: In order to extract the impact of an amplitude mismatch

between the in-phase and quadrature branches, the phase mismatch in neglected, i.e.,

ρR � 0. The respective terms depending on λR for the upper bound, lower bound, and

expected value of the interference power are given by
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(3.132)

In Fig. 3.18 Λi,u, Λi,l, and Λi,mean are plotted versus the amplitude mismatch λR. At

λR � 1 the interference completely vanishes, i.e. Λi,u � Λi,l � Λi,mean � 0, and thus

Pi � 0.

2. Phase uncertainty: Now, the amplitude mismatch is assumed to be negligible, i.e.

λR � 1. The respective terms depending on ρR for the upper bound, lower bound, and
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Fig. 3.18: Dependence of the interference power on the amplitude mismatch λR.

expected value of the interference power are given by

Ωi,u � �1� cos �ρR�� ��1� cos �ρR�� 4� �1� cos �ρR��� (3.133)

Ωi,l � �1� cos �ρR��2 (3.134)

Ωi,mean � �1� cos �ρR�� ��1� cos �ρR�� 2� �1� cos �ρR��� (3.135)

In Fig. 3.19 Ωi,u, Ωi,l, and Ωi,mean are plotted versus the phase mismatch ρR. At ρR � 0

the interference completely vanishes, i.e. Ωi,u � Ωi,l � Ωi,mean � 0, and thus Pi � 0.

3.3.4.3 Noise Power

The noise part of the signal at the destination is given in (3.106) as
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There are two noise sources:
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Fig. 3.19: Dependence of the interference power on the phase mismatch ρR.

1. AWGN at the relay denoted by wR�n� � CN �0, σ2
n�.

2. AWGN at the destination denoted by wD�n� � CN �0, σ2
n�.

Since they are mutually independent, the total noise power can be written as

Pn � E
��nD�n��2
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, (3.137)
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Assuming again that λ�rx�R � λ
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R :� λR and ρ�rx�R � ρ
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Substituting α :� λR2cos�ρR�
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It can easily be verified that �1 � α � 1. With
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The second summand in (3.138) is���hRDη
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Substituting α :� λR2cos�ρR�
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Finally, the sum of (3.143) and (3.147) yields the power of the noise contribution due to

AWGN at the relay, i.e. PwR
. It is given by

PwR
� 1

4
�hRD�2 �g�2

�
2
�
1� α2

�� 2cos �2ϕg�
�
1� α2

��
σ2

n�

� 1

4
�hRD�2 �g�2 4cos2 �ϕg�

�
1� α2

�
σ2

n �
� �hRD�2 �g�2 σ2

n

�
1� �

1� α2
�
cos �2ϕg�

�
. (3.148)

The total noise power at the destination is thus

Pn � PwR
� PwD

�
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where α � 2cos�ρR�
1
λ
R
�λR

. An upper and lower bound on the noise power can now be derived with

respect to the phase ϕg � ��π, π� of the gain factor.

• Upper bound: Since �1 � α � 1 and thus 0 � �1� α2� � 1, the noise power is

maximized if cos �2ϕg� � 1:

Pn,u � �hRD�2 �g�2 σ2
n

�
2� α2

�� σ2
n (3.150)

• Lower bound: For cos �2ϕg� � �1, the noise power is minimized:

Pn,l � �hRD�2 �g�2 σ2
nα

2 � σ2
n (3.151)

• Mean: The expected noise power for the case that the phase of the gain factor is

uniformly distributed, i.e. ϕg � U ��π, π�, is

Pn,mean � Eϕg
�Pn� � �hRD�2 �g�2 σ2

n � σ2
n, (3.152)

where Eϕg
�cos �2ϕg�� � 0.

As for the signal power in Section 3.3.4.1 and the interference power in Section 3.3.4.2, the

impact of amplitude and phase uncertainty are investigated separately:

1. Amplitude uncertainty: The phase mismatch is neglected (ϕR � 0) in order to extract

the impact of the amplitude mismatch. The respective terms depending on λR for the
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Fig. 3.20: Dependence of the noise power on the amplitude mismatch λR.

upper bound, lower bound, and mean value of the noise power are given by

Λn,u � 2�
�

2
1
λR
� λR


2

(3.153)

Λn,l �
�

2
1
λR
� λR


2

(3.154)

Λn,mean � 1 (3.155)

In Fig. 3.20, Λn,u, Λn,l, and Λn,mean are plotted versus the amplitude uncertainty ΛR.

2. Phase uncertainty: If the amplitude uncertainty is neglected, i.e. λR � 1, the in-

fluence of the phase uncertainty on the noise power is isolated. The respective terms

depending on ρR for the upper bound, lower bound, and mean value of the noise power

are given by

Ωn,u � 2� cos2 �ρR� (3.156)

Ωn,l � cos2 �ρR� (3.157)

Ωn,mean � 1 (3.158)
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Fig. 3.21: Dependence of the noise power on the phase mismatch ρR.

In Fig. 3.21, Ωn,u, Ωn,l, and Ωn,mean are plotted versus the phase mismatch ρR.

Obviously, the average noise power is not affected by I/Q imbalance because both Λn,mean

and Ωn,mean are independent of λR and ρR.
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Chapter 4

Channel Estimation

For any coherent forwarding scheme, the relays require a certain amount of channel knowl-

edge if they are to calculate their gain factors locally. In particular, every relay needs to have

full channel knowledge for the gain allocation schemes that will be discussed in Chapter 6.

This means that every relay needs to have estimates of �HSR, �HRD, and, if the direct link is

used1, also of �HSD. In order to provide this information, all channel coefficients have to be

estimated and then disseminated to the relays. This essentially requires two phases:

1. Channel estimation phase

2. Dissemination phase

In Section 4.1 it will be shown that the direction in which the channels are measured has

an impact on the estimates (even if they are noiseless). Based on this observation, it turns

out in Section 4.2 that in some cases a global phase reference is required for a certain set

of nodes in order to allow for coherent forwarding. The following question is answered:

Which nodes in a two-hop relaying network require a global phase reference so that coher-

ent distributed beamforming is possible? To this end, a framework is derived to determine

the phase synchronization requirements. They will be shown to depend on the direction

(relative to the data transmission) in which the point-to-point channels are estimated. All

possible combinations for the direction in which the channel matrices can be measured are

therefore investigated. In multi-hop relaying networks there are different reasons to estimate

the single-hop channels in one direction or the other. For example, the number of required

channel uses depends on the direction the channels are measured if the number of transmit-

ters and receivers is different. Furthermore, consider a network where the assignment of the

nodes (sources, relays, and destinations) is dynamic. Reorganizing the network, e.g. sources

becoming destinations and vice versa, automatically changes the direction of the current

1The direct link is used in traffic patterns II – IV, which were introduced in Section 2.4
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channel estimates relative to the data transmission direction. A specification of the phase

synchronization requirements is a valuable tool to organize such networks or to compare the

effort required for phase synchronization with the benefits of different directions of channel

measurement. In general, the gain factors are computed correctly if the anticipated objective

function for which they are optimized (e.g. the signal-to-interference-and-noise ratio (SINR)

at the destinations) is the same as the actual one for the data transmission. Since the relays

only have knowledge of the estimated channel coefficients and not the actual ones, this may

not always be the case. If the anticipated and the actual objective function are not the same,

the relay gain factors are optimized for the wrong situation. This leads to a performance

degradation. All four traffic patterns I – IV, that were introduced in Section 2.4, are investi-

gated regarding this issue for the case that the single-hop channels are estimated in different

directions.

Thoughts on the channel update rate are presented in Section 4.3. In Section 4.4, four

protocols to measure all single-hop channel coefficients in a two-hop wireless network are

identified and compared. They differ in the direction in which the channels are estimated.

As a consequence, also the number of channel uses required to estimate all coefficients is

different. Two of them require the relays to possess a global phase reference, which requires

additional overhead. Thus a tradeoff exists between the number of channel uses necessary

to estimate the channel coefficients and the need for global phase reference at the relays.

Finally, the impact of additive signal noise and phase noise on the quality of the channel esti-

mates is investigated. Two important representatives of the protocols identified in Section 4.4

are compared based on the quality of the channel estimates they deliver.

To simplify matters in this chapter, all nodes employ a single antenna only, i.e. MS �
MD � NSD and MR � NR. The extension to multi-antenna nodes is, however, straight-

forward. Until otherwise stated, it is furthermore assumed that all channel estimates are

noiseless.

4.1 Channel Estimation and Dissemination

A point-to-point channel between any two nodes A and B can be estimated in two directions:

Either from node A to node B or from node B to node A. Although the wireless propagation

channel between the two nodes is reciprocal, the equivalent baseband channel is generally

not when A and B are not phase synchronous. In (2.2), the equivalent channel between A
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and B is given by

�hAB � hABe
j�ϕA�ϕB�, (4.1)

where ϕA and ϕB denote their respective LO phase offsets. Consequently, the equivalent

channel between node B and A is

�hBA � hBAe
j�ϕB�ϕA� �

� �hABe
2j�ϕB�ϕA�, (4.2)

where the reciprocity of the propagation channel, i.e. hAB � hBA, was used. The equivalent

channel is only reciprocal if A and B possess a joint phase reference, i.e. ϕA � ϕB. The

direction in which the channel is measured has obviously an impact on the estimate because

of the LO phase offsets. There is no way of learning �hAB from �hBA or �hBA from �hAB when

ϕA and ϕB are unknown.

Consider the two-hop network in Fig. 2.1. Each channel coefficient can be estimated either

in ’forward direction’, i.e., in the same direction as the data transmission2, or in ’backward

direction’. The noiseless channel estimates in forward direction, i.e., from source k to desti-

nation m, from source k to relay l, and from relay l to destination m are, respectively, given

by

�hSkDm
� �hSkDm

, (4.3)�hSkRl
� �hSkRl

, (4.4)�hRlDm
� �hRlDm

. (4.5)

The corresponding estimated channel matrices are3

�HSD � �HSD, (4.6)�HSR � �HSR, (4.7)�HRD � �HRD. (4.8)

2The forward direction of each matrix channel is indicated by the arrows in Fig. 2.1.
3Please recall that the channel estimates are assumed to be noiseless.
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Measuring the channel coefficients in backward direction yields (in accordance with (4.2))

�hDmSk
� �hSkDm

e
2j
�
ϕDm

�ϕSk

�
, (4.9)�hRlSk

� �hSkRl
e
2j
�
ϕRl

�ϕSk

�
, (4.10)�hDmRl

� �hRlDm
e
2j
�
ϕDm

�ϕRl

�
. (4.11)

If �hDmSk
, �hRlSk

, and �hDmRl
are used as estimates for the forward direction, i.e., as estimates

for �hSkDm
, �hSkRl

, and �hRlDm
, a phase error is introduced. The estimated channel matrices are

in this case given by

�HSD � �HT
DS � ΦDΦD 
 �HSD 
ΦH

S ΦH
S , (4.12)�HSR � �HT

RS � ΦRΦR 
 �HSR 
ΦH
S ΦH

S , (4.13)�HRD � �HT
DR � ΦDΦD 
 �HRD 
ΦH

RΦH
R. (4.14)

Once all channel coefficients are measured, they have to be disseminated to the relays so that

they can locally compute their gain factors. The number of channel uses required to dissem-

inate all channel coefficients to the relays is equal to the number of channel coefficients, i.e.

2NSDNR � N2
SD. This will be called the dissemination overhead. In order to broadcast a

channel coefficient, the respective node has to transmit the signal at a rate that all relays are

able to decode. In large networks this will generate quite some amount of overhead. Every

time the propagation channels change, channel knowledge has to be updated at the relays. In

the worst case, the whole estimation and dissemination procedure has to be repeated. Global

channel state information at the relays is therefore only feasible if the propagation environ-

ment changes slowly. If the nodes are close to each other, a secondary system (e.g. Bluetooth

or ultra wideband (UWB)) might be used to disseminate the channel estimates. In this case

no system resources of the primary communication system would be used.

4.2 Coherent Distributed Beamforming

The work in this section was triggered by the fact that in the presence of unknown and

random LO phases, the direction in which wireless point-to-point (single-hop) channels are

measured has an impact on the estimates (in the form of a phase rotation). Although the

propagation channels are reciprocal, the equivalent baseband channels are generally not if

the nodes are not phase synchronous (cf. Section 4.1). Since the gain factors are computed
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source

�hSR1

�hSR2

relay 1

relay 2

�hR1D

�hR2D

destination

Fig. 4.1: Simple two-hop relaying scenario.

from channel estimates, an unknown and random phase shift is in some cases introduced to

the forwarded signals at the relays. This phase shift depends on the direction in which the

point-to-point channels have been estimated. If no global phase reference is present, it may

destroy coherency.

It is often assumed that ’coherent beamforming’ requires perfect CSI. In the context of

distributed AF relaying networks, this definition has to be adapted. Phase errors in the chan-

nel estimates that are the result of the measurement direction have in some cases no impact

on the system performance. It makes sense to call those cases ’coherent’, even if perfect CSI

is not available. In this section, a formal condition for coherent distributed beamforming is

provided that captures this issue. In order to get an intuition for the reasoning that is behind

this (adapted) condition, a simple single-user scenario is first considered. It will be found

that if (4.20) is fulfilled, coherent beamforming is possible. Afterwards, this condition is

extended to the multiuser case. Equation (4.27) is an extension of (4.20) that takes multiple

users and the resulting inter-user interference into account.

4.2.1 Single-User System

Consider the simple scenario with a single source-destination pair and two AF relays shown

in Fig. 4.1. The received signal at the destination is

d �
�

2�
l�1

�hRlD
gl
�hSRl



s :� �hSRD 
 s, (4.15)

where s � CN �0, σ2
s � is the source transmit symbol, gl, l � 	1, 2
, are the relay gain factors,

and

�hSRD �
2�
l�1

�hRlD
gl
�hSRl (4.16)
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is called the ’compound channel coefficient’. The power of the received signal at the desti-

nation is PR � Es��d�2�. It is bounded by

0 � PR �
�

2�
l�1

����hRlD
gl
�hSRl

���
2

σ2
s . (4.17)

If perfect CSI is available, the received signal power can be adjusted explicitly by choosing

the gain factors accordingly. But what if the gain factors have to be computed from channel

estimates rather than the actual coefficients? Let �hSRl and �hRlD denote the estimates of �hSRl

and �hRlD, respectively, based on which the relay gains have to be computed. Then, the

anticipated received signal power is �PR � Es���d�2�, where

�d � �
2�
l�1

�hRlD
gl
�hSRl



s :� �hSRD 
 s. (4.18)

It is bounded by

0 � �PR �
�

2�
l�1

����hRlD
gl
�hSRl

���
2

σ2
s . (4.19)

The gain factors can adjust the received signal power explicitly within its bounds if PR is a

linear function of �PR, i.e., Es���d�2� � Es��cd�2�, where c � C. This corresponds to requiring

�hSRD � c 
 �hSRD. (4.20)

The anticipated receive power �PR is equal to the actual one PR if �c�2 � 1. The anticipated

receive SNR is in this case equal to the actual one.

Proposition 4.2.1. In general, coherent distributed beamforming is possible if the antici-

pated objective function, based on which the relay gains are computed (e.g. receive SNR), is

a linear function of the actual one.

If in the current example the objective function is the receive SNR, it suffices to check

whether (4.20) is fulfilled with �c�2 � 1 to find out if coherent beamforming is possible4.

The following example demonstrates that this may be the case even with imperfect CSI.

4This is because the gain factors can adjust the received signal power but not the noise power at the destination.
Equation (4.20) has therefore to be fulfilled with �c�2 � 1 in order for the estimated SNR to be a linear
function of the actual one.
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Example: Let

�hSRl
� �hSRl

e
2j
�
ϕRl

�ϕS

�
(4.21)�hRlD

� �hRlD
e
2j
�
ϕD�ϕRl

�
(4.22)

denote the estimates of the first-hop and second-hop channels, respectively. They are ob-

tained by estimating all channels in backward direction (cf. (4.10) and (4.11)). Since in this

case �PR � PR it is possible to explicitly adjust the receive SNR with gain factors that are

computed from imperfect CSI.

4.2.2 Multi-User System

The refined definition of coherency for distributed beamforming in the single-user case can

be extended to multi-user networks. In analogy to the compound channel coefficient in

(4.16) a ’compound channel matrix’ has to be defined for the multiuser scenario. This is

done based on the input/output relations for traffic patterns I – IV derived in Section 2.4.

The most demanding requirements for phase synchronization are imposed on the network

if the signals from all possible paths (direct link in the first time slot as well as direct and

two-hop link in the second time slot) have to combine coherently at the destinations. For

traffic pattern I, this is the case if both of the following assumptions hold:

• The sources transmit a scaled version of s�1� in the second time slot, i.e. s�2� �
ΓSs

�1�, where the matrix ΓS is diagonal with complex-valued entries γSk
� C, for

k � 	1, . . . , NSD
.
• The destinations compute

dI � ΓDd�1� � d�2�, (4.23)

prior to decoding, where ΓD is a diagonal matrix of scaling factors γDm , m �
	1, . . . , NSD
 at the destinations.

Relaxing any of the two assumptions relaxes the phase synchronization requirements for

traffic pattern I:

• If the symbols in s�1� and s�2� are mutually independent, they need not combine coher-

ently at the destination. In this case, the phase synchronization requirements are the

same as for traffic pattern II, where the source is silent in the second time slot.
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• If the vectors d�1� and d�2� are not required to combine coherently, the phase synchro-

nization requirements are the same as for traffic pattern III, where the destinations do

not listen in the first time slot.

• If both assumptions are dropped, the phase synchronization requirements are the same

as for traffic pattern IV.

Equation (4.23) can be written as

dI � �HIs� �nI, (4.24)

where

�HI � ΓD
�HSD � �HRDG�HSR � �HSDΓS (4.25)

and �nI � ΓDn
�1�
D � �HRDGnR � n

�2�
D (4.26)

are called the ’compound channel matrix’ and the ’compound noise vector’, respectively.

The compound channel matrices for traffic patterns II – IV are readily obtained from (4.25)

by setting either ΓD or ΓS or both to zero.

Remark 4.2.1. It turns out that �HI is independent of the LO phases of the relays (cf. Sec-

tion 2.4)). Consequently, the gain matrix G as well as the scaling matrices ΓD and ΓS only

have to be updated when the propagation channels change. Once they are computed, the LO

phases of the nodes have no impact on the receive SINR.

The next step is to identify the requirements that have to be fulfilled so that the estimated

compound channel coefficient from source k to destination m is a linear function of the

actual one. This means that the conditions for

�HX�m, k� � cm,k 
 �HX�m, k�, X � 	I, II, III, IV
 , (4.27)

where cm,k � C, have to be found. The following propositions can be identified:

Proposition 4.2.2. If (4.27) holds with �cm,k� � �cm� for all k, the anticipated receive SIR at

destinationm is equal to the actual one.

Proposition 4.2.3. If Proposition 4.2.2 holds and furthermore �cm,k�2 � 1 for all k, the

anticipated and the actual SINR at destinationm are equal.
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Both propositions follow immediately from the fact that the received signal and interfer-

ence power at destination m are

P �s�
m �

��� �HI�m,m�
���2 σ2

s (4.28)

P �i�
m �

NSD�
k�1
k�m

��� �HI�m, k�
���2 σ2

s . (4.29)

If the phase synchronization requirements that are necessary to fulfill (4.27) are found, it is

straightforward to find the phase synchronization requirements for any coherent gain alloca-

tion scheme by investigating its objective function: Equation (4.27) has to hold for m and k

if the gain factors are a function of the signal power from source k at destination m.

Example: For MUZF relaying [25], equation (4.27) has to hold for all m � k and for

MMSE relaying [73], special case 2) has to be fulfilled for all m.

In Sections 4.2.3 – 4.2.10 the phase synchronization requirements for all eight possible

combinations of directions in which the single-hop channel matrices can be estimated are

derived. The case that the channel matrix �HAB between nodes A and B is measured in

forward direction (from A to B) will be denoted by A �B. Likewise, the case where �HAB

is measured in backward direction (from B to A) will be denoted by A �B. For each of the

combinations, all four traffic patterns are discussed. Each section starts with traffic pattern I.

The requirements for traffic patterns II – IV can then be easily derived from the discussion

of traffic pattern I. Table 4.1 in Section 4.2.11 finally summarizes all results.

The knowledge of the measured channel matrices �HSD, �HSR, and �HRD, is assumed to

be available for the computation of the gain matrix. Furthermore, it is assumed that each

destinationm has measured its local compound channel coefficient �HX�m,m� with the help

of a preamble during data transmission. This knowledge is necessary to decode the data.

Furthermore, it will in some cases be used to allow for coherent combining of the received

signals from both time slots at the destinations.
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4.2.3 Required Phase Synchronization for S�D / S�R / R�D

All channel matrices are estimated in forward direction. This means that the estimates

�HSD � �HSD, (4.30)�HSR � �HSR, (4.31)�HRD � �HRD (4.32)

are available in the network. For traffic pattern I, the compound channel matrix �HI is given

in (4.25). At the relays, its estimate is computed from the single-hop channel estimates

(4.30) – (4.32):

�HI � �ΓD
�HSD � �HRDG�HSR � �HSD

�ΓS �
� �ΓD

�HSD � �HRDG�HSR � �HSD
�ΓS, (4.33)

where �ΓS and �ΓD are estimates of the scaling matrices ΓS and ΓD that have to be generated

locally. It has to be checked whether (4.27) is fulfilled for �HI given in (4.33) and �HI given

in (4.25). Obviously, �HI � �HI if �ΓS � �ΓS and �ΓD � �ΓD. A particularly simple and valid

choice would be �ΓS � �ΓS � �ΓD � �ΓD � INSD
. In this case, (4.27) holds for all m and

k and all traffic patterns. Since (4.27) is fulfilled for cm,k � 1, the anticipated SINR at all

destinations is equal to the actual one.

4.2.4 Required Phase Synchronization for S�D / S�R / R�D

The direct link is measured in forward direction while both the first-hop and the second-hop

link are measured in backward direction. This means that the estimates

�HSD � �HSD, (4.34)�HSR � ΦRΦR 
 �HSR 
ΦH
S ΦH

S , (4.35)�HRD � ΦDΦD 
 �HRD 
ΦH
RΦH

R (4.36)

are available in the network. For traffic pattern I, the compound channel matrix �HI is given

in (4.25). At the relays, its estimate is computed from the single-hop channel estimates given
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in (4.34) – (4.36):

�HI � �ΓD
�HSD � �HRDG�HSR � �HSD

�ΓS �
� �ΓD

�HSD �ΦDΦD
�HRDG�HSRΦH

S ΦH
S � �HSD

�ΓS, (4.37)

where �ΓS and �ΓD are estimates of the scaling matrices ΓS and ΓD that have to be generated

locally. It has to be checked whether (4.27) is fulfilled for �HI given in (4.37) and �HI given

in (4.25). Since (4.27) has to hold for all channel realizations including the case where any

of the channel coefficients is zero, two conditions are obtained:

1. For �HSR � 0 or �HRD � 0, equation (4.27) becomes

�γDm � �γSk
� cm,k 


�
γDm � γSk

�
. (4.38)

2. For �HSD � 0, equation (4.27) becomes

e
2j
�
ϕDm

�ϕSk

�

 �hSkRDm � cm,k 
 �hSkRDm , (4.39)

where

�hSkRDm �
NR�
l�1

��hRlDm
gl
�hSkRl

�
. (4.40)

Consequently,

e
2j
�
ϕDm

�ϕSk

�
� cm,k. (4.41)

It follows from (4.41) that in this section
��cm,k�� � 1 for all traffic patterns.

Inserting (4.41) in (4.38) yields

�γDm � �γSk
� e

2j
�
ϕDm

�ϕSk

�

 �γDm � γSk

�
. (4.42)

The phase synchronization requirements for all four traffic patterns can now be derived from

(4.42):

Traffic Pattern I: For traffic pattern I, (4.27) is fulfilled if (4.42) holds. With the CSI

available in the network, there is, however, no way to compute �γSk
, γSk

, �γDm , and γDm ,

unequal to zero such that (4.42) is fulfilled. Consequently, source k and destination m are

required to possess a common LO phase reference, i.e. ϕSk
� ϕDm

. In this case, cm,k � 1
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and (4.42) is fulfilled by �γSk
� γSk

and �γDm � γDm . A particularly simple and valid choice is�γSk
� γSk

� �γDm � γDm � 1. The anticipated received power from source k at destination

m is then equal to the actual one.

Traffic Pattern II: With �γS � γS � 0, equation (4.42) becomes

�γDm � e
2j
�
ϕDm

�ϕSk

�

 γDm. (4.43)

If destination m chooses

γDm � �hSmRDm (4.44)

and the relays use their respective estimates

�γDm � �hSmRDm �
� e2j�ϕDm

�ϕSm� 
 �hSmRDm, (4.45)

equation (4.43) is fulfilled for source m, i.e.

�HII�m,m� � cm,m 
 �HII�m,m�, (4.46)

for all m � �1, . . . , NSD�. Only if source k and source m possess a common phase reference,

i.e. ϕSk
� ϕSm , is equation (4.43) fulfilled for source k � m.

Traffic Pattern III: With �γD � γD � 0, equation (4.42) becomes

�γSk
� e

2j
�
ϕDm

�ϕSk

�

 γSk

. (4.47)

With the channel knowledge available in the network, there is no way to compute �γSk
and

γSk
such that (4.47) is fulfilled. Consequently, source k and destination m are required to

possess the same LO phase, i.e. ϕSk
� ϕDm . In this case, cm,k � 1 and (4.47) can be fulfilled

by choosing �γSk
� γSk

. A particularly simple and valid choice is �γSk
� γSk

� 1.

Traffic Pattern IV: With �γS � γS � �γD � γD � 0, equation (4.42) is always fulfilled.

In this case, (4.27) holds for cm,k � 1. Thus, the anticipated and the actual SINR at all

destinations are the same.
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4.2.5 Required Phase Synchronization for S�D / S�R / R�D

The first-hop link and the direct link are estimated in forward direction and the second-hop

link is estimated in backward direction. This means that the estimates

�HSD � �HSD, (4.48)�HSR � �HSR, (4.49)�HRD � ΦDΦD 
 �HRD 
ΦH
RΦH

R (4.50)

are available in the network. For traffic pattern I, the compound channel matrix �HI is given

in (4.25). At the relays, its estimate is computed from the single-hop channel estimates given

in (4.48) – (4.50):

�HI � �ΓD
�HSD � �HRDG�HSR � �HSD

�ΓS �
� �ΓD

�HSD �ΦDΦD
�HRDΦH

RΦH
RG�HSR � �HSD

�ΓS, (4.51)

where �ΓS and �ΓD are estimates of the scaling matrices ΓS and ΓD that have to be generated

locally. It has to be checked whether (4.27) is fulfilled for �HI given in (4.51) and �HI given

in (4.25). Since (4.27) has to hold for all channel realizations including the case where any

of the channel coefficients is zero, two conditions are obtained:

1. For �HSR � 0 or �HRD � 0, equation (4.27) becomes

�γDm � �γSk
� cm,k 


�
γDm � γSk

�
. (4.52)

2. For �HSD � 0, equation (4.27) becomes

e2jϕDm 

NR�
l�1

�
e
�2jϕRl 
 �hRlDm

gl
�hSkRl

�
� cm,k 
 �hSkRDm , (4.53)

where

�hSkRDm �
NR�
l�1

��hRlDm
gl
�hSkRl

�
. (4.54)
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Equation (4.53) can only hold for all channel realizations if the LO phases of all relays are

equal, i.e.

ϕRl
� φ, � l � 	1, . . . , NR
 . (4.55)

This means that they have to possess a common phase reference. The phase offset φ may

be unknown and random but has to be the same for all relays. With (4.55), equation (4.53)

implies

e2j�ϕDm
�φ� � cm,k. (4.56)

Inserting (4.56) into (4.52) finally yields

�γDm � �γSk
� e2j�ϕDm

�φ� 
 �γDm � γSk

�
. (4.57)

The phase synchronization requirements for all four traffic patterns can now be derived from

(4.57):

Traffic Pattern I: For traffic pattern I, (4.27) is fulfilled if (4.57) holds. With the CSI

available in the network, there is, however, no way to compute �γSk
, γSk

, �γDm
, and γDm

,

unequal to zero, such that (4.57) is fulfilled. In this case, destinationm is required to possess

the same LO phase as the relays, i.e. ϕDm � φ. Equation (4.57) can then be fulfilled

for all k by choosing �γSk
� γSk

and �γDm � γDm . A particular simple and valid choice

is �γSk
� γSk

� �γDm � γDm � 1. Since in this case cm,k � 1, the anticipated SINR at

destination m is equal to the actual one.

Traffic Pattern II: With �γS � γS � 0, equation (4.57) becomes

�γDm � e2j�ϕDm
�φ� 
 γDm . (4.58)

For traffic pattern II, destinationm can estimate �hSkRDm using a preamble during data trans-

mission. If it chooses

γDm � �hSkRDm (4.59)

and the relays compute

�γDm � �hSkRDm �
� e2j�ϕDm

�φ� 
 �hSkRDm (4.60)
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from their channel estimates, equation (4.58) is fulfilled for all k. The anticipated SINR at

destination m is then equal to the actual one because �cm,k�2 � 1 for all k.

Traffic Pattern III: With �γD � γD � 0, equation (4.57) becomes

�γSk
� e2j�ϕDm

�φ� 
 γSk
. (4.61)

From the available channel knowledge, it is not possible to compute �γSk
and γSk

, unequal to

zero, so that (4.61) is fulfilled. Consequently, destination m has to have the same LO phase

as the relays, i.e., destination m and the relays require a joint global phase reference. In this

case, ϕDm � φ and (4.61) can be fulfilled by choosing �γSk
� γSk

. Since (4.27) then holds

for cm,k � 1, the anticipated and the actual SINR at destination m are equal.

Traffic Pattern IV: With �γS � γS � �γD � γD � 0, equation (4.57) is always fulfilled.

In this case, (4.27) holds for cm,k � 1. Thus, the anticipated and the actual SINR at all

destinations are the same.

4.2.6 Required Phase Synchronization for S�D / S�R / R�D

The direct link and the second-hop link are estimated in forward direction and the first-hop

link is estimated in backward direction. This means that the estimates

�HSD � �HSD, (4.62)�HSR � �HT
RS � ΦRΦR 
 �HSR 
ΦH

S ΦH
S , (4.63)�HRD � �HRD (4.64)

are available in the network. For traffic pattern I, the compound channel matrix �HI is given

in (4.25). At the relays, its estimate is computed from the single-hop channel estimates given

in (4.62) – (4.64):

�HI � �ΓD
�HSD � �HRDG�HSR � �HSD

�ΓS �
� �ΓD

�HSD � �HRDGΦRΦR
�HSRΦH

S ΦH
S � �HSD

�ΓS, (4.65)

where �ΓS and �ΓD are estimates of the scaling matrices ΓS and ΓD that have to be generated

locally. It has to be checked whether (4.27) is fulfilled for �HI given in (4.65) and �HI given

in (4.25). Since (4.27) has to hold for all channel realizations including the case where any

of the channel coefficients is zero, two conditions are obtained:
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1. For �HSR � 0 or �HRD � 0, equation (4.27) becomes

�γDm � �γSk
� cm,k 


�
γDm � γSk

�
. (4.66)

2. For �HSD � 0, equation (4.27) becomes

e
�2jϕSk 


NR�
l�1

�
e
2jϕRl 
 �hRlDm

gl
�hSkRl

�
� cm,k 
 �hSkRDm, (4.67)

where

�hSkRDm �
NR�
l�1

��hRlDm
gl
�hSkRl

�
. (4.68)

Equation (4.67) can only hold for all channel realizations if the LO phases of all relays are

equal, i.e.

ϕRl
� φ, � l � 	1, . . . , NR
 . (4.69)

This means that they have to possess a common phase reference. The phase offset φ may

be unknown and random but has to be the same for all relays. With (4.69), equation (4.67)

implies

e
2j
�
φ�ϕSk

�
� cm,k. (4.70)

Inserting (4.70) into (4.66) finally yields

�γDm � �γSk
� e

2j
�
φ�ϕSk

�

 �γDm � γSk

�
. (4.71)

The phase synchronization requirements for all four traffic patterns can now be derived from

(4.71):

Traffic Pattern I: For traffic pattern I, (4.27) is fulfilled if (4.71) holds. With the CSI

available in the network, there is, however, no way to compute �γSk
, γSk

, �γDm , and γDm ,

unequal to zero, such that (4.71) is fulfilled. In this case, source k is required to possess the

same LO phase reference as the relays, i.e. ϕSk
� φ. Equation (4.71) can then be fulfilled

for all m by choosing �γSk
� γSk

and �γDm � γDm . Since in this case cm,k � 1, the anticipated

received power from source k at destinationm is equal to the actual one. A particular simple

and valid choice for the scaling factors is �γSk
� γSk

� �γDm
� γDm

� 1.
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Traffic Pattern II: With �γS � γS � 0, equation (4.71) becomes

�γDm � e
2j
�
φ�ϕSk

�

 γDm . (4.72)

With the channel knowledge available in the network, there is no nontrivial way to compute�γDm and γDm such that (4.72) is fulfilled. Consequently, source k is required to possess

the same LO phase as the relays, i.e. ϕSk
� φ. In this case, cm,k � 1 and (4.72) can be

fulfilled by choosing �γDm � γDm . A particular simple and valid choice is �γDm � γDm � 1.

The anticipated and the actual received power from source k at destination m is in this case

equal.

Traffic Pattern III: With �γD � γD � 0, equation (4.71) becomes

�γSk
� e

2j
�
φ�ϕSk

�

 γSk

. (4.73)

From the available channel knowledge, it is not possible to compute �γSk
and γSk

, unequal

to zero, so that (4.73) is fulfilled. Consequently, source k has to have the same LO phase

as the relays, i.e., source k and the relays require a joint global phase reference. In this

case, ϕSk
� φ and (4.73) can be fulfilled by choosing �γSk

� γSk
. Since (4.27) then holds

with cm,k � 1 for all m, the anticipated and the actual received power from source k at all

destinations are equal.

Traffic Pattern IV: With �γS � γS � �γD � γD � 0, equation (4.71) is always fulfilled.

In this case, (4.27) holds for cm,k � 1. Thus, the anticipated and the actual SINR at all

destinations are the same.

4.2.7 Required Phase Synchronization for S�D / S�R / R�D

The direct link is measured in backward direction while both the first-hop and the second-hop

link are measured in forward direction. This means that the estimates

�HSD � ΦDΦD 
 �HSD 
ΦH
S ΦH

S , (4.74)�HSR � �HSR, (4.75)�HRD � �HRD (4.76)

are available in the network. For traffic pattern I, the compound channel matrix �HI is given

in (4.25). At the relays, its estimate is computed from the single-hop channel estimates given
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in (4.74) – (4.76):

�HI � �ΓD
�HSD � �HRDG�HSR � �HSD

�ΓS �
� �ΓDΦDΦD

�HSDΦH
S ΦH

S � �HRDG�HSR �ΦDΦD
�HSDΦH

S ΦH
S
�ΓS, (4.77)

where �ΓS and �ΓD are estimates of the scaling matrices ΓS and ΓD that have to be generated

locally. It has to be checked whether (4.27) is fulfilled for �HI given in (4.77) and �HI given

in (4.25). Since (4.27) has to hold for all channel realizations including the case where any

of the channel coefficients is zero, two conditions are obtained:

1. For �HSR � 0 or �HRD � 0, equation (4.27) becomes

e
2j
�
ϕDm

�ϕSk

�

 ��γDm � �γSk

� � cm,k 

�
γDm � γSk

�
. (4.78)

2. For �HSD � 0, equation (4.27) becomes

�hSkRDm � cm,k 
 �hSkRDm , (4.79)

where

�hSkRDm �
NR�
l�1

��hRlDm
gl
�hSkRl

�
. (4.80)

It follows from (4.79) that (4.27) can only be fulfilled for cm,k � 1 in this section.

Inserting cm,k � 1 in (4.78) yields

e
2j
�
ϕDm

�ϕSk

�

 ��γDm � �γSk

� � γDm � γSk
. (4.81)

The phase synchronization requirements for all four traffic patterns can now be derived from

(4.81):

Traffic Pattern I: For traffic pattern I, (4.27) is fulfilled if (4.81) holds. With the CSI

available in the network, there is, however, no way to compute �γSk
, γSk

, �γDm , and γDm ,

unequal to zero, such that (4.81) is fulfilled. Consequently, source k and destination m

are required to possess the same LO phase, i.e., ϕSk
� ϕDm . Equation (4.81) can then be

fulfilled by choosing �γSk
� γSk

and �γDm � γDm . A particularly simple and valid choice is�γSk
� γSk

� �γDm � γDm � 1. The anticipated received power from source k at destination

m is then equal to the actual one.
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Traffic Pattern II: With �γS � γS � 0, equation (4.81) becomes

e
2j
�
ϕDm

�ϕSk

�

 �γDm � γDm. (4.82)

If destination m chooses

γDm � �hSmDm (4.83)

and the relays compute

�γDm � �hSmDm �
� e2j�ϕDm

�ϕSm� 
 �hSmDm , (4.84)

from their channel estimates, equation (4.82) is fulfilled for source m, i.e.,

�HII�m,m� � cm,m 
 �HII�m,m� (4.85)

for all m. Only if source k and source m possess a common global phase reference, i.e.

ϕSk
� ϕSm , is equation (4.82) fulfilled for source k � m.

Traffic Pattern III: With �γD � γD � 0, equation (4.81) becomes

e
2j
�
ϕDm

�ϕSk

��γSk
� γSk

. (4.86)

With the channel knowledge available in the network, there is no way to compute �γSk
and

γSk
, unequal to zero, such that (4.86) is fulfilled. Consequently, source k and destination m

are required to possess the same LO phase, i.e. ϕSk
� ϕDm

. Equation (4.86) can then be

fulfilled by choosing �γSk
� γSk

. A particularly simple and valid choice is �γSk
� γSk

� 1.

Traffic Pattern IV: With �γS � γS � �γD � γD � 0, equation (4.81) is always fulfilled.

Since cm,k � 1, the anticipated and the actual SINR at all destinations are the same.
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4.2.8 Required Phase Synchronization for S�D / S�R / R�D

All channel matrices are estimated in backward direction. This means that the estimates

�HSD � ΦDΦD 
 �HSD 
ΦH
S ΦH

S , (4.87)�HSR � ΦRΦR 
 �HSR 
ΦH
S ΦH

S , (4.88)

and �HRD � ΦDΦD 
 �HRD 
ΦH
RΦH

R (4.89)

are available in the network. For traffic pattern I, the compound channel matrix �HI is given

in (4.25). At the relays, its estimate is computed from the single-hop channel estimates given

in (4.87) – (4.89):

�HI � �ΓD
�HSD � �HRDG�HSR � �HSD

�ΓS �
� ΦDΦD

��ΓD
�HSD � �HRDG�HSR � �HSD

�ΓS

�
ΦH

S ΦH
S , (4.90)

where �ΓS and �ΓD are estimates of the scaling matrices ΓS and ΓD that have to be generated

locally. It has to be checked whether (4.27) is fulfilled for �HI given in (4.90) and �HI given in

(4.25). For �ΓS � �ΓS and �ΓD � �ΓD, the anticipated compound channel coefficient between

source k and destination m is

�HI�m, k� � e
2j
�
ϕDm

�ϕSk

�

 �HI�m, k�. (4.91)

Consequently, (4.27) is fulfilled for all traffic patterns with cm,k � e
2j
�
ϕDm

�ϕSk

�
. Since��cm,k�� � 1, the anticipated SINR at all destinations is equal to the actual one.

4.2.9 Required Phase Synchronization for S�D / S�R / R�D

The direct link and the second-hop link are estimated in backward direction and the first-hop

link is estimated in forward direction. This means that the estimates

�HSD � �HT
DS � ΦDΦD 
 �HSD 
ΦH

S ΦH
S , (4.92)�HSR � �HSR, (4.93)�HRD � �HT

DR � ΦDΦD 
 �HRD 
ΦH
RΦH

R (4.94)

are available in the network. For traffic pattern I, the compound channel matrix �HI is given

in (4.25). At the relays, its estimate is computed from the single-hop channel estimates given
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in (4.92) – (4.94):

�HI � �ΓD
�HSD � �HRDG�HSR � �HSD

�ΓS �
� �ΓDΦDΦD

�HSDΦH
S ΦH

S �ΦDΦD
�HRDΦH

RΦH
RG�HSR �ΦDΦD

�HSDΦH
S ΦH

S
�ΓS,

(4.95)

where �ΓS and �ΓD are estimates of the scaling matrices ΓS and ΓD that have to be generated

locally. It has to be checked whether (4.27) is fulfilled for �HI given in (4.95) and �HI given

in (4.25). Since (4.27) has to hold for all channel realizations including the case where any

of the channel coefficients is zero, two conditions are obtained:

1. For �HSR � 0 or �HRD � 0, equation (4.27) becomes

e
2j
�
ϕDm

�ϕSk

� ��γDm � �γSk

� � cm,k 

�
γDm � γSk

�
. (4.96)

2. For �HSD � 0, equation (4.27) becomes

e2jϕDm 

NR�
l�1

�
e
�2jϕRl 
 �hRlDm

gl
�hSkRl

�
� cm,k 
 �hSkRDm , (4.97)

where

�hSkRDm �
NR�
l�1

��hRlDm
gl
�hSkRl

�
. (4.98)

Equation (4.97) can only hold for all channel realizations if the LO phases of all relays are

equal, i.e.

ϕRl
� φ, � l � 	1, . . . , NR
 . (4.99)

This means that they have to possess a common phase reference. The phase offset φ may

be unknown and random but has to be the same for all relays. With (4.99), equation (4.97)

implies

e2j�ϕDm
�φ� � cm,k. (4.100)
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It follows from (4.100) that (4.27) can only be fulfilled for
��cm,k�� � 1 in this section. Inserting

(4.100) into (4.96) finally yields

e
2j
�
ϕDm

�ϕSk

� ��γDm � �γSk

� � e2j�ϕDm
�φ� �γDm � γSk

�
. (4.101)

The phase synchronization requirements for all four traffic patterns can now be derived from

(4.101):

Traffic Pattern I: For traffic pattern I, (4.27) is fulfilled if (4.101) holds. With the CSI

available in the network, there is, however, no way to compute �γSk
, γSk

, �γDm , and γDm ,

unequal to zero, such that (4.101) is fulfilled. In this case, source k is required to possess the

same LO phase reference as the relays, i.e. ϕSk
� φ. Equation (4.101) can then be fulfilled

by choosing �γSk
� γSk

and �γDm
� γDm

. Since in this case cm,k � 1, the anticipated received

power from source k at destination m is equal to the actual one. A particular simple and

valid choice for the scaling factors is �γSk
� γSk

� �γDm � γDm � 1.

Traffic Pattern II: With �γS � γS � 0, equation (4.101) becomes

e
2j
�
ϕDm

�ϕSk

��γDm � e2j�ϕDm
�φ�γDm . (4.102)

With the channel knowledge available in the network, there is no way to compute �γDm and

γDm , unequal to zero, such that (4.102) is fulfilled. Consequently, source k is required to

possess the same LO phase as the relays, i.e. ϕSk
� φ. Equation (4.102) can be fulfilled

by choosing �γDm � γDm . A particular simple and valid choice is �γDm � γDm � 1. The

anticipated and the actual received power from source k at destination m are in this case

equal.

Traffic Pattern III: With �γD � γD � 0, equation (4.101) becomes

e
2j
�
ϕDm

�ϕSk

��γSk
� e2j�ϕDm

�φ�γSk
. (4.103)

From the available channel knowledge, it is not possible to compute �γSk
and γSk

, unequal to

zero, so that (4.103) is fulfilled. Consequently, source k has to have the same LO phase as

the relays, i.e., source k and the relays require a joint phase reference. In this case, ϕSk
� φ

and (4.103) can be fulfilled by choosing �γSk
� γSk

.

Traffic Pattern IV: With �γS � γS � �γD � γD � 0, equation (4.101) is always fulfilled.

In this case, (4.27) holds for
��cm,k�� � 1. Thus, the anticipated and the actual SINR at all

destinations are the same.
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4.2.10 Required Phase Synchronization for S�D / S�R / R�D

The direct link and the first-hop link are estimated in backward direction while the second-

hop link is estimated in forward direction. This means that the estimates

�HSD � �HT
DS � ΦDΦD 
 �HSD 
ΦH

S ΦH
S , (4.104)�HSR � �HT

RS � ΦRΦR 
 �HSR 
ΦH
S ΦH

S , (4.105)�HRD � �HRD (4.106)

are available in the network. For traffic pattern I, the compound channel matrix �HI is given

in (4.25). At the relays, its estimate is computed from the single-hop channel estimates given

in (4.104) – (4.106):

�HI � �ΓD
�HSD � �HRDG�HSR � �HSD

�ΓS �
� �ΓDΦDΦD

�HSDΦH
S ΦH

S � �HRDGΦRΦR
�HSRΦH

S ΦH
S �ΦDΦD

�HSDΦH
S ΦH

S
�ΓS,

(4.107)

where �ΓS and �ΓD are estimates of the scaling matrices ΓS and ΓD that have to be generated

locally. It has to be checked whether (4.27) is fulfilled for �HI given in (4.107) and �HI given

in (4.25). Since (4.27) has to hold for all channel realizations including the case where any

of the channel coefficients is zero, two conditions are obtained:

1. For �HSR � 0 or �HRD � 0, equation (4.27) becomes

e
2j
�
ϕDm

�ϕSk

� ��γDm � �γSk

� � cm,k
�
γDm � γSk

�
. (4.108)

2. For �HSD � 0, equation (4.27) becomes

e
�2jϕSk 


NR�
l�1

�
e
2jϕRl 
 �hRlDm

gl
�hSkRl

�
� cm,k 
 �hSkRDm, (4.109)

where

�hSkRDm �
NR�
l�1

��hRlDm
gl
�hSkRl

�
. (4.110)
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Equation (4.109) can only hold for all channel realizations if the LO phases of all relays are

equal, i.e.

ϕRl
� φ, � l � 	1, . . . , NR
 . (4.111)

This means that they have to possess a common phase reference. The phase offset φ may be

unknown and random but has to be the same for all relays. With (4.111), equation (4.109)

implies

e
2j
�
φ�ϕSk

�
� cm,k. (4.112)

It follows from (4.112) that (4.27) can only be fulfilled for
��cm,k�� � 1 in this section. Inserting

(4.112) into (4.108) finally yields

e
2j
�
ϕDm

�ϕSk

� ��γDm � �γSk

� � e
2j
�
φ�ϕSk

� �
γDm � γSk

�
. (4.113)

The phase synchronization requirements for all four traffic patterns can now be derived from

(4.113):

Traffic Pattern I: For traffic pattern I, (4.27) is fulfilled if (4.113) holds. With the CSI

available in the network, there is, however, no way to compute �γSk
, γSk

, �γDm
, and γDm

,

unequal to zero, such that (4.113) is fulfilled. In this case, destination m is required to

possess the same LO phase as the relays, i.e. ϕDm � φ. Equation (4.113) can then be

fulfilled for all k by choosing �γSk
� γSk

and �γDm � γDm . A particular simple and valid

choice is �γSk
� γSk

� �γDm � γDm � 1.

Traffic Pattern II: With �γS � γS � 0, equation (4.113) becomes

e
2j
�
ϕDm

�ϕSk

��γDm � e
2j
�
φ�ϕSk

�
γDm . (4.114)

With the channel knowledge available in the network, there is no way to compute �γDm and

γDm , unequal to zero, such that (4.114) is fulfilled. Consequently, the destination m is re-

quired to possess the same LO phase as the relays, i.e. ϕDm � φ. Equation (4.114) can then

be fulfilled by choosing �γDm
� γDm

. A particular simple and valid choice is �γDm
� γDm

� 1.

Traffic Pattern III: With �γD � γD � 0, equation (4.113) becomes

e
2j
�
ϕDm

�ϕSk

��γSk
� e

2j
�
φ�ϕSk

�
γSk

. (4.115)
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�HSD / �HSR / �HRD Tr. Pattern I Tr. Pattern II Tr. Pattern III Tr. Pattern IV

S�D / S�R / R�D - - - -
S�D / S�R / R�D Sk & Dm Sk & Sm Sk & Dm -
S�D / S�R / R�D R & Dm R R & Dm R
S�D / S�R / R�D R & Sk R & Sk R & Sk R

S�D / S�R / R�D Sk & Dm Sk & Sm Sk & Dm -
S�D / S�R / R�D - - - -
S�D / S�R / R�D R & Sk R & Sk R & Sk R
S�D / S�R / R�D R & Dm R & Dm R & Dm R

Table 4.1: Summary of phase synchronization requirements; S: sources, R: relays, D: des-
tinations; A �B indicates that the respective channel matrix is estimated from
nodes A to B.

From the available channel knowledge, it is not possible to compute �γSk
and γSk

, unequal to

zero, so that (4.115) is fulfilled. Consequently, destinationm has to have the same LO phase

as the relays, i.e., destination m and the relays require a common phase reference. In this

case, ϕDm � φ and (4.115) can be fulfilled by choosing �γSk
� γSk

.

Traffic Pattern IV: With �γS � γS � �γD � γD � 0, equation (4.113) is always fulfilled.

In this case, (4.27) holds for cm,k � 1. Thus, the anticipated and the actual SINR at all

destinations are the same.

4.2.11 Summary of Results

Table 4.1 summarizes the phase synchronization requirements for each traffic pattern and all

combinations of directions in which the first-hop, second-hop, and direct link channel matri-

ces can be measured. Equation (4.27) is only fulfilled if the respective phase synchronization

is available in the network. The meaning of the entries is as follows:

• ’-’: No global phase reference is required.

• ’R’: A common phase reference is required at all relays.

• ’R & Sk’: All relays and source k require a common phase reference.

• ’R & Dm’: All relays and destination m require a common phase reference.

• ’Sk & Dm’: Source k and destination m require a common phase reference.

• ’Sk & Sm’: Equation (4.27) holds for k � mwithout global phase reference. However,

a common phase reference between source k and m is required for k � m.
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Given that the required global phase reference is available in the network, equation (4.27)

can in all cases be fulfilled with �cm,k�2 � 1. This means that the anticipated received power

from source k at destination m is equal to the actual one.

Final Remark: The investigations in this section cover the case that all coefficients in

a channel matrix are measured in the same direction. Note, however, that the presented

framework is also applicable for the case that individual channel coefficients within a channel

matrix are measured in different directions.

4.3 Channel Update Rate

In Section 4.2 it was found that the relay phases do not have an impact on the computation of

the gain matrix (given the phase reference is provided if necessary). This means that the gain

factors do not have to be adapted if the LO phases of any of the nodes in the network change.

Hence, the coherence time of the propagation channel and not LO phase noise determines

the time until the channel estimates become outdated. This is good news because in a slow

fading environment, the propagation channel coefficients are much more stable than the LO

phases (that are subject to phase noise). Thus, the channel estimates have to be updated

only if the propagation environment changes. Note that like in an ordinary point-to-point

communication system, the destinations have to regularly estimate their respective source-

destination channels to be able to decode the data.

In order to give a rough estimate of the required channel update rate, it is assumed that

the propagation channel is constant up to a distance of αλ from the antenna, where λ is the

carrier wavelength. Typically, α is between 1
2

and 1
10

. For a signal with carrier frequency

fc � 5 GHz and wavelength λc � 0.06 m the coherence distance αλc is then 0.03 m for

α � 0.5 and 0.006 m for α � 0.1. At pedestrian speed, i.e. at about v � 1 m
s

, the coherence

time Tα would then be between T0.1 � λc

10v
� 6 ms and T0.5 � λc

2v
� 30 ms.

4.4 Channel Estimation Protocols

In Section 4.1 it was shown that the direction in which the channel coefficients are measured

has an impact on their estimates. Based on this observation it was found in Section 4.2 that a

global phase reference may be required at a certain set of nodes in order to allow for coherent

distributed beamforming. In this section, different channel estimation protocols that measure

all single-hop channel coefficients in a distributed two-hop network are investigated. They
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are compared based on the accuracy of the gain factors that are computed from the resulting

channel estimates.

Note that coherent distributed beamforming requires channel knowledge at the relays to

compute the gain factors and at the destinations to combine different signal observations

and to decode the received data. Obtaining CSI at the destinations in a cooperative net-

work has been treated e.g. in [184, 185]. Both papers focus on measuring the compound

source-destination channels. In contrast to that, the protocols that are discussed here obtain

global CSI, i.e., they measure all single-hop channels in the network. This is important for

coherent gain allocation schemes where the relays cannot compute their gain factors from

the compound channels (e.g. MUZF or MMSE relaying, c.f. Chapter 6). The accuracy of

the channel estimates determines the precision with which the gain factors can be computed.

This in turn affects how the signals add up at the destination antennas and thus is crucial for

the overall system performance.

The authors of [186] consider this problem for a simple special case. They investigate the

accuracy of a channel estimation protocol (that corresponds to protocol B1 in this work) for

a distributed network with a single source-destination pair and multiple AF relays. The gain

factors are to be computed such that all signals combine coherently at the destination antenna

(distributed equal gain combining). There is no phase noise and a perfect carrier phase

synchronization between all relays and the destination is implicitly assumed. In comparison

to [186], this work generalizes the number of source-destination pairs, takes phase noise into

account, and drops the assumption of perfect phase synchronization. In those cases where the

relays require a global phase reference, the additional error that is introduced by imperfect

phase synchronization is also taken into account here.

There are altogether four different combinations of directions in which the first-hop and

second-hop channel matrices can be measured. Four protocols to measure these channel

matrices that correspond to the four combinations are in the following identified. They will

be compared based on

1. the effort required to estimate all channel coefficients,

2. the need for global phase reference at the relays, and

3. the quality of the channel estimates in the presence of additive noise and relay phase

noise.

Since the direct link is independent of the LO phases of the relays, the quality of its estimate

is the same for all four protocols. Furthermore, the number of channel uses required to

estimate all direct-link channel coefficients does not depend on the direction in which they
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Fig. 4.2: Two-hop system configuration without direct link.

are measured. For these reasons, only traffic pattern IV (where the direct link is not used)

is considered. The corresponding system configuration is shown in Fig. 4.2. Without going

further into detail, it is assumed that all nodes in the network are synchronized on a time slot

basis.

In Section 4.2.2 it was shown that the phase error introduced to the signal when it is

received by the relays is compensated when it is retransmitted again. Consequently, the

compound channel between any source k and destinationm is independent of the LO phases

of the relays. However, this only holds if the relay phases stay constant during that time. The

same reasoning applies to the channel estimates:

• If both the first-hop and the second-hop channel matrices are measured in the same di-

rection, the impact of the relay phases on the estimated first-hop channel matrix com-

pensates the impact on the estimated second-hop channel matrix. Consequently, the

estimated compound channel matrix is independent of the LO phases of the relays. In

the presence of relay phase noise, this is no longer the case. If the relay phases change

during the channel measurement procedure, their impact on the estimated compound

channel matrix does not completely compensate.

• For the case that the first-hop and second-hop channel matrices are measured in dif-

ferent directions, the impact of the LO phases of the relays on the compound channel

matrix can be compensated by a phase correction term that is the result of the phase

synchronization scheme (cf. Chapter 5). In the presence of relay phase noise, the LO

phases of the relays change during the time between channel estimation and the phase

synchronization. The phase correction term can thus not completely compensate the

impact of the LO phases of the relays on the estimated compound channel matrix.

The estimated compound channel matrix depends to some degree on the relay phases if

their impact on the measured single-hop channels does not completely compensate. Since the

relay gains are computed from instantaneous CSI for any coherent forwarding scheme, they

will in this case also depend on the LO phases of the relays. The gain matrix thus becomes
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outdated as soon as the relay phases change. This leads to a performance degradation of

the whole network that depends on the phase noise severity. The impact of the relay phases

that remains in the estimated compound channel matrix is consequently one indicator for

the quality of the channel estimates delivered by the protocols. For the Wiener phase noise

model, the phase noise severity is a linear function of time. Hence, the quality of the channel

estimates delivered by the four protocols is influenced by their number of required channel

uses.

Section 4.4.1 motivates the usage of the MSE of the estimated compound channels to

judge the quality of the channel estimates. The four previously mentioned protocols are

then derived in Section 4.4.2. As predicted in Section 4.2, it turns out that two of them

require the relays to have a global phase reference in order to allow for efficient coherent

forwarding. Section 4.4.3 discusses the impact of additive noise and relay phase noise on

the quality of the channel estimates delivered by the protocols. The estimated first-hop and

second-hop channel coefficients for two of the protocols are then derived in Sections 4.4.3.2

and 4.4.3.3. Since the squared estimation error of the compound two-hop channels cannot

be averaged over the noise without knowing the explicit dependence of the gain factors on

the channel estimates, two approximations are introduced. The first one fixes the channel

estimates and thus the (unknown) gain factors and averages the squared channel estimation

error over all channel realizations that might have led to the estimates (Section 4.4.3.4). The

resulting MSEs are in this case a function of the gain factors. Their gradients can be used

to design a gain allocation scheme that is robust to channel estimation errors. The second

approximation only takes the second-hop channels into account because the quality of the

first-hop estimates turns out to be the same for all protocols (Section 4.4.3.5). The results

are thus independent of the gain factors. In order to provide a reference for the performance

comparison, the application example introduced in Section 4.4.3.6. It is the same system

configuration as considered in [186]: The network comprises a single source-destination

pair and the relays perform distributed MRC. Since the gain factors are known explicitly,

the MSEs of the compound channel estimates can in this case be computed in closed-form

by averaging the squared estimation error over all channel and noise realizations. Finally,

the quality of the channel estimates produced by the protocols and the accuracy with which

the two approximations judge their performance are compared in Section 4.4.4. The results

reveal which protocol performs best for which set of parameters (number of nodes in the

network, estimation SNR, and phase noise severity) in the application example. This allows

to decide which channel estimation protocol delivers the most accurate channel estimates.

Since noise is assumed to be complex Gaussian (and therefore possesses a circularly sym-
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metric pdf), the SINR at destination m is independent of its current LO phase ϕDm . If the

sources transmit mutually independent symbols, it is furthermore independent of the LO

phases of the sources (denoted by ϕSk
for k � 	1, . . . , NSD
). For the sake of a simpler nota-

tion, the LO phases of all sources and destinations are set to zero, i.e. ϕSk
� ϕDm � 0, for

the rest of this chapter because they do not have an impact on the system performance. This

means that

�hSkRl
� hSkRl

e�jϕRl (4.116)�hRlDm
� hRlDm

ejϕRl . (4.117)

The compound channel coefficient between any source k and destinations m is then

�hSkRDm �
NR�
l�1

��hRlDm
gl
�hSkRl

�
�

NR�
l�1

�
hRlDm

glhSkRl

� � hSkRDm . (4.118)

4.4.1 Performance Measure

Coherent gain allocation schemes compute the gain factors in a way that the signals from all

relays combine coherently at the destinations. Consider for example MUZF relaying [25].

There, the objective is to compute the gain factors such that all inter-user interference is

cancelled, i.e., hSkRDm � 0 for all m � k. In any practical network, only estimates �hSkRl

and �hRlDm
of the actual equivalent channels �hSkRl

and �hRlDm
are available. Consequently,

the relay gains are computed for the anticipated compound channels �hSkRDm rather than for

hSkRDm . This makes �hSkRDm the desired case in contrast to the actual compound channels

hSkRDm . In the presence of channel estimation errors it can be written as

hSkRDm � �hSkRDm � δSkRDm , (4.119)

where the estimation error δSkRDm directly translates into an SINR loss at destination m. A

sensible performance measure for the channel estimation protocols is consequently how well

the anticipated compound channels match the actual ones. This is well-reflected by the MSE

MSEm,k � E
 ��δSkRDm

��2! , (4.120)

which will be used as a figure of merit.
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4.4.2 Compound Channel Estimates and Required Number of

Channel Uses

In this section, the anticipated compound channel coefficients are derived for four different

channel estimation protocols. They differ in the direction in which the single-hop channels�hSkRl
and �hRlDm

are measured and can be compared based on two observations:

1. Number of required channel uses: The effort required to estimate all first-hop and

second-hop channel coefficients depends on the direction in which they are measured.

In the following, it is assumed that it takes one channel use to estimate one channel

coefficient.

2. Need for global phase reference: As predicted in Section 4.2, it will turn out for

two of the protocols that the gain factors can only be computed correctly if the relays

possess a common phase reference.

The channel coefficients in the two-hop network shown in Fig. 4.2 can be estimated either in

forward direction, i.e. from sources/relays to relays/destinations, or in backward direction,

i.e. from relays/destinations to sources/relays. In order to highlight the impact of the LO

phases of the relays, estimation noise is neglected throughout this section. If the first-hop

and second-hop channels are measured in forward direction, their estimates are

�hSkRl
� �hSkRl

(4.121)�hRlDm
� �hRlDm

. (4.122)

Measuring the channels in backward direction delivers the estimates (cf. (4.2))

�hRlSk
� �hSkRl

e
2jϕRl (4.123)�hDmRl

� �hRlDm
e
�2jϕRl . (4.124)

Fig. 4.3 shows the four combinations of directions in which the first-hop and second-hop

channel matrices can be measured. The four corresponding protocols are:

• Protocol A1: All channels are measured in forward direction. The resulting estimates

are given in (4.121) and (4.122). Consequently, the anticipated compound channel

between source k and destination m is

�h�A1�
SkRDm

�
NR�
l�1

��hDmRl
gl
�hSkRl

�
� hSkRDm . (4.125)
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Fig. 4.3: Channel estimation protocols corresponding to the different directions in which the
single-hop channels are measured.

• Protocol A2: All channels are measured in backward direction. The resulting es-

timates are now given in (4.123) and (4.124). The anticipated compound channel

between source k and destination m is

�h�A2�
SkRDm

�
NR�
l�1

��hDmRl
e
�2jϕRl 
 gl 
 �hSkRl

e
2jϕRl

�
� hSkRDm , (4.126)

which is the same as for protocol A1.

• Protocol B1: For protocol B1, all channel coefficients are measured at the relays. Con-

sequently, the estimates are given in (4.121) and (4.124). The anticipated compound

channel between source k and destination m is

�h�B1�
SkRDm

�
NR�
l�1

��hDmRl
gl
�hSkRl

�
�

NR�
l�1

�
e
�2jϕRl 
 hRlDm

glhSkRl

�
. (4.127)

In general, �h�B1�
SkRDm

� hSkRDm if the LO phases of the relays are unknown and random

(cf. Section 4.2). The gain factors can in this case not be computed correctly based on

the estimates (even if they are noiseless). Hence, the relays require a common phase

reference. This means that their LO phases have to be equal, i.e. ϕRl
� φ, for all
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First-hop channel Second-hop channel Required channel uses

Protocol A1 forward direction forward direction NSD �NR

Protocol A2 backward direction backward direction NSD �NR

Protocol B1 forward direction backward direction 2NSD

Protocol B2 backward direction forward direction NR

Table 4.2: Direction of measurement and required number of channel uses to estimate all
first-hop and second-hop channel coefficients.

l � 	1, . . . , NR
. Equation (4.127) then becomes

�h�B1�
SkRDm

� e�2jφhSkRDm . (4.128)

The phase φ that still enters �h�B1�
SkRDm

may be random and unknown. As long as it is the

same for all relays, it has no impact on the way the signals add up at the destination

antennas. Since �e�2jφ�2 � 1, equation (4.128) implies that the anticipated SINR at

destination m (which is based on �h�B1�
SkRDm

) is equal to the actual one.

• Protocol B2: For protocol B2 all channels are measured at the sources and destina-

tions. The estimates are thus given in (4.122) and (4.123). In this case, the anticipated

compound channel between source k and destination m is

�h�B2�
SkRDm

�
NR�
l�1

��hRlDm
gl
�hRlSk

�
�

NR�
l�1

�
e
2jϕRl 
 hRlDm

glhSkRl

�
. (4.129)

Again, the relays require a common phase reference. Otherwise the gain factors cannot

be computed correctly (cf. Protocol B1). Equation (4.129) becomes

�h�B2�
SkRDm

� e2jφhSkRDm . (4.130)

The relays have been found to require a common phase reference if the channels are esti-

mated with protocols B1 and B2. This means that an additional effort is necessary compared

to A1 and A2. However, it turns out that protocols A1 and A2 require more channel uses

to estimate all first-hop and second-hop channel coefficients than B1 and B2 if NR � NSD.

Table 4.2 provides a summary of the number of channel uses each protocol requires to esti-

mate all single-hop channels. The total effort in a two-hop network depends on the number

113



Chapter 4 Channel Estimation

NSD

N
um

be
r

of
ch

an
ne

lu
se

s
Protocols A1 and A2

Protocol B1

Protocol B2

1 2 3 4 5 6 7 8 9 10
0

20

40

60

80

100

120

Fig. 4.4: Number of channel uses required to estimate all channel coefficients for the four
protocols if NR � N2

SD �NSD � 1.

of sources, relays, and destinations. Fig. 4.4 shows the required number of channel uses for

all four protocols versus the number of source-destination pairs for NR � N2
SD � NSD � 1.

In Section 6.2, this will be shown to be the minimum number of relays that can orthogonal-

ize NSD source-destination pairs. All values in the plot can take only integer numbers. The

connecting lines between the points are simply for the sake of a better visualization. It can

be seen that protocols B1 and B2 require less channel uses than protocols A1 and A2. In

particular, the effort for B1 is by far the least of all protocols if the number of relays is large.

Apart from the effort to measure all channel coefficients, the four protocols differ in the

quality of the channel estimates they deliver in the presence of noise. In Section 4.4.3, the

impact of additive noise and relay phase noise on the quality of the channel estimates will be

discussed. Since the estimated compound channel is the same for protocol A1 and A2 (cf.

(4.125) and (4.126)), it suffices to consider only one of them. Furthermore, equations (4.128)

and (4.130) reveal that ��h�B1�
SkRDm

�2 � ��h�B2�
SkRDm

�2. Consequently, the MSE of the estimated

compound channels is the same for both protocols. The following considerations are thus

confined to the discussion of protocols A1 and B1. The results then also hold for A2 and B2.

Once all channel coefficients are measured, they have to be disseminated to the relays so

that they can locally compute their gain factors. The effort in number of channel uses is the
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same for all protocols because it only depends on the number of coefficients that have to be

disseminated.

4.4.3 Impact of Noise

Up to now, phase noise and additive noise perturbing the channel estimates have been ne-

glected. Both will, however, degrade the quality of the channel estimates and therefore the

performance of any coherent gain allocation scheme. While the impact of additive noise on

all protocols identified in Section 4.4.2 turns out to be the same, the impact of phase noise

is not. In this section, the impact of relay phase noise and additive noise on the quality

of the channel estimates produced by protocols A1 and B1 is investigated. The result is a

comparison stating which protocol delivers more accurate channel estimates under which

circumstances.

All relays are assumed to employ free running LOs. Wiener phase noise is in this case

an appropriate model that describes the LO phase fluctuations as sampled Wiener process

(e.g. [172]). The severity of the unknown and random phase changes is then a linear function

of time (cf. Chapter 3). Consequently, the protocols requiring more channel uses to estimate

all coefficients suffer more from phase noise than those requiring less channel uses. In order

to assess the impact of relay phase noise on the quality of the channel estimates, the notion

of ’block phase noise’ is introduced: the LO phases of the relays stay constant for a single

channel use and change randomly afterwards (similar to a block fading channel model).

In the Wiener phase noise model, the phase changes are mutually independent, zero-mean

Gaussian random variables. Their variance is in the following denoted by σ2
pn. It is assumed

to be the same for all relays.

In addition to phase noise, additive signal noise perturbs the measurement signal and thus

has a degrading effect on the estimates. Let

�h � c �h � n� (4.131)

denote the MMSE estimate of a channel coefficient h � CN �0, σ2
h�, where n � CN �0, σ2

n�
is additive noise and c � R� a scaling factor. The estimation error is given by e � h� �h. By

the property of the MMSE estimation, �h and e are uncorrelated and e � CN �0, σ2
e �, where

σ2
e � E

��h�2�� E
 
��h�2! (e.g. [187]). If σ2

h and σ2
n are known to the receiver, it can choose

c �
�

σ2
h

σ2
h � σ2

n

. (4.132)
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The estimate �h has then the same variance as h and thus σ2
e � 0. For a given estimation SNR

(denoted by SNRest), the noise variance is given by

σ2
n �

σ2
h

SNRest
. (4.133)

In the following, expressions are derived for the perturbed single-hop channel estimates ob-

tained by protocols A1 and B1. These are then used as basis for the subsequent performance

comparison of both protocols.

4.4.3.1 Distributed Phase Synchronization Scheme

In Section 4.4.2 it has been shown that the gain factors can only be computed correctly from

channel estimates obtained with protocols B1 or B2 if the relays are phase synchronous. A

simple scheme to provide multiple relay nodes with a global phase reference is presented

in Chapter 5. Since it is required for the discussion in Section 4.4.3.3 it will be shortly

introduced here. Chapter 5 then provides a more detailed discussion.

A single node in the network is assigned ’master’ M while all relays are ’slaves’. Each

relay transmits a training sequence to the master node, which in turn retransmits conjugate-

complex and time-inverted versions of its received sequences back to the relays. From their

received signals, the relays can compute an estimate �ϕRlM
of

ϕRlM
� �2ϕRl

� 2ϕM, (4.134)

where ϕRl
and ϕM are the current LO phases of relay l and the master node, respectively.

Each relay thus estimates two times the phase difference between its own LO and the LO of

the master node. The phase error introduced to �h�B1�
SkRDm

by the LO phases of the relays can

be compensated with knowledge of ϕRlM
. Instead of �hDmRl

, each relay l disseminates

�hRlDm
� e

�j �ϕRlM 
 �hDmRl
, m � 1, . . . , NSD (4.135)

to all other relays. Together with �hSkRl
the anticipated compound channel (4.127) becomes

�h�B1�
SkRDm

�
NR�
l�1

�
e�2jϕM 
 hRlDm

glhSkRl

� � e�2jϕMhSkRDm . (4.136)

It has the same form as (4.128), where φ � ϕM, and is independent of the LO phases of the

relays. Note that knowledge of ϕRlM
is used to compensate the phase error introduced to
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�h�B1�
SkRDm

by the channel estimates. This means that the phase synchronization scheme only

has to be performed when the channel estimates are updated (and ϕRlM
has become outdated

due to phase noise).

4.4.3.2 Single-Hop Channel Estimates: Protocol A1

Channel estimation protocol A1 starts with the sources transmitting training sequences se-

quentially so that the relays can estimate their local first-hop channels. Afterwards, the re-

lays sequentially transmit training sequences so that the destinations can estimate their local

second-hop channels. The time slots at which the nodes transmit their training sequences

are:

Time slot 1 . . . NSD NSD � 1 . . . NSD �NR

Transmitting node S1 . . . SNSD
R1 . . . RNR

After all channel coefficients are measured, the relays and destinations disseminate their

local estimates to all relays so that they can locally compute their respective gain factors.

In the following, expressions for the channel estimates are derived as function of the actual

channels and the perturbing noise (additive estimation noise and phase noise).

First-Hop Channels: Let ϕRl
denote the phase offset of relay l in time slot 1. Furthermore,

the phase change between time slots k � 1 and k is denoted by ∆ψSkRl
, for 2 � k � NSD.

Consequently, the phase offset of relay l in time slot k, i.e., while source k is transmitting its

training sequence, is given by

φSkRl
� ϕRl

�
k�
p�1

∆ψSpRl
:� ϕRl

� ψSkRl
, (4.137)

where ∆ψS1Rl
� 0. Since all ∆ψSpRl

are mutually independent5, their sum is zero-mean

Gaussian with variance �k � 1� σ2
pn. The estimated channel coefficient between source k and

relay l is then given by

�hSkRl
� c

��hSkRl
e
�jψSkRl � nSkRl

�
, (4.138)

where c is given in (4.132) and nSk ,Rl
� N �0, σ2

n� is AWGN (cf. (4.131)).

Second-Hop Channels: The relays transmit training sequences to the destinations from time

5This is a property of the Wiener phase noise model.
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slot NSD � 1 until time slot NSD � NR. Let ψSNSD
Rl

be defined as in (4.137) for k � NSD.

Then the estimated channel coefficients are

�hRlDm
� c

��hRlDm
e
jψRlDm � nRlDm

�
, (4.139)

where nRl,Dm
� N �0, σ2

n� is AWGN and

ψRlDm
� ψSNSD

Rl
�∆ψRlDm

. (4.140)

The phase changes ∆ψRlDm
are zero-mean Gaussian with variance lσ2

pn. Furthermore, the

scaling factor c is assumed to be the same as for the estimation of the first-hop channel

coefficients because the channel coefficients and noise samples have the same statistics.

4.4.3.3 Single-Hop Channel Estimates: Protocol B1

Protocol B1 starts in the same way as A1. The sources sequentially transmit training se-

quences so that the relays can estimate their local first-hop channels. Afterwards, phase

synchronization as described in Section 5.2.1 is performed to provide the required phase ref-

erence at the relays. This scheme is assumed to require τ time slots (where 1 � τ � NR)

for the transmission of all training sequences to the master node and again τ time slots for

the retransmission from the master node to all relays. For the phase synchronization scheme

each relay is required to estimate a single coefficient. In a broadband communication sys-

tem, the relays may thus be orthogonalized either in frequency or in time. If all relays are

orthogonalized in frequency, the phase synchronization scheme requires a total of two time

slots, i.e. τ � 1. For the case that the relays are orthogonalized in time, a total of 2τ � 2NR

time slots is required. Finally, the destinations sequentially transmit training sequences so

that the relays can estimate the local second-hop channels in backward direction. The time

slots at which the nodes transmit their training sequences are:

Time slot 1 . . . NSD NSD � 1 NSD � τ � 1 NSD � 2τ � 1 . . . 2NSD � 2τ

Transmitting node S1 . . . SNSD Rl M D1 . . . DNSD

For the phase synchronization, all relays transmit their training sequences in time slots

NSD � 1 to NSD � τ . The master node M then transmits in time slots NSD � τ � 1 until

NSD � 2τ .

First-Hop Channels: The estimated first-hop channel coefficients are the same as for pro-

tocol A1. They are given in (4.138).
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Phase Synchronization: At time slotNSD� 1 the relays start to transmit their training sym-

bols sl on orthogonal channels to the master node M. The phase offset of relay l at this time

is denoted by

ϕ
�tx�
Rl
� φSNSD

Rl
�∆ϕ

�tx�
Rl
, (4.141)

where φSNSD
Rl

is the phase offset at time slot NSD (cf. (4.137) for k � NSD) and

∆ϕ
�tx�
Rl
� N �

0, σ2
pn

�
(4.142)

is the phase change between time slots NSD and NSD � 1 due to phase noise. For the phase

synchronization scheme it is assumed that the average accuracy is equal for all relays. This

is realized by the assumption the relay phases stay constant not only for a single channel

use, but for τ channel uses. Thus, they remain unchanged for the time it takes all relays to

transmit their training sequences to M. Afterwards the phases change and remain unchanged

again for the time the master node retransmits to the relays. The signal that is received at M

from relay l can then be written as

r
�rx�
M,l � hRlM

sl 
 ej
�
ϕ
�tx�
Rl

�ϕM

�
� nM,l, (4.143)

where hRlM
is the respective channel coefficient and nM,l additive noise at the master node.

The transmission from relays to the master node takes τ time slots. At time slotNSD� τ �1,

the master node starts retransmitting

r
�tx�
M,l � h
RlMs



l 
 e�j

�
ϕ
�tx�
Rl

�ϕM

�
� n
M,l, (4.144)

which is the conjugate complex of its received symbol r �rx�M,l . At this time, the LO phase offset

of relay l is ϕ�rx�Rl
� ϕ

�tx�
Rl
�∆ϕ

�rx�
Rl

, where

∆ϕ
�rx�
Rl
� N �

0, τσ2
pn

�
(4.145)

is the phase change due to phase noise. Consequently, relay l receives

r
�rx�
Rl

� ��hRlM

��2 s
l 
 ej�2ϕM�ϕ�tx�Rl
�ϕ�rx�Rl

�
� hRlM

n
M,l 
 ej
�
ϕM�ϕ�rx�Rl

�
� nRl

. (4.146)
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Multiplication with s and phase estimation yields

�ϕRlM
� 2ϕM � ϕ�tx�Rl

� ϕ�rx�Rl
� ψ�sn�

RlM
:� ϕRlM

� ψRlM
, (4.147)

where

ϕRlM
� 2ϕM � 2ϕRl

(4.148)

ψRlM
� ψ

�pn�
RlM

� ψ�sn�
RlM

. (4.149)

The phase offset

ψ
�pn�
RlM

� 2ψSN
SD

Rl
� 2∆ϕ

�tx�
Rl
�∆ϕ

�rx�
Rl

(4.150)

is due to phase noise and ψ�sn�
RlM

due to the additive noise components in (4.146). In Chapter 5

it will be shown that for large SNR, ψ�sn�
RlM

is approximately Gaussian. For the following

considerations, this assumption is made and thus

ψ
�pn�
RlM

� N �
0, �2NSD � 1� σ2

pn

�
(4.151)

ψ
�sn�
RlM

� N �
0, σ2

sn

�
. (4.152)

Second-Hop Channels: For the estimation of the second-hop channel coefficients the relay

phases stay constant for a single channel use and change independently afterwards. In con-

trast to protocol A1, the second-hop channels are now estimated in backward direction. This

means that the channel coefficients are measured at the relays. Their estimates are given by

�hDmRl
� c

��hDmRl
e
�jψDmRl � nDmRl

�
. (4.153)

The respective relay phases ψDmRl
are

ψDmRl
� ψSNSD

Rl
�∆ϕ

�tx�
Rl
�∆ϕ

�rx�
Rl
�

m�
q�1

∆ψDqRl
, (4.154)

where the phase changes ∆ϕ
�tx�
Rl

and ∆ϕ
�rx�
Rl

are given in (4.142) and (4.145), respectively.

Furthermore,

∆ψD1Rl
� N �

0, τσ2
pn

�
, (4.155)

∆ψDqRl
� N �

0, σ2
pn

�
, for q � 2. (4.156)
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The variance of ∆ψD1Rl
is larger than the variance of ∆ψDqRl

for q � 2 because it took the

master τ time slots to transmit to all relays during the phase synchronization procedure.

Disseminated Channel Coefficients: After the first-hop and second-hop channel coeffi-

cients have been measured, the estimates have to be disseminated to all relays. The dissemi-

nated first-hop and second-hop channel estimates are �hSkRl
as given in (4.138) and

�hRlDm
� �hDmRl

e
�j �ϕRlM , (4.157)

respectively (cf. (4.135)). The phase correction term �ϕRlM
is given in (4.147). It is the result

of the phase synchronization scheme. In this way the estimates of the first-hop channel are

the same for both protocols.

4.4.3.4 Channel Estimation Error: Equivalent Two-Hop Channels

A sensible performance measure for the channel estimation schemes was found to be how

well the anticipated equivalent-two hop channels match the actual ones. In this section,

MSEm,k defined in (4.120) is derived for protocols A1 and B1, respectively. The main results

are (4.163) and (4.173).

Protocol A1: For channel estimation protocol A1, the estimates of the first-hop and second-

hop channel coefficients are given in (4.138) and (4.139), respectively. The anticipated and

the actual equivalent two-hop channel coefficients between source k and destination m are

in this case

�hSkRDm �
NR�
l�1

�hRlDm
gl
�hSkRl

(4.158)

hSkRDm �
NR�
l�1

�hRlDm
gl
�hSkRl

. (4.159)

Note that the gain factors gl in (4.158) and (4.159) are the same. The channel estimation

error

δSkRDm � hSkRDm � �hSkRDm (4.160)

is defined in (4.119). Since the relay gains are computed from the channel estimates (and thus

depend on the estimation errors), it is not possible to average
��δSkRDm

��2 over the perturbing

noise for fixed gain factors. Instead, the channel estimates (and therefore also gl) are fixed.
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The squared estimation error is then averaged over all channel realizations that might have

led to this estimates. Let

�H �
��hSkR1

, . . . ,�hSkRNR
,�hR1Dm, . . . ,

�hRNR
Dm

�
(4.161)

denote the sets of actual channel coefficients between source k and all relays and between

all relays and destinationm. Then, the MSE of the estimated equivalent two-hop channels is

then given by

e
�A1�
SkRDm

� E �H
 ��δSkRDm

��2! . (4.162)

It is shown in Appendix A.1 that

e
�A1�
SkRDm

�

�
NR�
l�1

�
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�
σ2

n �
1

c2

����hRlDm

���2	�
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n �
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c2

����hSkRl

���2	�
�

�
1� 2

c2
e�

1
2�NSD�k�l�σ2

pn

	 ����hSkRlDm

���2 
�
�

NR�
p�1

NR�
q�1
q�p

��
1

c2
e�

1
2�NSD�k�p�σ2

pn � 1

	�hSkRpDm





�

1

c2
e�

1
2�NSD�k�q�σ2

pn � 1

	�h
SkRqDm


, (4.163)

where �hSkRlDm
� �hRlDm

gl
�hSkRl

.

The gradient of the MSE with respect to the gain factors is �
�g� e

�A1�
SkRDm

, where g is the

vector comprising all gain factors gl. It is useful for a gradient-based gain allocation that

optimizes the relay gains for robustness against channel estimation errors. Using Wirtinger

Calculus, which provides simple rules for the derivation with respect to a complex variable

(e.g. Appendix A in [188]), the partial derivative �
�g�i

e
�A1�
SkRDm

is easily obtained from (4.163).
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It is given by

�
�g
i

e
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SkRDm

� �
�g
i

NR�
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�
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�
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	�h
RqDmg
q�h
SkRq


�
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��
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n �
1
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����hRiDm

���2	�
σ2

n �
1

c2

����hSkRi

���2	�
�

�
1� 2

c2
e�

1
2�NSD�k�i�σ2

pn

	 ����hRiDm

���2 ����hSkRi

���2 
�
�

NR�
p�1
p�i

gp

��
1

c2
e�

1
2�NSD�k�p�σ2

pn � 1

	�hRpDm
�hSkRp






�

1

c2
e�

1
2�NSD�k�i�σ2

pn � 1

	�h
RiDm�h
SkRi


. (4.164)

Protocol B1: For channel estimation protocol B1, the estimates of the first-hop and second-

hop channel coefficients are given in (4.138) and (4.157), respectively. They can be written

as

�hSkRl
� c

��hSkRl
e
�jψSkRl � nSkRl

�
(4.165)

�hRlDm
� c

��hRlDm
e
j
�
ψRlM

�ψDmRl

�
� n�DmRl

	
e�2jϕM. (4.166)

For (4.166) equations (4.157), (4.147), (4.153), and �hDmRl
� �hRlDm

e
�2jϕRl (cf. (4.2)) have

been used. Furthermore, n�DmRl
� e

2jϕRl 
 nDmRl
has the same statistics as nDmRl

. The

anticipated and the actual compound channel coefficients between source k and destination
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m are

�hSkRDm �
NR�
l�1

�hRlDm
gl
�hSkRl

(4.167)

hSkRDm �
NR�
l�1

�hRlDm
gl
�hSkRl

. (4.168)

Note that the gain factors gl in (4.167) and (4.168) are the same. For a noiseless estimation,

i.e. �hSkRl
� �hSkRl

and �hRlDm
� �hDmRl

e
�jϕRlM (cf. (4.157)), equation (4.167) becomes

�hSkRDm � e�2jϕM

NR�
l�1

�hRlDm
gl
�hSkRl

. (4.169)

Again, the channel estimates (and therefore also gl) are fixed and the channel estimation

error δSkRDm is averaged over all channel realizations that might have led to these estimates.

The phase offset �2ϕM between (4.168) and (4.169) has to be taken into account when

computing δSkRDm . It is in this case given by

δSkRDm � �hSkRDm � �hSkRDme
2jϕM �

� �hSkRDm � �h�SkRDm , (4.170)

where

�h�SkRDm �
NR�
l�1

c

��hRlDm
e
j
�
ψRlM

�ψDmRl

�
� n�DmRl

	
gl
�hSkRl �

�
NR�
l�1

�h�RlDmgl�hSkRl . (4.171)

Comparing (4.171) with (4.167) and (4.170) with (4.119), it can be seen that the MSE of

the estimated equivalent two-hop channel coefficients for protocol B1 can easily be derived

from (4.163). Since

ψRlM
� ψDmRl

� N �
0, �NSD � τ �m� 1�σ2

pn � σ2
sn

�
, (4.172)

the resulting MSE is found by replacing �NSD � 1� l�σ2
pn in (4.163) by
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�NSD � τ �m� 1�σ2
pn � σ2

sn. Consequently,
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 �h
SkRqDm� ,

(4.173)

where �hSkRlDm
is defined in (4.167). The gradient �

�g� e
�B1�
SkRDm

can easily be computed from

(4.173). The partial derivative of e�B1�
SkRDm

with respect to g
i is
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(4.174)

4.4.3.5 Channel Estimation Error: Single-Hop Channels

Instead of averaging over all channel and noise realizations, the MSEs in the previous section

have been computed for fixed channel estimates. It is not clear how well the actual quality

of the estimates is reflected in this measure. In this section, an alternative measure that is
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very simple is investigated. Since both protocols deliver the same estimates for the first-hop

channels, they can be compared solely on the quality of the second-hop channel estimates.

For protocol A1, the estimated channel coefficient between relay l and destination m is

given in (4.139). The MSE of the second-hop channel estimate is then

e
�A1�
RlDm

� Eh,ψ,n

�����hRlDm
� �hRlDm

���2� �
� σ2

h 

�
1� 2c 
 e� 1

2
�NSD�1�l�σ2

pn � c2
�
� c2σ2

n. (4.175)

For protocol B1, the estimate of the second hop channel between relay l and destination m

is given in (4.157). The MSE with respect to the noiseless case is thus

e
�B1�
RlDm

� Eh,ψ,n

����e�jϕRlM�hDmRl
� e�j �ϕRlM�hDmRl

���2� , (4.176)

where �hDmRl
is given in (4.153) and �ϕRlM

in (4.147). Equation (4.176) can be written as

e
�B1�
RlDm

� Eh

�����hDmRl

���2� 
 Eψ

"����1� ce�j�ψDmRl
�ψRlM

�����2
#
� En

 ��cnDmRl

��2! �
� σ2

h 
 Eψ

��
1� 2c 
 cos

�
ψDmRl

� ψRlM

�� c2��� c2σ2
n, (4.177)

where ψRlM
and ψDmRl

are given in (4.149) and (4.154), respectively. Taking their mutual

dependency into account, the MSE finally becomes

e
�B1�
RlDm

� σ2
h 


�
1� 2c 
 e� 1

2��NSD�τ�m�1�σ2
pn�σ2

sn� � c2
�
� c2σ2

n :� e
�B1�
RDm

. (4.178)

Note that e�B1�
RlDm

� e
�B1�
RDm

is independent of l.

4.4.3.6 Application Example

In Section 4.4.3.4 it was established that it is not possible to average the squared estimation

error of the compound channel coefficients (i.e.
��δSkRDm

��2) over the perturbing noise (ad-

ditive noise and phase noise) if the gain factors are not specified. Instead, two alternative

performance measures for the channel estimation protocols have been introduced:

• Section 4.4.3.4: Instead of fixing the channel realization and averaging the squared

estimation error over the noise, the channel estimates (and therefore also the gain fac-

tors) are fixed. The averaging is then performed over all channel realizations that might
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have led to the respective estimates.

• Section 4.4.3.5: The first-hop channel estimates of A1 and B1 are found to be equal.

Therefore, the performance of the protocols can be compared based on the quality of

the second-hop channel estimates.

It is, however, not clear to which degree these measures reflect the actual quality of the com-

pound channel estimates. In the following, an application example is therefore discussed,

where the gain factors are explicitly known: distributed MRC. It is in this case possible to

compute the MSE between the anticipated and the actual compound channels by averaging

over the perturbing noise. The result serves as an indicator of the accuracy with which the

performance of channel estimation protocols A1 and B1 can be approximated by the alter-

native measures of Sections 4.4.3.4 and 4.4.3.5.

Consider a two-hop relaying network as shown in Fig. 4.2 with a single source-destination

pair and NR relays. The gain factors are computed from local CSI at each relay. They are to

be chosen such that, under an average transmit power constraint, the signals from all relays

combine coherently at the destination. The gain factor at relay l is thus

�gl � γ 
 �h
RlD�h
SRl
, (4.179)

where the scaling factor γ is a function of σ2
s , σ2

h, σ2
n and the desired average transmit power

per relay ensuring that the power constraint is met. It is assumed to be the same for all relays.

The actual and the anticipated equivalent two-hop channels are in this case given by

�hSRD �
NR�
l�1

�hRlD
gl
�hSRl

� γ

NR�
l�1

�hRlD

 �h
RlD�h
SRl


 �hSRl
(4.180)

�hSRD �
NR�
l�1

�hRlD
gl
�hSRl

� γ

NR�
l�1

����hRlD

���2 ����hSRl

���2 . (4.181)

Protocol A1: For channel estimation protocol A1, all channels are measured in forward

direction. The equivalent first-hop and second-hop channel coefficients are �hSRl
and �hRlD

,

respectively. Their respective estimates �hSRl
and �hRlD

are given in (4.138) and (4.139).

Consequently, the MSE of the estimated compound channel is

e
�A1�
SRD � γ2Eh,n,ψ

$%�����
NR�
l�1

�hRlD
�h
RlD�h
SRl

�hSRl
�

����hRlD

���2 ����hSRl

���2�����
2
&' . (4.182)
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Equation (4.182) can be rewritten as

e
�A1�
SRD � γ2

NR�
l�1

Eh,n,ψ

"�����hRlD
�h
RlD�h
SRl

�hSRl
�

����hRlD

���2 ����hSRl

���2����2
#
�

� γ2

NR�
p�1

NR�
q�1
q�p

Eh,n,ψ

���hRpD
�h
RpD�h
SRp

�hSRp �
����hRpD

���2 ����hSRp

���2	�




 Eh,n,ψ

���hRqD
�h
RqD�h
SRq

�hSRq �
����hRqD

���2 ����hSRq

���2	
�
, (4.183)

where the three expectations in (4.183) can be computed independently of each other. The

MSE of the equivalent two-hop channel is given by
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. (4.184)

The MSE of the compound channel derived in Section 4.4.3.4 depends in the gain factors

and the current realizations of the single-hop channel estimates. In order to compare (4.163)

with (4.184), e�A1�
S1RD1

from (4.163) has to be average over all channel estimates for the case

that the gain factors are given in (4.179):
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. (4.185)

The expectation of the summands in (4.185) can be computed separately. Recall that the scal-

ing factor c has been chosen such that �hRlD
and �hSRl

are zero-mean Gaussian with variance

σ2
h (cf. (4.131) and (4.132)).
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With (4.186) – (4.188), equation (4.185) becomes
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Protocol B1: For channel estimation protocol B1, the second-hop channel is measured in

backward direction. The respective estimates �hSRl
and �hDRl

are given in (4.138) and (4.153).

In Section 4.4.2 it was found that a global phase reference is required at the relays in order to

allow for coherent forwarding. The phase synchronization scheme presented in Section 5.2.1

is again used to provide that reference. Then,

�hRlD
� �hDRl

e
�j �ϕRlM (4.190)

is the estimate for the second-hop channel coefficient (cf. (4.157)). The phase estimate�ϕRlM
� ϕRlM

� ψRlM
is given in (4.147). Since all gain factors are computed from local

CSI, the relays do not have to disseminate any coefficients. The gain factor at relay l is

gl � γ 
 ej �ϕRlM�h
DRl

 �h
SRl

. (4.191)

With (4.191), the actual compound channel (4.180) becomes

�hSRD � γ

NR�
l�1

�hRlD

 ej �ϕRlM�h
DRl

�h
SRl

 �hSRl

(4.192)

and the anticipated one is

�hSRD � γ

NR�
l�1

����hRlD

���2 ����hSRl

���2 . (4.193)

Note that for a noiseless gain factor, (4.192) would be

�hSRD � γe2jϕM

NR�
l�1

����hRlD

���2 ����hSRl

���2 , (4.194)

where ϕRlM
� 2ϕM � 2ϕRl

from (4.148) and

�hDRl
� �hRlD

e
�2jϕRl (4.195)

was used. The phase offset 2ϕM between (4.194) and a noiseless version of (4.193), that

is due to the phase synchronization scheme, has to be taken into account when the channel

estimation error is computed. The MSE of the anticipated compound channel is therefore
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given by

e
�B1�
SRD � Eh,n,ψ

����e�j�2ϕM�2ϕD��hSRD � �hSRD

���2� . (4.196)

Equation (4.196) can be written as

e
�B1�
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NR�
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. (4.197)

The three expectations in (4.197) can be computed independently from each other. The MSE

of the equivalent two-hop channel is then given by

e
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SRD � γ2NR
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. (4.198)

In order to compare (4.173) with (4.198), e�B1�
S1RD1

from (4.173) has to be average over all

channel estimates for the case that the gain factors are given in (4.179). The result is easily

obtained by replacing �NSD � 1� l� σ2
pn in (4.189) by �NSD � τ �m� 1�σ2

pn � σ2
sn. For

m � NSD � 1 this corresponds to replacing lσ2
pn by �τ � 1�σ2

pn � σ2
sn. This yields
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4.4.4 Performance Comparison

This section finally quantitatively compares the quality of the channel estimates produced

by protocols A1 and B1 and the accuracy with which the approximations in Sections 4.4.3.4

and 4.4.3.5 judge the performance of the protocols. Note that the results of Sections 4.4.3.4

depend on the gain factors while the results of 4.4.3.5 are independent of the gain allocation

scheme. In order to provide quantitative results, the application example presented in Sec-

tion 4.4.3.6 is considered as example. It comprises a single source-destination pair and NR

relays and the gain factors realize distributed MRC. The results derived in Sections 4.4.3.4

and 4.4.3.5 are used as follows:

• Section 4.4.3.4: The quality of the estimates produced by A1 and B1 is compared

based on (4.189) and (4.199). The ratio E �H
 
e
�A1�
S1RD1

!
�E �H

 
e
�B1�
S1RD1

!
is used as figure of

merit. It is denoted by ’Fixed estimate MSE’.

• Section 4.4.3.5: Since (4.175) depends on the order in which the relays transmit their

training sequences, an averaging is performed over all relays:

e
�A1�
RD1

� 1

NR

NR�
l�1

e
�A1�
RlD1

(4.200)

The MSE ratio e�A1�
RD1
�e�B1�

RD1
is then denoted by ’Second-hop MSE’, where e�A1�

RlD1
and

e
�B1�
RD1

are given in (4.175) and (4.178), respectively.

As reference, the ratio e�A1�
SRD�e�B1�

SRD is plotted for the case that e�A1�
SRD and e�B1�

SRD are given in

(4.184) and (4.198), respectively. This case is denoted by ’Two-hop MSE’.

The quality of the channel estimates produced by protocols A1 and B1 can be easily com-

pared by examining the ratio of MSEs. A value larger than one means that the estimates

produced by B1 are better than those produced by A1 (they exhibit a smaller MSE with re-

spect to the actual channels). Figs. 4.5 – 4.8 can thus be used to derive a specification which

protocol produces better channel estimates (based on the MSE of the estimates) for the ap-

plication example and a certain set of parameters. The dashed, horizontal line in all plots

indicates the points where the performance of protocols A1 and B1 is equal. The estimation

SNR is defined in (4.133), where σ2
h � 1. It is assumed to be the same for both the first-hop

and the second-hop channel estimates.

In Fig. 4.5 the MSE ratios are plotted versus the number of relays NR for τ � 1. For small

number of relays, Protocol A1 delivers the more accurate channel estimates. Protocol B1

outperforms A1 in terms of estimation accuracy for large NR because the number of channel
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Fig. 4.5: MSE ratios versus NR for τ � 1, SNRest � 20 dB, and σ2
pn � 10�2.

uses required by A1 to estimate all coefficients increases with NR whereas B1 is unaffected

(see Table 4.2).

Fig. 4.6 shows the MSE ratios versus τ . Increasing the number of time slots required

by the phase synchronization scheme leads to a decreasing quality of the channel estimates

obtained by protocol B1. Since protocol A1 does not require phase synchronization, its

performance is unaffected.

In Fig. 4.7 the MSE ratio versus the phase noise variance σ2
pn is depicted. Obviously, phase

noise degrades the estimates produced by protocol A1 more than those obtained by B1. The

reason for this behavior is that in the present configuration A1 requires more channel uses

to estimate all channel coefficients than B1. For large σ2
pn the performance of both proto-

cols converges because the phases of the channel estimates will asymptotically be uniformly

distributed. Furthermore, it can be observed that the comparison based on the results from

Section 4.4.3.5 slightly overestimates the performance of protocol A1 for large phase noise

variance σ2
pn.

The MSE ratios versus the estimation SNR are shown in Fig. 4.8. The quality of the

estimates produced by protocol B1 suffers more from decreasing SNRest than A1. The reason

for this behavior is that, apart from the channel coefficients, the phase values have to be

estimated for the phase synchronization scheme. This is an additional source of error that
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Fig. 4.6: MSE ratios versus τ for NR � 10, SNRest � 20 dB, and σ2
pn � 10�2.
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Fig. 4.7: MSE ratios versus σ2
pn for NR � 10, τ � 1, and SNRest � 20 dB.
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Fig. 4.8: MSE ratios versus SNRest for NR � 10, τ � 1, and σ2
pn � 10�2.

degrades performance. However, for large SNRest the impact of additive noise becomes

negligible and the fact that protocol A1 suffers more from phase noise than B1 dominates.

Protocol B1 thus outperforms A1 at high SNRest. For low estimation SNR the comparison

based on Section 4.4.3.4 extremely overestimates the performance of protocol B1.

Comparing the curves to the respective references (’Two-hop MSE’) shows that the mea-

sure in Section 4.4.3.4 (’Fixed estimate MSE’) is very accurate for high estimation

SNR (from about 15 dB). Furthermore, the measure in Section 4.4.3.5 (’Second-hop

MSE’) is very accurate for medium estimation SNR (5dB � SNRest � 20dB) and low phase

noise (σ2
pn � 10�2). In the respective range of parameters both measures are able to judge

the performance of both channel estimation protocols very well.
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Chapter 5

Distributed Phase Synchronization

This chapter is divided into two parts that discuss different aspects of distributed phase syn-

chronization. The first (smaller) part given in Section 5.1 shows how a common beacon

signal can alleviate the degrading effect of relay phase noise on the performance of traffic

pattern IV. The beacon does not, however, provide a global phase reference because individ-

ual propagation distances from the beacon terminal, i.e., the terminal transmitting the beacon

signal, to each relay introduce unknown phase shifts.

The second part given in Section 5.2 disregards phase noise and discusses schemes to

provide a global phase reference at a set of relay nodes. In Section 4.2 it was shown that,

depending on the direction of channel measurement, distributed coherent beamforming re-

quires a certain set of nodes to have a common phase reference. This means that the LO

phases of the respective nodes have to be equal. They may exhibit an unknown and random

phase offset, but it has to be the same for all of them. In Section 5.2.1 a simple scheme to pro-

vide this global phase reference for multiple relays is presented. It is based on a master-slave

architecture where one node is assigned master, all others are slaves. A broadband training

sequence is used to estimate a scalar phase compensation value locally at each slave. Fre-

quency diversity and antenna diversity can both be exploited by the scheme. This makes it

very robust to deep fades on single subchannels. The achieved coding gain helps to further

enhance the estimation accuracy.

A slightly different approach that has been presented by other authors in [161] is shortly

revisited in Section 5.2.2. It is also based on a master-slave architecture but has the disad-

vantage that neither frequency nor antenna diversity can be exploited. Based on a simple

example with a single source, multiple relays and a remote destination, the performance of

both schemes is finally compared in Section 5.2.3.
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5.1 Relay Phase Noise

In Section 4.2.2 the compound channel matrices of a system with multiple sources, relays,

and destination were

�HI � ΓD
�HSD � �HRDG�HSR � �HSDΓS, (5.1)�HII � ΓD
�HSD � �HRDG�HSR, (5.2)�HIII � �HRDG�HSR � �HSDΓS, (5.3)

and �HIV � �HRDG�HSR (5.4)

for traffic patterns I – IV, respectively (cf. (4.25)). If the relay phases do not change during

the time between reception and retransmission, they are independent of ΦR. In this case, the

unknown and random LO phases of the relays do not have an impact on the received signals

at the destinations. In the presence of relay phase noise, a phase error θRl
is introduced to

the signal at each relay l. The compound channel matrices become

�HI � ΓD
�HSD � �HRDΘRG�HSR � �HSDΓS, (5.5)�HII � ΓD
�HSD � �HRDΘRG�HSR, (5.6)�HIII � �HRDΘRG�HSR � �HSDΓS, (5.7)�HIV � �HRDΘRG�HSR, (5.8)

where ΘR is a diagonal matrix defined as

ΘR �

$((%
ejθR1

. . .

e
jθRNR

&))' . (5.9)

It comprises the phase errors that are introduced at the relays due to phase noise. Coherency

is clearly destroyed by ΘR because the signal paths no longer combine as desired by the

gain allocation. In the following section it will be shown that coherency can be preserved for

traffic pattern IV if the relays synchronize their LO phases to a simple beacon signal even if

the beacon is subject to phase noise.
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5.1.1 Phase Beacon at the Relays

Assume that all relays synchronize their LOs to a common phase beacon. The individual

propagation distances from the beacon terminal, i.e., the terminal transmitting the beacon

signal, to each relay introduces unknown phase shifts. The LOs of the relays will thus exhibit

different phase offsets with respect to a global reference even if their PLLs can follow the

beacon phase perfectly. Let ϕb denote the unknown phase of the beacon signal at the time the

relays receive the signals from the sources. It is assumed to remain constant for one signal

burst. The phase reference at relay node l at this time is then

ϕRl
� ϕh,l � ϕb, (5.10)

where ϕh,l is the phase shift due to propagation delay between the beacon terminal and relay

l. If all relays adjust their phases perfectly to the beacon signal the phase matrix ΦR becomes

ΦR � diag
�
ejϕh1 , . . . , e

jϕhNR

�

 ejϕb. (5.11)

Obviously, the relays are not provided with a global phase reference because their LO phases

are still different. The LO of the beacon node is subject to phase noise as is the case for all

other nodes. Assume that the beacon phase is ϕb � ψb when the relays retransmit their

signals to the destinations, where ψb is the phase change due to phase noise. As long as the

propagation channels (and thus ϕhl
) stay constant, the phase differences between the LOs of

the relays are constant because they are subject to the same phase noise process. The phase

noise matrix is in this case given by

ΘR � ejψbINR
. (5.12)

Inserting (5.12) into (5.5) – (5.8) delivers the compound channel matrices

�HI � ΓD
�HSD � ejψb �HRDG�HSR � �HSDΓS, (5.13)�HII � ΓD
�HSD � ejψb �HRDG�HSR, (5.14)�HIII � ejψb �HRDG�HSR � �HSDΓS, (5.15)

and �HIV � ejψb �HRDG�HSR. (5.16)

The multiplication with the scalar ejψb in �HIV corresponds to a random rotation of the whole

signal space. This means that although �HIV changes with the phase of the beacon node, the
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SINR at the destinations is not influenced. Cheap terminals with unstable LOs can conse-

quently be used as relays if they synchronize their LO phases to a simple beacon signal.

For �HI – �HIII coherency1 is destroyed by the multiplication with ejψb . However, if the

beacon node exhibits less phase noise than the relays, system performance can still be en-

hanced compared to the case where the LOs of the relays run freely. This performance gain

is bought at the cost of a higher system complexity.

5.1.2 Phase Error

The assumption that the PLLs of the relays can follow the beacon signal perfectly is not true

in practical systems. In reality there will be noise and the beacon channel is subject to fading.

Its quality will thus be different for each relay. When an unmodulated carrier is broadcasted

from a terminal for the purpose of providing synchronization to all relays, the PLL in each

relay will be tracking a sinusoidal signal of the form (e.g. [163])

b�t� � Accos �2πfct� ϕ�t�� . (5.17)

This signal is corrupted by additive narrowband noise

n�t� � x�t�cos �2πfct� � y�t�sin �2πfct� . (5.18)

The in-phase and quadrature components of the noise are assumed to be statistically in-

dependent, stationary Gaussian noise processes with (two-sided) power spectral density
1
2
N0 W�Hz. The output of the VCO in the PLL is �ϕ which is an estimate of the actual phase

value ϕ. For a first-order loop the pdf of the phase error ∆ϕ � �ϕ� ϕ has the form [163]

P �∆ϕ� � exp �ρ 
 cos �∆ϕ��
2πI0 �ρ� , (5.19)

where I0 �
� is the modified Bessel function of order zero. ρ is the SNR within the closed-loop

bandwidth and is defined as

ρ � A2
c

N0Bc
, (5.20)

where Bc is the (one-sided) noise equivalent bandwidth of the loop. The pdf in (5.19) cor-

responds to von Mises distribution VM �0, κ� for κ � ρ. Much of the statistical theory

1Coherency means in this case the coherent addition of all signals at the destinations.
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associated with this distribution is analytically intractable. The problem of efficient genera-

tion of a pseudo-random observation from VM �0, κ� has been investigated in [189]. For the

simulations in Section 5.2.3.2, the algorithm was implemented using the wrapped Cauchy

distribution (section 4 in [189]) to generate random variables ∆ϕ � VM �0, ρ�.

5.2 Distributed Phase Synchronization Schemes

Synchronizing a set of distributed wireless terminals with a single narrow-band beacon sig-

nal in a fading environment may lead to inaccurate results. If one or more beacon channels

are in a deep fade, the phase and frequency synchronization at the respective nodes is very

bad. Since the resulting phase error has a strong impact on the system performance, a prac-

tical system may want to exploit frequency diversity. In Section 5.2.1 a simple scheme

is presented that achieves carrier phase synchronization of a set of distributed relay nodes.

Broadband training sequences are used to estimate a scalar phase compensation value locally

at each relay. Frequency diversity can be exploited because of the broadband nature of the

sequences. This makes the scheme very robust to deep fades on single subchannels. The

achieved coding gain helps to further enhance the estimation accuracy.

The introduced phase synchronization scheme is based on a master-slave architecture: A

single node in the network is assigned ’master’ M. The set of nodes that are to be synchro-

nized, i.e. the relays, are called ’slaves’. The scheme will be referred to as ’slave-based

(SB)’ because the computational load is distributed equally among all slave nodes. For the

moment, additive signal noise is omitted. Furthermore, reciprocity of the propagation chan-

nels is assumed.

In order to have a performance reference for the scheme, Section 5.2.2 shortly introduces a

scheme for global phase synchronization that has been presented in [161] and is treated also

in [190, 191]. It is based on a master providing the clock for distributed slave nodes using

a beacon signal. The unknown phase changes due to propagation delay between master and

slaves are estimated by the master up to an uncertainty of π using a bounce-back scheme.

This scheme will be referred to as ’master-based (MB)’ because the computational load is

mainly with the master node. It disseminates its phase estimate to each slave which in turn

uses the information to adjust a local PLL to tune to the beacon of the master.
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5.2.1 Slave-Based Scheme

This section starts by giving a short summary of the idea behind the SB scheme. A more

detailed discussion follows. Consider a generic distributed wireless network where N termi-

nals require a common LO phase reference. The nodes that are to be synchronized become

the slaves Si, i � 	1, . . . , N
 for which a master M provides the phase reference. Let ϕSi

and ϕM denote the current LO phases of slave i and the master node, respectively. All slaves

transmit a sequence pi�n� to the master node which retransmits the conjugate complex of its

received signal. From its own received signal, each slave can then locally generate an esti-

mate of �2ϕSi
� 2ϕM which is two times the difference between the respective LO phases.

When all slaves transmit their sequence pi�n� concurrently to the master, the whole scheme

uses two time slots, independent of the number of participating nodes N . However, the

slaves cause interference to each other which degrades the quality of the phase estimation.

No interference occurs when the slaves use orthogonal channels to transmit their sequences

to the master node. The phase estimation thus improves, but 2N channel uses are required

to synchronize a network of N slaves.

Cyclically shifted m-sequences can be used when synchronizing the carrier phase of all

slaves at the same time. Let m�n� denote an m-sequence of length Tm. Slave i uses the

sequence pi�n� � mi�n�, wheremi�n� is obtained by shiftingm�n� cyclically by
*�i� 1� Tm

N

+
samples. The correlation properties of the m-sequence yield

Tm�
t�1

pi�n�p
j �n� �
,
Tm for i � j

�1 for i � j
(5.21)

Thus, the interference generated by all other slaves Sj,j�i to Si can be made small when Tm is

large. m-sequences have, apart from the small dc component, a flat frequency spectrum. This

means that they exhibit the same power in all frequency bins and the scheme benefits from

frequency diversity. The impulse response of the channel from slave Si to the master node

M is modeled as a tapped delay line. It is denoted by hSiM�n� and has a length of Th taps. It

is assumed that all nodes are perfectly frequency matched. The details for the case that all

training sequences are transmitted on the same physical channel (concurrent synchronization

strategy) are as follows:

0) Initially, every slave Si is assigned one sequence pi�n� that is generated as described

above.

1) All slaves transmit their respective baseband signals s�tx�i �n� � pi�n� simultaneously

to the master node.
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2) The baseband received sequence of the master node is then given by

d�rx��n� � e�jϕM

N�
i�1

�
pi�n� � hSiM�n� 
 ejϕSi

�
� nM�n�, (5.22)

where nM�n� comprises the AWGN samples at the master node.

3) The master calculates

d�tx��n� � �
d�rx���n� Th,m�

�

(5.23)

and broadcasts this signal to all slaves. The time shift by Th,m :� Tm � Th � 1 is used

to make the transmit signal causal.

4) Slave i receives the baseband signal

s
�rx�
i �n� � d�tx��n� � hSiM

�n� 
 ej��ϕSi
�ϕM�. (5.24)

5) Knowing all used phase estimation sequences pi�n�, each slave computes

ci�n� � pi�n� � s�rx�i �n� :� c
�S�
i �n� � c�I�i �n� � c�N�i �n�, (5.25)

where c�S�i �n�, c�I�i �n�, and c�N�i �n� are the signal, interference, and noise components

of ci�n�, respectively. The signal part c�S�i �n� is given by

c
�S�
i �n� � pi�n��p
i ��n�Th,m��h
SiM��n�Th,m��hSiM�n�
ej��2ϕSi

�2ϕM�, (5.26)

the interference part by

c
�I�
i �n� �

N�
j�1
j�i

pi�n� � p
j ��n� Th,m��

� h
SjM��n� Th,m� � hSiM�n� 
 ej
�
�ϕSi

�ϕSj
�2ϕM

�
, (5.27)

and the noise part by

c
�N�
i �n� � pi�n� � hSiM�n� � n
M��n� Th,m� 
 ej��ϕSi

�ϕM� � nSi�n�, (5.28)

where nSi�n� comprises the AWGN samples at slave i. Equation (5.26) can be written
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as

c
�S�
i �n� � c�S�pi

�n� � c�S�hi
�n� 
 ej��2ϕSi

�2ϕM�, (5.29)

where

c�S�pi
�n� � pi�n� � p
i ��n� Th,m� (5.30)

c
�S�
hi
�n� � h
SiM��n� Th,m� � hSiM

�n�. (5.31)

Since c
�S�
pi �Tm� � Tm due to the correlation properties of the m-sequences and

�

�
c
�S�
hi
�Th�

�
� 0, it is not difficult to see that

�

�
c
�S�
i �Tm � Th � 1�

�
� �2ϕSi

� 2ϕM :� ϕSiM
. (5.32)

Assuming that the interference and noise components are small, each slave Si finally

has an estimate �ϕSiM
� � 	ci�Th,m�
 of ϕSiM

with phase estimation error

∆ϕ
�SB�
Si

� �ϕSi,M
� ϕSi,M

. (5.33)

Note that for the sequential synchronization strategy the interference term (5.27) is

zero.

In those cases where a global LO phase reference at the relays is required (e.g., if both

the first-hop and the second-hop channels are estimated at the relays; cf. Table 4.1 in Sec-

tion 4.2.11), knowing ϕSiM
enables relay Si to compensate the unwanted impact of its LO

phase on the signal. It is sufficient for each relay to know two times the phase difference be-

tween its own LO phase and the LO phase of the master node because effectively, the phase

error of the product channel has to be compensated (cf. Section 5.2.3.1 for an application

example).

5.2.2 Master-Based Scheme

A different approach to provide multiple distributed nodes with a common LO phase ref-

erence has been proposed for example in [161, 190]. It is also based on a master-slave

architecture. Only now, the master node broadcasts a sinusoidal reference signal. It arrives

at each slave Si with a phase offset of ϕi � ϕM�ϕSi�ϕhi , where ϕM is the current LO phase

of the master, ϕSi the current LO phase of the respective slave, and ϕhi a phase offset due to
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the propagation delay between master and slave Si. Having received the reference signal, the

slaves sequentially retransmit it back to the master. When their LO phases stay constant for

this time, the master receives a signal from which it can measure 2ϕhi . Denoting the estima-

tion error by ∆ϕ
�MB�
Si

� 2∆ϕhi
, the estimate can be written as -2ϕhi

� 2ϕhi � 2∆ϕhi
(please

note specifically that the ’hat’ is above 2ϕhi
and not only above ϕhi

because the master can

only estimate two times the channel phase). The master node then computes

1

2

�-2ϕhi

�
�

,
ϕhi

�∆ϕhi
for ϕhi

� π

ϕhi
�∆ϕhi

� π for ϕhi
� π

(5.34)

and feeds this information back to each respective slave. The π-ambiguity in (5.34) comes

from the modulo nature of the phase. The slaves use the knowledge of 1
2

�-2ϕhi

�
together

with the received reference signal to generate a phase synchronized oscillator signal. As-

suming they can perfectly track the beacon signal of the master node, their LO phase offset

is

ϕSi
� ϕM � ϕhi

� 1

2

�-2ϕhi

�
�

�
,
ϕM �∆ϕhi

for ϕhi
� π

ϕM �∆ϕhi
� π for ϕhi

� π
(5.35)

Obviously, the π-ambiguity is still in the LO phases of the relays even if the estimate is

perfect. In those cases where a global phase reference at the relays is required (e.g., if

both the first-hop and the second-hop channels are estimated at the relays; cf. Table 4.1 in

Section 4.2.11), this uncertainty affects both the estimates of the first-hop and the second-

hop channels in the same way. Consequently, in the estimated product channel coefficients,

being the product of the first-hop and second-hop channel estimates, the ambiguity becomes

2π and thus vanishes (cf. Section 5.2.3.1 for an application example).

5.2.3 Comparison

Comparing the SB and MB schemes, the following observations can be made:

Slave-based scheme (SB):

• Due to the broadband nature of the phase estimation sequences, frequency diversity

(being present in a frequency selective channel) can be exploited.

• Multiple slave antennas provide a diversity gain by simple antenna selection if the LO

phase offset is the same for all employed antennas.
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• As the computational load is distributed equally among the network, any simple AF

node can act as master.

• By dynamically adjusting the sequence length Tm, estimation accuracy (Tm large) can

be easily traded for system resources (Tm small).

Master-based scheme (MB):

• In a frequency selective environment the master reference signal might be in a deep

fade for some of the nodes. As a consequence, the phase synchronization will be very

imprecise in this case.

• The scheme does not benefit from multiple antennas at the slaves because the estimate

of 2ϕhi
has to be calculated for each slave antenna individually.

• The master node has to perform much more calculations than the slaves. This means

that the computational load is not distributed equally among the network. As a conse-

quence, there are systems where not every node is suited to act as master. Restricting

the set of potential master nodes is surely disadvantageous.

• In a mobile environment the overhead to synchronize a large number of nodes might

be prohibitive as the slaves have to be synchronized sequentially. Note that multiple

slaves could be synchronized concurrently if the master used several beacon signals at

different frequencies. However, the slaves would have to be equipped with different

hardware in this case because their PLLs need to be designed for the respective beacon

frequency. In ad-hoc networks this does not seem to be practical.

In order to quantify the implications of the above statements, a simple application scenario

is considered. The performance of the two phase synchronization schemes is then assessed

in MATLAB R©.

5.2.3.1 Application Example

Consider a scenario with a cluster of NR � 1 wireless sensor nodes employing a single an-

tenna each. One of the nodes (in the following referred to as source S) wants to transmit data

to a remote destination D. Due to its small size and limited power supply, a single node out

of the cluster is not able to reach the destination on its own. However, when they cooperate

to form a distributed array, the sensor nodes are able to cover a much larger distance using

distributed MRC. In Section 5.2.1 the SB phase synchronization scheme was developed con-

sidering frequency-selective channels. Now, the impact of the phase synchronization error

on the performance of the present scenario is investigated. Therefore, it suffices to consider
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Fig. 5.1: Distributed beamforming scenario

frequency-flat Rayleigh fading channels. All channel coefficients are assumed to be inde-

pendent, identically distributed (iid), complex normal random variables with zero mean and

variance σ2
h. Since it wouldn’t have an impact on the results of the comparison, all channel

estimates are furthermore assumed to be noiseless.

In order to achieve a coherent addition of all signal at the destination, all nodes have to

transmit the same information but with a different precompensation factor g l to compen-

sate for their individual propagation channel to the destination and their LO phase offset.

The question arises how the transmit data can be shared among the nodes. One approach

that certainly suggests itself is to distribute this information over the air. The source node

therefore broadcasts its data to all other nodes that act as AF relays Rl, l � 	1, . . . , N
. In

Fig. 5.1 the above mentioned scenario is depicted. Note that this is the same scenario as

considered in [161]. Assume that every relay has a noiseless estimate of its local equivalent

first-hop channel �hSRl
in forward direction and of its local equivalent second-hop channel�hRlD

in backward direction. In order to forward their data coherently, the relays require a

global phase reference (cf. Section 4.2). The schemes presented in Sections 5.2.1 and 5.2.2

are subsequently used to provide that reference. One node out of the whole set of sensors is

assigned master while all other sensor nodes are slaves. The master has to provide a global

phase reference to the slaves. In the following it is assumed that the source acts as master

while all relays are slaves.

SB scheme: Every relay Rl obtains an estimate �ϕRlM
of ϕRlM

as described in Section 5.2.1.

It then multiplies its estimated product channel

�hSRlD
� hRlD

hSRl
e
j
�
ϕS�2ϕRl

�ϕD

�
(5.36)

with e�j �ϕRlM . In case the phase estimation is perfect, i.e. �ϕRlM
� ϕRlM

, it can compute
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�hSRlD

 e�j �ϕRlM � hRlD

hSRl
ej�ϕS�2ϕM�ϕD�, (5.37)

which does not depend on the relay phases and thus allows the signals from all relays

to add up coherently at the destination antenna.

MB scheme: All relays have, apart from a π-ambiguity the same LO phase reference. Their

estimated product channel coefficient then is

�hSRlD
� hRlD

hSRl
ej�ϕS�2ϕM�ϕD�, (5.38)

which is the same as (5.37).

The phase values ϕS, ϕM, and ϕD in (5.37) and (5.38) are the LO phases at the time the

phase synchronization is performed. Assume that the source S wants to transmit the complex

baseband data symbol s to the remote destination D. All relays form a distributed antenna

array to assist the communication. Knowing either (5.37) or (5.38) the relays choose their

gain factors as

gl � γl 
 �gl �
� γl 
 h
RlDh
SRl

ej��ϕS�2ϕM�ϕD� (5.39)

in order to achieve distributed maximum ratio combining at the destination antenna. The

real-valued scalar

γl �
.//0 PR

�g̃l�2
�
σ2

sσ
2
h � σ2

nRl

� (5.40)

ensures that the average relay sum transmit power is equal to a specified value PR. Transmis-

sion from source to destination follows a two-hop traffic pattern consuming two time slots.

The destination receives

d � ejϕsignal 

NR�
l�1

γl �hSRl �2 �hRlD�2 s� ejϕnoise 

N�
l�1

γlh


SRl
�hRlD�2 nRl � nD, (5.41)

where ϕsignal and ϕnoise are real-valued random variables that depend on ϕM and the LO
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phases of the source and destination node. Equation (5.41) can be split into a signal part

dsignal � ejϕsignal 

NR�
l�1

γl �hSRl �2 �hRlD�2 s (5.42)

and a noise part

dnoise � ejϕnoise 

N�
l�1

γlh


SRl
�hRlD�2 nRl � nD. (5.43)

Obviously, the signals of all relays add up constructively at the destination antenna yielding

maximum receive SNR. In order to decode the signal, the destination has to estimate and

compensate the phase ϕsignal of the equivalent two-hop (source-relays-destination) channel.

Once the gain factors are computed this can be done using a training sequence that is trans-

mitted by the source.

5.2.3.2 Simulation Results

Consider the application example in Section 5.2.3.1. Monte-Carlo simulations were per-

formed to compare the performance of the SB and MB carrier phase synchronization

schemes in this scenario. For the SB scheme a distinction between sequential and con-

current phase estimation is made (cf. Section 5.2.1). Sequential phase estimation occupies

2NR channel uses but there is no interference. In contrast to that, it only takes two channel

uses to concurrently synchronize all slaves but interference will decrease the performance.

First, the estimation errors of the two schemes are investigated. Then the impact of phase

estimation errors on the performance of the distributed beamforming scheme from section

5.2.3.1 is investigated.

The propagation channels between master node M and allNR slaves are modeled to exhibit

frequency-selective Rayleigh fading with impulse responses hRlM�n�, where l � 	1, . . . , NR

and n � 	0, . . . , Th � 1
. The average path strengths are chosen according to the Hiperlan

channel model A [178] with a bandwidth of 100 MHz and an average rms delay spread

of 50 ns. It corresponds to a typical office environment. The channel impulse responses

are normalized such that their average total power is equal to one. In Figs. 5.2 and 5.3

the average power delay profile and a typical transfer function of a Hiperlan A channel

are plotted, respectively. The tapped delay line model of the Hiperlan A model consists

of 40 relevant taps with a resolution of 10 ns. The transfer function is quite frequency-

selective, but the fades are not very deep. For the simulations a block fading environment is
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Fig. 5.2: Average power delay profile of the Hiperlan A channel model.
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Fig. 5.3: Typical channel transfer function for the Hiperlan A channel model.
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assumed, i.e., the channel coefficients stay constant during one transmission cycle. Different

channel realizations are temporally uncorrelated. The LO phase offsets ϕRl
are modeled as

iid random variables with uniform pdf, i.e. ϕRl
� U ��π, π�. They are assumed to remain

constant during one transmission cycle and change independently afterwards. The phase

estimation sequences pl�n� are chosen such that they use the whole channel bandwidth of

100 MHz. The SNR for the phase estimation at slave node l is defined as

SNR�l�
phase �

Es

N0

 Eh

"
Th�1�
n�0

��hRlM
�n���2# , (5.44)

where Es is energy per symbol, N0 the noise power spectral density and

Eh

 �Th�1
n�0

��hRlM
�n���2! average total channel power.

First, the accuracy of the respective phase estimates �ϕRlM and 12ϕhl for the SB and MB

scheme is investigated. The impact of the estimation errors ∆ϕ
�SB�
Rl

and ∆ϕ
�MB�
Rl

on the

system performance is the same for both schemes because they have the same impact on

the estimated product channel (cf. (5.37) and (5.38)). For this reason, they can be directly

compared. Considering a single master-slave pair, the length Tm of the phase estimation

sequences is varied. Fig. 5.4 shows the rms of the phase estimation errors versus the phase

estimation SNR for the SB and the MB scheme. The belonging cumulative density function

(cdf) in Fig. 5.5 is calculated at SNRphase � �10 dB. As expected, the quality of the

phase estimation increases with increasing Tm. It can be observed that the SB approach

performs better than the MB approach. Furthermore, it can be seen that the cdfs for the SB

approach are steeper at the zero-error point and flatten out much later compared to the MB

approach. This hints at the frequency diversity the scheme can exploit. The chance of a

serious misdetection is thus much smaller.

Next, more slaves are taken into account and the impact of interference on the SB scheme

is investigated when the synchronization is performed concurrently. Although the phase

synchronization in the MB scheme has to be done sequentially, it is used as a reference.

2NR time slots are required to synchronize NR slaves for the MB scheme and only two

time slots for the SB scheme, regardless of the number of slaves. In Fig. 5.6, the rms of

the phase estimation errors is plotted versus the phase estimation SNR with the number of

slaves as a parameter. The corresponding cdf for SNRphase � �10 dB is shown in Fig. 5.7.

Synchronizing multiple slaves concurrently decreases the performance but only requires

two time slots. The performance is in this case interference limited so that increasing the

estimation SNR does not gain additional accuracy from a certain point on.

The achievable gain in terms of estimation accuracy of a simple antenna selection scheme
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Fig. 5.4: rms of the phase estimation errors ∆ϕ
�SB�
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Rl

in rad�π for a single master-
slave pair with one antenna at each terminal.
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in rad�π for SNRphase �
�10 dB, one master-slave pair with a single antenna at each terminal.
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�SB�
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in rad�π when synchronizing a
slave with different number of antennas using a simple antenna selection scheme.

at the slaves is investigated in Fig. 5.8. The belonging cdfs for SNRphase � �10 dB are

shown in Fig. 5.9. While the SB approach benefits from a simple antenna selection scheme,

the MB approach does not, because the phase estimation has to be performed for every slave

antenna separately. The additional diversity gain provided by the antenna selection seems to

gain only a little accuracy. The reason for this behavior is that the Hiperlan A channel model

represents a quite frequency selective environment that already provides a lot of frequency

diversity. If the channel model was less frequency selective the additional diversity provided

by an antenna selection scheme would have more impact on the performance.

Finally, the impact of phase estimation errors on the receive SNR at the destination is

investigated. N � 8 relays forward the signal from the source using the channel matched

gain factors gl as in (5.39). The transmit sequence length is Tm � 63 and every slave has

a single antenna only. In Fig. 5.10, the average receive SNR loss with respect to perfect

phase synchronization is plotted versus the SNR of the phase estimation, i.e. SNRphase. As

reference the receive SNR loss of a system with random LO phases at the relays is shown

(denoted by ’random relay phases’). The SB approach with sequential synchroniza-

tion (denoted by ’SB sequential’) performs very good even for low phase estimation

SNR. The concurrent synchronization (denoted by ’SB concurrent’) at low SNR leads
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Fig. 5.10: Receive SNR loss due to inaccurate phase estimation.
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to a substantial loss compared to the MB approach. However, only two channel uses are

required to synchronize all nodes. From about SNRphase � 10 dB there is only a very small

performance loss compared to the MB approach.

5.2.4 Phase Error

Consider a wireless ad hoc network in a slowly fading environment with multiple source-

destination pairs and several relay terminals. All relays synchronize their LO phases at time

t0 using the SB scheme with sequential synchronization. Each relay with current LO phase

ϕRl�t0� consequently estimates ϕRlM
�t0� � �2ϕRl

�t0� � 2ϕM�t0�, where ϕM�t0� is the LO

phase of the master node at time t0, in order to compensate the impact of its unknown LO

phase offset on the estimated product channel coefficient �hSkRlDm . Assume that the LO

phases stay constant during the whole phase estimation procedure. At time t � t0 �∆t, the

first-hop and second-hop channel coefficient hSkRl
and hRlDm

are measured using channel

estimation scheme B1 introduced in Section 4.4. For the sake of simplicity it is assumed

that all channel estimates are noiseless. In this case, the product of the estimated single-hop

channel coefficients between source k and relay l and between relay l and destination m is

�hSkRlDm
�t� � hRlDm

hSkRl

 ej

�
ϕSk

�t��2ϕRl
�t��ϕDm

�t�
�
. (5.45)

The dependency of hSkRl
and hRlDm

on the time t has been omitted because it is assumed

that they change much slower than the LO phases2 in a slow fading environment. The impact

of the LO phase offsets of the relays on �hSkRlDm
�t� can be perfectly compensated if

1. the phase estimate at time t0 was perfect, i.e. �ϕRlM
�t0� � ϕRlM

�t0� and

2. the relay phases have not changed in the time ∆t between phase estimation at t0 and

channel estimation at time t, i.e. ϕRl
�t� � ϕRl

�t0�.

Multiplying (5.45) with e�j �ϕRlM
�t0� delivers

�hSkRlDm
�t� 
 e�j �ϕRlM

�t0� � hRlDm
hSkRl


 ej
�
ϕSk

�t��2ϕRl
�t���ϕRlM

�t0��ϕDm
�t�
�
. (5.46)

2The LOs are assumed to suffer from phase noise.

156



5.2 Distributed Phase Synchronization Schemes

Using the definition of the phase estimation error ∆ϕ
�SB�
Rl

� �ϕRlM
� ϕRlM

:� ∆ϕRl
given in

(5.33) yields

�2ϕRl
�t� � �ϕRlM

�t0� � �2ϕRl
�t� �∆ϕRl

�t0� � ϕRlM
�t0� �

� �2ϕRl
�t� �∆ϕRl

�t0� � 2ϕRl
�t0� � 2ϕM�t0� �

� φRl
�t, t0� � 2ϕM�t0�, (5.47)

where the remaining phase error is φRl
�t, t0� � �2ϕRl

�t� � 2ϕRl
�t0� �∆ϕRl

�t0�. There are

two independent sources of error that appear explicitly in φRl
�t, t0�:

• Phase error due to estimation noise (AWGN): The term ∆ϕRl
�t0� relates to the accu-

racy of the phase estimation at time t0. It disappears when the phase estimation was

perfect, i.e., estimation noise is negligible.

• Phase error due to outdated phase information (phase noise): The term �2ϕRl
�t� �

2ϕRl
�t0� represents the change of the LO phase offset due to phase noise during the

time between phase synchronization and channel estimation.

Using the definition of φRl
�t, t0�, equation (5.46) can be rewritten as

�hSkRlDm
�t� 
 e�j �ϕRlM

�t0� � hRlDm
hSkRl


 ej
�
ϕSk

�t��φRl
�t,t0��2ϕM�t0��ϕDm

�t�
�
, (5.48)

where the impact of the LO phase offset of the relay disappears if φRl�t, t0� � 0. In the fol-

lowing, the phase errors due to estimation noise and phase noise are investigated separately

because they are independent of each other. Having done that, the phase error φRl
�t, t0� is

characterized. Finally, it is shown that for high SNR, it can be approximated by a Gaussian

random variable. For the sake of a simpler notation, the LO phases of all sources and des-

tinations are assumed to be zero, i.e., ϕSk
�t� � ϕDm�t� � 0 for k,m, � 	1, . . . , NSD
. And

finally, the relay index l is omitted for the rest of this section because the mechanisms are the

same for all relays. This means that ϕRl
:� ϕR and ∆ϕRl

:� ∆ϕR.

5.2.4.1 Phase Error Due to Estimation Noise

In Section 5.2.3.2 the accuracy of the phase estimation and its impact on a simple, distributed,

coherent forwarding scheme has been investigated. Now, the phase estimation error due to

estimation noise, i.e. ∆ϕR, is characterized as a random variable. Recall that for the SB

theme each relay computes

�ϕRM � � 	c�Th,m�
 , (5.49)
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Re

Im

�ϕRM
ϕRM

∆ϕR

c � c�S� � c�N�

c�S�

c�N�

c
�N�
‖

c
�N�
�

Fig. 5.11: Noisy phase estimation. Note that c�n� is sampled at Th,m and explicit time de-
pendence is omitted to simplify notation.

where c�n� � c�S��n� � c�I��n� � c�N��n� as defined in (5.25) with signal, interference, and

noise components c�S��n�, c�I��n�, and c�N��n�, respectively. In order to simplify notation, the

explicit time dependence of c�n� at sampling time Th,m is omitted:

c�Th,m� :� c (5.50)

c�S��Th,m� :� c�S� (5.51)

c�I��Th,m� :� c�I� (5.52)

c�N��Th,m� :� c�N� (5.53)

The interference part c�I� is zero because the synchronization is performed sequentially. Fur-

thermore, the noise contribution c�N� is a weighted sum of iid, zero-mean, complex Gaussian

random variables (cf. (5.28)). Therefore, it is also zero-mean complex Gaussian with vari-

ance denoted by σ2
N. Fig. 5.11 shows how c�N� can be split into c�N�‖ , which is parallel to c�S�,

and c�N�� , which is perpendicular to c�S�. The real-valued scalars α and β are defined such

that

c
�N�
‖ � α 
 c�S�

�c�S��2
and c

�N�
� � β 
 c�S�

�c�S��2
ej

π
2 . (5.54)

Clearly,

α � N
�

0,
1

2
σ2

N

	
and β � N

�
0,

1

2
σ2

N

	
(5.55)
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because c�N� is complex Gaussian with variance σ2
N. The value of

22c�S�22
2

is related to a

specific instantaneous receive SNR since it represents the received signal strength. It is

therefore treated as a constant in the following. The phase estimation error given a fixed

δ :� 22c�S�22
2

can then be written as

∆ϕR � tan�1

�
β

δ � α
	

:�

:� tan�1

�
β

γ

	
, (5.56)

where γ � δ � α with γ � N �
δ, 1

2
σ2

N

�
. Furthermore, let ξ :� β

γ
and thus

∆ϕR � tan�1 �ξ� . (5.57)

The pdf of ∆ϕR given δ is then

f∆ϕR	δ �
fξ��� ��ξg�ξ����, (5.58)

where g �ξ� � tan�1 �ξ�. Details are provided in Appendix A.2. In the following, the nu-

merator and denominator of (5.58) are computed separately to obtain an explicit expression

for f∆ϕR	δ.

• Calculation of fξ: Using Appendix A.3, the pdf of ξ is

fξ �
3 �

��
�γ� fβ �ξγ� fγ �γ� dγ �

�
3 �

��

�γ�
πσ2

N


 e�
ξ2γ2��γ�δ�2

σ2
N dγ �

� e
� δ2

σ2
N

π �1� ξ2� 3
2 σN

�
σN

4
1� ξ2 ��πδe

δ2

�1�ξ2�σ2
N erf

�
δ

σN

4
1� ξ2




,

(5.59)

where the pdfs

fβ � 14
πσ2

N


 e�
β2

σ2
N and fγ � 14

πσ2
N


 e�
�γ�δ�2

σ2
N (5.60)

are known.
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• Calculation of �
�ξg�ξ�: The denominator of (5.58) is easily calculated:

�
�ξ g�ξ� �

�
�ξ tan�1 �ξ� �

� 1

1� ξ2
(5.61)

Inserting (5.59) and (5.61) into (5.58) and replacing ξ by tan �∆ϕR� (cf. (5.57)) yields

f∆ϕR	δ � fξ
�
1� ξ2

� �
� e

� δ2

σ2
N

πσN

�
σN �

�
πδcos �∆ϕR� e

δ2cos2�∆ϕR�
σ2
N erf

�
δcos �∆ϕR�

σN

	

. (5.62)

For large SNR a simple approximation for f∆ϕR	δ can be derived by assuming �δ� � �α� and

�δ� � �β�. These assumptions state that the length of the vector c�S�, which represents the

signal part of c�Th,m�, is much larger than the noise parts c�N�‖ and c�N�� . Consequently,

1. δ � α � δ and thus

∆ϕR � tan�1

�
β

δ

	
(5.63)

2. ∆ϕR is small so that

tan �∆ϕR� � ∆ϕR (5.64)

With (5.63) and (5.64) it follows that

∆ϕR � β

δ
(5.65)

and the approximated pdf of ∆ϕR given δ can be directly written as

f∆ϕR	δ �
1�
π
σ2
N

δ2


 e�
β2δ2

σ2
N , (5.66)

i.e. ∆ϕR � N
�
0,

σ2
N

2δ2

�
, because the pdf of β is known (cf. (5.60)).

Monte-Carlo simulations were performed in order to assess how well (5.66) approximates

(5.62) for high instantaneous SNR. In Figs. 5.12 and 5.13 the simulated pdfs are compared

with the analytical ones and their high SNR approximations. They are normalized such that
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Fig. 5.12: Comparison of analytical (5.62) and simulated pdfs for different values of δ2 and
σ2

N � 1.

the area beneath the curves equals one. The noise variance is fixed at σ2
N � 1 and δ, which

is the strength of the signal part c�S� of the estimation vector c, is varied. The instantaneous

receive SNR during the phase estimation is defined as SNR�∆ϕ�
R � δ

σ2
N

. Fig. 5.12 shows

that the analytical solution (5.62) fits the simulation very well. Furthermore, it can be seen

in Fig. 5.13 that the approximation models the simulation reasonably well starting from

δ2 � 10. This means that the Gaussian approximation holds very well in the SNR range

where a phase estimation achieves a sensible accuracy.

5.2.4.2 Phase Error Due to Phase Noise

The error due to phase noise is defined as (cf. (5.47) and Fig. 5.14)

ψR�t� :� �2ϕR�t� � 2ϕR�t0�. (5.67)

It corresponds to the phase change during the time between phase estimation (at t0) and

the time the channel coefficients are estimates (at t � t0 � ∆t). For Wiener phase noise

(cf. Chapter 3) the LO phases are modeled as independent Wiener processes. Thus, ψR�t�
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Fig. 5.13: Comparison of approximated (5.66) and simulated pdfs for different values of δ2

and σ2
N � 1.
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Fig. 5.14: Estimation error due to phase noise.
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is a zero-mean Gaussian random variable with variance σ2
pn∆t, where the scalar σ2

pn is a

constant hardware parameter. For t0 � 0, it is distributed as ψR�t� � N �
0, 4σ2

pnt
�
. Its pdf

is consequently given by

fψR�t� �
14

8πσ2
pnt

 e�

ψ2
R�t�

8σ2
pnt . (5.68)

5.2.4.3 Joint Phase Error

In order to model the joint phase error φR�t, t0� as defined in (5.47), the Gaussian approx-

imation (5.66) is used for the phase error due to estimation noise. The joint phase error

is then the sum of two independent Gaussian random variables ∆ϕR � N
�
0,

σ2
N

2δ2

�
and

ψR�t� � N �
0, 4σ2

pnt
�

with pdf (conditioned on δ)

fφR�t,t0�	δ �
1�

2π
�
σ2
N

2δ2
� 4σ2

pnt
� 
 e�

β2

2

�
σ2
N

2δ2
�4σ2

pnt

�
, (5.69)

and thus φR�t, t0� � N
�
0,

σ2
N

2δ2
� 4σ2

pnt
�

.
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Chapter 6

Gain Allocation Schemes

A distributed spatial multiplexing gain is obtained if multiple source-destination pairs in

a wireless network communicate concurrently on the same physical channel. To this end,

inter-user interference has to be suppressed. This can be achieved if the signals from all

paths add up coherently, i.e. with the same carrier phase, at the destinations. In this chapter

two gain allocation schemes for a two-hop AF relay network are discussed that exhibit a

distributed spatial multiplexing gain. They are called MUZF relaying and multiuser MMSE

relaying and were first presented in [25] and [73], respectively. Instantaneous global channel

knowledge is required in both cases to generate the gain matrix, i.e., the equivalent first-hop

as well as the equivalent second-hop channel matrix have to be known. It is assumed that

all channel coefficients are disseminated to all relays on a perfect, i.e. error and delay-free,

feedback channel after they have been estimated.

MUZF relaying: One way to allow multiple source-destination pairs to communicate con-

currently on the same physical channel is to choose the gain factors at the relays such

that inter-user interference is completely suppressed. The approach where the relays

orthogonalize all source-destination pairs in space is called MUZF relaying [25]. The

resulting compound channel matrix between sources and destinations is in this case

block diagonal (for the special case of single-antenna sources and destinations it is di-

agonal). It turns out that a minimum number of relays, that depends on the number of

source-destination pairs, is required to achieve this. A system configuration employ-

ing exactly this number of relays will be called ’minimum relay configuration’. The

gain factors are then, apart from a common scaling factor, uniquely determined. No

diversity gain is achievable in this case.

The impact of noisy channel state information on the performance of MUZF relaying

was investigated in [68]. The case where arbitrary relay antennas are able to exchange
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receive data is called ’partial relay cooperation’ [69]. While the gain matrix is always

block diagonal for multi-antenna relays that do not exchange received signals, partial

relay cooperation essentially means that arbitrary entries of the gain matrix may be

nonzero. For multi-antenna relays it is sensible to assume that the data exchange capa-

bility between all antennas belonging to the same relay is bi-directional. This means

that all antennas of a single relays can retransmit a linear combinations of all received

signals of that relay.

In previous works discussing MUZF relaying, the unknown and random LO phases

of the nodes in the network have not been taken into account. Furthermore, the direct

link has also been neglected so far. Both are considered in this work. Each node in

the network is assumed to employ its own, independent LO with unknown and random

phase offset. The performance of traffic pattern III, where the direct link is used in the

second time slot, and traffic pattern IV, where the direct link is not used, is compared

in this chapter. Furthermore, the impact of channel estimation protocols A1 and B1

(introduced in Section 4.4) on the system performance is investigated for both traffic

patterns.

Multiuser MMSE relaying: The second gain allocation scheme being discussed in this

chapter is called multiuser MMSE relaying. The gain factors are computed to mini-

mize the MMSE of the received signals at the destinations. Interference is suppressed,

but not completely. Some interference is admitted in order not to suffer from the noise

enhancement that is characteristic for ZF-based approaches. Two cases will be distin-

guished:

1. All source-destination links are weighted equally. This is a very fair scheme be-

cause the gain factors are computed such that the average SINR at all destinations

is equal. However, in the presence of shadowing or very weak subchannels, the

overall system performance suffers greatly because most of the available relay

transmit power will be directed into the bad links.

2. Each source-destination link is weighted individually so that the total MMSE of

the received signals at all destinations is minimized. The sum rate of this system

is higher than for the equal link weighting. However, since the source-destination

pairs with good channels get most of the relay transmit power, it is not a very fair

scheme. Good links are rewarded while bad ones are punished.

It turns out that there is no minimum required relay number (such as the minimum relay

configuration for ZF relaying) for MMSE relaying. Instead, a smooth degradation of

system performance can be observed for decreasing number of relays.
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Let Ncoop denote the number of relay cooperations, i.e., the number of nonzero entries of G.

Two extreme cases, namely linear relaying (LinRel) and linear distributed antenna system

(LDAS), are furthermore distinguished in this work:

• LinRel: All relays employ a single antenna only, i.e. MR � NR. No inter-relay

cooperation is possible in this case, i.e. Ncoop � NR. Since the relays employ a single

antenna each and do not share any received data, the gain matrix is diagonal.

• LDAS: There is only a single multi-antenna relay, i.e. NR � 1. Full relay cooperation

is possible, i.e. Ncoop � N2
R. All relay antennas completely share their received data.

The gain matrix then has normally no zero entries.

For the derivation of the gain allocation schemes, there is assumed to be no phase noise.

This means that the LO phases of all nodes in the network are constant for at least one

transmission cycle.

6.1 Transmit Power Constraint

In order to investigate the performance of different gain allocation schemes, it is necessary to

impose a transmit power constraint on the network: The total instantaneous transmit power

of all nodes is in each time slot equal to PS. The total transmit power per transmission cycle

(comprising two time slots) is then 2PS. A scaling of the gain matrix G and, in case of

traffic patterns I and III, a scaling of the source transmit symbols in the second time slot is

necessary to meet this constraint.

• Traffic patterns II and IV: In time slot 1 the sources transmit with total power PS

satisfying the constraint by definition. In the second time slot, the source nodes are

silent while the relays transmit with power

PR � tr
�
G

�
σ2

s
�HSR

�HH
SR � σ2

nR
INR

�
GH

�
. (6.1)

In general PR � PS. The gain matrix G has to be scaled with

γII � γIV �
�
PS

PR

(6.2)

for both traffic patterns so that the total relay transmit power is equal to PS.

• Traffic patterns I and III: The transmit power constraint in the first time slot is again

met by definition. The sources and the relays transmit in the second time slot. Once
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the gain factors are calculated, the source and relay transmit powers have to be scaled

with the same factor in order not to loose the properties of the gain allocation. The

transmit power constraint can be formulated as

γ2
I �PS � PR� !� PS and γ2

III �PS � PR� !� PS (6.3)

for traffic patterns I and III, respectively. This results in

γI � γIII �
�

PS

PS � PR
, (6.4)

where PR is given in (6.1). Scaling the source transmit symbols in the second time slot

requires a feedback link.

6.2 Multiuser Zero-Forcing Relaying

In this section the gain factors for MUZF relaying are computed for traffic patterns III and

IV. Their respective input/output relations are given in Section 2.4. They are

d
�1�
III � 0 (6.5)

d
�2�
III � �HRDG

��HSRs�1� � n
�1�
R

�
� �HSDs�2� � n

�2�
D (6.6)

for traffic pattern III and

d
�1�
IV � 0 (6.7)

d
�2�
IV � �HRDG

��HSRs�1� � n
�1�
R

�
� n

�2�
D (6.8)

for traffic pattern IV. For traffic pattern III it is assumed that the sources transmit scaled

versions of the same transmit symbols in both time slots, i.e. s �2� � γIIIs
�1�, where γIII � R

is given in (6.4). The signals from sources and relays thus have to combine coherently at

the destination antennas so that the compound channel becomes block diagonal and inter-

user interference is suppressed. Since the received signal at the destinations in the first time

slot is in both cases equal to zero the superscripts indicating the time slot number are in

the following omitted for the sake of a simpler notation. Equations (6.6) and (6.8) can be
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rewritten as

dIII � �HIIIs� nIII (6.9)

and dIV � �HIVs� nIV, (6.10)

where

�HIII � �HSRD � γIII
�HSD (6.11)�HIV � �HSRD (6.12)

are the ’compound channel matrices’ comprising all ’compound channel coefficients’. The

vectors

nIII � nIV � �HRDGnR � nD (6.13)

are the ’compound noise vectors’. Furthermore, the matrix

�HSRD � �HRDG�HSR (6.14)

is the ’equivalent two-hop channel’ matrix because it comprises the concatenation of first-

hop channel matrix, gain matrix, and second-hop channel matrix.

In the following, the computation of the gain factors from channel estimates obtained by

estimation protocols A1 and B1 (introduced in Section 4.4) is discussed for each of the traffic

patterns. Recall that the relays require a global carrier phase reference in order to coherently

forward their signals if the gain factors are computed from channel estimates obtained by

protocol B1. It is assumed that the SB scheme introduced in Section 5.2.1 is used to achieve

this. Section 6.2.3 then treats the impact of a phase estimation error on the interference

suppression capability of MUZF relaying. Finally, Section 6.2.4 contains simulation results

comparing the performance of both traffic patterns in combination with the two channel

estimation protocols. Imperfect phase synchronization and phase noise at the relays are also

taken into account.
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6.2.1 Traffic Pattern III

For traffic pattern III, the compound channel matrix is given in (6.11):

�HIII � �HSRD � γIII
�HSD �

� ΦH
DHRDGHSRΦS � γIIIΦ

H
DHSDΦS. (6.15)

Recall that the scaling factor γIII ensures that the sum transmit power of all nodes is in each

time slot equal to PS. The aim of this section is to find G such that �HIII becomes block

diagonal. Using the simple matrix equalities (e.g. [192])

vec �ABC� � �
CT  A

�
vec �B� (6.16)

and �AB CD� � �A C� �B D� (6.17)

delivers

�hIII :� vec
��HIII

�
�

� vec
�
ΦH

DHRDGHSRΦS

�� vec
�
γIIIΦ

H
DHSDΦS

� �
� �

ΦT
S  ΦH

D

� �
HT

SR  HRD

� 
 vec �G� � γIII

�
ΦT

S  ΦH
D

� 
 vec �HSD� :�
:� ΘΛ 
 g � γIIIΘhSD, (6.18)

where

Θ :� ΦT
S  ΦH

D, (6.19)

Λ :� HT
SR  HRD, (6.20)

and g :� vec �G� . (6.21)

The vector �hIII � CMSMD is called ’compound channel vector’ because it comprises all

compound channel coefficients. Note that the gain matrix contains zeros where there is no

cooperation between the relay antennas. The zero elements of the compound gain vector g

and the corresponding columns of Λ may simply be dropped for a given relay cooperation

pattern1. The emanating vector and matrix are denoted by 5g and 5Λ, respectively:

g � CM2
R � 5g � CNcoop and Λ � CMSMD�M2

R � 5Λ � CMSMD�Ncoop . (6.22)

1The relay cooperation pattern indicates which relay antennas exchange received signals. This essentially
corresponds to a specific pattern of nonzero elements in the gain matrix G.
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The parameter Ncoop denotes the number of nonzero elements of G, i.e., the number of

cooperations among the relays. With (6.22), the compound channel vector can be written as

�hIII � Θ5Λ 
 5g � γIIIΘhSD. (6.23)

It can be divided into Nsignal �
�NSD

i�1 MSiMDi coefficients over which signal power arrives

at the destinations and Nint �MSMD �Nsignal coefficient over which interference is gener-

ated. Let �hIII, s � CNsignal and �hIII, i � CNint denote the vector of signal channel coefficients

and the vector of interference channel coefficients, respectively. Together they constitute�hIII. The ’compound signal channel matrix’ 5Λs � CNsignal�Ncoop and the ’compound interfer-

ence channel matrix’ 5Λi � CNint�Ncoop as well as the corresponding matrices Θs and Θi are

defined such that

�hIII, s � Θs
5Λs 
 5g � γIIIΘshSD, s and �hIII, i � Θi

5Λi 
 5g � γIIIΘihSD, i. (6.24)

The matrix 5Λs is obtained from 5Λ by taking the rows that correspond to source-destination

pairs and 5Λi by taking the rows corresponding to non-belonging sources and destinations.

The vectors hSD, s and hSD, i comprise the direct link channel coefficients contributing signal

and interference power at the destinations, respectively. The matrices Θs and Θi are again

diagonal. Please refer to Appendix A.4 for a simple example. In order to block-orthogonalize

all source-destination pairs, i.e., cancel all inter-user interference, it is required that

�hIII, i
!� 0. (6.25)

Equation (6.25) is called the ’ZF condition’. Inserting (6.24) into (6.25) yields

Θi
5Λi 
 1

γIII

5g �ΘihSD, i
!� 0. (6.26)

A vector 5gZF fulfilling the ZF condition can be found by solving (6.26) for 5g. Consequently,

5gZF � γIII 
 5g�ZF �
� �γIII 
 5ΛH

i ΘH
i

�
Θi

5Λi
5ΛH

i ΘH
i

��1
ΘihSD, i �

� �γIII 
 5ΛH
i

�5Λi
5ΛH

i

��1
hSD, i. (6.27)

Note that the ZF gain vector does not depend on the LO phase offsets. Finding 5gZF according

to (6.27) fulfills the ZF condition (6.25) as long as the propagation channel coefficients stay
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constant. The inverse in (6.27) exists when 5Λi
5ΛH

i has full rank Nint. It is well-known that

rank
�5Λi

5ΛH
i

� � min 	Nint, Ncoop
 . (6.28)

Consequently, a necessary but not sufficient condition for 5gZF to exist is Ncoop � Nint. The

case that Ncoop � Nint is referred to as ’minimum cooperation configuration’.

In order to calculate 5gZF, the relays need to know Θi
5Λi and ΘihSD, i, where the LO phases

in Θi may have arbitrary values, or 5Λi and hSD, i. In the following, it is shown how the relays

can compute their ZF gain factors if the channels have been measured with schemes A1 and

B1. It is assumed that all channel estimates are noiseless and there is no phase noise, i.e., the

relay phases stay constant for at least one transmission cycle.

6.2.1.1 Channel Estimation Protocol A1

For channel estimation protocol A1, the relays possess the channel estimates

�HSD � �HSD,
�HSR � �HSR, and �HRD � �HRD. (6.29)

They have to learn Θi
5Λi and ΘihSD, i in order to be able to compute the ZF gain vector 5gZF

from (6.27). The procedure is as follows:

• Calculation of Θi
5Λi:

First, the relays have to compute

�HT
SR  �HRD �

�
ΦT

S  ΦH
D

� �
HT

SRΦ

R  HRDΦR

�
:�

:� Θ�Λ, (6.30)

where Θ is the same as in (6.19). Assume that all cooperating relay antennas exhibit

the same LO phase offset, i.e., ΦR�i, i� � ΦR�j, j� for the case that antenna i and j

belong to the same relay. Then, Θ5Λ as in (6.23) can be obtained from Θ�Λ by omitting

all columns corresponding to non-cooperating relay antennas. The LO phase offsets

of the relays cancel because �Λ depends on the two-hop product channels only.

From there the relays can easily generate Θi
5Λi and Θs

5Λs in the same way that was

described above. As long as the LO phase offsets of the relays remain constant for a

single transmission cycle, they do not have an impact on the gain allocation.

• Calculation of ΘihSD, i:
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Utilizing the matrix equality vec �ABC� � �
CT  A

�
vec �B� readily delivers

vec
��HSD

�
� �

ΦT
S  ΦH

D

�
vec �HSD� �

� ΘhSD. (6.31)

From (6.31) the relays get ΘihSD, i by omitting all rows corresponding to antennas of

belonging source-destination pairs.

The relays can thus compute gZF according to (6.27) when having estimates �HSR, �HRD, and�HSD of the channels. As long as the propagation channel coefficients remain unchanged,

there is no inter-user interference even if the source and destination LO phase offsets change.

6.2.1.2 Channel Estimation Protocol B1

If the channel coefficients are measured using scheme B1, the relays possess the estimates

�HSD � �HSD,
�HSR � �HSR, and �HRD � �HT

DR � ΦDΦD
�HRDΦH

RΦH
R (6.32)

as given in (4.6), (4.7), and (4.14). The LO phases of the relays do not cancel in �HT
SR �HRD

as they do in (6.30). A gain matrix that is calculated in this way depends on ΦR and has to

be updated every time the LO phases of the relays change. In a practical system where the

LOs of the nodes are subject to phase noise, this is not feasible. The relays are thus required

to compensate the impact of their LO phase offsets on the channel estimates. This can be

done by providing a common phase reference to all relay terminals (cf. Chapter 5).

In Section 5.2.1, a very simple scheme was introduced that allows each relay Rl to obtain

an estimate �ϕRlM of

ϕRlM
� �2ϕRl

� 2ϕM, (6.33)

as defined in (5.32). For channel estimation scheme B1, every relay Rl locally estimates

its MRlMS first-hop and MRlMD second-hop channel coefficients. Let hSkRl,i
denote the

channel coefficient from source antenna k to antenna i of relay l and, likewise, hDmRl,i
the

channel coefficient from destination antenna m to antenna i of the relay. The channel esti-

mates available at relay l are in this case

�hSkRl,i
� hSkRl,i

e
j
�
ϕSk

�ϕRl

�
(6.34)�hDmRl,i

� hDmRl,i
e
j
�
ϕDm

�ϕRl

�
, (6.35)
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where k � 	1, . . . ,MS
, m � 	1, . . . ,MD
, and i � 	1, . . . ,MRl
. The matrices �HSR and�HDR are estimates of the matrices �HSR � ΦH
RHSRΦS and �HDR � ΦH

RHDRΦD and comprise

the measured channel coefficients from sources to relays and from destinations to relays,

respectively. Using its respective phase estimate �ϕRlM, relay l then computes

6hSkRl,i
� �hSkRl,i


 e�j 1
2
�ϕRlM (6.36)6hDmRl,i

� �hDmRl,i

 e�j 1

2
�ϕRlM , (6.37)

for i � 	1, . . . ,MRl
, and disseminates this information instead of �hSkRl,i and �hDmRl,i to all

other relays. Every relay can then locally generate the matrices

6HSR �

$((%
e�j

1
2
�ϕR1M

. . .

e
�j 1

2
�ϕRNR

M

&))' 
 �HSR :� �Φ 1
2
RM

�HSR (6.38)

and

6HDR �

$((%
e�j

1
2
�ϕR1M

. . .

e
�j 1

2
�ϕRNR

M

&))' 
 �HDR :� �Φ 1
2
RM

�HDR. (6.39)

Calculating 6HT
SR  6HRD, where 6HRD � 6HT

DR, results in

6HT
SR  6HRD �

��HT
SR

�Φ 1
2
RM  �HRD

�Φ 1
2
RM

�
�

�
�
ΦT

S HT
SRΦ


R
�Φ 1

2
RM  ΦDHRDΦH

R
�Φ 1

2
RM

�
. (6.40)

Again, the simple matrix equality �AB CD� � �A C� �B D� is used to get

6HT
SR  6HRD �

�
ΦT

S  ΦT
D

� �
HT

SRΦH
R
�Φ 1

2
RM  HRDΦH

R
�Φ 1

2
RM

�
:�

:� Θ�6Λ, (6.41)

where Θ� :� �
ΦT

S  ΦT
D

�
and 6Λ :�

�
HT

SRΦH
R
�Φ 1

2
RM  HRDΦH

R
�Φ 1

2
RM

�
. Assume that all

cooperating relay antennas exhibit the same LO phase offset. Then, e�j2ϕMΘ�5Λ (with 5Λ
as in (6.23)) can be obtained from Θ�6Λ by omitting the columns that correspond to non-

cooperating relay antennas. From there, the relays get e�j2ϕMΘ�
i
5Λi by omitting the rows

corresponding to belonging source-destination pairs. Furthermore, they know ΘhSD using
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the estimated direct link channel matrix �HSD (see (6.31)). Note that Θ � �
ΦT

S  ΦH
D

� � Θ�.

The ZF condition (6.26) is

Θi
5Λi 
 1

γIII

5gZF �ΘihSD, i
!� 0. (6.42)

With knowledge of Θ�
i
5Λi and ΘihSD, i, there is no way the relays can compute 5gZF fulfilling

(6.42). In particular,

5g�ZF � �γIII 
 5ΛH
i Θ

� H
i

�
Θ�

i
5Λi

5ΛH
i Θ

� H
i

��1

ΘihSD, i. (6.43)

does not fulfill (6.42) if the LO phases of the destinations are random and unknown.

Only if the relays and destinations possess a common global phase reference (as predicted

in Section 4.2), can the relays compute the gain factors correctly. Assume that the LOs of

all relays and destinations exhibit a phase denoted by φ. Then, �HRD � �HRD and the gain

factors can be computed as for channel estimation protocol A1 in Section 6.2.1.1.

6.2.2 Traffic Pattern IV

For traffic pattern IV, the relays have to orthogonalize the two-hop link, i.e. the equivalent

two-hop channel matrix �HIV � �HSRD (cf. (6.12)) has to become block diagonal. Using the

simple matrix equalities (6.16) and (6.17) delivers the compound channel vector

�hIV � vec
��HIV

�
�

� �
ΦT

S  ΦH
D

� �
HT

SR  HRD

� 
 vec �G� :�
:� ΘΛ 
 g, (6.44)

where

Θ :� ΦT
S  ΦH

D, (6.45)

Λ :� HT
SR  HRD, (6.46)

and g :� vec �G� . (6.47)

The gain matrix contains zeros where there is no cooperation between the relay antennas.

The zero elements of the compound gain vector g and the corresponding columns of Λ can
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simply be dropped for a given relay cooperation pattern. Consequently,

g � CM2
R � 5g � CNcoop and Λ � CMSMD�M2

R � 5Λ � CMSMD�Ncoop . (6.48)

The compound channel vector can then be written as

�hIV � Θ5Λ 
 5g. (6.49)

The compound channel coefficients can be divided intoNsignal �
�NSD

i�1 MSiMDi coefficients

over which signal power arrives at the destinations and Nint � MSMD � Nsignal coefficient

over which interference is generated. Let �hIV, s � CNsignal and �hIV, i � CNint denote the vector

of signal channel coefficients and the vector of interference channel coefficients, respectively.

Together they constitute �hIV. The ’compound signal channel matrix’ 5Λs � CNsignal�Ncoop and

the ’compound interference channel matrix’ 5Λi � CNint�Ncoop as well as the corresponding

matrices Θs and Θi are defined such that

�hIV, s � Θs
5Λs 
 5g and �hIV, i � Θi

5Λi 
 5g. (6.50)

The matrix 5Λs is obtained from 5Λ by taking the rows that correspond to antennas belonging

to a source-destination pair and 5Λi is obtained by taking the rows corresponding to antennas

of non-belonging sources and destinations. The matrices Θs and Θi are then again diag-

onal. In order to block-orthogonalize all source-destination pairs, i.e. cancel all inter-user

interference, it is required that

�hIV, i � 0. (6.51)

Equation (6.51) is called the ’ZF condition’. The SVD of 5ΛH
i ΘH

i is given by

USVH � 5ΛH
i ΘH

i , (6.52)

where the matrices U and V are unitary and S is diagonal (comprising the ordered singular

values). The nullspace of Θi
5Λi is denoted by

ZIV � Null
�
Θi

5Λi

�
. (6.53)

176



6.2 Multiuser Zero-Forcing Relaying

If it is nonempty and has rank N0, it is spanned by the last N0 columns of U. Any vector5gZF lying in this nullspace fulfills

Θi
5Λi 
 5gZF � 0 (6.54)

and thus the ZF condition (6.51). Choosing 5gZF as the last column of U fulfills the ZF

condition if N0 � 0. And in the case that the nullspace is empty, i.e. N0 � 0, inter-user

interference is projected onto the weakest subchannel, thus keeping it small.

For the case that N0 � 1, the gain factors can be further optimized (e.g. [70]). A partic-

ularly simple way of doing this is to choose a smart initial gain vector and project it onto

the nullspace ZIV of Θi
5Λi. In [25] and [90] the authors find that performing a simple chan-

nel matched receive and transmit filtering at each relay orthogonalizes all source-destination

pairs if the number of relay antennas goes to infinity. Following this notion, the initial gain

vector is chosen as

ginit � 5ΛH
s ΘH

s 
 1Nsignal
, (6.55)

where 1Nsignal
is a vector of size Nsignal ! 1 comprising all ones. Each component of ginit is

now matched to the sum of all two-hop channel coefficients contributing signal energy at the

destinations.

Example: In a system with single antenna nodes, the NR entries of ginit would be

ginit�l� �
NSD�
i�1

h
RlDih


SiRl

, for l � 	1, . . . , NR
. (6.56)

In this way, the gain factors are weighted with the strength of the first-hop and second-hop

channel coefficients contributing signal power at the destinations. In order to get 5gZF, the

vector ginit has to be projected onto the nullspace ZIV:

5gZF � ZIVZH
IV 
 ginit. (6.57)

A necessary but not sufficient condition for the nullspace of Θi
5Λi to be nonempty isNcoop �

Nint. The case that Ncoop � Nint � 1 is referred to as ’minimum cooperation configuration’.

The nullspace of Θi
5Λi has then dimension one. Note that this is one dimension more than

required for traffic pattern III. In order to achieve the full spatial multiplexing gain NSM �
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�NSD

i�1 min 	MSi ,MDi
, the compound channel matrix has to have rank NSM. Since

rank
��HRDG�HSR

�
� min

�
rank

��HRD

�
, rank �G� , rank

��HSR

��
, (6.58)

the gain matrix G has to have at least rank NSM. For the computation of 5gZF according to

(6.57), each relay needs to know Θi
5Λi and Θs

5Λs. Two issues arise:

1. The LO phase offsets of all sources and destinations (contained in ΦS and ΦD, respec-

tively) enter the calculation of 5gZF via the matrix Θ. Due to phase noise, its entries

will change over time. Given a quasi-static propagation environment, the channel co-

efficients (and therefore also 5Λi and 5Λs) are assumed to stay constant for a couple of

transmission cycles. However, Θ is likely to change more rapidly in the presence of

phase noise. Luckily, this does not impede the calculation of a gain vector fulfilling

the ZF condition (6.51), since any 5gZF fulfilling Θi
5Λi 
 5gZF � 0 will do so for any

invertible matrix Θi.

2. The channel estimates from which the gain vector is computed depend on the LO phase

offsets of the relays (contained in ΦR). However, they appear neither in Θ nor in Λ.

The following Sections 6.2.2.1 and 6.2.2.2 show how the relays can still compute their

ZF gain factors based on channel estimates obtained by channel estimation protocols

A1 and B1 introduced in Section 4.4.

It is again assumed that all channel estimates are noiseless and that the LO phases of all

relays remain constant for at least one transmission cycle.

6.2.2.1 Channel Estimation Protocol A1

Assume that the channel coefficients have been measured using protocol A1 and then dis-

seminated to all relays. Each relay then possesses the estimates

�HSR � �HSR and �HRD � �HRD. (6.59)

The relays have to calculate

�HT
SR  �HRD �

�
ΦT

S  ΦH
D

� �
HT

SRΦ

R  HRDΦR

�
:�

:� Θ�Λ, (6.60)

where Θ is the same as in (6.49). Assume that all cooperating relay antennas exhibit the

same LO phase offset, i.e., ΦR�i, i� � ΦR�j, j� for the case that antenna i and j belong to
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the same relay. Then, Θ5Λ (as in (6.49)) can be obtained from Θ�Λ by omitting all columns

corresponding to non-cooperating relay antennas. The LO phase offsets of the relays cancel

because �Λ depends on the two-hop product channels only.

From there they can easily generate 5Λi, 5Λs and thus the gain factors in the same way

that was described in Section 6.2.1.1. As long as the LO phase offsets of the relays remain

constant for a single transmission cycle, they do not have an impact on the gain allocation.

6.2.2.2 Channel Estimation Protocol B1

If channel estimation protocol B1 is used to estimate all channel coefficients, the relays

possess the estimates

�HSR � �HSR, and �HRD � �HT
DR � ΦDΦD

�HRDΦH
RΦH

R (6.61)

The gain factors depend on the current LO phases of the relays if they are computed from�HSR and �HRD. This means that the gain matrix becomes outdated as soon as the relay phases

change. Assume instead that the same procedure as described in Section 6.2.1.2 is followed.

The relays can then calculate e�j2ϕMΘ�5Λ, where Θ� � �
ΦT

S  ΦT
D

� � Θ and 5Λ as in (6.49).

Next, they compute the nullspace

ZIV � Null
�
e�j2ϕMΘ�

i
5Λi

�
, (6.62)

where e�j2ϕMΘ�
i
5Λi is obtained from e�j2ϕMΘ�5Λ in the same Θi

5Λi is obtained from Θ5Λ in

(6.50). Any vector 5gZF that lies in the vector space spanned by the columns of ZIV fulfills

e�j2ϕMΘ�
i
5Λi 
 5gZF � 0. (6.63)

Since Θ�
i is invertible and e�j2ϕM a scalar, 5gZF also meets the ZF constraint (6.51).

6.2.3 Impact of Phase Estimation Error

Consider a wireless ad hoc network using traffic pattern IV in combination with channel

estimation protocol B1. Phase synchronization is achieved with the SB scheme introduced

in Section 5.2.1. The aim of this section is to assess the impact of phase estimation errors

∆ϕ
�SB�
Rl

on the performance of the ZF gain allocation. For the sake of a simpler notation, all

nodes in the network are assumed to employ a single antenna only. The gain matrix G is

then diagonal. Extending the considerations to multi-antenna nodes is straightforward.
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All relays estimate ϕRlM
according to the SB phase estimation scheme with sequential

synchronization. The LO phase offsets of all nodes are assumed to stay constant during a

whole transmission cycle. The compound channel matrix is then given by

�HIV � ΦH
DHRDGHSRΦS. (6.64)

The vector hSkR
is defined such that it comprises the channel coefficients from source k

to all relays and hRDm is defined such that it comprises the coefficients from all relays to

destination m. They correspond to the kth and mth column of HSR and HT
RD, respectively.

The compound channel coefficient from source k to destination m can then be written as

�HIV�m, k� � gT
�
hSkR

" hRDm

�
e
j
�
ϕSk

�ϕDm

�
, (6.65)

where g � diag �G�. For channel estimation protocol B1, the relays know

6HSR � �Φ 1
2
RM

�HSR and 6HDR � �Φ 1
2
RM

�HDR (6.66)

as defined in (6.38) and (6.39), rather than �HSR and �HRD. The compound channel matrix

anticipated by the relays is

6HIV � 6HT
DRG6HSR �

�
��Φ 1

2
RMΦH

RHDRΦD

�T


G 
 �Φ 1
2
RMΦH

RHSRΦS �
� ΦDHRD

�ΦRMΦH
RΦH

RGHSRΦS, (6.67)

where the fact that ΦR, ΦD, and �Φ 1
2
RM are diagonal was used. Furthermore, it was assumed

that all antennas belonging to one relay exhibit the same LO phase offset. With (6.65), the

anticipated compound channel coefficient from source k to destination m is

6HIV�m, k� � gT
�6hSkR

" 6hRDm

�
e
j
�
ϕSk

�ϕDm

�
�

� gT�ΦRMΦH
RΦH

R

�
hSkR

" hRDm

�
e
j
�
ϕSk

�ϕDm

�
. (6.68)

The matrix �ZIV is defined such that its columns span the vector space out of which any vector�gZF satisfies

�HIV�m, k� � �gT
ZF

�
hSkR

" hRDm

�
e
j
�
ϕSk

�ϕDm

�
� 0, (6.69)
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for all m � k. Furthermore, the matrix 6ZIV is defined such that its columns span the vector

space out of which any vector 6gZF satisfies

6HIV�m, k� � 6gT
ZF

�ΦRMΦH
RΦH

R

�
hSkR

" hRDm

�
e
j
�
ϕSk

�ϕDm

�
� 0, (6.70)

for all m � k. If the phase estimation is perfect, i.e. �ϕRlM
� ϕRlM

� �2ϕRl
� 2ϕRM

, then�ΦRMΦH
RΦH

R � e�2jϕMINR
. In the presence of a phase error, i.e. ∆�ϕRl

� �ϕRlM
� ϕRlM

� 0,

we get

�ΦRMΦH
RΦH

R � e�2jϕMΘR, (6.71)

where

ΘR �

$((%
ejθR1

. . .

e
jθRNR

&))' . (6.72)

The phase errors θRl � ��ϕRlM
�2ϕRl

�2ϕM in ΘR are the difference between ϕRlM
defined

in (6.33) and its estimate �ϕRlM
. From and (6.69) and (6.70) it follows that there exists a vector�gZF such that

�gT
ZF � 6gT

ZFΘR. (6.73)

Knowing 6HIV, the relays can compute 6gZF such that it satisfies (6.70). With (6.73), it can be

written as

6gT
ZF � �gT

ZFΘ
H
R. (6.74)

Inserting 6gT
ZF from (6.74) into (6.65) yields

�HIV�m, k� � 6gT
ZF

�
hSkR

" hRDm

�
e
j
�
ϕSk

�ϕDm

�
�

� �gT
ZFΘ

H
R

�
hSkR

" hRDm

�
e
j
�
ϕSk

�ϕDm

�
�

� θH
R

��gZF " hSkR
" hRDm

�
e
j
�
ϕSk

�ϕDm

�
:�

:� θH
R
�hSkRDm, (6.75)
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where θR � diag �ΘR�. Furthermore, the vector

�hSkRDm :� ��gZF " hSkR
" hRDm

�
e
j
�
ϕSk

�ϕDm

�
(6.76)

comprises the compound channel coefficient from source k via all relays to destination m.

For perfect phase estimates, i.e. ΘR � INR
, all inter-user interference is suppressed because

in this case �HIV�m, k� � 0 form � k (cf. (6.69)). If the phase estimates are noisy, inter-user

interference will not be cancelled completely. For a given channel realization, the expected

signal and interference power at the destinations in the presence of phase estimation error is

EθR

���� �HIV�m, k�
���2� � EθR

 �hH
SkRDmθRθH

R
�hSkRDm

!
�

� �hH
SkRDm 
 EθR

�
θRθH

R

� 
 �hSkRDm :�
:� �hH

SkRDm 
RθRθR

 �hSkRDm, (6.77)

where RθRθR
:� EθR

�
θRθH

R

�
. The phase errors at different relays are uncorrelated. In

Section 5.2.4.3 it was stated that the phase errors are approximately normally distributed.

Using this assumption yields θRi � θRj � N
�
0, σ2

θRi
� σ2

θRj

�
for i � j. The variance of the

phase error of each relay node is given in (5.69). The entries of the covariance matrix are

then

RθRθR
�i, j� � EθR

 
ej�θRi�θRj �

!
�

��� 1, i � j

e
� 1

2

�
σ2
θRi

�σ2
θRj

�
, i � j

, (6.78)

where the expectation for i � j follows directly from the characteristic function of a Gaus-

sian random variable. Obviously, the interference power is bounded with respect to the

variance of the phase error:

• If σ2
θRl
� 0, for all relays l � 	1, . . . , NR
, then �HIV�m, k� � 0 for k � m.

• If σ2
θRl

� #, for all relays l � 	1, . . . , NR
, then RθRθR
� INR

. In this case, the

expected power of the compound channel coefficient simplifies to

EθR

���� �HIV�m, k�
���2� � hH

SkRDmhSkRDm . (6.79)
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6.2.4 Simulation Results

This section presents the results of Monte-Carlo simulations that have been performed in

MATLAB R©. Consider the system introduced in Chapter 2 withNSD source-destination pairs

and NR relays. Although the relays may have an arbitrary number of antennas, the focus lies

on the two special cases LinRel and LDAS. Furthermore, all source and destination nodes

are assumed to be equipped with a single antenna only.

The SNR is defined by means of the reference system introduced in Section 2.5. An

instantaneous sum transmit power constraint as described in Section 6.1 is used for all nodes.

The channel model described in Section 2.2 is slightly adapted for the simulation results in

this section. The channel coefficients are

HSR�l, k� � CN �
0, σ2

h

�
, k � 	1, . . . ,MS
, l � 	1, . . . ,MR
 (6.80)

HRD�m, l� � CN �
0, σ2

h

�
, l � 	1, . . . ,MR
, m � 	1, . . . ,MD
 (6.81)

HSD�m, k� � CN �
0, ασ2

h

�
, k � 	1, . . . ,MS
, m � 	1, . . . ,MD
 (6.82)

for the first-hop, second-hop and direct link, respectively. The factor α, with 0 � α � 1,

indicates the relative strength of the direct link compared to each of the single-hop links.

Until otherwise stated, it is assumed that the LO phase offsets of all nodes stay constant for

at least two time slots, i.e. one transmission cycle. In the following, the performance of

MUZF for traffic patterns III and IV is compared. The reference curve in the plots represents

the reference scenario introduced in Section 2.5. It comprises NSD single-antenna source-

destination pairs communicating without relays in a TDD manner.

In Figs. 6.1 and 6.2, the average sum rate of the network is plotted versus the number

of relay antennas for the two special cases LinRel and LDAS. There are NSD � 4 single-

antenna source-destination pairs and the SNR is 20 dB. On average, all channel coefficients

are equally strong, i.e. α � 1. For traffic pattern IV two gain allocation schemes are distin-

guished:

• ’traffic pattern IV, U’: The gain vector is chosen to be the last column of the unitary

matrix U obtained by singular value decomposition of 5ΛH
i ΘH

i (cf. (6.52)).

• ’traffic pattern IV, Z’: In order to obtain the ZF gain vector, the initial gain vector ginit

as defined in (6.55) is projected onto the nullspace ZIV of Θi
5Λi (cf. (6.57)).

For the case that the number of relay cooperations is less than the ’minimum cooperation

configuration’, the nullspace ZIV is empty. Therefore, the curve labeled ’traffic pattern IV, Z’

starts only at NR � 13 and MR � 4 in Figs. 6.1 and 6.2, respectively. However, choosing
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Fig. 6.1: Average sum rate versus NR for LinRel (single-antenna relays) with 4 single-
antenna source-destination pairs, SNR � 20 dB, and α � 1.
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Fig. 6.2: Average sum rate versus MR for LDAS (single multi-antenna relay) with 4 single-
antenna source-destination pairs, SNR � 20 dB, and α � 1.
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Fig. 6.3: Average sum rate versus SNR for LinRel (single-antenna relays) and α � 1.

the last column of U as gain vector results in a more or less smooth performance degradation

for small number of relays. For ’traffic pattern III’, the pseudo inverse in (6.27) is used

for the cases where the number of relay cooperations is below the minimum cooperation

configuration. Inter-user interference is responsible for a low average sum rate in this case.

Above the minimum cooperation configuration it can be observed that ’traffic pattern III’ gains

from excess number of cooperations while the average sum rate remains fairly constant for

’traffic pattern IV, U’. However, ’traffic pattern IV, Z’ gains even more substantially from excess

number of relays. In the end the curves saturate because the sum transmit power of all relays

is constrained. For the minimum cooperation configuration, e.g. NR � 13 for LinRel, both

schemes designed for traffic pattern IV exhibit exactly the same performance. The reason

for this behavior is that the nullspace has rank one in this case and the two strategies lead

to the same gain vector. For the rest of this section, it is assumed that the nullspace ZIV has

at least dimension one. Furthermore, ’traffic pattern IV, U’ will be omitted in the following

results because it performs worse than ’traffic pattern IV, Z’ in this case. The curves for ’traffic

pattern IV, Z’ will be denoted by ’traffic pattern IV’.

Figs. 6.3 and 6.4 show the average sum rate versus SNR. Again it is assumed that α � 1.

This represents a worst case scenario for multi-hop relaying since the network cannot ben-

efit from the range-extension capabilities of the relays compared to classical point-to-point
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Fig. 6.4: Average sum rate versus SNR for LDAS (single multi-antenna relay) and α � 1.

communication. The slope of the curves for both traffic patterns increases with the number

of source-destination pairs at high SNR. This shows that the system exhibits a distributed

spatial multiplexing gain in the order of source-destination antennas. In Fig. 6.3, the number

of cooperations is equal to the minimum cooperation configuration for all curves. Note that

for NSD � 2, the relaying schemes can never be better than the reference system because of

the half-duplex constraint and the fact that α � 1.

The average sum rate for different values of α is shown in Figs. 6.5 and 6.6. There

are four single-antenna source-destination pairs and the SNR is 20 dB. A smaller value of

α corresponds to a weaker direct link compared to the first-hop and second-hop link. The

performance of traffic pattern IV is not influenced by α because the direct link is not used.

For α � 1
4

the relays are half-way between sources and destinations when assuming free

space propagation with path loss exponent two. For α � 1 all channel coefficients have the

same variance. Obviously, the two-hop relaying schemes are most beneficial if the direct

link is weak.
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Fig. 6.5: Average sum rate versus α for LinRel (single-antenna relays), 4 single-antenna
source-destination pairs and SNR � 20 dB.

α

A
ve

ra
ge

su
m

ra
te

[b
it/

s/
H

z]

traffic pattern III

traffic pattern IV

reference

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

2

4

6

8

10

12

Fig. 6.6: Average sum rate versus α for LDAS (single multi-antenna relay), 4 single-antenna
source-destination pairs and SNR � 20 dB.
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6.3 Multiuser MMSE Relaying

In this section, an MMSE criterion is used to find the relay gain matrix. In contrast to

MUZF relaying, inter-user interference is not completely suppressed. The investigations are

restricted to traffic pattern IV introduced in Section 2.4 and the two extreme cases LinRel

and LDAS. The superscripts indicating the time slot numbers will be omitted throughout the

derivation because the direct link is not used and there is no need to explicitly distinguish

between first and second time slot. It is furthermore assumed that all sources and destinations

are single-antenna terminals. The constrained optimization problem that has to be solved in

order to find the gain matrix GMMSE can be formulated as follows:

GMMSE � arg min
G,Γ

Es,nR,nD

��s� ΓdIV�22
�

(6.83)

subject to the instantaneous relay transmit power constraint

Es,nR

��Gr�22
� � PS. (6.84)

The vectors s,

r � �HSRs� nR, (6.85)

and dIV � �HRDG�HSRs� �HRDGnR � nD (6.86)

comprise the source transmit symbols, the receive symbols at the relays, and the symbols

received by the destinations, respectively. The matrix Γ is diagonal and contains scaling

factors γk � C, k � 	1, . . . , NSD
 allowing for received signals that are a scaled and rotated

version of the transmitted symbols. The off-diagonal elements of Γ have to be zero because

the destinations do not exchange received symbols. For the remainder of this section, all

expectations E �
� are taken with respect to transmit symbols s�k� and noise samples nR�l�
and nD�m�. In order to solve the constrained optimization problem in equations (6.83) and

(6.84), the method of Lagrangian Multipliers (e.g. [193]) is used. The Lagrangian function
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L is in the present case a function of G, Γ, and λ:

L �G,Γ, λ� � E
��s� ΓdIV�22

�� λ �E ��Gr�22
�� PS

� �
� E

�222s� Γ�HRDG�HSRs� Γ�HRDGnR � ΓnD

2222
2

�
�

� λ �E ��Gr�22
�� PS

� �
� tr �Rs��
� tr

�
Rs

�HH
SRGH �HH

RDΓH
�
�

� tr
�
Γ�HRDG�HSRRs

�
�

� tr
�
Γ�HRDG�HSRRs

�HH
SRGH �HH

RDΓH
�
�

� tr
�
Γ�HRDGRnR

GH �HH
RDΓH

�
�

� tr
�
ΓRnD

ΓH
�

� λ
�
tr
�
G�HSRRs

�HH
SRGH

�
� tr

�
GRnR

GH
�� PS

�
, (6.87)

where Rs � Es

�
ssH

�
, RnR

� EnR

�
nDnH

R

�
, and RnD

� EnD

�
nDnH

D

�
are the covariance

matrices of the source transmit symbols, the relay noise symbols, and the destination noise

symbols, respectively. In order to find G, Γ, and λ such that they are a solution to the

optimization problem, the following three conditions have to be fulfilled:

�
�GL �G,Γ, λ� !� 0 (6.88)

�
�ΓL �G,Γ, λ�

!� 0 (6.89)

�
�λL �G,Γ, λ�

!� 0 (6.90)

It is possible to find Γ � f �λ� and λ such that the power constraint (6.84) is always fulfilled

by solving (6.88) and (6.90). The constrained optimization problem can then be reduced to

an unconstrained one. At this point, a ’generic’ and a ’special’ case are distinguished:

Generic case The diagonal weighting matrix Γ may have arbitrary entries (but is still a

diagonal matrix). The optimization problem is in this case non-convex and can only

be solved by numerical means.

Special case The matrix Γ is reduced to a weighted identity matrix, i.e. Γ � γ�1I, γ � R

(the inverse γ�1 is used for convenience of notation). The gain matrix can be computed

in closed-form for this case.
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In the following, the LinRel and LDAS scenarios are treated separately because they lead to

gain matrices with different structures.

6.3.1 Linear Relaying, Generic Case

For the LinRel system configuration, the gain matrix G is diagonal. Equation (6.88) states

that the partial derivative of L �G,Γ, λ� with respect to G has to vanish. It can be calculated

using Appendix A.5.1, equation (A.71) and is given by

�
�GL �G,Γ, λ� � ��HT

RDΓTRT
s
�HT

SR " I�
� �HT

RDΓTΓ
 �H

RDG
 �H


SRRT
s
�HT

SR " I�
� �HT

RDΓTΓ
 �H

RDG
RT

nR
" I�

� λG
 �H

SRRT

s
�HT

SR " I�
� λG
RT

nR
" I �

� ��HT
RDΓTRT

s
�HT

SR " I�
� �HT

RDΓTΓ
 �H

RDG


��H

SRRT

s
�HT

SR �RT
nR

�7888888888888898888888888888:
:� �AT

"I�

� λG

��H


SRRT
s
�HT

SR �RT
nR

�7888888888888898888888888888:
:��AT

"I
!�

!� 0, (6.91)

Furthermore, the partial derivative of L �G,Γ, λ� with respect to λ also has to vanish (cf.

(6.90)). This requirement corresponds to the constraint on the sum transmit power of the

relays (6.84). The matrix equivalency given in Appendix A.6, (A.74) leads to

�
�λL �G,Γ, λ� � tr

�
G�HSRRs

�HH
SRGH

�
� tr

�
GRnR

GH
�� PS �

� tr
�
G�AGH

�
� PS �

� gH
��A" I

�
g � PS

!� 0, (6.92)

where �A is defined as in (6.91). Next, equation (6.91) has to be solved for G in order to

write the gain matrix as a function of

• the equivalent channel matrices �HSR and �HRD,
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6.3 Multiuser MMSE Relaying

• the covariance matrices Rs and RnR
of the signal vector s and the relay noise vector

nR,

• the Lagrangian multiplier λ, and

• the diagonal weighting matrix Γ.

From (6.91) it follows that

�HT
RDΓTRT

s
�HT

SR " I � �HT
RDΓTΓ
 �H


RDG
 �AT " I� λ 
G
 �AT " I�HT
RDΓTRT

s
�HT

SR " I �
��HT

RDΓTΓ
 �H

RD � λ 
 I

�
G
 �AT " I � 
 λ�1

λ�
1
2 
 �HT

RD

�
λ�

1
2ΓT

�7888898888:
:�ΥT

RT
s
�HT

SR " I �

�;��HT
RD

�
λ�1ΓTΓ
�788888988888:

:�ΥTΥ�

�H

RD � I

�Æ�G
 �AT " I

(6.93)

Defining Υ :� λ�
1
2Γ is a trick that allows to find a λ such that the power constraint (6.84)

is fulfilled for any G. This can be done without loss of generality because Γ can always be

chosen accordingly. With the matrix equivalency (A.77) in Appendix A.6, equation (6.93)

can be solved for g � diag �G�:

g � λ�
1
2

���HH
RDΥHΥ�HRD � I

�
" �A


��1


 diag
��HH

RDΥHRH
s
�HH

SR

�
�

� λ�
1
2

��B" �A

��1

diag
��CH

�
:�

:� λ�
1
2 �g. (6.94)

The following substitutions have been used:

�A :� �HSRRs
�HH

SR �RnR
� �AH (6.95)�B :� �HH

RDΥHΥ�HRD � I � �BH (6.96)�C :� �HSRRsΥ
�HRD (6.97)

Equation (6.94) shows the structure of the gain vector g. The scaling factor λ can now be

chosen such that the power constraint (6.84) is fulfilled for any �g. The Lagrangian function

L �G,Γ, λ� then becomes

L �G,Γ, λ� � E
��s� ΓdIV�22

� � L �G,Γ� , (6.98)
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in which case the constrained optimization problem reduces to an unconstrained one. In

order to find λ, the gain vector g � λ�
1
2 �g has to be inserted into (6.92):

λ �
�gH

��A" I
� �g

PS
(6.99)

If the gain vector is chosen as

g � λ�
1
2

��B" �A

��1

diag
��CH

�
�

�
.//0 PS�gH

��A" I
� �g

��B" �A

��1

diag
��CH

�
, (6.100)

the power constraint is always fulfilled. This essentially means that the domain of the gain

matrix is adapted according to the power constraint. Consequently, the number of equations

is reduced from NSD � NR � 1 to NSD. The cost function ε :� E
��s� ΓdIV�22

�
can be

written as

ε � E

�222s� Γ�HRDG�HSRs� Γ�HRDGnR � ΓnD

2222

2

�
�

� E

�222s� λ� 1
2Γ�HRD

�G �HSRs� λ� 1
2 Γ�HRD

�GnR � λ
1
2 ΥnD

2222

2

�
�

� E

�222s�Υ�HRD
�G�HSRs�Υ�HRD

�GnR � λ
1
2 ΥnD

2222

2

�
, (6.101)

where Υ � λ�
1
2Γ. Note that ε - which is the MMSE - no longer depends on Γ but only

on Υ. The gain vector solving the original constrained optimization problem can finally be

found by calculating

gMMSE � λ�
1
2 
 �g �ΥMMSE� , (6.102)

where ΥMMSE is the solution of the unconstrained optimization problem

ΥMMSE � arg min
Υ

ε �Υ� . (6.103)

Unfortunately, this is not a convex problem that has to be solved numerically. However, the

special case Γ � γ�1I is analytically tractable. It will be treated in the next section.
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6.3.2 Linear Relaying, Special Case

Assume that the diagonal weighting matrix Γ reduces to a weighted identity matrix γ�1I,

where γ � R. The optimization problem then is

GMMSE � arg min
G

E
 22s� γ�1dIV

222

2

!
(6.104)

subject to

E
��Gr�22

� � PS. (6.105)

The same derivation that results in the first row of (6.93) can be used here, too. Starting from

there we have

�HT
RDΓTRT

s
�HT

SR " I �
��HT

RDΓTΓ
 �H

RD � λ 
 I

�
G
 �AT " I � Γ � γ�1I

� γ�1 �HT
RDRT

s
�HT

SR " I �
�
γ�2 �HT

RD
�H


RD � λ 
 I
�

G
 �AT " I � 
 γ2

� γ �HT
RDRT

s
�HT

SR " I �
���HT

RD
�H


RD � γ2λ788988:
:�µ


I
��G
 �AT " I (6.106)

In the generic case λ�
1
2Γ was substituted by Υ because the scaling matrix Γ could be chosen

arbitrarily. Now, let µ :� γ2λ with the same argument. Equation (6.106) can be solved for

the gain vector g � diag �G� using the matrix equivalency (A.77) in Appendix A.6:

g � γ
���HH

RD
�HRD � µI

�
" �A


��1


 diag
��HH

RDRH
s
�HH

SR

�
�

� γ
��B" �A


��1

diag
��CH

�
:�

:� γ �g, (6.107)

where now �A, �B, and �C are defined as

�A :� �HSRRs
�HH

SR �RnR
� �AH (6.108)�B :� �HH

RD
�HRD � µI � �BH (6.109)�C :� �HSRRs

�HRD. (6.110)
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Choosing γ such that the power constraint (6.105) is always fulfilled delivers

γ �
.//0 PS�gH

��A" I
� �g (6.111)

in the same way λ was obtained in (6.99) for the generic case. The gain vector then is

g �
.//0 PS�gH

��A" I
� �g

��B" �A

��1

diag
��CH

�
. (6.112)

Consequently, the Lagrangian function becomes

L �G, γ, λ� � E
 22s� γ�1dIV

222

2

!7888888888898888888888:
:�ε

�λ �E ��Gr�22
�� PS

�78888888889888888888:
�0

� L �G, γ� , (6.113)

where the cost function ε can be written as

ε � E
 22s� γ�1dIV

222

2

!
�

� E

�222s� γ�1 �HRDG�HSRs� γ�1 �HRDGnR � γ�1nD

2222

2

�
�

� E

�222s� �HRD
�G�HSRs� �HRD

�GnR � γ�1nD

2222
2

�
(6.114)

and �G � diag ��g�. The only variable left in ε that is subject to optimization, is µ. It is hidden

in �B, which is contained in �g. The gain vector solving the constrained optimization problem

(6.104), (6.105) can be found by computing

gMMSE � γ 
 �g �µMMSE� , (6.115)

where µMMSE is the solution of the unconstrained optimization problem

µMMSE � arg min
µ
ε �µ� . (6.116)

In order to find µMMSE, the derivative of ε with respect to µ has to be computed. To this end,

the gain matrix �G is first written as a linear function of �g:

�G �
NR�
i�1

Ei�geT
i , (6.117)
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where Ei and ei are defined in Appendix A.7, (A.78). The cost function ε is then

ε � E

$%22222s� �HRD

�
NR�
i�1

Ei�geT
i


 �HSRs� �HRD

�
NR�
i�1

Ei�geT
i



nR � γ�1nD

22222
2

2

&' �
� tr �Rs��

� tr

�
NR�
i�1

�
Rs

�HH
SRei�gHET

i
�HH

RD

�

�

� tr

�
NR�
i�1

��HRDEi�geT
i
�HSRRs

�

�

� tr

��HRD

�
NR�
i�1

Ei�geT
i


 �A�
NR�
i�1

ei�gHET
i


 �HH
RD



�

� tr �RnD
�

PS

�gH
��A" I

� �g, (6.118)

where the definition of γ in (6.111) was used together with the fact that

�
i

tr �ABiC� � tr

��
i

ABiC



� tr

�
A

��
i

Bi



C



(6.119)

for any matrices A, Bi, and C. In order to find the µ that minimizes ε, the partial derivative

of (6.118) with respect to µ is computed:

�ε
�µ � ��gH

��AT " µI
� ��g
�µ �

��gH

�µ
��AT " µI

��g�
� �gH

��A" tr �RnD
�

PS
I

	 ��g
�µ �

��gH

�µ
��A" tr �RnD

�
PS

I

	�g (6.120)

Details about the derivation are given in Appendix A.8. Choosing

µMMSE �
tr �RnD

�
PS

(6.121)

fulfills �ε
�µ � 0 and minimizes the MMSE cost function ε.
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Summary of results:

The gain vector gMMSE is

gMMSE � γ 
 �gMMSE

� γ 

��B" �A


��1

diag
��CH

�
, (6.122)

where

�gMMSE �
��B" �A


��1

diag
��CH

�
, (6.123)

γ �
.//0 PS�gH

MMSE

��A" I
� �gMMSE

, (6.124)

and

�A :� �HSRRs
�HH

SR �RnR
, (6.125)

�B :� �HH
RD

�HRD �
tr �RnD

�
PS

I, (6.126)

�C :� �HSRRs
�HRD. (6.127)
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6.3.3 Linear Distributed Antenna System, Generic Case

This section considers the situation where there is only a single relay with multiple antennas

(LDAS), i.e., the gain matrix does normally not contain any zeros. The discussion starts

form the Lagrangian function L �G,Γ, λ� defined in (6.87) and the three conditions (6.88) –

(6.90). The partial derivative of L �G,Γ, λ� with respect to the gain matrix G is now

�
�GL �G,Γ, λ� � ��HT

RDΓTRT
s
�HT

SR�
� �HT

RDΓTΓ
 �H

RDG
 �H


SRRT
s
�HT

SR�
� �HT

RDΓTΓ
 �H

RDG
RT

nR
�

� λG
 �H

SRRT

s
�HT

SR � λG
RT
nR
�

� ��HT
RDΓTRT

s
�HT

SR�
� �HT

RDΓTΓ
 �H

RDG


�
H


SRRT
s
�HT

SR �RT
nR

�7888888888888898888888888888:
:� �AT

�

� λG

��H


SRRT
s
�HT

SR �RT
nR

�7888888888888898888888888888:
:� �AT

!�

!� 0, (6.128)

where Appendix A.5.1, equation (A.70) was used. The partial derivative of L �G,Γ, λ� with

respect to λ also has to vanish:

�
�λL �G,Γ, λ� � tr

�
G�HSRRs

�HH
SRGH

�
� tr

�
GRnR

GH
�� PS �

� tr
�
G�AGH

�
� PS

!�
!� 0 (6.129)

In order to be able to solve for G, equation (6.128) is rewritten as follows:

�HT
RDΓTRT

s
�HT

SR � �HT
RDΓTΓ
 �H


RDG
 �AT � λ 
G
 �AT

�HT
RDΓTRT

s
�HT

SR �
��HT

RDΓTΓ
 �H

RD � λ 
 I

�
G
 �AT � 
 λ�1

λ�
1
2 
 �HT

RD

�
λ�

1
2ΓT

�7888898888:
:�ΥT

RT
s
�HT

SR �

�;��HT
RD

�
λ�1ΓTΓ
�788888988888:
:�ΥTΥ�

�H

RD � λ 
 I

�Æ�G
 �AT (6.130)
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The definition Υ :� λ�
1
2 Γ is used to find λ such that the relay transmit power constraint is

fulfilled for any G. The same trick has been used in Section 6.3.1. Solving (6.130) for G

yields

G � λ�
1
2 


��HH
RDΥHΥ�HRD � I

��1 �HH
RDΥHRH

s
�HH

SR
�A�H �

� λ�
1
2 
 �B�1 �CH �A�H :�

:� λ�
1
2 
 �G, (6.131)

where the substitutions

�A :� �HSRRs
�HH

SR �RnR
� �AH (6.132)�B :� �HH

RDΥHΥ�HRD � I � �BH (6.133)�C :� �HSRRsΥ
�HRD (6.134)

are the same is in Section 6.3.1. Equation (6.129) represents to relay transmit power con-

straint. Solving for λ delivers

λ �
tr
��G�A�GH

�
PS

. (6.135)

The relay transmit power constraint is consequently always fulfilled if the gain matrix is

chosen as

G � λ�
1
2 
 �B�1 �CH �A�H �

�
.//0 PS

tr
��G�A�GH

� �B�1 �CH �A�H. (6.136)

The constrained optimization then reduces to an unconstrained one and the Lagrangian func-

tion becomes

L �G,Γ, λ� � E
��s� ΓdIV�22

� � L �G,Γ� . (6.137)

The cost function ε � E
��s� ΓdIV�22

�
is now no longer a function of Γ but of Υ (cf.

(6.101)). Consequently, the MMSE gain matrix is

GMMSE � λ�
1
2 
 �G �ΥMMSE� , (6.138)
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where ΥMMSE is the solution of the unconstrained optimization problem

ΥMMSE � arg min
Υ

ε �Υ� . (6.139)

Unfortunately, this is not a convex problem and has to be solved numerically. For the special

case that Γ � γ�1I, γ � R, a closed-form solution is found in the next section.

6.3.4 Linear Distributed Antenna System, Special Case

For the case that the weighting matrix Γ reduces to a weighted identity matrix γ�1I, γ � R,

the optimization problem becomes

GMMSE � arg min
G

Es,nR,nD

 22s� γ�1dIV

222

2

!
(6.140)

subject to

Es,nR

��Gr�22
� � PS. (6.141)

For the generic case, the structure of the gain matrix (6.131) was computed from (6.130).

With Γ � γ�1I, equation (6.130) becomes

�HT
RDΓTRT

s
�HT

SR � �HT
RDΓTΓ
 �H


RDG
 �AT � λ 
G
 �AT

γ�1 �HT
RDRT

s
�HT

SR �
�
γ�2 �HT

RD
�H


RD � λ 
 I
�

G
 �AT � 
 γ2

γ �HT
RDRT

s
�HT

SR �
��HT

RD
�H


RD � γ2λ 
 I
�

G
 �AT (6.142)

Solving (6.142) for G delivers

G � γ 

��HH

RD
�HRD � γ2λI

��1


 �HH
RDRH

s
�HH

SR 
 �A�H :�
:� γ 
 �G. (6.143)

If the scaling factor γ is chosen in analogy to (6.135) as

γ �
.//0 PS

tr
��G�A�GH

� , (6.144)
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the relay transmit power constraint is always fulfilled and λ can take on any value. Defining

a new variable µ :� γ2λ yields

�G �
��HH

RD
�HRD � µI

��1


 �HH
RDRH

s
�HH

SR 
 �A�H �
� �B�1 �CH �A�H, (6.145)

where the substitutions

�A :� �HSRRs
�HH

SR �RnR
� �AH (6.146)�B :� �HH

RD
�HRD � µI � �BH (6.147)�C :� �HSRRs

�HRD. (6.148)

were used. Since the transmit power constraint is now no longer active (because it is al-

ways met), the original constrained optimization problem with respect to G reduces to an

unconstrained one with respect to µ. Consequently, the parameter µ has to minimize the cost

function

ε � E
 22s� γ�1dIV

222

2

!
�

� E

�222s� γ�1 �HRDG�HSRs� γ�1 �HRDGnR � γ�1nD

2222

2

�
�

� E

�222s� �HRD
�G�HSRs� �HRD

�GnR � γ�1nD

2222
2

�
. (6.149)

The gain matrix

GMMSE � γ 
 �G �µMMSE� (6.150)

is then found by solving the unconstrained optimization problem

µMMSE � arg min
µ
ε �µ� . (6.151)

In order to get µMMSE, the derivative of ε with respect to µ has to be set to zero. It is given

by

�ε
�µ � 2tr

��B�3

��B� �HH
RD

�HRD �
tr �RnD

�
PS

I

	 �CH �A�1 �C	
. (6.152)
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Details about the derivation of (6.152) are given in Appendix A.9. The derivative vanishes if

the inner term is equal to zero. Using the definition of the substitution for �B yields

�B� �HH
RD

�HRD �
tr �RnD

�
PS

I
!� 0

� �HH
RD

�HRD � µI� �HH
RD

�HRD �
tr �RnD

�
PS

I
!� 0 (6.153)

From (6.153) it follows directly that

µMMSE � tr �RnD
�

PS
. (6.154)

Summary of results:

The gain matrix GMMSE is

GMMSE � γ 
 �GMMSE

� γ 
 �B�1 �CH �A�H, (6.155)

where

�GMMSE � �B�1 �CH �A�H (6.156)

γ �
.//0 PS

tr
��GMMSE

�A�GH
MMSE

� (6.157)

and

�A :� �HSRRs
�HH

SR �RnR
(6.158)

�B :� �HH
RD

�HRD �
tr �RnD

�
PS

I (6.159)

�C :� �HSRRs
�HRD. (6.160)

6.3.5 Impact of Phase Noise

In this section we investigate what happens to the MMSE of the received signals if the LO

phases of all nodes change randomly during the time between channel estimation and data

transmission (e.g. due to phase noise). To this end it is assumed that the LO phases of all

terminals are zero at the time the channels are measured, i.e. ΦS � ΦR � ΦD � I. Assume
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that the channel estimates are noiseless in which case the gain matrix G and the weighting

matrix Γ are computed from �HSR � HSR and �HRD � HRD. During data transmission the

LO phases then take on arbitrary values, i.e. ΦS � I, ΦR � I, and ΦD � I. The equivalent

channel matrices are in this case given by �HSR � ΦH
RHSRΦS and �HRD � ΦH

DHRDΦR. For

the generic cases treated in Sections 6.3.1 and 6.3.3, the MSE of the received signals for

fixed G and Γ is given by

ε � E
��s� ΓdIV�22

� �
� E

�222s� Γ�HRDG�HSRs� Γ�HRDGnR � ΓnD

2222

2

�
�

� tr �Rs��
� tr

�
Rs

�HH
SRGH �HH

RDΓH
�
� tr

�
Γ�HRDG�HSRRs

�
�

� tr
�
Γ�HRDG�HSRRs

�HH
SRGH �HH

RDΓH
�
�

� tr
�
Γ�HRDGRnR

GH �HH
RDΓH

�
�

� tr
�
ΓRnD

ΓH
�
. (6.161)

Equation (6.161) will be investigated line by line to see what happens:

• The first summand is the trace of the covariance matrix of the transmit symbol vector

s. It is not affected by the LO phase offsets of any of the terminals.

• The second and third summand are

tr
�
Rs

�HH
SRGH �HH

RDΓH
�
� tr

�
Γ�HRDG�HSRRs

�
�

� tr
�
RsΦ

H
S HH

SRGHHH
RDΦDΓH � ΓΦH

DHRDGHSRΦSRs

� �
� tr

�
RsH

H
SRGHHH

RDΦDΓHΦH
S �ΦSΓΦH

DHRDGHSRRs

�
. (6.162)

The LO phase offsets of sources and destinations obviously do have an impact on

(6.162).

• The fourth summand is given by

tr
�
Γ�HRDG�HSRRs

�HH
SRGH �HH

RDΓH
�
�

� tr
�
ΓΦH

DHRDGHSRΦSRsΦ
H
S HH

SRGHHH
RDΦDΓH

� �
� tr

�
ΓHRDGHSRRsH

H
SRGHHH

RDΓH
�
, (6.163)

which is independent of the LO phases of the nodes.
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• The fifth summand is

tr
�
Γ�HRDGRnR

GH �HH
RDΓH

�
�

� tr
�
ΓΦH

DHRDGRnR
GHHH

RDΦDΓH
� �

� tr
�
ΓHRDGRnR

GHHH
RDΓH

�
. (6.164)

It is also independent of the LO phase offsets.

• Finally, the last summand of (6.161), i.e. tr
�
ΓRnD

ΓH
�
, is also not affected by the LO

phase offsets of the terminals.

The LO phase offsets of the relays obviously do not have an impact on ε and therefore on

the performance of the system. Furthermore, weighting the receive signal vector dIV with�Γ � ΦH
S ΓΦD instead of Γ (while leaving G unchanged), removes the dependency of ε on

ΦS and ΦD. This means that the MMSE is also independent of the LO phases of sources and

destinations. The cost function becomes

E

�222s� �Γ�HRDG�HSRs� �Γ�HRDGnR � �ΓnD

2222
2

�
�

� E
��s� ΓHRDGHSRs� ΓHRDGnR � ΓnD�22

�
, (6.165)

which is independent of the current realization of ΦS, ΦR, and ΦD. This holds for the generic

case and thus also for the special case that Γ � γ�1I.

6.3.6 Simulation Results

In this section the results of Monte-Carlo simulations are presented. Consider a system as

introduced in Chapter 2 with NSD single antenna source-destination pairs. Since the direct

link is not taken into account in the context of MMSE relaying, only traffic pattern IV is

considered in the simulation results. The average sum rate as defined in Section 2.6 is used

as figure of merit. The relay gain factors are chosen as described in Sections 6.3.1 to 6.3.4.

For each of the two special cases LinRel and LDAS, simulation results for both the generic

and the special case are presented.

The scenario described in Section 2.5, where NSD single-antenna source-destination pairs

communicate in a TDD manner, is used as reference for the system performance. ’reference

1’ denotes the case where the first-hop and second-hop channel coefficients of the two-hop

scenario exhibit a variance of σ2
h � 1 while the direct link channel coefficients of the refer-

ence scenario have a variance of 1
4
σ2

h � 1
4
. For free-space propagation and path loss exponent
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two this corresponds to a system topology where the relays are half-way between sources and

destinations. In contrast to that, ’reference 2’ refers to the case where all channel coefficients

have variance σ2
h � 1. In a sense, this represents a worst-case scenario for a two-hop relaying

protocol because it cannot benefit from the range-extension capabilities of the relays.

In order to have an additional reference, the performance of MUZF relaying presented in

Section 6.2 is also plotted. For all cases where the number of relay cooperations is below

the minimum cooperation configuration, the gain vector of MUZF relaying is chosen as the

last column of U in (6.52). In the simulation results presented in Section 6.2.4 this case was

denoted by ’traffic pattern IV, U’. If, however, the number of relay cooperations is equal to or

higher than the minimum cooperation configuration, the gain factor are chosen according to

(6.57). This case is denoted by ’traffic pattern I, Z’ in Section 6.2.4. In the following, MMSE

relaying with individual and equal scaling factors at the destinations (generic and special

case) are denoted by ’MMSE, generic’ and ’MMSE special’, respectively. Finally, MUZF

relaying is denoted by ’MUZF’.

6.3.6.1 Linear Relaying (LinRel)

In Figs. 6.7 and 6.8, the average sum rate is plotted versus the SNR (as defined in Sec-

tion 2.5) for NSD � 2 and NSD � 4 source-destination pairs with NR � 3 and NR � 13

single-antenna relays, respectively. Both configurations represent the minimum cooperation

configuration for their respective number of source-destination pairs. ForNSD � 2, the max-

imum spatial multiplexing gain for two-hop relaying with half-duplex relays is one. This is

due to the pre-log factor of 1
2

in the mutual information. ’reference 1’ thus represents a strict

upper bound for the two-hop sum rate at high SNR. In both plots, the curves representing

’MMSE special’ exhibit a lower slop than ’MMSE generic’ and ’MUZF’ at high SNR. This

indicates a smaller spatial multiplexing gain compared to the other schemes. The reason for

this behavior is that ’MMSE special’ tries to make the equivalent two-hop channel matrix a

weighted identity. It is a very fair scheme because it aims at providing all destinations with

the same signal strength. This happens at the cost of sum rate, though.

The average sum rate versus the number of relays NR for NSD � 2 and NSD � 4 source-

destination pairs and SNR � 20 dB is shown in Figs. 6.9 and 6.10, respectively. For

increasing number of relays, the performance of all three two-hop gain allocation schemes

increases. They outperform both reference scenarios for large NR because they are able to

exploit a distributed array gain. This essentially means that they are able to provide a receive

power gain due to coherent combining of the signals at the destinations. The instantaneous
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Fig. 6.7: Average sum rate versus SNR for NSD � 2 single-antenna source-destination pairs
and NR � 3 relays.
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Fig. 6.8: Average sum rate versus SNR for NSD � 4 single-antenna source-destination pairs
and NR � 13 relays.
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Fig. 6.9: Average sum rate versus NR for NSD � 2 single-antenna source-destination pairs
and SNR � 20 dB.

NR

A
ve

ra
ge

su
m

ra
te

[b
its

/s
/H

z]

MMSE generic

MMSE special

MUZF

reference 2

reference 1

2 4 6 8 10 12 14 16 18 20
0

2

4

6

8

10

12

14

Fig. 6.10: Average sum rate versus NR for NSD � 4 single-antenna source-destination pairs
and SNR � 20 dB.
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Fig. 6.11: Empirical cdf of the sum rate for NSD � 2 single-antenna source-destination pairs
and NR � 3 relays at SNR � 20 dB.

transmit power constraint of the relays leads to a saturation of the curves for large NR.

Note also that the larger the number of relays, the better the relaying schemes are able to

orthogonalize the equivalent channels. This shows itself in the fact that the average sum

rate for NSD � 2 is larger than for NSD � 4 when the number of relays is small (compare

Figs. 6.9 and 6.10 for example for NR � 4).

Finally, Figs. 6.11 and 6.12 show empirical cdfs of the sum rate forNSD � 2 andNSD � 4

source-destination pairs with NR � 3 and NR � 13 relays, respectively, at SNR � 20 dB.

The circles indicate the mean value for each curve. Compared to the two reference systems

and MUZF relaying a substantial diversity gain can be observed for both MMSE relaying

schemes.

6.3.6.2 Linear Relaying (LDAS)

Figs. 6.13 and 6.14 show the average sum rate versus SNR forNSD � 2 andNSD � 4 source-

destination pairs with a single relay employing MR � 2 and MR � 4 antennas, respectively.

For NSD � 2 and MR � 2 the number of relay cooperations is equal to the minimum

cooperation configuration. In this case, ’reference 1’ represents a strict upper bound for the
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Fig. 6.12: Empirical cdf of the sum rate for NSD � 4 single-antenna source-destination pairs
and NR � 13 relays at SNR � 20 dB.
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Fig. 6.13: Average sum rate versus SNR forNSD � 2 single-antenna source-destination pairs
and MR � 2 relay antennas.
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Fig. 6.14: Average sum rate versus SNR forNSD � 4 single-antenna source-destination pairs
and MR � 4 relay antennas.

two-hop sum rates for high SNR. We can furthermore observe that the average sum rate for

both MMSE relaying schemes is nearly the same if all channel coefficients exhibit the same

variance. They both outperform MUZF relaying, especially for low SNR. For high SNR, the

performance of all three two-hop relaying schemes will converge because the gain matrices

will be identical.

In Figs. 6.15 and 6.16 the average sum rate is plotted versus the number of relay antennas

MR for NSD � 2 and NSD � 4 source-destination pairs, respectively, at SNR � 20 dB.

The performance is virtually the same for all three two-hop relaying schemes if the number

of cooperations is at least equal to the minimum cooperation configuration. Increasing the

number of relay antennas increases the average sum rate because the additional degrees of

freedom allow to shape the equivalent source-destination channels more accurately. The

performance of ’reference 2’ is exceeded even for NSD � 2 if the number of cooperations is

sufficiently large. Note that the instantaneous sum power constraint results in a saturation of

the average sum rate for large number of relay antennas.

Finally, in Figs. 6.17 and 6.18, the cdfs of the sum rates are plotted for NSD � 2 and

NSD � 4 source-destination pairs with a relay employing MR � 2 and MR � 4 antennas,

respectively, at SNR � 20dB. The circles indicate the mean value for each curve. Compared
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Fig. 6.15: Average sum rate versus MR for NSD � 2 single-antenna source-destination pairs
and SNR � 20 dB.
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Fig. 6.16: Average sum rate versus MR for NSD � 4 single-antenna source-destination pairs
and SNR � 20 dB.
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Fig. 6.17: cdf of the sum rate forNSD � 2 single-antenna source-destination pairs andMR �
2 relay antennas at SNR � 20 dB.
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Fig. 6.18: cdf of the sum rate forNSD � 4 single-antenna source-destination pairs andMR �
4 relay antennas at SNR � 20 dB.
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to the two reference systems a substantial diversity gain can be observed for both MMSE

relaying schemes. They also exhibit a higher diversity than MUZF relaying.

6.4 Impact of Relay Imperfections

The performance results in the previous sections did not consider any relay imperfections

apart from AWGN during the data transmission phase. In this section, the impact of imper-

fections at the relays on the performance of MUZF and MMSE relaying is investigated based

on Monte-Carlo simulations performed in MATLAB R©. In particular, the following aspects

are considered:

• Noisy CSI: The gain matrix cannot be computed correctly if the channel estimates

are noisy. This basically means that the relay gains are optimized for an erroneous

assumption about the channel situation. The signals from the relays will in this case

not add up in the desired fashion at the destination antennas. As a consequence, the

receive SINR and hence the system performance decreases.

• Phase noise at the relays: If the LO phases of the relays change during the time be-

tween reception and retransmission the signals from the relays no longer add up coher-

ently at the destination antennas. This leads to increased inter-user interference which

in turn decreases the overall system performance.

• Phase synchronization errors for the cases that the relays require a common phase

reference: In the presence of phase synchronization errors (due to noisy estimates and

phase noise) the impact of the relay phases on the channel estimates (and therefore on

the gain factors) cannot be compensated completely. This reduces the accuracy with

which the gain matrix can shape the equivalent source-destination channels.

In order to be able to judge the performance quantitatively, reference curves are included in

the plots. They represent the following cases:

’reference 1’: This denotes the situation where NSD source-destination pairs communicate

in a TDD scheme. It is the same reference that was used for the simulation results in

Section 6.3.6. The total transmit power of all sources is scaled such that a transmission

cycle for the reference scenario uses the same amount of total transmit power in NSD

time slots as the two-hop relaying system requires in two time slots. For ’reference

1’ it is furthermore assumed that the direct link channel coefficients have a variance

of 1
4
σ2

h � 1
4

whereas the first-hop and second-hop channel coefficients in the two-hop
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scenario exhibit a variance of σ2
h � 1. For free-space propagation and path loss ex-

ponent two this corresponds to a configuration where the relays are half-way between

sources and destinations.

’reference 2’: This is the same situation as for ’reference 1’ except for the fact that all chan-

nel coefficients have variance σ2
h � 1. In a sense, this represents a worst-case sce-

nario for the two-hop relaying protocols because they cannot benefit from the range-

extension capabilities of the relays.

’Max sumrate’: This reference represents a two-hop relaying network where the gain fac-

tors are computed with a gradient search algorithm that tries to maximize the network

sum rate while meeting the sum transmit power constraint at the relays [194]. It turned

out during the simulations, that the result highly depends on the starting vector. This

hints at a nonconvex problem formulation because the gradient algorithm seems to get

stuck in local minima. The best results have been obtained by using the gain matrix

from the generic MMSE gain allocation (cf. Sections 6.3.1 and 6.3.3) as starting point

for the optimization.

The average receive SNR is defined in Section 2.5 as

SNR � 2σ2
hσ

2
s

σ2
n

, (6.166)

where σ2
s and σ2

n are the signal power and the noise variance, respectively.

6.4.1 Noisy CSI

The gain factors of any coherent gain allocation scheme are computed from instantaneous

channel knowledge. If perfect CSI is available, the signals from all relays add up in the

desired fashion at the destination antennas. However, if the channel estimates are inaccurate,

i.e., they differ from the actual channels, the gain factors cannot be computed correctly. This

basically means that the gain matrix is optimized for a channel situation that is different from

the actual one. Consequently, the signals from the relays will not add up coherently at the

destination antennas.

In this section, the impact of noisy channel estimates on the overall system performance

is investigated. The matrices �HSR and �HRD denote the equivalent first-hop and second-hop

channel matrices of a two-hop network. It is assumed that the channel estimates �HSR and�HRD, from which the gain matrix is computed, are perturbed by AWGN. They can be written
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Fig. 6.19: Average sum rate versus estimation SNR for LinRel (single-antenna relays), 4
single-antenna source-destination pairs, 13 relays, and SNR � 10 dB.

as

�HSR � �HSR �∆�HSR (6.167)�HRD � �HRD �∆�HRD, (6.168)

where ∆�HSR � CNR�NSD and ∆�HRD � CNSD�NR comprise AWGN samples. They are iid,

zero-mean, complex Gaussian random variables with variance σ2
e . The estimation SNR is

then defined as

SNRest �
σ2

h

σ2
e

. (6.169)

Fig. 6.19 and 6.20 show the average sum rate versus the estimation SNR for a ’LinRel’

system configuration comprising four source-destination pairs and 13 single-antenna relays.

Note that this corresponds to the minimum relay configuration for MUZF relaying. The

average receive SNR is 10dB and 20dB, respectively. The reference cases (’reference 1’ and

’reference 2’) are independent of the channel estimation error because they represent point-

to-point communication without relays. It can generally be observed that the average sum
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Fig. 6.20: Average sum rate versus estimation SNR for LinRel (single-antenna relays), 4
single-antenna source-destination pairs, 13 relays, and SNR � 20 dB.

rate saturates earlier for lower receive SNR. The plots also show that the larger the number of

relays the higher the estimation SNR that is required to outperform the reference scenarios.

Furthermore, the performance of the ’Max sumrate’ scheme is similar to ’MMSE generic’.

This means that ’MMSE generic’ maximizes the sum rate of the system for high SNR. The

fact that ’MMSE generic’ always outperforms ’MUZF’ relaying finally shows that the MMSE-

based gain allocation is more robust with respect to noisy CSI than the zero-forcing-based

gain allocation.

An LDAS system configuration with four source-destination pairs and a relay with four

antennas is considered in Figs. 6.21 and 6.22. The average receive SNR is 10dB and 20dB,

respectively. In general the impact of noisy CSI on the performance of the LDAS system

is very similar to its impact on a LinRel system. The average sum rate saturates earlier for

lower receive SNR. For SNR � 10dB the maximum average sum rate is achieved already for

an estimation SNR of about 20 dB. In contrast to that, the average sum rate saturates much

later for SNR � 20 dB. There, an increase in the average sum rate can be observed even for

SNRest � 30 dB. The plots show furthermore that the larger the number of relay antennas

the higher the estimation SNR that is required to outperform the reference scenarios. It

can finally be observed that, in contrast to LinRel, the performance of both MMSE-based
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Fig. 6.21: Average sum rate versus estimation SNR for LDAS (single multi-antenna relay),
4 single-antenna source-destination pairs, 4 relay antennas, SNR � 10 dB.
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Fig. 6.22: Average sum rate versus estimation SNR for LDAS (single multi-antenna relay),
4 single-antenna source-destination pairs, 4 relay antennas, SNR � 20 dB.
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Fig. 6.23: Average sum rate versus phase noise variance for LinRel (single-antenna relays),
4 single-antenna source-destination pairs, 13 relays, and SNR � 10 dB.

gain allocation schemes is close to ’Max sumrate’ for an LDAS system configuration (the

performance of ’MMSE special’ was worse than ’MMSE generic’ and ’Max sumrate’ for the

LinRel system).

6.4.2 Phase Noise

In Chapter 5 it was stated that if the LO phases of the relays remain constant for at least one

transmission cycle they have no impact on the received signals at the destinations. However,

in case they change during the time between reception and retransmission an unknown and

random phase offset is introduced at each relay. Consequently, the signals from the relays do

not combine coherently at the destination antennas anymore.

Figs. 6.23 and 6.24 show the average sum rate for a ’LinRel’ system configuration with 4

source-destination pairs and 13 relays versus the phase noise severity. For a Wiener phase

noise model (cf. Chapter 3), the change of the LO phase at each relay is a zero-mean Gaus-

sian random variable with variance σ2
pn. The system SNR is 10 dB and 20 dB, respectively.

It can be observed that networks operating at a low SNR are generally more robust against

relay phase noise than networks operating at high SNR. In Fig. 6.23 the average sum rate
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Fig. 6.24: Average sum rate versus phase noise variance for LinRel (single-antenna relays),
4 single-antenna source-destination pairs, 13 relays, and SNR � 20 dB.

remains more or less unchanged up until σ2
pn � 10�2 for SNR � 10 dB. Performance de-

grades quickly for more severe phase noise. In contrast to that, Fig. 6.24 shows that a severe

performance degradation can already be observed from σ2
pn � 10�3 on for SNR � 20 dB.

In Figs. 6.25 and 6.26 the average sum rate is depicted versus σ2
pn for an LDAS system

configuration with 4 source-destination pairs and a single relay with 4 antennas. The system

SNR is again 10dB and 20dB, respectively. Relay phase noise has no impact on the average

sum rate because all relay antennas are connected to the same LO. The reason for this behav-

ior is that the unknown and random phase offset affects the transmit signals from all relay

antennas in the same way. Consequently, the signals from the relays still combine coherently

at the destination antennas. However, in order to decode the data, the destinations have to

frequently estimate the equivalent two-hop channel from their respective source terminal.

6.4.3 Phase Synchronization Error

For a two-hop relaying network where communication takes place according to traffic pattern

IV, there are four combinations of directions in which the single-hop channel matrices can

be measured. The corresponding channel estimation protocols have been introduced and
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Fig. 6.25: Average sum rate versus phase noise variance for LDAS (single multi-antenna
relay), 4 single-antenna source-destination pairs, 4 relay antennas, SNR � 10 dB.
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Fig. 6.26: Average sum rate versus phase noise variance for LDAS (single multi-antenna
relay), 4 single-antenna source-destination pairs, 4 relay antennas, SNR � 20 dB.
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discussed in Chapter 4. It turned out that two of them (namely protocols B1 and B2) require

the relays to possess a common carrier phase reference in order to allow for efficient coherent

forwarding. This section discusses the impact of inaccurate relay phase synchronization

on the average sum rate of MUZF and multiuser MMSE relaying. Since the MSE of the

estimated compound channels for protocols B1 and B2 are equal, the results obtained in this

section hold for both of them (cf. Section 4.4). Chapter 5 introduced a very simple scheme

with which such a phase reference can be established among the relays. To this end, the

relays have to multiply their local channel estimates with a phase correction term prior to

disseminating them to the other relays. These phase correction terms have to compensate

the phase errors due to the LO phases at the relays that are introduced to the local channel

estimates (cf. Chapter 5). The total phase synchronization error was found to have two

sources: estimation noise (AWGN) and phase noise. Both will be investigated separately in

this section.

A system configuration with NSD � 4 source-destination pairs and NR � 13 relays forms

the basis of the simulation results. All nodes in the network employ a single antenna. This

corresponds to a LinRel system with minimum relay configuration. Figs. 6.27 and 6.28

show the average sum rate for the case that there is no phase noise. This means that the

phase synchronization error is solely the result of estimation noise. Two cases are depicted

in the plots:

• Solid: The solid curves represent the case where the phase error is the result of additive

signal noise leading to an estimation error.

• Dashed: For the dashed curves, the Gaussian approximation (5.66) was used to di-

rectly generate the resulting phase errors.

The SNR in Figs. 6.27 and 6.28 is 10 dB and 20 dB, respectively. It can be observed that

all curves saturate quite slowly. Furthermore, the Gaussian model tends to overestimate the

phase error due to estimation noise. However, for low and high estimation SNR or low

system SNR, the model fits the simulation very well.

Figs. 6.29 and 6.30 finally depict the average sum rate for the case that the phase synchro-

nization error is solely the result of phase noise. The phase error is modeled as a zero-mean

Gaussian random variable (cf. (5.68)). The SNR in the figures is 10 dB and 20 dB, re-

spectively. It can be observed that phase noise during data transmission (i.e. the LO phases

change during the time between reception and retransmission, cf. (6.23), (6.24)) has a simi-

lar effect on the average sum rate as phase noise during phase synchronization (i.e. the LO

phases change during the time between phase synchronization and channel estimation2).
2In this case ’channel estimation’ refers to the channel estimates that are used to compute the gain factors.
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Fig. 6.27: Average sum rate versus estimation SNR for LinRel (single-antenna relays), 4
single-antenna source-destination pairs, 13 relays, and SNR � 10 dB.
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Fig. 6.28: Average sum rate versus estimation SNR for LinRel (single-antenna relays), 4
single-antenna source-destination pairs, 13 relays, and SNR � 20 dB.
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Fig. 6.29: Average sum rate versus phase noise variance for LinRel (single-antenna relays),
4 single-antenna source-destination pairs, 13 relays, and SNR � 10 dB.
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Fig. 6.30: Average sum rate versus phase noise variance for LinRel (single-antenna relays),
4 single-antenna source-destination pairs, 13 relays, and SNR � 20 dB.
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Chapter 7

The RACooN Lab

The previous chapters investigated gain allocation schemes, phase synchronization and chan-

nel estimation protocols as well as the impact of certain hardware imperfections on the

performance of two-hop relaying networks. Simplifying assumptions had to be made for

example about the propagation channels and hardware components to make the discussed

problems tractable. In order to justify the simplifications and to validate the results some of

the theoretical findings have been tested on a practical demonstrator in a real-world scenario.

In this chapter, the results of experiments performed with the ’RACooN Lab’, which is

a demonstrator for distributed wireless communication networks available at the Wireless

Communications Group at ETH Zurich, are presented. It has been used to verify that in

some cases - depending on the direction in which the single-hop channels are measured

- coherent distributed beamforming is possible without a common phase reference at the

relays. This issue was investigated theoretically in Section 4.2, where it was shown that in

the absence of phase noise the unknown and random LO phases of the relays do not have an

impact on the SINR at the destinations. MUZF relaying was implemented on the RACooN

Lab for a network configuration with 2 source-destination pairs and 3 relays. Under idealized

assumptions, this gain allocation scheme exhibits a distributed spatial multiplexing gain (cf.

Section 6.2). By investigating its interference rejections capabilities on the RACooN Lab

it was shown to allow multiple source-destination pairs to communicate concurrently on

the same physical channel under real-world conditions and without requiring the relays to

possess a common carrier phase reference.

The remainder of this chapter is organized as follows: Section 7.1 starts with a general de-

scription of the RACooN Lab. It explains the basic functionality of the equipment and gives

an overview over important system characteristics. Some basics about system operation and

features are also provided. In Section 7.2 some selected system characteristics are explained
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Fig. 7.1: Power supply unit (PSU) front-panel.

in more detail. The system transmit power and a switchable analog power gain are high-

lighted in Sections 7.2.1 and 7.2.2. Section 7.2.3 discusses the implications of a selection

of hardware imperfections on the system operation. The focus lies on an inherent system

delay and LO phase noise. Both effects have to be taken into account in order to produce

reliable measurement results. Section 7.3 then presents the result of a channel measurement

campaign that has been conducted in a typical laboratory environment. The RACooN Lab is

able to measure ’real’ MIMO’ channels, i.e., no antenna switching or time duplexing is nec-

essary. The scenario consisted of 4 receivers and 4 transmitters and represented a network

with 2 source-destination pairs (transmitters) and 4 relays (receivers), where all channels are

estimated at the relays. Concatenating two point-to-point channels then results in the com-

pound source-destination channel. From the estimated two-hop channel transfer functions,

the rms delay spread and coherence bandwidth are computed. This knowledge is then used in

Section 7.4, where the implementation of MUZF relaying on the RACooN Lab is described.

The results show the interference rejection capabilities of MUZF relaying on a real-world

demonstrator (i.e., in the presence of hardware imperfections) without a global carrier phase

reference.

7.1 General Description

RACooN stands for Radio Access with Cooperating Nodes and is a custom-built radio testbed

at the Communication Technology Laboratory at ETH Zurich. The RACooN Lab comprises

10 identical single-antenna nodes (RACooN nodes) that consist of three units each:

• Power Supply Unit: The power supply unit (PSU) is responsible for the power supply

of a single RACooN node. It can be powered either by 230 V AC or 24 V DC. Fig. 7.1

shows a picture of the front-panel of a PSU.

• Storage Unit: The storage unit (STU) is responsible for the baseband data processing

and operation control. Basically, this is a computer running Linux that controls the op-

eration of a single node. It can be accessed either via Ethernet or directly by plugging
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Fig. 7.2: Storage unit (STU) front-panel.

Fig. 7.3: Storage unit (RFU) front-panel.

in a keyboard and monitor. The DACs and ADCs are also located here. Fig. 7.2 shows

a picture of the front-panel of a STU.

• Radio Frequency Unit: All RF processing is done at the radio frequency unit (RFU).

The DACs and ADCs of the STU are directly connected to the RFU. Fig. 7.3 shows a

picture of the front-panel of a RFU.

The units can transmit or receive at a carrier frequency of 5.1 GHz to 5.9 GHz with a maxi-

mum output power of 25 dBm at 1 dB compression. Individual Rubidium normals running

at 10 MHz provide the clock for each unit. All frequencies generated in a RACooN node

are derived from this clock. As a consequence, each LO exhibits an individual and unknown

phase offset that changes due to phase noise. However, the output of a single clock can be

used to supply a reference to all other units. In this way, all LOs can become frequency and

phase synchronous.

The baseband sampling rate is 80MHz leading to a symbol duration of 12.5ns. The nodes

possess a user bandwidth of 34 MHz (30 MHz with equalized phase response). Time slot

synchronization has to be performed prior to operation using USB cables of a defined length

of 4 m. A set of real-time features furthermore allows for limited signal processing without

delay. In this way, every terminal can act as source, relay, or destination node in a distributed

wireless network.

Each RACooN node possesses an internal 20GB hard disk memory and a random access

memory (RAM) that is able to hold 256
213 samples in 14 bit resolution. The units are placed

on carts to provide mobility (see Fig. 7.4). Self-made short dipole antennas are used during

all experiments that will be presented in this work. They have been designed for the required
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Fig. 7.4: RACooN nodes on carts for mobility.

frequency range and are mounted on poles at a height of about 1.5 m. Table 7.1 summarizes

important characteristics of the RACooN nodes. Further details can be found in the system

specification [195, 196] or in the documentation [197] with its appendices [198–200]. In the

following, Courier font will be used to indicate RACooN-specific termini. Table 7.2 gives

an overview of the frequently-used expressions.

Item Value

Operational band 5.1 GHz� 5.9 GHz
Center frequency spacing 1 MHz
Signal bandwidth (baseband) 34 MHz, 30 MHz with equalized phase response
Baseband sampling rate 80 MHz
Burst memory size 256 
 213 � 2 
 106 samples
Receiver noise figure � 7 dB, includes antenna switch loss
ADC/DAC dynamic range 14 bit
Max. output power 25 dBm (��316 mW) at 1 dB compression
Power supply 230 V AC or 24 V DC

Table 7.1: RACooN characteristics.
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Item Value

Mission Sum of operation commands for all nodes
Buffer Block of 213 samples in the RAM
Command Operation mode of a single node during the execution of a mission;

can be transmit, receive, process, or idle.
Time slot Duration of a single command

Table 7.2: Frequently-used RACooN-specific termini.

7.1.1 Baseband Processing

Baseband processing is done in MATLAB R©. This comprises the generation of transmit

symbols as well as data pre- and post processing. Arbitrary complex-valued samples can be

generated that have to be mapped onto 16 bit signed integers in the 2’s complement format.

By default, the valid baseband amplitude range is from -1 to 1. Since the DACs and ADCs

only have 14 bit resolution, an internal conversion between the two formats is performed: All

ADC samples are multiplied by a factor of 4. Thus the two least significant bits are always

zero. The transmit samples are rounded to 14 bit, so the two least significant bits are used

for rounding only.

The system RAM is divided into 255 block (so-called buffers) of 213 samples each.

Only bursts of samples that corresponds to an integer number of buffers can be transmit-

ted by the RACooN nodes. The vector of transmit or receive samples thus always has to have

a length that is an integer multiple of 213.

7.1.2 System Operation

Operation of the RACooN Lab is mission-based. A mission basically comprises a chain

of commands (specifying for each participating unit what to do and when to do it) and a set

of operation parameters. Dedicated .xml files, that need to have a special structure, comprise

the complete mission configuration (c.f. [198]). There are altogether six commands:

Transmit: The transmit command instructs a node to transmit the samples contained

in certain buffers of its RAM.

Load: This command loads a specified file of data samples from the internal hard disk to

the RAM.

Receive: A node in receive mode generates complex baseband samples from the current

RF input and writes them to a certain range of buffers in the RAM.
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Store: The Store command copies a specified range of buffers from the RAM to the

internal hard disk.

Idle: During the idle command, the unit waits for a specified time until the next

command is executed.

Process: The process command is in fact a chain of Store, Idle, and Load com-

mands. A specified range of buffers is first stored from the RAM to the internal hard

disk. Then a remote MATLAB R© process is called (via remote procedure call (RPC))

that executes an m-file with arbitrary code. The previously stored baseband samples

can thus be processed in MATLAB R© before they are written back to a specified range

of buffers in the RAM.

The most important parameters defined in the .xml files are

• the length of the transmit/receive burst,

• the carrier frequency,

• the analog transmit and receive gain settings (LOW or HIGH, cf. Section 7.2.2),

• how often the mission is executed (number of repetitions), and

• the utilization of the real-time features (cf. Section 7.1.3).

An individual .xml file is copied to each RACooN node participating in the mission prior to

operation. For details on the system operation, see [197, 198].

7.1.3 Real-Time Features

The RACooN Lab provides a set of real-time features, that can be utilized without time

delay:

(Adaptive) Digital gain control: The current input signal strength can be measured at any

point during the execution of a mission. A pre-defined table maps the current radio

signal strength indicator (RSSI) value to a 16 bit digital gain value within the range of

�100. This feature can be used to adapt the signal amplification to the current signal

strength or to apply a previously defined gain factor to the signal.

Phase rotation: A sequence of previously defined phase rotations can be applied to the

samples prior to transmission.

Add AWGN: White Gaussian noise can be added to the digital baseband data. The noise

level is within a range of 0� 15.9 dB.

The RACooN documentation [197,198] gives a detailed description about the characteristics

and usage of the real-time features.

228



7.2 System Characteristics

7.2 System Characteristics

In the following, some system characteristics of the RACooN nodes are introduced in de-

tail. Characterizing them was important to understand their impact on the operation of the

RACooN Lab. This is turn was crucial for the implementation of MUZF relaying. This

section covers the transmit power, the analog gain control (including analog transmit and

receive gain), the inherent signal delay, and the LO phase noise and frequency offset.

7.2.1 Transmit Power

The RACooN nodes are specified to have a maximum transmit power of 25dBm (��316mW)

at 1dB compression [195]. The output power is determined by the amplitude of the baseband

signal (level) and the ’analog transmit gain’, which is in fact an optional 20 dB attenuator

that can be activated in the transmit path of the RFU. The analog transmit gain is said to

be LOW if the attenuator is switched on (20 dB attenuation) and HIGH if it is switched off

(no attenuation). In order to measure the transmit power of the nodes for different baseband

amplitudes, the output of a RACooN node was connected via a Huber & Suhner Sucoflex1

cable of length 1.6 m to a power meter. A real-valued sine wave with an amplitude equal to

level was then transmitted at a carrier frequency of 5.5 GHz.

Analog transmit gain LOW: The first set of measurements was performed for analog trans-

mit gain set to LOW, i.e., the 20 dB attenuator is activated. Table 7.3 gives an overview of the

measurement configurations and shows the measurement results, i.e., the measured output

power, of RACooN nodes 3 and 4 as representatives. The attenuation of the cable of approx-

imately 1 dB is already taken out for the results.

Analog transmit gain HIGH: For the next set of measurements, the analog transmit gain

is set to HIGH, i.e., the 20 dB attenuator is removed from the analog transmit path. In or-

der to protect the measurement device, an additional external 20 dB attenuator was plugged

in-between the RACooN transmit output and the power meter input. Table 7.4 shows the

measurement results for all configurations, where the external attenuator and cable attenua-

tion have been taken into account.

Comparison: The measurement results are compared by plotting the values from Tables 7.3

and 7.4 together in Fig. 7.5. Obviously, the maximum transmit power is about 24.2 dBm.

In Fig. 7.6, the difference between analog transmit gain LOW and HIGH is depicted. The

1Huber & Suhner, Sucoflex 104: Attenuation � 0.6 dB
m at 5.0� 6.0 GHz and 25�C.

229



Chapter 7 The RACooN Lab

level RACooN 3 RACooN 4 level RACooN 3 RACooN 4

0.01 �26, 20 dBm �25, 25 dBm 0.2 �6, 09 dBm �5, 56 dBm
0.02 �23, 95 dBm �22, 89 dBm 0.3 �2, 60 dBm �2, 09 dBm

0.03 �21, 46 dBm �20, 62 dBm 0.4 �0, 12 dBm 0.38 dBm
0.04 �19, 40 dBm �18, 68 dBm 0.5 1, 80 dBm 2, 28 dBm

0.05 �17, 69 dBm �17, 04 dBm 0.6 3, 35 dBm 3, 83 dBm
0.06 �16, 24 dBm �15, 62 dBm 0.7 4, 67 dBm 5, 13 dBm

0.07 �14, 99 dBm �14, 39 dBm 0.8 5, 79 dBm 6, 25 dBm
0.08 �13, 88 dBm �13, 31 dBm 0.9 6, 78 dBm 7, 23 dBm

0.09 �12, 90 dBm �12, 34 dBm 1.0 7, 66 dBm 8, 10 dBm
0.1 �12, 01 dBm �11, 47 dBm

Table 7.3: Measured output power for analog transmit gain set to LOW.

level RACooN 3 RACooN 4 level RACooN 3 RACooN 4

0.01 �6, 51 dBm �5, 30 dBm 0.2 14, 01 dBm 14, 75 dBm
0.02 �3, 76 dBm �2, 77 dBm 0.3 17, 39 dBm 18, 01 dBm

0.03 �1, 27 dBm �0, 39 dBm 0.4 19, 64 dBm 20, 12 dBm
0.04 0, 76 dBm 1, 59 dBm 0.5 21, 25 dBm 21, 62 dBm

0.05 2, 48 dBm 3, 22 dBm 0.6 22, 44 dBm 22, 73 dBm
0.06 3, 92 dBm 4, 65 dBm 0.7 23, 38 dBm 23, 58 dBm

0.07 5, 17 dBm 5, 88 dBm 0.8 24, 12 dBm 24, 24 dBm
0.08 6, 27 dBm 6, 96 dBm 0.9 24, 72 dBm 24, 76 dBm

0.09 7, 25 dBm 7, 94 dBm 1.0 25, 19 dBm 25, 18 dBm
0.1 8, 13 dBm 8, 82 dBm

Table 7.4: Measured output power for analog transmit gain set to HIGH.
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Fig. 7.5: Comparison of the output power for analog transmit gain LOW and HIGH.

Analog receive gain LOW Analog receive gain HIGH
Analog transmit gain LOW 30dB 50dB

Analog transmit gain HIGH 50dB 70dB

Table 7.5: Overall analog signal gain.

effective attenuation is about 20 dB for low levels but for values starting from about 0.3

it becomes less.

7.2.2 Analog Gain Control

According to the STU manual [196] the analog signal gains are as follows:

• Analog transmit gain: 0 dB or 20 dB

• Analog receive gain: 30 dB or 50 dB

The absolute gain accuracy is �2 dB. In Table 7.5, the overall analog signal gain is shown

for the four possible combinations of the analog gain settings.
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Fig. 7.6: Difference of the output power for analog transmit gain LOW and HIGH.

7.2.3 Imperfections

All practical hardware components exhibit imperfections that have an impact on the system

performance. Two of them had to be studied carefully in order to successfully implement the

distributed beamforming scheme (MUZF relaying) on the RACooN Lab. They are namely

the inherent system delay, i.e., the delay experienced by the signal in the transmit and receive

chains of each node, and the LO phase noise. Both of them have to be taken into account

when designing the mission that controls the system operation and when analyzing the

results.

7.2.3.1 Inherent Delay

The RF transmit and receive chains of the RACooN nodes exhibit an inherent delay. As a

result, the first Ndelay samples of any received symbol vector only contain noise. This fact

has to be taken into account when working with the RACooN Lab because inherent system

delay is not related to propagation distance. In order to identify Ndelay, the RF output/input

plugs of two RACooN nodes have been connected by two concatenated cables2 of length 1m

2Huber & Suhner, Sucoflex 104: Attenuation� 0.6 dB
m at 5.0�6.0GHz and 25�C. These cables are the same

that are used to connect the antennas to the RF input/output in normal operation mode.

232



7.2 System Characteristics

�h�

t��

t in s

775 ns (62 samples)

0 0.5 1 1.5 2
	10�6

0

0.2

0.4

0.6

0.8

1

Fig. 7.7: Absolute value of the baseband-to-baseband channel impulse response between
RACooN nodes 2 and 8.

each. The setup comprised two cables because in the normal operation mode each RACooN

node is connected to its antenna by one cable of length 1 m. The inherent delay can then be

determined by measuring the resulting equivalent baseband channel. An additional external

20 dB attenuator is used to protect the hardware of the receiving node.

The source node transmits a concatenation of m-sequences of length 1023 samples each.

Periodic correlation at the destination allows to estimate the impulse response of the equiv-

alent baseband channel. Fig. 7.7 shows the normalized result of a measurement between

RACooN 2 (acting as source) and RACooN 8 (acting as destination). The position of the

main peak corresponds to the joint delay of the RACooN nodes plus two antenna cables.

The red dashed line indicates the peak position at 775 ns, which corresponds to a shift of 62

baseband samples. This value has been confirmed by measurements between other RACooN

pairs.

Although the delay induced by hardware imperfections can be assumed to be more or less

stable, a mismatch in time slot synchronization has an impact on the position of the peak.

Since the clocks of the units drift apart with time, this eventually becomes an issue when

operating the units without frequent resynchronization. According to the RACooN specifi-

cation [197], the clocks drift apart by less than eight samples per hour. This corresponds to a
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RACooN 3 RACooN 6

Time slot 1 transmit receive

Table 7.6: Calibration mission command setup.

time difference of 100ns. When performing a measurement campaign, the time slot synchro-

nization thus has to be repeated periodically in order to prevent errors. Furthermore, when

performing channel measurements, the absolute delay of the paths is obviously error-prone

and results have to be analyzed with great care.

7.2.3.2 LO Phase Noise and Frequency Offset

The LOs of all RACooN nodes exhibit a frequency offset and phase noise. As a result, they

oscillate at different frequencies and their phases change randomly over time. In order to

assess the phase noise severity and the frequency difference, the changes between the LO

phases of two nodes are monitored by transmitting a known training sequence and observing

the phase difference at the receiver. A constant frequency difference between the LOs leads

to a drift of the observed phase difference while phase noise occurs as random fluctuation.

In order to measure the phase difference between the LOs of two RACooN nodes, their

antenna input/output is connected via a Huber & Suhner Sucoflex3 cable to provide a static

propagation channel. An additional external 30dB attenuator is used to protect the hardware

of the receiving unit.

Calibration measurement: First, a calibration measurement is performed to identify the

characteristics of background interference and hardware effects. To this end, the destination

node is in receive mode while the source is silent. The very simple mission setup is shown

in Table 7.6. Exemplarily, RACooN nodes 3 and 6 are used. However, similar results have

been observed for other nodes. In Fig. 7.8, the magnitude of the frequency spectrumR�f� of

the received complex baseband signal r�t� is plotted. Obviously, the signal contains a large

direct current (DC) component (which is actually cut off in the plot; �R�0�� � 2740) and

several peaks at integer multiples of about 246 kHz which are hardware effects.

Phase and frequency offset measurement: In order to observe the frequency and phase

difference, the complex baseband signal

s�t� � sin �2πfst� � j 
 cos �2πfst� (7.1)

3Huber & Suhner, Sucoflex 104: Attenuation � 0.6 dB
m at 5.0� 6.0 GHz and 25�C.

234



7.2 System Characteristics

f in MHz

�R

�f

��

�R�0�� � 1740

-6 -4 -2 0 2 4 6
0

5

10

15

20

25

30

Fig. 7.8: Magnitude of the frequency spectrum R�f� of the received signal r�t� when the
source is idle.

RACooN 3 RACooN 6

Time slot 1 transmit receive
Time slot 2 transmit receive

Table 7.7: Measurement mission command setup.

is transmitted, where fs � 5 MHz. In this way, the distorting effects present at lower fre-

quencies can be filtered out (cf. Fig. 7.8). Table 7.7 shows the mission setup. RACooN 3

transmits in both time slots while RACooN 6 receives. For the time being, the received

data of the first time slot is ignored. It will be shown later that a characteristic phase

response, which is due to the RACooN hardware, dominates and thus perturbs this data. In

Fig. 7.9, the spectrum of the received signal is plotted in order to investigate the frequency

offset of the units and the phase processes due to phase noise. As reference, the spectrum of

the transmitted signal is also displayed.

Frequency offset: A close zoom at f � �5 MHz is displayed in Fig. 7.10. The sequence

that has been used to produce the results is a complex-valued sine-wave of 100 buffers

length, corresponding to 819 200 samples or 10.2ms. Consequently, the frequency resolution

is 1
10.2 ms

� 97.66Hz. Since the peak of the received signal is still clearly at f � �5MHz, the

235



Chapter 7 The RACooN Lab

f in MHz

�R

�f

��

received

transmitted

-12 -10 -8 -6 -4 -2 0 2
0

50

100

150

200

250

Fig. 7.9: Magnitude of the frequency spectrum of the received signal r�t�.
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Fig. 7.10: Close zoom of the received and transmitted signal spectrum at f � �5 MHz.
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Fig. 7.11: Spectrum of the received signal.

frequency offset between the two nodes must be much less than the resolution of 97.66 Hz.

During the time of one buffer, i.e. 102.4 µs, the phase rotation of an oscillation with a

frequency of 97.66 Hz is ∆φz � 2π 
 97.66 Hz 
 102.4 µs � 0.0628 rad �� 3.6
. Later, it

can be seen by analyzing measured realizations of the phase fluctuations that the impact of a

frequency offset ∆f is very small compared to the impact of phase noise.

Phase noise: In order to isolate the components of the received signal that are due to phase

noise, it has to be filtered. Since the baseband samples are available in MATLAB R©, an ar-

bitrary digital filter can be realized to get rid of the harmonics, the DC component, and all

components due to hardware effects, e.g., the peaks at integer multiples of 246 kHz. In the

present case, an ideal discrete-time rectangular filter g�f� was used, where

g�f� �
,

1 , �7500 kHz � f � �2500 kHz

0 , else
(7.2)

The filtered signal is shown in Fig. 7.11. In Fig. 7.12, a realization of the unfiltered and

filtered phase process is plotted for the length of 10 buffers. Finally, Fig. 7.13 depicts

several realizations of the phase process that have been measured a couple of second apart

from each other. It can be seen that the LO phase difference between the LOs of both nodes
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Fig. 7.14: Two realizations of the filtered phase process for transmission of 100 buffers
observed in time slots 1 and 2.

varies around a mean value that is approximately constant for each of the realizations. A

drift due to frequency offset ∆f is not observable in the depicted time interval.

The simple mission setup that was used to investigate frequency offset and phase noise

characteristics of the RACooN nodes was shown in Table 7.7. For the analysis in Sec-

tion 7.2.3.2, the data that was received in the first time slot was omitted because it ex-

hibits a characteristic phase response due to switching between transmit and receive

mode. This phase response is discussed in the following. Using the same procedure as de-

scribed before, the time-varying LO phase difference between RACooN nodes 3 and 6 is

extracted. Both units switch from receive mode into transmit mode (rx/tx switching)

and from transmit mode into receive mode (tx/rx switching), respectively, at the start

of each measurement.

Fig. 7.14 shows two realizations of the phase process observed in the first and second

time slot, respectively. Obviously, the phase process in the time slot following

the switching from receive/transmit to transmit/receive command exhibits a

characteristic phase response for the first symbols. The influence of the switching has died

out after about 12 buffers, which corresponds to a time of 1.2 ms. This behavior has

been confirmed in several measurements for different RACooN pairs. For future work with
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the RACooN Lab this means that after switching between receive and transmit mode

(and actually also after an idle command), the first 12 buffers of data are affected by

the characteristic phase response of the nodes.

7.3 Channel Measurements

The RACooN Lab has been used to perform channel measurements at a carrier frequency

of fc � 5.25 GHz in two typical office environments. The goal was to characterize the

rms delay spread and coherence bandwidth of the propagation environment for a two-hop

ad hoc network. These characteristic values will be used in Section 7.4 to determine the

required guard interval for a demonstrator using OFDM modulation. Eight RACooN nodes

were positioned to represent a scenario with two source-destination pairs and four relays.

In order to estimate all channels simultaneously, four nodes transmitted training sequences

to the other four nodes. The training sequences were orthogonalized by a small shift in

frequency. In this way, the source-relay and destination-relay channels could be estimated

at the same time. Note, however, that they have been sampled at slightly different frequency

bins. It was important to estimate the channels at the same time to prevent LO phase noise

from introducing artificial channel rank [201].

7.3.1 Measurement Scenario

The measurements have been performed in a large laboratory room4 at ETH, where two

different topologies represented two typical scenarios:

• Open office: The open office scenario describes a situation where the source-

destination pairs are a couple of meters apart, e.g., in different working spaces (see

Fig. 7.15).

• Meeting room: For the meeting room scenario all source-destination pairs are close

to each other, e.g., on the same table (see Fig. 7.16).

The nodes transmitting the training sequences represented the source-destination pairs

(RACooN nodes 5, 6, 7, and 8 in the middle of the room), while the receiving nodes rep-

resented the relays (RACooN nodes 1, 2, 3, and 4 in the four corners of the room). The

room where the measurements have been performed is an electronic laboratory with lots of

metallic equipment on long tables (long, light gray rectangles in Figs. 7.15 and 7.16), chairs

4room ETZ D61
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Fig. 7.16: Meeting room scenario.
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and cupboards (dark rectangles) that acted as scatterers. It has a size of 12.3 m ! 22.3 m.

One side of the room has large windows (’upper side’), the other sides consist of concrete.

The RACooN nodes were placed on carts for mobility and their antennas were mounted at

a height of about 1.5 m. The training sequences were transmitted about every second, de-

livering snapshots of the channels. During the whole measurement of 1000 snapshots, the

antennas of the transmitting nodes were moved at a slow speed and in an arbitrary fashion

within a square of size 0.6m!0.6m (indicated by the dashed squares in Figs. 7.15 and 7.16).

7.3.2 RACooN Setup

In order to prevent phase noise from introducing artificial rank to the channel [201], all

coefficients have to be measured simultaneously. Let p�n� denote an m-sequence of length

2N � 1, where N � N�. To estimate the channels, each transmitting node used a training

sequence based on p�n� that has been made mutually orthogonal to all other sequences by

a shift in frequency domain. The training sequence used by node k, k � 	1, . . . , K
 was a

concatenation of M times the sequence

sk�n� � p�n� 
 exp

�
j2π �k � 1�

<
M

K

=
n

	
, n � 	1, . . . , 2N � 1
, (7.3)

where K is the number of transmitting nodes and M � K. For the measurements, four

transmitters and a concatenation of 128 times sk�n� of length 127 have been used. The

baseband frequency spectrum of the training sequences is shown up to a frequency of 2MHz

in Fig. 7.17. The spectrum of s1�n�, s2�n�, s3�n�, and s4�n� are plotted in black, blue, red,

and green, respectively. Since all sk�n� have a length of T � 127 
 12.5 ns � 1.5875 µs,

the spacing between adjacent frequency bins is 0.63 MHz. The sequences were shifted in

frequency by 1
4

 0.63 MHz � 0.16 MHz in order to make them orthogonal.

At each receiving node (RACooN nodes 1–4), the channel coefficients have been esti-

mated by extracting the respective frequency bins from the received sequence. The baseband

frequency spectrum of a received sequence at RACooN node 1 is plotted as an example in

Fig. 7.18. The spectrum of the transmit sequences is shown as reference in the background

of the figure. There is a large DC component in the received signal, which has also been

observed in the measurements of Section 7.2.3.2. The estimated channel coefficients from

all four transmitting nodes can be obtained by extracting the respective frequency bins. Since

the amplitude of the first frequency bin of all transmitted m-sequences (at 0MHz, 0.16MHz,

0.32 MHz, and 0.48 MHz) is only 128 compared to 128
�

128 for all other frequency bins,
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Fig. 7.17: Baseband frequency spectrum of the four training sequences.
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Fig. 7.18: Baseband frequency spectrum of the received signal at RACooN 1.
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Fig. 7.19: Example of estimated transfer functions from RACooN nodes 5–8 at RACooN 1
in the open office scenario.

the estimation is much less reliable there. The respective estimates are therefore dropped

and replaced by the average between the second and last estimated channel coefficient. This

makes sense because the sampled channel transfer function is periodic in frequency.

7.3.3 Measurement Results

In this section, the results of the channel measurement campaign are presented. Fig. 7.19

shows an example of the estimated channel transfer functions from all transmitting nodes,

i.e., RACooNs 5–8, to RACooN 1 in the open office scenario. In the following, the rms

delay spread and coherence bandwidth are estimated from the measurement results. They

characterize the time dispersion and frequency selectivity, respectively, of the propagation

environment [202]:

• rms delay spread: The rms delay spread is a parameter that characterizes the time

dispersive behavior of the propagation environment only if the channel is at least wide-

sense stationary (WSS). This means that the autocorrelation function of the channel

impulse response merely depends on the time difference and not on the absolute time.

• Coherence bandwidth: The coherence bandwidth is defined as the frequency sep-
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aration at which the frequency correlation function has dropped to a certain value

K. This definition only makes sense if the correlation depends merely on the fre-

quency separation and not the absolute frequency itself. This is the case if scattering

components arriving with different propagation delays are uncorrelated (uncorrelated

scattering (US)).

Stochastic time-variant linear channel models with wide-sense stationary impulse responses

and uncorrelated scattering components are called wide-sense stationary uncorrelated scat-

tering (WSSUS) channel models [203]). A comprehensive treatment of the WSSUS channel

models can be found for example in [202, 204]).

In Section 7.3.3.1 the rms delay spread is estimated from the measured channel impulse

responses assuming that they are wide-sense stationary. In order to get an estimate of the rms

delay spread of two-hop relaying channels, it is assumed that RACooN nodes 5–8 represent

sources and destinations and RACooN nodes 1–4 relays in a two-hop relaying configura-

tion. The first-hop and second-hop channels are then concatenated to compute the rms delay

spread for the two-hop scenario.

The coherence bandwidth of the single-hop and two-hop channels is investigated in Sec-

tion 7.3.3.2. Since the correlation between the channel taps is unknown, a coherence band-

width is computed for every frequency bin from its respective frequency correlation func-

tion. The smallest coherence bandwidth of all subchannels within the specified RACooN

user bandwidth is then defined as the coherence bandwidth of that channel.

7.3.3.1 rms Delay Spread

The average delay Davg and the rms delay spread Dspread are two important characteristic

quantities that describe the time-dispersive behavior of a propagation channel. For the sake

of completeness, they are shortly revisited in this section (see e.g. [204]). Let h �τ, t� denote

the response of the time-variant channel at time t to a delta impulse that was transmitted at

t� τ (channel impulse response). The average delay is the first central moment of the delay

power spectral density Sττ �τ� (also known as power delay profile). It determines the average

power of scattering components arriving at propagation delay τ and is given by

Davg �
>�
�� τSττ �τ�dτ>�
�� Sττ �τ�dτ

, (7.4)
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where the delay power spectral density Sττ �τ� is

Sττ �τ� � Et �h
�τ, t�h�τ, t�� . (7.5)

The rms delay spread is defined as the square root of the second central moment of Sττ �τ�,
i.e.,

Dspread �
.//0>�

�� �τ �Davg�2 Sττ �τ�dτ>�
�� Sττ �τ�dτ

. (7.6)

For channels that are not stationary at least in the wide sense, the delay power spectral den-

sity changes over time t. The average delay and rms delay spread thus also become time-

dependent. It is, however, assumed that this is not the case for the present measurements.

In order to estimate Davg and Dspread for all links, the delay power spectral density has to

be computed from the measured channel impulse responses �hq�τ�. It is then given by

�Sττ �τ� � 1

Q

Q�
q�1

�h
q �τ��hq�τ�, (7.7)

whereQ � 1000 is the number of channel estimates and �hq�τ� the qth estimated channel im-

pulse response. Fig. 7.20 shows a typical measured delay power spectral density �Sττ �τ� for

the channel between RACooN nodes 5 and 3 in the open office scenario. Further examples

can be found in Appendix A.10.1, Fig. A.2. The absolute delay τ depends on the propaga-

tion delay, the inherent system delay (see Section 7.2.3.1), and an unknown error that results

from a time slot synchronization mismatch. Consequently, the absolute delays of the paths

are not reliably estimated. However, this has no impact on the rms delay spread because it

does not depend on the absolute delays. For the computation of the delay power spectral

density from the channel estimates it was assumed that the clock synchronization mismatch

remains constant during a measurement cycle of 1000 channel impulse responses.

There are characteristic peaks that appear more or less dominant in the noise floors of

Figs. A.2(a) and A.2(b). This leads to the assumption that some hardware effects are respon-

sible for them. To verify this claim, the average power delay profiles for different links are

investigated. Fig. 7.21 shows several measured power delay profiles for the links between

all transmitter-receiver pairs. The peaks in each figure are aligned by a cyclic shift to better

visualize the characteristic shape of the noise floor. Since the transmitting node is the same

for all curves in a figure, it is sensible to assume that the observed characteristic peaks are

246



7.3 Channel Measurements

τ in s

� S
τ
τ

�τ

�i
n

dB

0 0.5 1 1.5
	10�6

-105

-100

-95

-90

-85

-80

-75

-70

-65

-60

Fig. 7.20: Measured delay power spectral density for the channel between RACooN 5 and 3
in the open office scenario. The noise floor exhibits a characteristic shape (indi-
cated by the red, dashed circles).
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(d) From RACooN 8 to RACooNs 1–4

Fig. 7.21: Measured delay power spectral densities in the open office scenario. The peaks of
the impulse responses are aligned by a cyclic shift in each figure.
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due to a hardware effect in the transmit chain of the RACooN nodes.

In order to estimate Dspread, all relevant paths in the measured impulse responses have

to be identified. To this end a threshold, below which all samples are regarded as noise, is

defined. A simple, heuristic approach is used to find this threshold:

1. The estimated absolute delay is partially due to the inherent system delay and the syn-

chronization mismatch between the nodes. This means that the first couple of samples

in �Sττ �τ� consist only of noise.

2. The position of the main peak in the measured impulse responses is different for each

link. The number of noise samples before the main peak is consequently not known

beforehand. In order not to accidentally consider relevant signal paths as noise, all

samples only up to half the delay of the highest peak are considered as noise.

3. The threshold is then defined as 25% above the maximum squared magnitude of the

noise samples in each impulse response. This is a heuristic value that has no physical

meaning but it turns out to deliver good results. In fact, the estimated delay spread is

quite insensitive to changes of the noise threshold.

Fig. 7.22 depicts the same measured delay power spectral density as in Fig. 7.20. The cal-

culated noise threshold is shown by the dashed, red line and the identified relevant taps are

indicated in blue. Again, more examples can be found in Appendix A.10.1, Fig. A.3. The

channel taps not corresponding to a relevant path, i.e., all samples below the noise threshold,

are set to zero before the average delay and rms delay spread are computed. Table 7.8 shows

the results for the single-hop links between RACooN nodes 5–8 and 1–4 in the open office

and the meeting room scenario, respectively. A simple color-coding visualizes the results.

’The more blue’ the number, the smaller the value, and ’the more red’, the larger it is. The re-

sults seem to be quite reasonable when compared to literature. Measurements around 5 GHz

in a similar environment have shown estimated rms delay spreads of about 10 ns to 50 ns

(e.g., [205] locations C and D, [206], [207] business properties, and [208]).
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Fig. 7.22: Measured delay power spectral density for the channel between RACooN 5 and 3
in the open office scenario. All samples below the threshold indicated by the red
dashed line are regarded at noise.

Open office scenario

RACooN # 5 6 7 8

1 30.0 ns 25.1 ns 30.4 ns 43.2 ns
2 26.5 ns 28.5 ns 28.6 ns 48.0 ns
3 23.2 ns 31.4 ns 27.9 ns 35.3 ns
4 23.7 ns 21.4 ns 29.6 ns 40.4 ns

Meeting room scenario

RACooN # 5 6 7 8

1 29.4 ns 30.6 ns 31.0 ns 46.3 ns
2 26.4 ns 23.8 ns 28.2 ns 43.5 ns
3 20.6 ns 25.1 ns 26.5 ns 38.7 ns
4 21.7 ns 22.2 ns 30.2 ns 43.4 ns

Table 7.8: Estimated rms delay spread for all single-hop links in the open office and meeting
room scenario.
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Fig. 7.23: Measured delay power spectral densities for the two-hop channel from RACooN
5 to 6 via 3 in the open office scenario. Only the relevant paths identified in the
single-hop impulse responses are taken into account.

Now, a two-hop relaying scenario is considered. RACooN nodes 5–8 represent the sources

and destinations and RACooN nodes 1–4 the relays. The equivalent source–destination chan-

nels are generated from the respective estimated single-hop impulse responses as follows:

1. Having already identified the relevant paths for all 16 single-hop links from the esti-

mated delay power spectral densities, all taps not belonging to a relevant path are set

to zero in every estimated channel.

2. To obtain the impulse response of a two-hop link, the relevant taps of the measured

impulse responses of two single-hop links are convolved.

3. Averaging over all realizations delivers the estimated delay power spectral density of

the equivalent two-hop channels.

Fig. 7.23 shows a typical example of the resulting estimated delay power spectral density of

a two-hop link in the open office scenario. More examples can be found in Appendix A.10.1,

Fig. A.4. Since only the previously identified relevant paths of the single-hop links have been

considered, no noise floor exists in the plots. The range of time on the abscissa in Fig. 7.23 is

the same as in Fig. 7.22, namely 127 
12.5ns � 1.6µs. This makes it possible to compare the

delay power spectral densities by inspection. In Table 7.9, the computed rms delay spreads
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Open office scenario

RACooN # 5 6 7 8

5� 3� 34.0 ns 38.2 ns 33.6 ns 44.3 ns
6� 4� 31.6 ns 31.1 ns 35.2 ns 45.8 ns
7� 2� 35.6 ns 40.8 ns 46.0 ns 47.3 ns
8� 1� 56.0 ns 47.2 ns 44.3 ns 75.5 ns

Meeting room scenario

RACooN # 5 6 7 8

5� 3� 29.9 ns 30.8 ns 30.7 ns 46.1 ns
6� 4� 30.4 ns 32.5 ns 36.3 ns 48.7 ns
7� 2� 35.4 ns 37.1 ns 45.0 ns 41.6 ns
8� 1� 59.0 ns 54.1 ns 46.4 ns 81.4 ns

Table 7.9: rms delay spread estimated for two-hop links in the open office and meeting room
scenario. The rms delay spread for the channel from source k to destination m
via relay l is given in row k� l� and column m.

for some of the possible two-hop links are given. The same color-coding as in Table 7.8

indicates large values in red and small values in blue. As expected, the values are generally

larger, especially for the non-line-of-sight (NLoS) links.
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7.3.3.2 Coherence Bandwidth

Multipath propagation leads to frequency-selective fading. Consequently, the rms delay

spread, being a measure of the number and strength of multiple paths, is directly linked

to the correlation of the frequency bins. If all scattering components with different propaga-

tion delays are uncorrelated (uncorrelated scattering, US), the frequency correlation function

rττ �∆f� and delay power spectral density Sττ �τ� form a Fourier transformation pair [202]:

rττ �∆f� �
3 �

��
Sττ �τ�e�j2π∆fτdτ (7.8)

The frequency correlation function characterizes the similarity of the time-variant transfer

functions as a function of the frequency separation ∆f . The coherence bandwidth BK

is defined as the frequency separation �∆f � at which the frequency correlation function

�rττ �∆f�� has reduced to a certain value K. Frequently-used values for K are 0.9, 0.7 or

0.5 (e.g. [202, 204, 209]).

If the scattering components are correlated (which they are for the two-hop channels),

the frequency correlation function not only depends on the frequency separation, but also

on the absolute frequency. The coherence bandwidth is in this case not readily defined.

Figs. 7.24 and 7.25 show typical examples of estimated frequency correlation functions at

f � �20.32 MHz of a single-hop and two-hop link, respectively. The points where the

correlation has dropped to 0.9, i.e. �rττ �∆f�� � 0.9, are indicated by the small red circle in

each figure. More examples can be found in Appendix A.10.2, Figs. A.5 and A.6. Linear

interpolation between adjacent samples was used to increase the frequency resolution.

Figs. 7.26 and 7.27 show the coherence bandwidths for K � 0.9 for each subchannel of

the same links as in Figs. 7.24 and 7.25. More examples can be found in Appendix A.10.2,

Figs. A.7 and A.8. In order to avoid border effects as far as possible, positive frequency

shifts, i.e., ∆f � 0, were considered for f � 0 and negative frequency shifts, i.e. ∆f � 0,

for f � 0. It can be seen that the points around f � 0 and the borders of the frequency range

still exhibit some characteristic shape. Avoiding these, the overall (wideband) coherence

bandwidth is chosen to be the minimum coherence bandwidth in the band from �30 MHz

to �10 MHz and 10 MHz to 30 MHz. Tables 7.10 and 7.11 summarize the results for the

single-hop and two-hop links, respectively. Small coherence bandwidths are colored red and

large ones blue.
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Fig. 7.24: Estimated frequency correlation function at f � �20.32 MHz in the open office
scenario for the single-hop link between RACooN 5 and 3.
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Fig. 7.25: Estimated frequency correlation function at f � �20.32 MHz in the open office
scenario for the two-hop link from RACooN 5 to 6 via 3.
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Fig. 7.26: Estimated coherence bandwidth for each subchannel of the single-hop link be-
tween RACooN 5 and 3 and K � 0.9 in the open office scenario.
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Fig. 7.27: Estimated coherence bandwidth for each subchannel of the two-hop link from
RACooN 5 to 6 via 3 and K � 0.9 in the open office scenario.
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Open office scenario

RACooN # 5 6 7 8

1 2.50 MHz 3.29 MHz 2.44 MHz 1.71 MHz
2 3.15 MHz 2.88 MHz 2.92 MHz 1.47 MHz
3 4.03 MHz 2.77 MHz 3.20 MHz 2.10 MHz
4 3.41 MHz 4.24 MHz 2.50 MHz 1.84 MHz

Meeting room scenario

RACooN # 5 6 7 8

1 2.55 MHz 2.50 MHz 2.37 MHz 1.54 MHz
2 3.00 MHz 3.30 MHz 3.09 MHz 1.72 MHz
3 4.66 MHz 3.49 MHz 2.34 MHz 1.93 MHz
4 3.81 MHz 4.43 MHz 2.54 MHz 1.70 MHz

Table 7.10: Estimated wideband coherence bandwidth for single-hop links with K � 0.9 in
the open office and meeting room scenario.

Open office scenario

RACooN # 5 6 7 8

5� 3� 2.36 MHz 2.09 MHz 2.70 MHz 1.73 MHz
6� 4� 2.47 MHz 2.38 MHz 2.00 MHz 1.63 MHz
7� 2� 2.35 MHz 1.95 MHz 1.60 MHz 1.58 MHz
8� 1� 2.35 MHz 1.95 MHz 1.60 MHz 1.58 MHz

Meeting room scenario

RACooN # 5 6 7 8

5� 3� 1.34 MHz 1.63 MHz 1.73 MHz 0.94 MHz
6� 4� 2.69 MHz 2.69 MHz 3.11 MHz 1.61 MHz
7� 2� 2.63 MHz 2.46 MHz 2.20 MHz 1.55 MHz
8� 1� 1.25 MHz 1.35 MHz 1.72 MHz 0.85 MHz

Table 7.11: Estimated wideband coherence bandwidth for two-hop links with K � 0.9 in
the open office and meeting room scenario. The coherence bandwidth for the
channel from source k to destination m via relay l is given in row k� l� and
column m.

256



7.4 RACooN Demonstrator

7.4 RACooN Demonstrator

The RACooN Lab was used as a demonstrator for coherent MUZF relaying as described in

Sections 6.2. A LinRel system configuration with single-antenna nodes, where the relays do

not share their received data, was built. The real-time features digital gain control

and phase rotation are used to realize a complex scalar relay gain factor for AF relay-

ing. A global phase reference is not required, so all LOs run independently.

7.4.1 System Setup

The demonstrator comprises two source-destination pairs and three relays. This corresponds

to the minimum relay configuration for MUZF relaying with single-antenna relays. Alto-

gether, seven of the ten available RACooN nodes are used. The measurements have been

performed in a laboratory room5 located in the basement of a university building at ETH

Zurich. Fig. 7.28 shows a map of the room and the measurement topology. The walls consist

of concrete and a row of windows is located in the ’lower’ wall of the figure. Electronic

equipment is placed on the tables. During the measurements no one was in the room to guar-

antee a static propagation environment. This was necessary because a single measurement

cycle took a couple of seconds during which the estimated channel had to be constant. Each

RACooN node is placed on its own cart, except for nodes 3 and 6. They are stacked on

top of each other on the same cart. RACooN nodes 4, 5, and 7 acted as relays during all

measurements. The other nodes acted either as source or destination, altogether forming two

source-destination pairs.

7.4.2 Transmission Cycle

The mission that was used to demonstrate the relaying schemes comprised two phases:

1. Training phase: All relevant channel coefficients are measured in the training phase

using m-sequences. The estimates are generated from the raw received data on a local

desktop computer. Therefore, global CSI is available at all nodes without having to

disseminate it. The gain matrix is then computed from the channel estimates and

inserted into the mission configuration files.

2. Evaluation phase: The performance of the gain allocation scheme on the demonstrator

is evaluated.
5room ETF A105
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Fig. 7.28: Measurement environment and topology. The numbers 3–8 indicate the number-
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the same cart.
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In the following, both phases are described in detail:

Training phase: The training phase comprises all steps necessary to compute the relay gain

matrix.

1. Both source nodes transmit mutually orthogonal training sequences to all relay nodes.

Afterwards, all relay nodes transmit mutually orthogonal training sequences to all des-

tination nodes. Knowing the transmitted training sequences, relays and destinations

can estimate the first-hop and second-hop channels, respectively. The gain matrix

has to be computed for a single frequency-flat subchannel out of the whole 80 MHz

bandwidth because the real-time features of the RACooN nodes (phase rotation and

amplification) can only realize a scalar gain factor.

2. The smallest coherence bandwidth for the environment considered in Section 7.3.3.2

was about 0.85 MHz for K � 0.9 (see Table 7.11). In order to operate on a sub-

channel that is approximately frequency-flat, the subchannel bandwidth is chosen to

be 80 MHz
511

� 0.16 MHz. This corresponds to roughly 20 percent of the 0.9 correlation

coherence bandwidth. The length of the m-sequences used for channel estimation has

in this case to be equal to 511 samples.

3. Cyclically shifted m-sequences with a length of 511 samples are used as training se-

quences. A shift of 255 samples means that the maximum observable path delay can

be 255 
 12.5 ns � 3.1875 µs. This corresponds to a propagation distance of about

3.1875 µs 
 3 
 108 m� s � 956.25 m. In the present indoor scenario, no relevant paths

should arrive after this time.

4. A desktop computer acts as central processor. It computes the gain matrix from the

estimated first and second-hop channel coefficients. Afterwards, the complex-valued

gain factors are disseminated to the respective RACooN nodes. They are able to apply

an amplitude scaling and phase rotation to their transmit signals in realtime. Once

these values have been adjusted according to their gain factors, RACooN nodes 4, 5,

and 7 can act as AF relays.

Evaluation phase: In the evaluation phase the performance of the gain allocation scheme is

assessed. The gain factors in MUZF relaying are computed to completely suppress all inter-

user interference. Hence, the SIR on the respective subchannels is a sensible performance

indicator.

1. The source nodes transmit mutually orthogonal training sequences with equal transmit

power to all relays.
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2. The RACooN nodes acting as relays apply their previously calculated amplitude scal-

ing and phase rotation to all samples when retransmitting them to the destinations. In

Section 7.2.3.2, a characteristic phase response was observed in the first 1.2 ms of the

signal after switching between receive and transmit mode. The time between reception

and retransmission at the relay consequently has to be at least 1.2 ms so that the signal

is not perturbed. During that time the LO phases will, however, have changed because

of phase noise. The gain factors no longer diagonalize the equivalent channel matrix

even if the propagation environment remains constant. As a result, inter-user interfer-

ence can be observed at the destination nodes due to nonzero off-diagonal elements of

the compound channel matrix �HSRD.

3. The estimate �HSRD of the equivalent two-hop channel matrix is computed from the

received signals at both destinations. The measured SIR at destination node m is then

defined as

1SIRm �

��� �HSRD�m,m�
���2��� �HSRD�m, k�
���2 , k � m. (7.9)

The mission configuration of the RACooN nodes is done via .xml files, its operation is

controlled by MATLAB R© .m files [197–200]. In the following, a list of files that have been

used for the MUZF relaying demonstrator is given.

• Overview of .xml files (RACooN configuration):

1. mission files used for channel estimation

– mission_Source_channel_estimation.m

– mission_Relay_channel_estimation.m

– mission_Destination_channel_estimation.m

2. mission files used for evaluation

– mission_Source_data_transmission.m

– mission_Relay_data_transmission_original.m

– mission_Destination_data_transmission.m

• Overview of .m files (RACooN operation):

1. ExecuteMission.m: Definition of parameters. All the following files are

subsequently called.
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7.4 RACooN Demonstrator

2. Initialize_RACooN.m: Initialization of the RACooN Lab.

3. Generate_transmit_sequences.m: The transmit bursts of both source

nodes are generated.

4. Copy_transmit_sequences.m:: Both transmit sequences are copied to

the RACooN nodes acting as sources.

5. Synchronize.m: Time slot synchronization is performed via USB cables.

6. Run_mission_channel_estimation.m: Transmission and reception of

the training sequences so that all single-hop channels can be estimated.

7. Calculate_CIRs.m: All single-hop channels are estimated.

8. Calculate_gain_factors.m: The gain factors for all relays are computed

from the channel estimates.

9. manipulate_xml.m: The .xml files controlling the RACooN operation are

modified. Each gain factor is realized by an amplitude scaling and phase rotation.

10. Run_mission_data_transmission.m: Transmission of training se-

quences from sources via relays to destinations so that the compound channel

can be estimated at each destination.

11. Calculate_compound_CIRs.m: The compound channel matrix is com-

puted.

12. Calculate_compound_channel_power.m: The signal and interference

power at each destination is computed and plotted.

7.4.3 Results

This section presents the measurement results obtained by the demonstrator. Ideally, the

gain matrix is computed such that all inter-user interference is suppressed. However, noisy

channel estimates, phase noise, and other hardware imperfections degrade the interference

rejection capabilities of the gain allocation scheme. The demonstration comprises a system

with NS � ND � 2 source-destination pairs and NR � 3 relays. The LOs of all relays run

independently of each other. The assignment of source-destination pairs is as follows:

• Source 1: RACooN 2, destination 1: RACooN 6

• Source 2: RACooN 3, destination 2: RACooN 8
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Fig. 7.29: Equivalent two-hop channels at RACooN 6 for noncoherent forwarding.

RACooN nodes 4, 5, and 7 act as relays. Figs. 7.29 and 7.30 show a single realization

of the equivalent two-hop channels observed at destination nodes 6 and 8 for the case that

G � γ 
 INR
, where γ � C is chosen such that the transmit power constraint at the relays

is met. This specific choice of the gain matrix is in the following called ’noncoherent for-

warding’ because the relays simply forward their received signals without requiring channel

knowledge. The plots show the squared magnitude of the compound channel coefficients

versus the frequency. The bandwidth of the channel is 80 MHz around the carrier frequency

fc � 5.5 GHz. Please note that both 10 MHz bands at the border of the 80 MHz band, i.e.,

from�40MHz to �30MHz and from 30MHz to 40MHz are strongly influenced by the fre-

quency response of the RACooN hardware. The curves labeled as ’signal’ correspond to

the channels from the belonging sources whereas the curves labeled as ’interference’

correspond to the channels from the nonbelonging, i.e. interfering, sources. For the fre-

quency bin at f � �10 MHz, indicated by the dashed vertical line in the plots, the SIR is

�5.0 dB and �3.0 dB at RACooN 6 and RACooN 8, respectively.

In Figs. 7.31 and 7.32, a single realization of the compound channels is plotted for the

case that the gain matrix is chosen according to MUZF relaying. Since the RACooN hard-

ware restricts the AF gains to be scalar, the interference suppression is restricted to a single

(frequency-flat) channel bin. The chosen frequency bin is located at fZF � �10 MHz and
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Fig. 7.30: Equivalent two-hop channels at RACooN 8 for noncoherent forwarding.

the gain factors are calculated based on the estimated channel coefficients at this frequency.

The propagation environment is static, i.e., it is the same as for Figs. 7.29 and 7.30.

In a perfect world all inter-user interference would be cancelled at fZF. Indeed a reduction

of the interference power at both destinations can be observed. At RACooN 6 the gain

allocation places a deep notch at approximately fZF resulting in an SIR of 23.9dB (Fig. 7.31).

This is a gain of 28.9 dB compared to Fig. 7.29. For RACooN 8, the SIR increases from

�3.0 dB in Fig. 7.30 to 18.65 dB in Fig. 7.32. However, two deeper notches are placed

near but not exactly at fZF. The reason for this observation is that due to LO phase noise

at the relays, the gain allocation does not completely suppress the interference at fZF. As

the channel bins are correlated across frequency, interference is instead suppressed more

efficiently at a frequency bin in the vicinity of fZF. This can then be observed as a shift of

the notch in frequency. The two notches in Fig. 7.32 indicate that the frequency bins around

�13 MHz and �9 MHz are highly correlated.

In order to get some statistically relevant data, 1000 measurements were performed in

a static propagation environment for fZF � �10 MHz. For each realization the SIR was

calculated for the noncoherent case as well as the MUZF gain allocation. Figs. 7.33 and 7.34

show the cdfs of the SIR as defined in (7.9). The outage SIR improvements at 0.1, 0.5, and

0.9 outage probabilities are indicated in the figures. Furthermore, the numbers in the boxes
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Fig. 7.31: Equivalent two-hop channels at RACooN 6 for MUZF relaying.
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Fig. 7.32: Equivalent two-hop channels at RACooN 8 for MUZF relaying.
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Fig. 7.33: cdf of the SIR at RACooN node 6 for noncoherent forwarding and MUZF.

indicate the respective mean values of all realizations. At RACooN 8 (Fig. 7.34), the SIR

gain is 16 dB in 90% of the cases and at RACooN 6 (Fig. 7.33) the SIR gain is even 20 dB

in 90% of the cases. This is a motivating result as the phase uncertainty is in the range of

�10
 at each relay node (see Section 7.2.3.2). A system designed for a shorter processing

time (that suffers less from phase noise) could easily perform even better.

Finally, the measurements were performed consecutively for all frequency bins in order to

investigate the SIR gain over the whole bandwidth. For 30 subchannels (each of 0.16 MHz

bandwidth) in the range of f � �30 MHz to f � 30 MHz, the mean SIR is plotted for

’noncoherent forwarding’ as well as ’MUZF’ relaying. Figs. 7.35 and 7.36 show

the results for the case that all relays employed their own, independent LOs (as was the

case for the previous considerations). In order to quantify the impact of LO phase noise

on the performance, Figs. 7.37 and 7.38 show the same situation but with a common LO

phase reference at the relays. It can be observed that the SIR gain for ’MUZF’ relaying over

’noncoherent forwarding’ is in the same order of magnitude for both cases. This

hints at the fact that inaccurate channel estimates and not LO phase noise are the performance

bottleneck for this demonstrator.
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Fig. 7.34: cdf of the SIR at RACooN node 8 for noncoherent forwarding and MUZF.
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Fig. 7.35: Mean SIR at RACooN 3 for noncoherent forwarding and MUZF. Sources: 2, 6;
Destinations: 3, 8. No global phase reference.
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Fig. 7.36: Mean SIR at RACooN 8 for noncoherent forwarding and MUZF. Sources: 2, 6;
Destinations: 3, 8. No global phase reference.
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Fig. 7.37: Mean SIR at RACooN 3 for noncoherent forwarding and MUZF. Sources: 2, 6;
Destinations: 3, 8. Global phase reference.
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Fig. 7.38: Mean SIR at RACooN 8 for noncoherent forwarding and MUZF. Sources: 2, 6;
Destinations: 3, 8. Global phase reference.
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Chapter 8

Conclusions and Outlook

The density of wireless terminals that communicate on the same physical channel, i.e., at the

same time, on the same frequency, and at the same place, is likely to increase drastically

in the near future. The catchphrase is ’ubiquitous wireless access’. Channel resources,

in particular the frequency bands available for communication, are, however, very limited.

Interference avoidance will therefore be an ineffective strategy for future communication

systems. It will be beneficial to rather ’use’ the interference for the benefit of all present

users. Following this concept, the key is to build the systems for cooperation rather than

for mere coexistence. Cooperative networks promise to exhibit huge performance gains

compared to traditional point-to-point communication systems, in particular in the presence

of many users. This has triggered a lot of research lately. In particular, AF relaying is a

promising candidate technology for future wireless multiuser networks. It is transparent to

modulation and coding and the relay terminals can be very simple. Even single-antenna AF

relays have been shown to be able to orthogonalize several source-destination pairs in space,

allowing them to communicate concurrently on the same physical channel (e.g. [25]).

In this work several important aspects of two-hop AF relaying networks have been inves-

tigated. The focus was on coherent two-hop relaying, where the signals from the relays are

required to add up coherently at the destination antennas. Understanding the implication

of hardware imperfections for the signaling and thus the overall network performance is an

important step towards building practical systems. LO frequency offsets, LO phase noise

and I/Q imbalance have been investigated regarding their impact on coherent relaying. In

particular, the impact of the considered LO imperfections on FDD and TDD relays has been

compared in detail.

Channel estimation in distributed networks exhibits a peculiarity with respect to point-

to-point links. It has been found that in some cases a common phase reference is required
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at a certain set of nodes to allow for coherent forwarding. A solution to this problem has

been presented in this work. A distributed phase synchronization scheme was introduced

that provides multiple relays with a common global phase reference. Its performance has

been analyzed in the presence of additive noise and phase noise, i.e., perturbances that are

typically encountered in real-world systems. Another interesting aspect that has been inves-

tigated is the gain allocation, i.e., how to choose the relay gain factors. Two gain allocation

schemes, namely MUZF and multiuser MMSE relaying, have been discussed. They both

offer a distributed spatial multiplexing gain, allowing multiple users to communicate con-

currently on the same physical channel. MMSE relaying has furthermore been found to

additionally offer a distributed diversity gain. This allows for even higher communication

rates for each individual user than in classical point-to-point systems.

MUZF relaying was finally implemented on the RACooN Lab, which is a demonstrator

available at the Wireless Communications Group at ETH. The results indicated that inter-

user interference can be efficiently suppressed in a real-world environment. This proves

some of the theoretical concepts that have been presented previously and shows that the

devised schemes work on practical hardware.

Although some interesting and very promising results have been obtained, there are still

many issues that have not received much attention yet. An inherent disadvantage of one-way

relaying, i.e. the type of networks discussed in this work, is that it takes four channel uses to

exchange two messages between two users. Two-way relaying promises to offer considerable

performance gains over one-way relaying in this case because only two channel uses are

required to exchange two messages. An overview of recent advances in two-hop relaying is

given in [210].

Open issues in cooperative communication that have yet to be addressed are for example

two-way relaying schemes in the presence of multiple distributed relays or gain allocation

schemes for broadband systems. The latter will lead to gain filters instead of scalar gain

factors which are sufficient for frequency-flat channels. The assignment of sources, relays,

and destinations from a set of nodes in a dynamic network is another very interesting prob-

lem. Physical layer as well as network layer concepts (’cross-layer optimization’) have to be

taken into account in order to find smart solutions. Efficient strategies to cope with mobile

nodes entering or leaving the system have also yet to be found. Gain allocation schemes

for cooperative communication systems that are practical and at the same time robust with

respect to system imperfections like noisy or outdated CSI, timing errors, phase noise and

other hardware imperfections will be a big step towards implementation. One of the biggest

challenges for coherent cooperative communication systems will, however, be the exchange
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of channel information and other feedback data to compute the relay gain factors. For large

number of nodes, this overhead is likely to be prohibitive. Smart solution have to be found

that either do not require this kind of feedback or can handle it efficiently. Secondary com-

munication systems like Bluetooth or UWB might be the key to handle this problem. And

finally, fundamental performance bounds of distributed communication protocols remain yet

to be found.
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A.1 Proof of (4.163)

Let

�H �
��hSkR1

, . . . ,�hSkRNR
,�hR1Dm, . . . ,

�hRNR
Dm

�
(A.1)�H �

��hSkR1
, . . . ,�hSkRNR

,�hR1Dm, . . . ,
�hRNR

Dm

�
(A.2)

denote the sets of actual and estimated channel coefficients between source k and all relays

and between all relays and destination m. It will furthermore be useful to define the subset

�Hl �
��hSkRl

,�hRlDm

�
. (A.3)

The MSE of the estimated compound channels is given by

e
�A1�
SkRDm

� E �H
 ��δSkRDm

��2! �
�

3
�H

��δSkRDm

��2 p� �H� �H�
d �H, (A.4)

where p
� �H� �H�

is pdf of �H given �H. In order to find e�A1�
SkRDm

, the squared channel estimation

error is first written as

��δSkRDm

��2 � �����
NR�
l�1

δSkRlDm

�����
2

�

�
NR�
p�1

NR�
q�1

δSkRpDmδ


SkRqDm

, (A.5)
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where

δSkRlDm :� hSkRlDm
� �hSkRlDm

(A.6)

is the channel estimation error of the two-hop channel coefficient from source k via relay l

to destination m. With (A.5), equation (A.4) becomes

e
�A1�
SkRDm

�
3
�H

NR�
p�1

NR�
q�1

�
δSkRpDmδ



SkRqDm

�

 p

� �H� �H�
d �H. (A.7)

Next, the conditional pdf p
� �H� �H�

has to be found. Since the propagation channels are

mutually independent, it can be written as

p
� �H� �H�

�
NR?
l�1

p
��hSkRl

� �H�

 p

��hRlDm
� �H�

. (A.8)

Let �h � �H be an arbitrary element of �H and �h � �H the corresponding estimate in �H. With

the channel estimates

�hSkRl
� c

��hSkRl
e
�jψSkRl � nSkRl

�
(A.9)�hRlDm

� c
��hRlDm

e
jψRlDm � nRlDm

�
(A.10)

given in (4.138) and (4.139), �h can be written in the form

�h � c
��hejψ � n� , (A.11)

where �h � CN �0, σ2
h�, n � CN �0, σ2

n�, and ψ � N �
0, σ2

ψ

�
. The conditional pdf p

��h� �H�
can thus be written as

p
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�
3
ψ

p
��h, ψ� �H�

dψ �

�
3
ψ

p
��h�ψ, �H�

p
�
ψ� �H�

dψ. (A.12)

In order to compute p
��h� �H�

, the conditional pdfs p
��h�ψ, �H�

and p
�
ψ� �H�

have to be

found:
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• Finding p
��h�ψ, �H�

: Solving (A.11) for �h delivers

�h � 1

c
�he�jψ � n�, (A.13)

where n� � n 
 e�jψ has the same statistics as n. Obviously, p
��h�ψ, �H�
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and
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c
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. (A.14)

Equation (A.14) is the pdf of a complex Gaussian random variable with mean 1
c
�he�jψ

and variance σ2
n.

• Finding p
�
ψ� �H�

: Bayes’ Theorem yields

p
�
ψ� �H�

�
p
� �H�ψ� p �ψ�
p
� �H� � p �ψ� , (A.15)

where p
� �H�ψ� � p

� �H�
because ψ and �h are independent and �h is circular symmet-

ric. Intuitively, this means that knowledge of ψ does not give any information about

the elements of �H. Since ψ is real-valued, equation (A.15) becomes
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With (A.14) and (A.16), the pdf p
��h� �H�

in (A.12) is
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The conditional pdfs of the actual first-hop channels given their estimates, i.e.

p
��hSkRl

� �H�
� p

��hSkRl
��hSkRl

�
, are easily found by replacing ψ � �ψ and inserting

σ2
ψ � �k � 1�σ2

pn into (A.17). Consequently,

p
��hSkRl

��hSkRl

�
� 1

πσ2
n

�
2π �k � 1� σ2

pn






3
ψ

exp

�
� 1

σ2
n

�����hSkRl
� 1

c
�hSkRl

ejψ
����2 � ψ2

2 �k � 1�σ2
pn



dψ. (A.18)

Likewise, the pdfs of the actual second-hop channels given their estimates, i.e.

p
��hRlDm

��hRlDm

�
, are found by inserting σ2

ψ � �NSD � 1� l� σ2
pn into (A.17). Hence,
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The integrals in (A.18) and (A.19) have no closed-form solution. The following substitutions

are used for the sake of a simpler notation:

fSkRl
:� p

��hSkRl
��hSkRl

�
(A.20)

fRlDm
:� p

��hRlDm
��hRlDm

�
(A.21)

With (A.20) and (A.21), the MSE in (A.7) can be written as
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Since fSkRl
and fRlDm

are pdfs, it holds that3
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fSkRl
d�hSkRl

�
3
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Consequently, (A.22) reduces to
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where the set �Hl is defined in (A.3). In order to compute (A.24), the following two equalities

will be used:3
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For the first-hop channel estimates, �h has to be replaced by �hSkRl and σ2
ψ by �k � 1�σ2

pn.

For the second-hop channel estimates, �h has to be replaced by �hRlDm and σ2
ψ by

�NSD � 1� l� σ2
pn. The MSE e

�A1�
SkRDm

is found be analyzing the sum and the double sum

in (A.24) separately:

Sum: First, the squared channel estimation error in (A.24) can be written as (cf. (A.6))
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Inserting (A.27) into the sum in (A.24) yields a sum of integrals:3
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• The first summand in (A.28) can be solved using (A.26):3
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• The second summand in (A.28) is trivially solved:3
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• Finally, the third summand in (A.28) can be solved using (A.25). The integral can be

written as3
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The equivalent channel coefficients �hSkRl
and �hRlDm

can be written as a function of
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their respective estimates defined in (4.138) and (4.139). Their product is thus
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where the phases ψSkRl
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are given by (cf. (4.137) and (4.140))
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With (A.32) – (A.34), equation (A.31) becomes3
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Inserting σ2
ψ � �NSD � k � l�σ2

pn and σ2
ψ � 0, respectively, into (A.25) delivers3
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The sum in (A.24) is thus given by
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where (A.29), (A.30), and (A.41) were inserted into (A.28).
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Double sum: The summands of the double sum in (A.24) can be written as3
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where �h�SkRl and �h�RlDm are defined in (A.33) and (A.34), respectively. Using the results in
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The double sum in (A.24) is thus given by

NR�
p�1

NR�
q�1
q�p

� 3
�Hp

δSkRpDmfSkRp
fRpDm d

�Hp 

3
�Hq

δ
SkRqDmfSkRq
fRqDm d

�Hq



�

�
NR�
p�1

NR�
q�1
q�p

��
1

c2
e�

1
2�NSD�k�p�σ2

pn � 1

	�hRpDmgp
�hSkRp






�

1

c2
e�

1
2�NSD�k�q�σ2

pn � 1

	�h
RqDmg
q�h
SkRq


. (A.45)

The MSE in (A.24) can finally be computed with (A.42) and (A.45)

e
�A1�
SkRDm

�
NR�
l�1

�
�gl�2

�
σ2

n �
1

c2

����hRlDm

���2	�
σ2

n �
1

c2

����hSkRl

���2	�
�

�
1� 2

c2
e�

1
2�NSD�k�l�σ2

pn

	 ����hRlDm

���2 �gl�2 ����hSkRl

���2 
�
�

NR�
p�1

NR�
q�1
q�p

��
1

c2
e�

1
2�NSD�k�p�σ2

pn � 1

	�hRpDmgp
�hSkRp






�

1

c2
e�

1
2�NSD�k�q�σ2

pn � 1

	�h
RqDmg
q�h
SkRq


. (A.46)

A.2 pdf of a Function of a Random Variable

Let X be a real-valued random variable with pdf fX�x�. Furthermore, let Y with pdf fY �y�
be a function of X:

Y � g�X� (A.47)

The goal is to express the pdf fY �y� of Y in terms of the pdf fX�x� of X and the function

g�X�. It can be found for example in [173] that in order to find fY �y� for a specific y, all xn
where y � g�xn�, n � 	1, . . . , N
 have to be found. Then,

fY �y� �
fX�x1�
�g��x1�� � . . .�

fX�xN �
�g��xN�� , (A.48)

where g��xi� � �
�xi g�xi� is the partial derivative of g�xi� with respect to xi.
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A.3 pdf of a Function of Two Random Variables

Let X and Y be real-valued random variables with pdfs fX�x� and fY �y�, respectively.

Furthermore, let Z be a function of both X and Y :

Z � g�X, Y � (A.49)

The goal is to express the statistics of Z in terms of the function g�X, Y � and the joint statis-

tics of X and Y . Given the region Dz of the xy-plane such that g�x, y� � z the distribution

function (cdf) of Z can be calculated as follows [173]:

FZ�z� �
D
Dz

fX,Y �x, y� dx dy. (A.50)

The function fX,Y �x, y� is the joint density of X and Y with

fX,Y �x, y� � �
2FX,Y �x, y�
�x �y . (A.51)

Considering the region ∆Dz of the xy-plane where z � g�x, y� � z � dz, the joint density

function

fZ�z� dz �
D

∆Dz

fX,Y �x, y� dx dy (A.52)

can be calculated.

Example: Joint pdf of the division of two random variables. The joint pdf of

Z � X

Y
(A.53)

is given in (A.52). To illustrate the present situation, consider Fig. A.1. With x � y 
 z and

dx � �y� 
 dz we have

fZ�z� dz �
3 �

��
�y� f�zy, y� dy dz, (A.54)

and thus

fZ�z� �
3 �

��
�y� f�zy, y� dy. (A.55)
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x

y

y

Dz

x � y 
 z

z 
 y

(a) Dz: Region where x
y 
 z

x

y

∆Dz

x � y 
 z

x � y �z � dz�

dx � �y� d

(b) ∆Dz: Region where z � x
y � z � dz

Fig. A.1: Region Dz and ∆Dz for the case of division of two random variables.

If the random variables X and Y are independent, then fX,Y �x, y� � fX�x� 
 fY �y�. Using

this property in (A.55) yields

fZ�z� �
3 �

��
�y�fX�zy�fY �y� dy, (A.56)

A.4 Multiuser Zero-Forcing Relaying Example

Consider the following simple example with 2 single-antenna source-destination pairs and 2

single-antenna relays1. The first-hop and second-hop channel matrices are defined as

HSR �
"
hS1R1

hS2R1

hS1R2
hS2R2

#
and HRD �

"
hR1D1

hR2D1

hR1D2
hR2D2

#
, (A.57)

where hSkRl
denotes the channel coefficient between source k and relay l and hRlDm

the

channel coefficient between relay l and destination m. Furthermore, the matrices

ΦS �
"
ejϕS1 0

0 ejϕS2

#
and ΦD �

"
ejϕD1 0

0 ejϕD2

#
(A.58)

1Note that at least 3 relays are required to orthogonalize 2 source-destination pairs. However, 2 relays are
sufficient for the purpose of explaining the notation.
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comprise the LO phase offsets of the sources and destinations, respectively. The gain matrix

is diagonal because the relays also employ a single antenna only. It can consequently be

written as

G �
"
g1 0

0 g2

#
. (A.59)

Furthermore,

g � vec �G� �
 
g1 0 0 g2

!T

. (A.60)

Finally, the equivalent two-hop channel matrix for traffic pattern IV is

�HIV �
" �hIV,11

�hIV,12�hIV,21
�hIV,22

#
(A.61)

The coefficients �hIV,11 and �hIV,22 contribute signal power at the destinations, and the co-

efficients �hIV,12 and �hIV,21 interference power. The vector �hIV is obtained by stacking the

columns of �HIV on top of each other. It can be calculated as

�hIV � vec
��HI

�
�

� �
ΦT

S  ΦH
D

� �
HT

SR  HRD

� 
 vec �G� :�
:� ΘΛ 
 g, (A.62)

where

�hIV �
 �hIV,11

�hIV,21
�hIV,12

�hIV,22

!T

(A.63)

Θ �

$((((%
ej�ϕS1

�ϕD1
� 0 0 0

0 ej�ϕS1
�ϕD2

� 0 0

0 0 ej�ϕS2
�ϕD1

� 0

0 0 0 ej�ϕS2
�ϕD2

�

&))))' (A.64)

Λ �

$((((%
hS1R1

hR1D1
hS1R1

hR2D1
hS2R1

hR1D1
hS2R1

hR2D1

hS1R1
hR1D2

hS1R1
hR2D2

hS2R1
hR1D2

hS2R1
hR2D2

hS1R2
hR1D1

hS1R2
hR2D1

hS2R2
hR1D1

hS2R2
hR2D1

hS1R2
hR1D2

hS1R2
hR2D2

hS2R2
hR1D2

hS2R2
hR2D2

&))))' . (A.65)
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If the zeros in g are dropped, the corresponding columns of Λ can be omitted. This delivers

5g � g1

g2

#
and 5Λ �

$((((%
hS1R1

hR1D1
hS2R1

hR2D1

hS1R1
hR1D2

hS2R1
hR2D2

hS1R2
hR1D1

hS2R2
hR2D1

hS1R2
hR1D2

hS2R2
hR2D2

&))))' . (A.66)

5Λ is obtained from Λ by omitting the second and the third column. The vector �hIV can then

be written as

�hIV � Θ5Λ 
 5g (A.67)

Next, the vector �hIV,i is obtained from �hIV by dropping the rows corresponding to channel

coefficients that contribute signal power at the destinations. It is

�hIV,i � Θi
5Λi 
 5g, (A.68)

where �hIV,i �
 �hIV,21

�hIV,12

!T

and

Θi �
"
ej�ϕS1

�ϕD2
� 0

0 ej�ϕS2
�ϕD1

�

#
, 5Λi �

"
hSR,11hRD,21 hSR,21hRD,22

hSR,12hRD,11 hSR,22hRD,12

#
. (A.69)

A.5 Matrix Derivatives

A.5.1 Derivatives of Traces

For any matrices A,B � Cn�n it holds that [211]

�
�Btr �AB� � �

�Btr �BA� � AT (A.70)

and for A,B � Cn�n, B diagonal

�
�Btr �AB� � �

�Btr �BA� � AT " I � A" I. (A.71)
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A.5.2 Derivatives of Matrix Inverses

For any matrix A � Cn�n invertible, it holds that [211]

�A�1

�α � �A�1�A
�αA�1 (A.72)

and furthermore

�A�2

�α � �A�1

��A
�αA�1 �A�1�A

�α
	

A�1. (A.73)

A.6 Matrix Equivalencies

For any matrices A,B,C � Cn�n and D1 � diag �d1� ,D2 � diag �d2� � Cn�n, the

following equivalencies hold [211]:

tr
�
D1ADH

1

� � dT
1 �A" I�d


1 � dH
1 �A" I�d1 (A.74)

tr �D1AD2B� � tr
�
d1d

T
2 


�
AT "B

��
(A.75)

tr
�
xyTA

� � xTATy, (A.76)

where x,y � Cn are vectors. Furthermore from AD1B" I � C" I it follows that

dT
1 � cT

�
AT "B

��1
and d1 �

�
A"BT

��1
c, (A.77)

where c � diag �C�.

A.7 Synthesis of a Diagonal Matrix

A diagonal matrix D � Cn�n can be constructed from a vector d � Cn by

D �
n�
i�1

EideT
i �

n�
i�1

eid
TET

i � DT and DH �
n�
i�1

eid
HET

i , (A.78)

where

Ei�k, l� �
,

1 , k, l � i

0 , else
, ei�k� �

,
1 , k � i

0 , else
. (A.79)
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The matrices Ei and the vectors ei are of size n! n and n! 1, respectively:

Ei �

$((((((((((((%

0 . . . 0
. . .

0
... 1

...

0
. . .

0 . . . 0

&))))))))))))'
78888888888888888889888888888888888888:

ith column

� ith row, and ei �

0
...

0

1

0
...

0

&))))))))))))'
� ith row (A.80)

A.8 Derivative Used in Linear Relaying Scenario

The cost function ε as given in (6.118) is

ε � tr �Rs��

� tr

�
NR�
i�1

�
Rs

�HH
SRei�gHET

i
�HH

RD

�

� tr

�
NR�
i�1

��HRDEi�geT
i
�HSRRs

�

�

� tr

��HRD

�
NR�
i�1

Ei�geT
i


 �A�
NR�
i�1

ei�gHET
i


 �HH
RD



�

� tr
�
RnD

�
PS

�gH
��A" I

� �g. (A.81)

In order to compute the derivative �
�µε the five summands in (A.81) are investigated sepa-

rately.

A.8.1 Summand 1

It is obvious that

�
�µtr �Rs� � 0. (A.82)
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A.8.2 Summand 2 and 3

The following rules for matrix derivatives are used to compute the 2nd and 3rd summand of

(A.81):

�
�αtr

��A�
� tr

�
� �A
�α



(A.83)

�
�α

�
i

�Ai �
�
i

�
� �Ai

�α



(A.84)

�
�α

�A�B�α��C � �A��B�α��α
�C (A.85)

Consequently,

�
�µtr

�
NR�
i�1

�
Rs

�HH
SRei�gHET

i
�HH

RD

�

� tr

�
NR�
i�1

�
Rs

�HH
SRei

��gH

�µ ET
i
�HH

RD

	

(A.86)

and

�
�µtr

�
NR�
i�1

��HRDEi�geT
i
�HSRRs

�

� tr

�
NR�
i�1

��HRDEi
��g
�µeT

i
�HSRRs

	

. (A.87)

A.8.3 Summand 4

The chain rule of matrix derivatives, i.e. [211]

� �A�B
�α � �

�A
�α

�B� �A��B�α , (A.88)

is applied to the 4th summand:

�
�µtr

��HRD

�
NR�
i�1

Ei�geT
i


 �A�
NR�
i�1

ei�gHET
i


 �HH
RD



�

� tr

��HRD

�
NR�
i�1

Ei

��g
�µeT

i


 �A�
NR�
i�1

ei�gHET
i


 �HH
RD



�

� tr

��HRD

�
NR�
i�1

Ei�geT
i


 �A�
NR�
i�1

ei
��gH

�µ ET
i


 �HH
RD



(A.89)
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A.8.4 Summand 5

Again the chain rule (A.88) is used to get

�
�µ

�
tr
�
RnD

�
PS

�gH
��A" I

��g
 � tr
�
RnD

�
PS

��gH

�µ
��A" I

� �g�
� tr

�
RnD

�
PS

�gH
��A" I

� ��g
�µ (A.90)

from the 5th summand.

A.8.5 Derivative of �g with respect to µ

In Appendix A.8.2 to A.8.4 the derivatives ��g
�µ and ��gH

�µ have to be computed. To this end, the

following rules for the derivatives of matrices are used.

�A�1

�α � �A�1�A
�αA�1 (A.91)

�
�α �A"B� � �A

�α "B�A" �B�α (A.92)

The derivative of the gain vectors �g with respect to µ then is

��g
�µ �

�
�µ

���B" �A

��1

	

 diag

��CH
�
�

� �
��B" �A


��1

�;;� �
�µ

�B788988:
�I

"�A


�ÆÆ���B" �A

��1


 diag
��CH

�
�

� �
��B" �A


��1 �
I" �A


�

 �g. (A.93)

Furthermore,

��gH

�µ � diag
��C�T


 ��µ
���B" �A


��1
	
�

� �diag
��C�T



��B" �A


��1
� �
�µ

�B" �A

	��B" �A


��1

�

� �g̃H 

�
I" �A


���B" �A

��1

. (A.94)
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A.8.6 Final Result

The derivative of ε with respect to µ is obtained by using the results of Appendix A.8.1 to

A.8.4 as well as (A.93) and (A.94):

�ε
�µ � �tr

�
NR�
i�1

�
Rs

�HH
SRei

��gH

�µ ET
i
�HH

RD

	

� tr

�
NR�
i�1

��HRDEi
��g
�µeT

i
�HSRRs

	

�

� tr

��HRD

�
NR�
i�1

Ei
��g
�µeT

i


 �A�
NR�
i�1

ei�gHET
i


 �HH
RD



�

� tr

��HRD

�
NR�
i�1

Ei�geT
i


 �A�
NR�
i�1

ei
��gH

�µ ET
i


 �HH
RD



�

� tr
�
RnD

�
PS

��gH

�µ
��A" I

� �g � tr
�
RnD

�
PS

�gH
��A" I

� ��g
�µ. (A.95)

This expression can be simplified considerably:

Summand 1 and 2: Inserting (A.93) and (A.94) into the first two summands of (A.95) and

using the matrix equivalency

tr �XDY� � dT 
 diag
�
XTYT

�
, (A.96)

where X,Y � Cn�n and D � diag �d� � Cn�n, delivers

� tr

�
NR�
i�1

�
Rs

�HH
SRei

��gH

�µ ET
i
�HH

RD

	

� tr

�
NR�
i�1

��HRDEi
��g
�µeT

i
�HSRRs

	

�

�� tr

�
Rs

�HH
SR 
 diag

���gH

�µ
	

 �HH

RD

	
� tr

��HRD 
 diag

���g
�µ

	

 �HSRRs

	
�

�� tr

�
Rs

�HH
SR diag

�
�diag

��C�T��B" �A

��1�

I" �A

���B" �A


��1
	 �HH

RD

	
�

� tr

��HRD diag

�
�
��B" �A


��1�
I" �A


���B" �A

��1

diag
��CH

�	 �HSRRs

	
�

� diag
��C�T ��B" �A


��1 �
I" �A


���B" �A

��1

diag
��H


SRRs
�H


RD

�
�

� diag
��CH

�T ��BT " �AH
��1 �

I" �AH
���BT " �AH

��1

diag
��HT

RDRs
�HT

SR

�
�

� 2 
 diag
��C�T ��B" �A


��1



�
I" �A


�


��B" �A


��1

diag
��CH

�
�

� 2 
 �gH
�
I" �A


� �g. (A.97)
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Summand 3 and 4: In order to simplify the 3rd and 4th summand of (A.95) the matrix

equality

tr �D1XD2Y� � tr
�
d1d

T
2 


�
XT "Y

��
(A.98)

is used, where X,Y � Cn�n, D1 � diag �d1� ,D2 � diag �d2� � Cn�n. Furthermore,

tr
�
uvTX

� � uTXTv. (A.99)

Consequently,
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��HRD

�
NR�
i�1

Ei
��g
�µeT

i


 �A�
NR�
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ei�gHET
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 �HH
RD



�

� tr

��HRD 
 diag
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�µ

	

 �A 
 diag

��gH
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RD
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� tr

�
diag
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 �A 
 diag
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 �HH

RD
�HRD
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� tr
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�µ 
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RD

�HRD

�	
�

� tr
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� �g 
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RD
�HRD
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�� tr
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RD
�HRD
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��1 �

I" �A

�	

�

�� tr
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 �gH 
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��HH
RD

�HRD � µI� µI
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�� tr

�;;;��g 
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�;;;���AT " �B�788888988888:
���B� �A��

�
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��ÆÆÆ���B" �A

��1 �
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��ÆÆÆ��

�� tr
��g 
 �gH
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I" �A


��
� tr

��g 
 �gH 

��AT " µI

���B" �A

��1 �

I" �A

�	

�

�� �gT
�
I" �AH

� �g
 � �gT
�
I" �AH

���BT " �AH
��1 ��A" µI

� �g
 �
�� �gH

�
I" �A


� �g � �gH
��AT " µI

���B" �A

��1 �

I" �A

� �g �

�� �gH
�
I" �A


� �g � �gH
��AT " µI

� ��g
�µ. (A.100)
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Summand 4 can be simplified in the same manner:

tr

��HRD

�
NR�
i�1

Ei�geT
i


 �A�
NR�
i�1

ei
��gH

�µ ET
i


 �HH
RD



�

�� �gH
�
I" �A


� �g � ��gH

�µ
��AT " µI

��g. (A.101)

Inserting (A.97) – (A.101) into (A.95) finally yields

�ε
�µ � 2�gH

�
I" �A


� �g�
� �gH

�
I" �A


� �g � �gH
��AT " µI

� ��g
�µ�

� �gH
�
I" �A


� �g � ��gH

�µ
��AT " µI

� �g�
� tr

�
RnD

�
PS

��gH
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��A" I

� �g � tr
�
RnD

�
PS

�gH
��A" I

� ��g
�µ �

� ��gH
��AT " µI

� ��g
�µ �

��gH

�µ
��AT " µI

��g�
� �gH

��A" tr
�
RnD
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PS

I



��g
�µ �

��gH

�µ

��A" tr
�
RnD

�
PS

I


�g. (A.102)

A.9 Derivative Used in LDAS Scenario

The cost function ε for the special case that Γ � γ�1I is given in (6.149). Using �G from

(6.145) delivers

ε � E

�222s� �HRD
�G�HSRs� �HRD

�GnR � γ�1nD

2222
2

�
�

� E

�222s� �HRD
�B�1�CH �A�H �HSRs� �HRD

�B�1 �CH �A�HnR � γ�1nD

2222

2

�
. (A.103)
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Expanding the norm and taking the expectation delivers

ε � tr �Rs��
� tr

�
Rs

�HH
SR

�A�1 �C�B�H �HH
RD

�
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�B�1�CH �A�H �HSRRs
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where �B � �BH and

γ�1 �

.//0tr
��G�A�GH

�
PS

. (A.105)

were used. The second last line of (A.104) can be rewritten by using (e.g. [211])

X
�
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��1 � �
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��1
X (A.106)

XH
�
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��1 � �
XHX� ξIm

��1
XH, (A.107)
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where X � Cn�m. We get
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The cost function ε only depends on µ. Inserting (A.108) into (A.104) and taking the deriva-

tive with respect to µ delivers
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296



A.10 RACooN Channel Measurements

and

�
�µ

�B�2 � �
�µ

��HH
RD

�HRD � µI
��2

�

� �2
��HH

RD
�HRD � µI

��3

(A.111)

were used.

A.10 RACooN Channel Measurements

A.10.1 rms Delay Spread

Some typical examples of estimated delay power spectral densities in the open office en-

vironment are depicted in Fig. A.2. In Fig. A.3 the estimated noise floors and identified

relevant paths are plotted for the same transmitter-receiver pairs as in Fig. A.2. Fig. A.4 de-

picts typical examples of the delay power spectral density of two-hop links in the open office

scenario. Only the previously identified relevant paths are considered.

A.10.2 Coherence Bandwidth

In Fig. A.5 and A.6 the frequency correlation functions �rττ �τ�� of some of the single-hop

and two-hop channels in the open office scenario are depicted. The considered frequency bin

is located at f � �20.32 MHz for all figures. The coherence bandwidth can be computed

for every frequency f from the frequency correlation functions. In Fig. A.7 and A.8 the

computed coherence bandwidths over the whole frequency range of 80 MHz are shown for

K � 0.9. Some typical single-hop and two-hop links in the open office scenario have been

considered.
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(d) From RACooN 8 to RACooN 3

Fig. A.2: Measured delay power spectral densities in the open office scenario. A character-
istic shape of the noise floor can be observed (indicated by the dashed circles in (a)
and (b)).
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(d) From RACooN 8 to RACooN 3

Fig. A.3: Measured delay power spectral densities with noise floor (dashed, red line) and
identified relevant paths (drawn in blue) in the open office scenario.

299



A Appendix

τ in s

� S
τ
τ

�τ

�i
n

dB

0.8 1 1.2 1.4 1.6 1.8 2 2.2
	10�6

-210

-200

-190

-180

-170

-160

-150

-140

-130

-120

(a) From RACooN 5 via RACooN 3 to RACooN 6

τ in s

� S
τ
τ

�τ

�i
n

dB

0.8 1 1.2 1.4 1.6 1.8 2 2.2
	10�6

-210

-200

-190

-180

-170

-160

-150

-140

-130

-120

(b) From RACooN 6 via RACooN 4 to RACooN 8

τ in s

� S
τ
τ

�τ

�i
n

dB

0.8 1 1.2 1.4 1.6 1.8 2 2.2
	10�6

-210

-200

-190

-180

-170

-160

-150

-140

-130

-120

(c) From RACooN 7 via RACooN 2 to RACooN 5

τ in s

� S
τ
τ

�τ

�i
n

dB

0.8 1 1.2 1.4 1.6 1.8 2 2.2
	10�6

-210

-200

-190

-180

-170

-160

-150

-140

-130

-120

(d) From RACooN 8 via RACooN 1 to RACooN 7

Fig. A.4: Measured delay power spectral densities for some two-hop channels in the open
office scenario.
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Fig. A.5: Estimated frequency correlation functions at f � �20.32 MHz in the open office
scenario for some single-hop links.
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Fig. A.6: Estimated frequency correlation functions at f � �20.32 MHz in the open office
scenario for some two-hop links.
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(d) From RACooN 8 to RACooN 3

Fig. A.7: Estimated coherence bandwidth for K � 0.9 in the open office scenario (single-
hop links).
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(d) From RACooN 8 via RACooN 1 to RACooN 7

Fig. A.8: Estimated coherence bandwidth for K � 0.9 in the open office scenario (two-hop
links).
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Acronyms

Notation Description

ADC analog to digital converter.

AF amplify-and-forward.

AGC automatic gain control.

AWGN additive white Gaussian noise.

cdf cumulative density function.

CF compress-and-forward.

CIR channel impulse response.

CSI channel state information.

DAC digital to analog converter.

DC direct current.

DF decode-and-forward.

DFE decision feedback equalizer.

DFT discrete Fourier transformation.

DMT diversity-multiplexing tradeoff.

EGC equal gain combining.

FDD frequency division duplex.

ICI intercarrier interference.

iid independent, identically distributed.

ISI intersymbol interference.
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Acronyms

Notation Description

KKT Karush-Kuhn-Tucker.

LDAS linear distributed antenna system.

LinRel linear relaying.

LNA low noise amplifier.

LO local oscillator.

LoS line-of-sight.

MB master-based.

MIMO multiple-input multiple-output.

MISO multiple-input single-output.

ML maximum likelihood.

MMSE minimum mean squared error.

MRC maximum ratio combining.

MSE mean squared error.

MUI multiuser interference.

MUZF multiuser zero-forcing.

NLoS non-line-of-sight.

OFDM orthogonal frequency division multiplexing.

OFDMA orthogonal frequency division multiple access.

PA power amplifier.

pdf probability density function.

PLL phase-locked-loop.

PSU power supply unit.

RACooN radio access with cooperating nodes.

RAM random access memory.

RF radio frequency.

RFU radio frequency unit.
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Acronyms

Notation Description

rms root-mean-square.

RPC remote procedure call.

RSSI radio signal strength indicator.

SB slave-based.

SINR signal-to-interference-and-noise ratio.

SIR signal-to-interference ratio.

SISO single-input-single-output.

SNR signal-to-noise ratio.

STU storage unit.

SVD singular value decomposition.

TDD time division duplex.

TDMA time division multiple access.

US uncorrelated scattering.

UWB ultra wideband.

VCO voltage controlled oscillator.

WSS wide-sense stationary.

WSSUS wide-sense stationary uncorrelated scattering.

ZF zero-forcing.
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Notation

Notation Description

x Bold-face lower-case letters denote vectors.

x � Ca Denotes a vector of size a! 1 with entries in C.

x�i� Element in row i of vector x.

X Bold-face upper-case letters denote matrices.

X � Ca�b Denotes a matrix of size a! b with entries in C.

X�i, j� Element in row i, column j of matrix X.

XT Matrix transpose.

XH Conjugate complex transpose (hermitian).

X�1 Matrix inverse.

det �X� Matrix determinant.

tr �X� Trace of the matrix X, i.e. sum of its diagonal elements.

Null �X� Nullspace of the space spanned by the columns of the

matrix X.

vec �X� Takes the columns of matrix X � Ca�b and stacks them

on top of each other to get a vector x � Ca�b.

diag �X� Takes the element of the main diagonal of the matrix

X � Ca�a and stacks them in a vector of size a! 1.

diag �x� Takes the elements of x and writes them into a diagonal

matrix.

Ia Identity matrix of size a! a.

1a Vector of all ones and dimension a! 1.

 Kronecker product.

" Hadamard (elementwise) product.

�x�2 Euclidean norm of the vector x; �x�2 �
�

xHx.

:� Definition.�� Corresponds to.
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Notation

Notation Description�� Approximately corresponds to.

x
 Conjugate complex of the scalar x � C.

� Convolution.

Re 	x
 Real part of x � C.

Im 	x
 Imaginary part of x � C.

� 	x
 Angle x � C; If x � �x� ejϕ then � 	x
 � ϕ.

�x� Absolute value of x � C.

max 	X 
 Maximum element in the set X .

min 	X 
 Minimum element in the set X .

arg maxx f�x� arg maxx f�x� :� 	x � �y : f�y� � f�x�
.
arg minx f�x� arg minx f�x� :� 	x � �y : f�y� � f�x�
.
Ex �f�x�� Expectation with respect to x.

logx Logarithm to the base of x.

erf �x� Error function; erf �x� � 2�
π

>x
0
e�t

2
dt.

In �
� Modified Bessel function of the first kind of order n.

F 	

 Fourier transform.

F�1 	

 Inverse Fourier transform.
�
�xf�x� Partial derivative of f�x� with respect to x.
�2

�x2 f�x� Second order partial derivative of f�x� with respect to x.

Z � �
�Xf�X� Partial derivative of the scalar function f�X� with re-

spect to the elements of X. The result Z is a matrix of

the same dimension as X: Z�i, j� � �
�X�i,j�f�X�.

x � N �m, σ2� x is a Gaussian random variable with mean m and vari-

ance σ2.

x � CN �m, σ2� x is a complex Gaussian random variable with mean m

and variance σ2.

x � CN �µ,Σ� x is a vector with entries that are complex Gaussian ran-

dom variables; mean vector µ � E �x� and covariance

matrix Σ � E
�
xxH

�
.

x � U �a, b� x is uniformly distributed with support x � �a, b�.
x � VM �µ, κ� x is a random variable that is distributed according to

von Mises distribution with location parameter µ and

concentration parameter κ.
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Frequently Used Symbols

Notation Description

MDm, Number of antennas at destination m.

MD Number of destination antennas.

MRl Number of antennas at relay l.

MR Number of relay antennas.

MSk Number of antennas at source k.

MS Number of source antennas.

ND Number of destinations.

NR Number of relays.

NSD Number of source/destination pairs.

NS Number of sources.

PR Total relay transmit power.

PS Total source transmit power.

G Gain matrix; G � CMR�MR .

HRD Second-hop channel matrix; HRD � CMD�MR .

HSD Direct link channel matrix; HSD � CMD�MS .

HSR First-hop channel matrix; HSR � CMR�MS .

ΦX Diagonal LO phase matrix of node X; ΦX � CMX�MX.�HRD Equivalent second-hop channel matrix; �HRD �
CMD�MR .�HSD Equivalent direct link channel matrix; �HSD � CMD�MS.�HSRD Equivalent two-hop channel matrix; �HSRD � CMD�MS .�HSR Equivalent first-hop channel matrix; �HSR � CMR�MS .

gl � C Gain factor at relay l.
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