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Abstract

In transport research, discrete choice models are used to represent many
aspects of travel behaviour. They model the choice of a decision-maker
who is confronted with a set of discrete alternatives and chooses the alter-
native that maximises his or her utility. Discrete choice models give an-
alysts and political decision-makers the opportunity to asses the impacts
of infrastructure schemes and transportation policies in different scenar-
10s with relatively low effort. Considering the scale of these projects and
their significance for society, a realistic representation of travel behaviour
is crucial.

To achieve more realistic travel behaviour models, researchers re-
cently focussed — amongst others — on two major issues: a more accurate
representation of the actual behaviour and the available alternatives by
the means of high-resolution data and the treatment of similarities be-
tween alternatives. The high-resolution observations are obtained from
GPS surveys which offer several advantages. Modellers benefit from
more accurate and reliable information while the participants’ burden is
reduced substantially as long as the GPS recording is not combined with
time-consuming questioning.

However, the increasing spatial resolution leads to new challenges,
in particular regarding the treatment of similarities. Choice models esti-
mated on high-resolution data are characterised by a large number of al-
ternatives and complex similarity structures due to an increasing number
of alternatives that differ only slightly from each other. Thus, state-of-
the-art models have to be able to handle large choice sets and at the same
time be flexible and able to accommodate various similarity structures.

In this dissertation, GPS observations for 32,000 person-days
recorded by inhabitants of the Swiss cities of Zurich, Winterthur, and
Geneva are processed with the aim to estimate car route choice models
with an appropriate treatment of the similarities between the alternatives.
The processing included filtering and cleaning the GPS records, deriving
trips, activities and modes, and identifying the chosen routes by matching
the car trips to a high-resolution network. Then, the choice sets were gen-
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erated. The subsequently estimated route choice models tested different
adjustment terms to account for route overlap. During the entire process,
interesting lessons were learned about the new challenges introduced by
the high level of spatial detail. These lessons are of vital importance for
all analysts who want to model travel behaviour with this new generation
of individual travel behaviour observations.



Zusammenfassung

In der Verkehrsplanung werden mit diskreten Entscheidungsmodellen
vielféltige Aspekte des Verkehrverhaltens abgebildet. Modelliert wird die
Entscheidung einer Person, die aus einem Satz von Alternativen diejeni-
ge die mit dem grossten Nutzen auswihlt. Diskrete Entscheidungsmo-
delle bieten Planern und politischen Entscheidungstriagern die Moglich-
keit, die Auswirkungen von Infrastrukturverdnderungen und verkehrspo-
litischen Massnahmen fiir verschiedene Szenarien mit relativ geringem
Aufwand zu bestimmen und zu vergleichen. Angesichts der Grossenord-
nung dieser Projekte und ihrer Bedeutung fiir die Gesellschaft, ist eine
realistische Abbildung des Verkehrsverhaltens in den Modellen dusserst
wichtig.

Um eine realistischere Abbildung des Verkehrsverhaltens zu errei-
chen, hat sich die Forschung in letzter Zeit unter anderem auf zwei The-
mengebiete konzentriert: die genauere Abbildung des tatsidchlichen Ver-
haltens und der Auswahlalternativen durch den Einsatz von hochaufgelo-
sten Daten und die Behandlung von Ahnlichkeiten zwischen den Alterna-
tiven. Hochaufgeldste Beobachtungen des Verkehrsverhaltens stammen
aus GPS Studien, die zahlreiche Vorteile bieten. Verkehrsplaner profitie-
ren von genaueren und zuverldssigeren Informationen iiber das Verkehrs-
verhalten wihrend der Aufwand fiir die Befragten gering ist, sofern die
GPS Aufzeichnungen nicht von zeitaufwindigen Befragungen begleitet
werden.

Andererseits birgt die grossere raumliche Auflosung auch neue Her-
ausforderungen fiir die eigentliche Modellierung, besonders im Hinblick
auf die Behandlung von Ahnlichkeiten zwischen den Alternativen. Ent-
scheidungsmodelle, die auf hochaufgelosten Daten geschiitzt werden,
sind durch eine grosse Anzahl an Alternativen und komplexe Ahnlich-
keitsstrukturen gekennzeichnet, da es viel mehr Alternativen gibt, die
sich in den wesentlichen Merkmalen kaum von anderen Alternativen un-
terscheiden. Daher miissen moderne Entscheidungsmodelle grosse Alter-
nativensitze verarbeiten konnen und gleichzeitig flexibel genug sein um
vielfiltige Ahnlichkeitsstrukturen abzubilden.



Zusammenfassung

In Rahmen dieser Dissertation wurden GPS Beobachtungen ausge-
wertet, die 32’000 Personen-Tage umfassen und von Personen wohnhaft
in Zirich, Winterthur und Genf stammen. Das Ziel war, aus diesen Daten
Routenwahlmodelle fiir PW-Fahrten zu schitzen, die in geeigneter Weise
die Ahnlichkeiten zwischen den Routen beriicksichtigen. Dazu wurden
die GPS Punkte filtert und geglittet, zwischen Fahrten und Aktivitdten
unterschieden, fiir die Fahrten die verwendeten Verkehrsmittel identifi-
ziert und die gewihlten Routen innerhalb eines hochaufgelosten Netz-
werks bestimmt. Anschliessend wurden die Alternativensitze generiert.
Die daraus geschitzten Routenwahlmodelle testeten verschiedene Kor-
rekturfaktoren fiir die Behandlung der Ahnlichkeiten. Im Verlaufe aller
Arbeitsschritte wurden interessante Erkenntnisse iiber die neuen Heraus-
forderungen gewonnen, die die Verwendung von hochaufgeldsten Daten
mit sich bringt. Diese Erkenntnisse werden eine entscheidende Hilfe fiir
andere Verkehrsplaner sein, die diese noch relativ neue Moglichkeit der
Beobachtung des individuellen Verkehrsverhaltens nutzen mochten.
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Chapter 1

Introduction

1.1 Motivation

Discrete choice models are standard for modelling consumer behaviour.
In transport research, they are applied to all aspects of travel behaviour,
including, but not limited to, household activity scheduling, destination
choice, route choice and mode choice. They model the choice of a
decision-maker who is confronted with a set of discrete alternatives and
chooses the one that maximises his or her utility. The utility depends
on the decision-maker’s individual preferences, the choice situation, the
characteristics of the alternative and its similarities with the other avail-
able alternatives. Employing discrete choice models, analysts and polit-
ical decision-makers have the opportunity to asses the impacts of plan-
ning alternatives and infrastructure schemes in different scenarios with
relatively low effort. Therefore, discrete choice models are of special
importance for the evaluation of transport policies, such as infrastructure
investments or the introduction of tolls. Considering the scale of these
projects and their significance for society, a realistic representation of
travel behaviour is crucial.

To achieve more realistic travel behaviour models, researchers re-
cently focussed — amongst others — on two major issues: a more accurate
representation of actual behaviour and available alternatives by means of
high-resolution data and treatment of similarities between alternatives.
Since the two issues are inherently linked with each other, they are both
addressed in this dissertation. The overall aim is to estimate discrete
choice models on high-resolution data with an appropriate treatment of
similarities between alternatives.

The increasing use of new survey technologies, in particular GPS,
makes a completely new form of individual travel behaviour observations
available to transport modellers. Instead of asking the survey participant
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to recall and explain the comprehensive schedule of the previous day(s) —
including his activities, trips, modes, routes and departure times — his or
her daily routine and movements can be recorded second-by-second and
with an accuracy of, at least under ideal conditions, 5-10 metres. More-
over, inherent problems of recollection-based surveys originating from
people’s inability to judge distances and travel times and their tendency
to forget short trips or activities, are avoided. Thus, the modeller benefits
from more accurate and reliable information about times, geographic lo-
cations, and routes while the participants’ burden is reduced substantially
as long as the GPS recording is not combined with extensive question-
ing to derive additional information, such as trip purposes and transport
modes.

Yet, the new survey technologies also bring new challenges. The first
challenge is the postprocessing of the data that is required to make the
observations usable for model estimation. As stated above, one of the
aims associated with the use of GPS in transport surveys is to reduce the
burden for the participants. This can only be achieved if the GPS data
collection does not involve time-consuming questioning to derive addi-
tional information. However, without additional information, 1.e. modes
and trip purposes, extensive post-processing is required.

The second challenge is the choice set generation procedure. To ex-
ploit the advantages of the high level of spatial detail in the observations,
a high-resolution representation of the infrastructure, i.e. the road and
public transport network, the activity locations, etc., is essential. This,
however, substantially raises the requirements for the choice set gener-
ation, particularly in terms of computation time but also regarding the
choice set composition. A lot of the recently published behaviourally
advanced choice set generation procedures are basically not computable
in reasonable time for the high level of spatial resolution. Thus, faster
algorithms are required that produce credible choice sets.

The third challenge is the management of the large number of alter-
natives available in a high-resolution infrastructure representation. The
high level of detail considerably amplifies the difference between the
number of objectively available and subjectively considered alternatives
because many alternatives in the large objective choice set deviate only
slightly from each other. Thus, the choice set generation needs to explore
many more alternatives to find all alternatives relevant for the choice ob-
served. However, since the individually considered choice set is small
and larger choice sets lead to longer model estimation times, the modeller
should reduce the choice set size using appropriate reduction procedures
that increase the behavioural realism of the choice set.
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The treatment of similarities between alternatives is also affected by
the high spatial resolution and the large number of alternatives. The large
number of alternatives necessitates the use of simple model structures
such as the Multinomial Logit (MNL) model. However, one major short-
coming of the MNL model is its inability to adequately account for the
similarities between alternatives due its independence of irrelevant alter-
natives (IIA) property. This shortcoming is even more problematic since
the overall similarity within the choice sets increases due to the high
level of spatial detail. Suitable approaches to overcome the IIA property
have to accommodate various and complex similarity structures and at
the same time be computationally efficient. In principle, there are three
groups of approaches: Allowing for non-zero off-diagonal elements in
the variance-covariance matrix of the errors, employing factorial error
components in addition to i.i.d. Gumbel errors, and adjustment terms in
the systematic part of the utility function. The approach of using adjust-
ment terms is especially appealing because of its simplicity and elegance.
Instead of structuring the choice set a priori or taking the chance of mis-
leading assumptions about correlations, only the type of similarities is
specified. That way, the individual characteristics of the alternatives are
accounted for and a value is assigned to the impact of specific interde-
pendencies. Moreover, adjustment terms are calculated prior to model
estimation and treated like other attributes in the deterministic part of
the utility. Thus, they only lead to a small increase in computation time
and are especially suitable for the modelling of choices with many al-
ternatives. However, adjustment terms strongly depend on the choice
situation and are usually not offhand transferable. The analyst has to
determine for each choice situation which adjustment term is most ap-
propriate. This applies especially if new types of data or new choice
problems are involved.

In order to address the issues raised above, this dissertation describes
the steps that were undertaken for the analysis of a large scale GPS data
set. The data set contains about 32,000 person-days recorded by inhabi-
tants of the Swiss cities of Zurich, Winterthur, and Geneva. 4,882 partic-
ipants were asked to carry an on-person GPS logger for 6.65 days on av-
erage. No additional information, such as socio-demographic attributes,
modes or trip purposes, was available for this study. The GPS observa-
tions were processed with the aim to estimate car route choice models.
The processing included filtering and cleaning the GPS records, deriving
trips, activities and modes, and the identification of the chosen routes by
matching the car trips to a high-resolution network. Then, the choice sets
were generated. The subsequently estimated route choice models tested

3
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different adjustment terms to account for route overlap. During the en-
tire process, interesting lessons were learned about the new challenges
introduced by the high level of spatial detail. These lessons are of impor-
tance for all analysts who want to model travel behaviour with this new
generation of individual travel behaviour observations.

One example for this new kind of models are destination choice mod-
els estimated using GPS observations and individual facilities instead of
zones. Therefore, the thesis concludes with the conceptual considera-
tions for these high-resolution destination choice models that base on the
experiences gained with the route choice models. Similarities originating
from the route and mode to reach the destination are accounted for along
with several other aspects of similarities present in a destination choice
context.

1.2 Structure of the dissertation

The individual parts of this dissertation have been presented at confer-
ences or published in journals. Some of them were joined and updated
into the chapters of this dissertation.

Chapter 2] summarises and evaluates different approaches to account
for similarities between alternatives that have been proposed in the litera-
ture. After a detailed introduction of the MNL model and its ITA property,
three different types of approaches are presented with a special focus on
their appropriateness for high resolution applications.

Chapter [3]describes a GPS post-processing procedure needing no in-
put other than the most basic GPS raw data: three-dimensional positions
and timestamps. The procedure comprises several modules. First, the
data is thoroughly cleaned and smoothed. Second, trips and activities are
determined. Third, the trips are segmented into single-mode stages and
the transport mode for each stage is identified. The procedure is applied
to the GPS records collected in Zurich, Winterthur and Geneva. The
results are compared to the Swiss Microcensus 2005 to demonstrate that
the data obtained is ready for further applications, such as discrete choice
model estimations.

Before the results of the GPS processing procedure described in
Chapter 3| can be employed for route choice modelling, the chosen routes
have to be extracted from a network. This is done with the map-matching
algorithm presented in Chapter ] The algorithm is designed to match
large-scale GPS data sets on a high-resolution navigation network in ac-
ceptable computation time. The chapter describes the implementation of

4
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the algorithm and evaluates its performance both in terms of accuracy
and computational efficiency.

The high level of spatial detail offered by the GPS observations raises
the requirements for the choice set generation procedure, particularly in
terms of computation time but also regarding the choice set composi-
tion. Only algorithms based on shortest path search are computationally
feasible for the high-resolution network used in this work. Thus, Chap-
ter[5|presents a new route set generation algorithm based on shortest path
search with link elimination. The proposed procedure ensures high diver-
sity between the routes as well as computational feasibility for large-scale
problems. To demonstrate the usability of the algorithm, its performance
and the resulting route sets are compared to those of a Stochastic Choice
Set Generation algorithm.

The route choice models based on the data derived in the Chapters
M4 and [5] are described in Chapter [6| Different choice set generation pro-
cedures as well as choice set sizes are evaluated regarding their effect
on the choice set composition and the resulting route choice models. In
addition, the impact of different route attributes is investigated. The fo-
cus, however, is put on the analysis of the adjustment terms, that account
for route overlap. Different formulations are tested in order to evaluate
which mechanisms are at work in car route choice in an urban or subur-
ban context.

Chapter (/| presents a general framework for the treatment of similari-
ties in a discrete choice model for destination choice of secondary activi-
ties. The framework combines several aspects of similarity derived from
spatial location, the journey to and from the destination, trip chaining re-
strictions, and the attributes of the alternatives themselves. Moreover, it
1s applicable to a simultaneous route, mode and destination choice model.

The dissertation closes with a summary of the results and an outlook
towards open research questions in Chapter [§
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1.3 Contributions

In this thesis, several contributions to the literature are made. The main
contributions in order of appearance in the thesis are:

e The development of advanced GPS processing procedures for data
cleaning, trip and activity detection, mode identification and map-
matching in Chapters [3] and {4}

e The implementation of an efficient choice set generation procedure
for routes in a high-resolution network in Chapter 3]

e The evaluation of different choice set reduction procedures that al-
low the management of the large number of alternatives in route
choice sets while increasing the realism of the choice sets in Chap-

ter [6l

e The use of a road type specific Path Size factor that delivered more
stable results and more insights into behavioural mechanisms at
work in car route choice in Chapter [6]



Chapter 2

Recent Developments
Regarding Similarities in
Transport Modelling

This chapter is based on the papers:

Schiissler, N. and K. W. Axhausen (2007) Recent developments
regarding similarities in transport modelling, paper presented at the 7th
Swiss Transport Research Conference, Ascona, September 2007.

Axhausen, K. W. and N. Schiissler (2007) Similarity, visibility and
similar concepts: A note, Working Paper, 458, IVT, ETH Zurich, Zurich.



Chapter 2. Recent Developments Regarding Similarities in Transport Modelling

Discrete choice models have manifold applications in the representa-
tion of consumer behaviour. They model the choice of a decision-maker
who is confronted with a set of discrete alternatives and has to choose one
of them based on its utility. The utility depends on the decision-maker’s
individual preferences, the choice situation, the characteristics of the al-
ternative and its similarities with the other available alternatives. The
most prominent discrete choice model is the Multinomial Logit (MNL)
model. One of of its major shortcomings is its inability to adequately
account for the unmodelled similarities between alternatives due its in-
dependence of irrelevant alternatives (IIA) property. Overcoming the IIA
property is therefore a major research issue for discrete choice modelling.

This chapter summarises and evaluates different approaches to over-
come the ITA property that have been proposed in the literature. After a
more detailed introduction of the MNL model and its ITA property, three
different types of approaches are presented with a special focus on their
appropriateness for large scale applications. The chapter concludes with
a discussion of the different approaches and an outlook towards future
research.

2.1 The MNL model and its ITA property

Discrete choice models are standard for modelling consumer behaviour.
In transport research, they are applied to all aspects of travel behaviour,
including, but not limited to household activity scheduling, destination
choice, route choice and mode choice. Therefore, discrete choice models
are of special importance for the evaluation of transport policies, such as
infrastructure investments or the introduction of tolls.

They are based on the idea that an individual - the decision-maker - is
confronted with a set of discrete alternatives, the choice set, and that he
or she has to choose one of them. As a decision rule, it is assumed that
the decision-maker seeks to maximise his or her personal utility. The
utility of each alternative is characterised by its measurable attributes
in interaction with unobserved sensitivities captured by the determinis-
tic component V;,, of the utility function. Beyond that, there are util-
ity components that cannot be measured directly due to several reasons.
First, there is heterogeneity of preferences across decision-makers. Sec-
ond, the knowledge and the information processing abilities of decision-
makers are limited. Third, there are further uncertainties regarding the
choice process, including attributes which the analyst is not able or not
resourced to measure. These elements are usually represented by the ran-

8



2.1. The MNL model and its IIA property

dom term ¢, of the utility function. Thus, the following utility function
1s postulated:

with V,, being defined as V;,, = f(5, zi,) , where (3 is a vector of taste
coefficients, and z;, a vector of the attributes of alternative ¢ as faced
by respondent n in the specific choice situation. In addition, socio-
demographic attributes of respondent n can be included in the systematic
part of the utility function.

The discrete choice model itself estimates for each alternative the
probability of being chosen from a given choice set:

The most commonly used discrete choice model is the Multinomial
Logit Model (MNL) proposed by McFadden|(1974). It is based on the as-
sumption that the random terms, often called error terms, are identically
and independently (i.i.d.) Gumbel distributed. The choice probability of
each alternative ¢ can then be derived as:

etV

P(ilCy) = S (2.3)
j

Thereby, 1 1s a positive scale parameter and related to the variance of
the Gumbel variable Var(e) = %. In the absence of a heterogeneous
population p is generally constrained to a value of 1.

The advantages of the MNL model are its flexibility in terms of its
deterrence sensitivity, and the ease of the parameter estimation (Ben-
Akiva and Lerman, |1985)). On the other hand, the MNL model has several
disadvantages, the most prominent being the Independence of Irrelevant
Alternatives (IIA) property: The ratio of the choice probabilities of two
alternatives does not depend on the existence or the characteristics of
other choice alternatives.

eVin
P@Ca) _ X i)
= 2 ViV 2.4
P(k|Cn> eVin € ( )

Zj etVin

An 1llustration for this problem is the well-known red bus/blue bus
paradox (Debreu, 1960), which describes two mode choice situations.
First, the decision-maker is facing two alternatives: taking the car or a
red bus. It is assumed, that each alternative has a choice probability of
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50%. In the second scenario, a blue bus with the same attributes relevant
for the decision as the red bus is added to the choice set. Because the new
alternative is just another option for using public transport, one would ex-
pect, that the share of the additional alternative comes completely at the
expense of the red bus and the resulting choice probabilities should be:
Powr = 50%, Preapus = 25% and Pyyepus = 25% — ignoring for now
the potential mode shift because of increased frequencies on the bus net-
work. However, because of the IIA property, the MNL returns the same
choice probability for each alternative (FPr,, = 33%%, PrciBus = 33%%
and PyueBus = 33%%) to guarantee that the ratio between the probabili-
ties for the car and the red bus stays equal to one.

Though the red bus and the blue bus obviously share a lot of char-
acteristics and are therefore similar, the MNL model ignores this com-
pletely. The same applies for any other choice context, as demonstrated
for example by Daganzo and Sheffi (1977) for private transport route
choice, where the similarity between routes is derived from their over-
lap. Thus, one possible interpretation of the IIA property of the MNL
model is its failure account for similarities between alternatives. Mathe-
matically, similarities can be represented by correlations. Since the error
terms in the MNL model are independently distributed, no unobserved
correlations are included in the model as can be seen from the variance-
covariance matrix for 5 alternatives depicted below, where because of its
immanent symmetry, only the upper triangle of the matrix is shown. The
matrix consists only of the variances of the alternatives’ utilities. The
covariances are assumed to be equal to O.

o 0 0 0 0
ag” 0 0 0
a” 0 0
a™ 0
O.in

This property leads to biased parameter estimates and behaviour fore-
casts, if the assumption of uncorrelated alternatives is not justified. Fur-
thermore, the model can miss an important aspect of the actual choice
behaviour. Solving this issue is still an ongoing research topic as is the
question whether similarities between alternatives have positive or neg-
ative effects on their choice probabilities. One derivation postulates that
similarities reduce the probability to be chosen. However, recent studies
such as |Weis (2006)), van Eggermond| (2007), Hoogendoorn-Lanser and
Bovy| (2007) or Frejinger and Bierlaire (2007) suggest that this assump-
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tion does not hold for all choice contexts. A positive influence of similar-
ities can for example be derived from the possibility to switch routes or
connections while the passenger is traveling or to a strong preference for
certain alternative attributes that are also present in the chosen alternative
such as a specific departure time, travel time or fare.

There are different ways of describing similarities between alterna-
tives. The most general way would be the Universal Logit (or Mother
Logit) model introduced by McFadden| (1975)). In the Universal Logit
model the utility of an alternative does not only depend on the at-
tributes of this alternatives but also on the attributes of all other alter-
natives. However, since McFadden et al.| (1977) expressed doubts about
the model’s consistency with utility maximisation — which could be dis-
pelled by Hettinger (2008) — and the difficulty of defining an appropriate
utility specification (Ben-Akiva, |19744), the number of its applications
are limited. Instead, three different approaches have been used that will
be described in the following sections:

e Imposing a nesting structure,

e explicitly modelling the correlation using multivariate error terms,
and

e introducing adjustment terms in the deterministic part of the utility
function.

The first group of models is presented in Section [2.2] and contains
most Multivariate Extreme Value (MEV) models other than the MNL
model. The alternatives are subdivided into groups, called nests. The
nests describe the correlation structure in the way that alternatives be-
longing to the same nest are correlated with each other. The nests can be
disjoint or alternatives can belong to more than one nest.

A prominent representative of the second group of models is the
Error-Components Logit (ECL) formulation of the Mixed Multinomial
Logit (MMNL) model. In addition to the i.i.d. Gumbel distributed error
term a multivariate randomly distributed error term is introduced in the
utility function that captures the correlation between alternatives. Sec-
tion discusses the MMNL and the Multinomial Probit and some of
their applications to transportation problems.

The models of the third group aim to capture similarities by correct-
ing the systematic component of the utility function. They rest upon
the assumption that the utility of an alternative is influenced by its de-
gree of similarity with other alternatives. Thus, they add a deterministic
adjustment term that measures the similarity to the utility function. Ad-
justment term models can also be seen as specific cases of the Universal
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Logit model where the utility is separated into a part that depends only
on the attributes of this alternatives and a second part that depends on the
attributes of other alternatives. The crucial issue for this approach is the
appropriate choice of the adjustment term. Section [2.4] examines several
adjustment terms that have been previously proposed in the literature.

2.2 Nesting structures

The family of Multivariate Extreme Value (MEV) models was intro-
duced by McFadden (1978) under the name of Generalised Extreme
Value (GEV) models. McFadden| (1978) also demonstrated that the MNL
model is a MEV model. The most popular model of this family, apart
from the MNL, is the Nested Logit model, first presented by Ben-Akiva
(1973, 1974b). Since the Nested Logit model is not able to capture all
kinds of correlations, the Cross Nested Logit model was introduced by
McFadden| (1978)). Bierlaire| (2006) proved that the Cross-Nested Logit
model is also a member of the MEV family of models, that the original
formulation by Ben-Akiva and Bierlaire| (1999) is equivalent to the for-
mulations by Papola (2004) and Wen and Koppelman|(2001) and that the
formulations by Small (1987) and Vovshal (1997) are special cases of this
formulation. The Cross-Nested Logit model was further generalised to
the Network MEV model (Daly and Bierlaire, [2006). All these models
are briefly discussed in this section.

The basic idea of the Nested Logit (NL) model is to divide all al-
ternatives of a choice set into disjoint nests. Correlations may remain
within the nests, but between the nests they are eliminated. Thus, the en-
tire utility function for alternative ¢ belonging to nest C,,,, has to be refor-
mulated. The systematic component incorporates the alternative specific
effects V! as well as the impacts associated with nest m, V¢ :

Un=V, +em+Ve, +ec,, (2.5)

where ¢;,, and ¢, = are independent. The distribution of the error-term
€in Temains 1.1.d. Gumbel with a scale parameter w,, > p, while the
error-terms ¢, jointly follow a distribution in a way that the random
variable mazcc,,, Uj, 1s Gumbel distributed with scale parameter .

Each nest C,,,,, has a composite utility Vémn, also called expected max-
imum utility or Logsum:

|
Ve = Vo, +—In > el (2.6)

" jeChn,
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2.2. Nesting structures

where Vi is the utility common to all alternatives in nest C),,,,. Thus,
the probability of choosing alternative ¢ that is part of nest C),,,, from the
individual choice set C',, can be calculated as the product of the probabil-
ity, that nest C,,, is chosen from the set of all nests and the probability
that alternative 7 is chosen from the alternatives belonging to nest m:

where
P(C,,.|C Yo 28
(Con|Cn) = W (2.8)
and
eNme
P(i|Cpp) = (2.9)

_ pm Vin
Z] €Cmn €

For Mﬁ = 1 Vk the NL model collapses to the MNL model.

As such, correlation between the error-terms of alternatives nested to-
gether is introduced. However, the model does not capture potential cor-
relation between nests. This can be illustrated by the variance-covariance
matrix. The example here shows the covariances for 5 alternatives, of
which alternatives 1 and 2 belong to the first nest, alternative 3 to a sec-
ond one and alternatives 4 and 5 to the third one:

o g% 0 0 0

ag” 0 0 0
a” 0 0
o ol

O.Z?’l

A solution to the problem of missed correlations between alternatives
that do not belong to the same nest is the Cross-Nested Logit (CNL)
model. In the CNL model, each alternative can belong to more than
one nest. To represent the degree of membership to a nest, an allocation
parameter 0 < «;,,, < 1 is introduced. Ben-Akiva and Bierlaire (1999)
formulate the utility function of the CNL as:

U =V, + e+ Ve, +cc,, + nam, (2.10)
where ¢;, and e, are defined as in Equation The choice probability
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for an alternative ¢ has then to be calculated over all nests m it partially
belongs to:

M
=Y P(Cpn|Ch) - P(i|Con) (2.11)

m=1
The Logsum for each nest C),,, of the CNL model is calculated by

Ve =Vo,, +in Y ajme’” (2.12)

and P(i|C,y,;,) is reformulated to
Qe

. SV
ZjeCmn Qjme "

P(i|Cyun) = (2.13)

It is important to note, that any functional relationship can be defined
for the allocation parameter «;,,, depending on the choice context, though
often, simple point-estimates are used. |Abbe et al.|(2007) derived a nor-
malisation for «,,, which is:

> afn = c,Vj € C, (2.14)

where c is a constant that does not depend on 7 and is usually assumed to
equal 1.

Thus, the CNL model is theoretically able to depict all kinds of corre-
lation structures by allowing the error-terms of alternatives that are some-
how nested together to be correlated. The following example shows the
matrix for a five alternatives belonging to three nests example with the
following membership structure: alternative 1 belongs to nest a, alterna-
tive 2 to nests a and b, alternative 3 to nest b, alternative 4 to nests b and
¢ and alternative 5 to nest c.

o o5 0 0 0
o' o4 02 w0
o' U:Zﬁ 0

o ol

O.m

Due to its flexibility, the CNL model has been applied to various
small and medium sized transport problems. Departure time choice mod-
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els employing the CNL model were estimated by Ramming (2002) and
Small (1987) whose Ordered Generalised Extreme Value model is math-
ematically identical to the CNL model. Vovsha and Bekhor| (1998) pre-
sented the Link Nested Logit model, a CNL model for route choice, that
was also applied by Ramming (2002) and Bekhor ef al.| (2007). Mode
choice CNL models were estimated by Bierlaire ez al.| (2001) and com-
bined mode and destination choice models by Bekhor (2007) and Hess
et al. (2005) whereas Hess and Polak (2006) and Hess (2005)) achieved a
joint treatment of correlations between airport, airline and access-mode
through the use of a CNL model. However, in large scale applications
the CNL model soon leads to highly complex structures, which make it
difficult to specify and computationally hard to estimate.

Another relaxation of the NL model’s restrictions is the Paired Com-
binatorial Logit (PCL) model by |Chul (1989); Koppelman and Wen
(2000). The PCL model allows for correlation between every two al-
ternatives by creating a nest for each pair of alternatives and estimating a
dissimilarity parameter for each nest. The nests themselves are indepen-
dent from each other. Thus, the similarity relationship between each pair
of alternatives is independent of the similarity relationship between other
pairs of alternatives. The PCL model is also a member of the MEV family
as shown by Wen and Koppelman| (2001). Koppelman and Wen| (2000)
and Wen and Koppelman| (2001)) applied the PCL model to mode choice
data. Bhat and Guo (2004)) and Bekhor and Prashker (2008 employed
it in a residential location choice and destination choice context, respec-
tively. In the models by Bhat and Guo (2004) and Bekhor and Prashker
(2008), only spatially adjacent zones are nested together. Bhat and Guo
(2004)) combine the PCL model with a MMNL model to account for un-
observed taste heterogeneity while Bekhor and Prashker| (2008) add an
additional nesting structure to allow for non-spatial attribute driven cor-
relation between alternatives.

To derive a more general formulation for Nested Logit models, [Wen!
and Koppelman| (2001) proposed the Generalised Nested Logit (GNL)
model. It summarises the NL, CNL, PCL models and other NL deriva-
tives through normalisation of the CNL model structure. The GNL model
fractionally assigns each alternative to an nest and different Logsums can
be calculated for each nest. The normalisation of Wen and Koppelman
(2001)) was formally proved by Abbe et al. (2007). Furthermore, the
latter gave guidance to derive a CNL model from any arbitrary variance-
covariance structure.

Another approach of generalisation was proposed by Daly and Bier-
laire| (2006) with the Network MEV model. The authors showed that
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any correlation structure represented by a network with certain properties
can be modelled with a NGEV model and, furthermore, that every such
model is a MEV model. The properties for the network are straightfor-
ward: The network is not allowed to include circuits, it has to have one
root node without predecessors, the alternatives have to be represented
by leafs without successors, and each node in the network has to be part
of a continuous path between the root and at least one alternative. This
model formulation is especially appealing because of its intuitive way of
capturing even complex correlation structures. It eases the formulation
of a complex model by its recursive definition.

2.3 Multivariate error terms

The most exhaustive way to account for correlation between alternatives
is to use a Multinomial Probit model. In a Probit model, as discussed
for example by Daganzo (1979), multivariate Normal distributed error
terms replace the 1.i.d. Gumbel distributed ones of the MNL resulting in
the most general variance-covariance structure:

m

o 013 013 014 015

m n mn mn
n mn mn

ot O.ig

ot

Thus, any variance-covariance structure can be specified and all kinds
of correlation structures between the alternatives of the choice set can be
depicted. Probit model have, for example, been applied by |Yai et al.
(1997) or Daganzo and Sheffi| (1977)) to car route choice problems. The
respective authors specified models, in which the covariances of the route
utilities are proportional to the length of link overlaps. However, the for-
mulation of the Probit model is complex and its choice probabilities do
not have a closed form. It can not be solved analytically and requires sim-
ulation for estimation as well as application. Thus, it is only applicable
if the number of parameters and alternatives is small.

The Mixed Multinomial Logit (MMNL) or Logit Kernel (LK)
model (Ben-Akiva and Bolduc, |1996; McFadden and Train, 2000) was
introduced with the aim to combine the advantages of a Probit model
with those of a Logit model. The i.i.d. Gumbel distributed error term &,
1s maintained and a multivariate randomly distributed error term 7);,, with
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zero mean is added to the utility function:

There is no a priori constraint on the distribution of 7;, though most
applications assume a multivariate Normal distribution.

Two conceptually different approaches of the MMNL model have
been developed: the Error-Components Logit (ECL) model and the
Random-Coefficients Logit (RCL) model. In the ECL model, correlation
between alternatives is accounted for by letting them share the same error
component 7;,,. In the RCL model unobserved taste heterogeneity across
individuals is accommodated by specifying some entries of the vector 3
in the equation V;,, = f(f,x;,) to be random variables for which the
error term 7);,, represents the deviation from the mean.

In the present context, the ECL approach is of special interest. In
theory, an ECL model can approximate any correlation structure, in-
cluding heteroscedastic ones, arbitrarily closely. As such, the model can
also replicate the variance-covariance matrix of the general Probit model.
Like the Probit model, the ECL model has the disadvantage that simula-
tion is required in estimation and application. In addition, imposing the
right identification restrictions, so that a unique solution can be obtained
from the infinite set of optimal solutions of the unconstrained model, is a
difficult and time-consuming task and an often overlooked one as argued
by Walker (2002). If the MMNL model additionally allows for random
taste variation (e.g. in an RCL framework), these problems go much fur-
ther because before identification issues can be solved, the appropriate
distribution function for the random parameters has to be determined.
This altogether makes the model difficult to be applied in large-scale
forecasting systems. For further discussion see Walker (2002)), [Walker
et al.| (forthcoming) and Ben-Akiva and Bolduc (1996).

Several studies have successfully applied ECL models to transport
related choice problems. Bekhor et al.| (2002) and Ramming (2002) es-
timated ECL route choice models. In their models, the utility function
of each route contains one error term per link in the route. If a link is
used by more than one route, the according error term is shared among
the routes. However, due to the computational complexity of the model,
it was only applied to a medium scale scenario.

The only MMNL model that can reasonably be estimated for large
scale route choice scenarios is the Subnetwork model by Frejinger and
Bierlaire (2007). Correlation is not established using link overlap but so-
called subnetwork components. A subnetwork component is a continu-
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ous subsection of the network that is easily identifiable and behaviourally
relevant. Subnetwork components can either be derived from the network
hierarchy or from route descriptions in personal interviews. Routes us-
ing the same subnetwork component are assumed to be correlated even
if they are not physically overlapping. For them a joined error compo-
nent is estimated. The authors tested different model specifications with
subnetworks based on a data set containing 2978 observations private
transport route choice in the city of Borlaenge, Sweden. The choice set
size ranges from 2 to 43 alternative paths with a majority of choice sets
containing less that 15 paths.

The Mixed Spatially Correlated Logit (MSCL) model suggested
by Guo and Bhat (2007) combines an MMNL model with a Paired Gen-
eralised Nested Logit model. It has been developed for residential lo-
cation choice. The PGNL structure accounts for correlations between
adjacent spatial units whereas the mixing Normal distribution captures
unobserved taste heterogeneity. The approach was used to model the
residential location choice of 236 households within Dallas County for
zones of different sizes and characteristics. The authors found that com-
bining a closed-form correlation structure with an open-form account for
taste variations resulted in a good model-fit and was computationally ef-
ficient compared to a pure MMNL model.

A Mixed MEV model was also applied by Hess et al.| (2005) to
model data from a Stated Preference long-distance mode choice survey
in Switzerland. The aim of the survey was to estimate the hypothet-
ical demand for a new transport system in Switzerland, the so-called
Swiss Metro (Abay, 1999} Bierlaire et al. 2001). Nested Logit and
Cross Nested Logit models are combined with Normal distributed ran-
dom terms to capture taste heterogeneity. Their results emphasise the sig-
nificant risk of confounding effects of taste heterogeneity and correlation
since these two phenomena are not necessarily clearly distinguishable.
This is especially pointed out by the difficulties the authors experienced
with the estimation of the Mixed CNL model which were partly due to
the model’s complexity and partly to the data that was not rich enough
for the Mixed CNL model.

2.4 Adjustment terms

Adjustment terms are based on the assumption that one can measure the
similarity of an alternative with other alternatives and correct its utility
accordingly. Therefore, a similarity attribute A;, is calculated for each
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alternative ¢ and choice set C,,. Then, as shown in Equation [2.16] this
attribute is added to the deterministic part of the utility function as an
adjustment term. The error terms remain i.i.d. Gumbel distributed and
the variance-covariance matrix is the same as for the MNL model:

where A;, is the adjustment term accounting for the similarity between
alternative 7 and all other alternatives j # ¢ and f() is the transformation
of A;,, ensuring f(A;,) < 0 for the possible range of A;,,.

The formulation follows the generally made assumption (Fothering-
ham, [1983; Cascetta et al., 1996; Ben-Akiva and Bierlaire, |1999) that the
similarity of an alternative with other, competing alternatives decreases
its utility and, thus, its probability to be chosen. A;, has no behavioural
interpretation. It is just a computational convenience obviating the need
for the more complex formulations, such as Nested, Cross Nested, tree
Logit or Probit models. It will ensure, that the share of the alternative
will be reduced.

Still, if the underlying similarity is perceived by the decision maker,
then the question arises what form the similarity has and what be-
havioural reaction can be expected. Four generic mechanisms come to
mind:

e Loosing visibility as being undistinguishable from the other alter-
natives, which translates into a lower chance of inclusion into the
choice set and therefore to be chosen.

e Joint risks through common elements, in the spatial domain joint
bottlenecks (links, transfer locations, or facilities), or chances
of shared shocks (strikes, accidents, timetable dependence, etc.).
Again, for the usually risk averse decision maker this will lead to a
reduction of the attractiveness of the alternative.

e Becoming a super-alternative, as similar alternatives provide joint
opportunities and therefore a higher chance of achieving one’s
goals. An example is a shopping center providing redundancy by
offering in each price band a range of essentially similar goods
distinguished by their branding only. The super-alternative effect
should increase the choice of any of the constituent alternatives.

e Gaining super-visibility by being the best of a class of essen-
tially similar alternatives, even if only by a marginal amount. This
should increase the chances of being chosen both through more
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frequent inclusion in the choice set, but also through the prestige
of consuming/employing the best alternative conferring status on
the chooser.

As the relative effect of the four different mechanisms in any choice
situation is unclear a priori it is impossible to impose the rigid con-
straints formulated in Equation [2.16] [Weis| (2006), Hoogendoorn-Lanser
et al. (2005a) and Hoogendoorn-Lanser and Bovy|(2007) document such
seemingly counter-intuitive results. The modeller should therefore test:

where « is the parameter for the adjustment term A;,, that has to be esti-
mated.

One can also note, that the four mechanisms affect visibility, i.e. the
probability of inclusion in the choice set, and the attribute values, i.e.
utility level, either positively or negatively. Both paths to derive the spe-
cific adjustment term can be found in the literature.

The range of attributes which can be involved in the mechanisms out-
lined above is large in the scheduling choices travel behaviour research
is interested in. For the choice of activity participation, sequence, tim-
ing, duration, location and group size and the associated travel choices of
staging, mode, connection and route, including parking and access point,
the following sources of similarities come to mind:

Temporal vicinity of the time-space paths

Spatial overlap of routes

Overlap in type and price of the facilities used

Similar brand, comfort and other attributes

Price, tolls, fares on certain parts of the transport network

Density of supply in the “vicinity” of the alternative

Type and quality of the supply in the “vicinity” of the alternative

This makes clear, that scheduling choices will always need corrections in
areas where the IIA assumption is not justified due, for example, to spa-
tial and temporal constraints that produce similarities. The basic question
is: How to measure these similarities in the particular choice context?
The literature knows several answers to this question for various choice
problems, some of which are discussed in the following.
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24.1 C-Logit

One of the earliest adjustment terms proposed in the literature is the C-
Logit model developed by |Cascetta et al.| (1996) for car route choice
models. The so-called Commonality Factor C'F},, indicates the percent-
age of route length that route 7 shares with other routes by comparing the
total length of route ¢ with the length of the overlapping links. Cascetta
et al.|(1996) proposed three different formulations for C'Fj,,:

v
L.

CF,, = - 2.18

JEZC <VLi'Lj> =

Cﬂn: T 4iVan .
ZLiN (2.19)
a€l’;
l
CE, = -ZinN,, 2.20
er 7 in (2.20)

where «y is a coefficient to be estimated, L; and L; are the lengths of
routes 7 and j, L;; is the length of links shared by routes ¢ and j, I'; the
set of links of route 7, [, the length of link a, and N,, number of routes
using link a.

Cascetta et al. (1996)) tested all three specifications of C'F},, conclud-
ing that, compared to the Probit model, all three specifications yield sim-
ilar choice probabilities, though the C-Logit model consistently assigns
slightly lower choice probabilities to independent alternatives. Regard-
ing the question which of the three specifications should be used they
state that Equations [2.18] and 2.19] deliver better results for alternatives
that have similar generalised costs whereas Equation 2.20] works better
for alternatives with varying overall generalised costs. |Cascetta et al.
(1996) themselves applied Equation whereas Equation is used
by Ramming| (2002) and Cascetta et al.|(2002). Prato and Bekhor (2007a)
and Ramming (2002) worked with an additional specification of C'F},
and compared it to other approaches such as the Path Size Logit model:

L L. — L.
CFpn= |14+ > ( 4 ) ( ! ”) 2.21)
jeCmizs \VLiLj ) \Li = Liy
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Vrtic| (2003)) used the formulation in Equation 2.18] and combined it
with a Nested Logit model to the Nested C-Logit (NCL) model. The
NCL model was developed for a simultaneous route and mode choice
model. The nesting structure accounts for unobserved similarities be-
tween private transport and public transport alternatives respectively. De-
terministic correlations within the nests are captured by the Commonality
Factor.

2.4.2 Path Size Logit

The Path Size (PS) Logit model of Ben-Akiva and Bierlaire| (1999) was
also developed for route choice problems. The length of each route is
corrected by the so-called Path Size PS;,. Only a distinct route, i.e. a
route with no overlaps with other routes, can get the maximum path size
of 1. Path Sizes different from 1 are calculated based on the length of the
links within the route ¢ and the length of the routes that share a link with
it relative to the length of the shortest route using the link. Ben-Akiva
and Bierlaire| (1999) propose two different formulation for P.5;,, the first
one being

L 1
PSp=)_ <f) S5 (2.22)

a€l’; ! Jecn

where I'; is the set of all links of route ¢, [, is the length of link a, and
L; the length of route ¢. d,; equals 1 if link @ is on route 7 and O other-
wise. The second formulation additionally accounts for the relative ratio
between the length of the shortest route Ly, in C), using link a and the
length of each route j using link a.

Ly 1
PSip=Y (f> > T (2.23)

a€cl; L jeC, 5aj L;

Ramming (2002)) states that this model formulation has a major short-
coming: Its second term is not affected by the length of other then the
shortest route if a link is used by more than one route. Thus, he derived
a General Path Size (GPS) factor. He reformulates the second part of
Ben-Akiva and Bierlaire’s Path Size factor to account for the contribution
of the individual links. The basic idea is to give each link the size 1 and
to allocate this size among the routes using that link. The size of a route
is then calculated as the sum of its link sizes weighted according to the
length of the route compared to the length of other routes using that link.
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The influence of this weighting is given by the size allocation parameter
7.

l 1
GPS;, = — , (2.24)
Z <L> Zjecn(Ll) Oaj

i =)y
a€l’; ) Lj

Especially for large v, Ramming (2002)) achieved the best model results
for v — oo, this formulation assigns the size of a shared link primarily
to the shortest route using that link.

However, Hoogendoorn-Lanser ez al.| (2005a), who applied the PS
factor and the GPS factor to multi-modal route choice, as well as |Fre-
jinger and Bierlaire (2007) found the interpretation of this approach dif-
ficult. In contrast to the original PS factor that can be interpreted as
an approximation of the variance-covariance matrix, the GPS factor in-
troduces asymmetry into the model by explicitly favouring the shortest
route. In addition, the empirical analysis of the GPS factor showed that
it captures part of the explanatory power of the variables related to the
units the GPS factor is measured in. Furthermore, Hoogendoorn-Lanser
et al.| (2005a) expressed the need to have a close look at the value of ~
before applying it and to explicitly estimate Spg, which had been fixed
to 1 by Ramming| (2002) and Ben-Akiva and Bierlaire (1999).

Recently, Bovy et al.| (2008) proposed another approach to derive the
Path Size factor, resulting in the so-called Path Size Correction (PSC)
term. Bovy et al.|(2008) argue that their PSC term has a clear theoretical
derivation from the notion of aggregate alternatives and a nested logic
structure based on common links between route alternatives and offers
a more intuitive interpretation of the role of correlation due to spatial
overlap. Moreover, it outperforms the classic PS factor in the application
to an synthetic network and two empirical datasets. The PSC term is
defined as follows:

PSC;, = — Z (ZL—) In

a€l’;

Oaj (2.25)

Thus, analogously to the classic P.S;,, the PSC;, depends on the num-
ber of shared links, the lengths of these common links and the numbers
of distinct routes using each common link and a completely independent
route obtains a PSC;, of 0. However, different from the P.S;,, there is
no upper bound for the absolute value of PSC),. The utility reduction
increases with an increasing number of common links in a route, increas-
ing lengths of the common links, and increasing number of other routes
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from the choice set that overlap with one or more links of the route.

A complete different variant of the Path Size factor was developed
by [Hoogendoorn-Lanser and Bovy| (2007) for route choice modelling in
multi-modal networks. Their trip part specific Path Size factor enables
the modeller to account for varying valuations of overlap between differ-
ent parts of the trip, namely the the train part of the trip and the access
and egress part to and from the train station. In contrast to the classic
Path Size formulation, the trip part specific Path Size is based on stages
and not links. A stage is defined as a part of a trip between two nodes
with a single mode, vehicle, or service type without transferring. This
accounts for the particular perception of overlap in multi-modal trips.
As Hoogendoorn-Lanser et al.| (2005b) and Hoogendoorn-Lanser et al.
(20054) have demonstrated, overlap in multi-modal trips is not perceived
in terms of time or distance but in terms of the number of shared stages.
Thus, the length of a trip or sub-route in the trip part specific Path Size
does not equal the distance travelled but the number of stages in the trip
or sub-route. [Hoogendoorn-Lanser and Bovy| (2007) tested three differ-
ent formulations of the trip part specific Path Size factor:

1 l
Sipn = — : 2.2
POien =7 2 N, (2-26)
a€el’;,
1 L,
Ps. = .
Sian = 7 — (2.27)
EFiJ;
P, — 2 Z la (2.28)
n Lz £ i .

where L; is the length of the of full route 7, L;, is the length of sub-route
s, of trip part  and route 7, [';, is the set of all stages in trip part x of
route 1, [, is the length of stage a, N, is the number of unique full routes
using stage a, and n,,,, 1s the number of unique sub-routes for trip part =
using stage a.

After estimating models with all three trip part specific Path Size for-
mulations, Hoogendoorn-Lanser and Bovy| (2007) found that overlap in
the home end and the activity end of a trip was valued negatively, whereas
overlap in the train part was valued positively, implying that redundancy
in the train part increases the attractiveness of a route. This might be
caused by a hierarchical choice process in multi-modal trips. Travellers
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probably first decide about the trip part with the lowest frequency, which
1s usually the train-part. Thus, this part becomes a super-alternative and
all alternatives containing this specific train connection obtain a higher
choice probability. Since this result was stable over all models and
the performance of all models was improved significantly compared to
classic Path Size models, they concluded that they captured a new be-
havioural effect. The formulation that worked best in their experiments
was the one in Equation [2.28] In closing, they suggest to test this kind
of Path Size also for single mode trips using, for example, a road type
specific Path Size.

2.4.3 The Independence of a Connection

The Independence of a Connection (IND) factor, an adjustment term
specifically designed for public transport connection choice, was pre-
sented by Friedrich et al.| (2001). It is based on the assumption that the
similarity in the spatial dimension is less decisive for public transport
connection choice and mainly restricted to shared transfer points. In-
stead, temporal similarity aspects are highly relevant as is the similarity
with respect to price. The Independence of a Connection factor is defined
as the reciprocal of the sum of similarities of alternative ¢ with all other
alternatives j in the choice set:

1
IND;, = =——— 2.29
Zj fi(7) ( :

The similarity itself is measured considering the time gap between cor-
responding departure (DEP) and arrival (ARR) times and the differences
in perceived journey times (PJT) and prices.

0 (1) (1 O

where z;(j) — |DEP(j)—DEP(i)|;—|ARR(j)—ARR(z’)|’ yi(j) = PJT(j) —
PJT(i), and 2;(j) = price(j) — price(i). sg. s, and s, set the range
of influence of x;(j), y;(j) and z;(j) respectively. s, and s, depend on
the sign of y;(j) and z;(j) in order to model the asymmetry between con-
nections. If there is a difference in terms of perceived journey time, the
superior connection will exert a stronger influence on the inferior one,
the same applies for the price.
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Weis| (2006) and ivan Eggermond|(2007) applied the IND factor. Weis
(2006)) examined ground-based public transport and had no price data
available. He found, that similarities between alternatives have a nega-
tive influence on their choice probabilities, which complies with the as-
sumptions by |Friedrich et al. (2001)). This finding was confirmed by van
Eggermond (2007), who analysed air transport choice and had price data
available. However, for a different formulation of the utility function, he
found a positive influence of similarities on the choice probabilities. As
a conclusion he pointed out that it is very important for the analyst to
consider, what effects are actually captured by which part of the utility
function as the IND factor interacts with other decision-attributes.

2.4.4 Competing Destinations

For alternatives in a destination or location choice context, the most ob-
vious aspect of similarity is spatial proximity. One of the first researchers
who accounted for spatial proximity in destination choice modelling was
Fotheringham| (1983)) with his Competing Destinations (CD) model. The
underlying assumption is a two step decision process: The decision-
maker first chooses a broader region and second an alternative within
that region. Therefore, the utility of each alternative is affected by the
number of alternatives in the same region. With an increasing number
of alternatives within the same region the probability for each alternative
to be recognised, and, thus, to be chosen, decreases. Two formulations
for the adjustment term have been presented so far: Fotheringham! (1983))
suggested to sum up the reciprocal distances d;; from a store ¢ to all 7 —1
other stores 7 in the universal choice set and to weight the distances rel-
ative to the utility of the corresponding store.

0
1 V;
CDy=|—=> & 2.31
I—-1 Z d;j (231)
57
A second formulation has been proposed by Borgers and Timmermans
(1987). It simply takes into account the average distance from store ¢ to

all other stores.

1
CDy = | 7— > dy (2.32)

JojFi
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In both formulations, 6 is a parameter to be estimated. Following Fother-
ingham (1983))’s assumption that the main similarity mechanism at work
is the one of loosing visibility, the adjustment term enters the utility func-
tion In transformed and without an additional parameter that would allow
for a positive impact of the similarity.

According to Bernardin et al. (2009), the main weakness of the CD
model is that it only measures the net effect of spatial proximity between
destination choice alternatives while, in reality, there are two opposing
forces at work: spatial competition and agglomeration effects. Spatial
competition derives from similar alternatives located nearby. Because
of them the alternative looses visibility and its choice probability de-
creases. Agglomeration effects, on the other hand, arise from alterna-
tives nearby that offer complementary goods or activities. Due to the
presence of complementary alternatives the alternative becomes a super-
alternative with increased choice probability. Therefore, Bernardin et al.
(2009)) state that two adjustment terms have to be included in the util-
ity function, each with its own parameter to be estimated. The two ad-
justment terms represent the accessibility of substitutes AS;, or comple-
ments ACj;, from alternative 7. In case the alternatives are facilities, AS;,
and ACj, can be derived straightforwardly. For the more complex case
of zones, Bernardin et al.| (2009) suggest the following formulations :

ACiy = In Y DyjFyecc (2.33)
J

ASip =1In Y (2 — Dij)Fje®s (2.34)
J

where F) is the total number of facilities in zone j, ¢;; is the travel cost to
get from zone ¢ to zone j and ¢ and g are parameters to be estimated.
Even though a¢ and ag lead to an substantial increase in estimation time,
Bernardin et al.| (2009) prefer this accessibility formulation since the im-
pact of the travel cost on the accessibility is determined by the data and
not defined a priori by the analyst. The most crucial variable, however, is
the degree of dissimilarity D;; between alternatives ¢ and j. It is calcu-
lated by:

F, F,
D;i=1-— . e Je 2.35
J Zw FiFj ( )

c

where F;. is the number of facilities of category c in zone i, F; is the total
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number of facilities in zone 7 and w, is a weighting function representing
the number of times a facility of category c is visited in the study area.
Bernardin et al.| (2009) show that their model (slightly) outperforms the
MNL and CD model and reacts behaviourally reasonable when a new
alternative n is added to the choice set.

2.4.5 Prospective Utility

Closely related to the aspect of spatial proximity is the similarity derived
from trip chaining. AsBernardin et al.| (2009) discussed, the choice prob-
ability of an alternative can increase if it is surrounded by complemen-
tary activities because the decision-maker is then able to execute several
activities in one trip. Based on the same assumption, Kitamura (1984)
developed a destination choice model that explicitly accounts for trip
chaining effects by introducing an adjustment term called Prospective
Utility (PU) which recursively integrates the utility that can be derived
from subsequent activities into the utility of the destination under con-
sideration:

J

where ¢, 1s the probability that decision-maker n carries out an activity
at location j after his activity at location ¢, Uy, is the utility of said activ-
ity at location j, d;; is the spatial distance between ¢ and j, and 0 is the
disutility parameter for d;;. PU;, can be interpreted as a measure of per-
ceived accessibility of zone :. It can be modified to account for different
trip purposes and due to it recursiveness also for longer trip chains.

2.4.6 The Sequence Alignment method

A different approach that can be used to account for trip chaining ef-
fects is the Sequence Alignment Method (SAM). The SAM allows to
determine the degree of similarity between alternatives, that compromise
multiple characteristics, which themselves can have a multivariate de-
scription. A transport example are trip and activity chains. Trip and
activity chains consist of multiple activities, that each have several prop-
erties such as type, location, timing and duration as well as trips with
characteristics such as mode, duration and distance. The SAM originates
from molecular biology and was introduced into the field of travel be-
haviour research by Wilson| (1998). Joh et al.| (2001) and [Wilson| (2008))
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provided important enhancements. The SAM employs the concept of bi-
ological distance rather than geometrical distance. Biological distance is
defined as the smallest number of attribute changes (mutations) that is
necessary to equalise two sequences. Thus, the SAM allows to measure
(dis)similarity regarding different attributes as well as the sequential or-
der of activities. It is very flexible and allows to determine a simple mea-
sure of similarity even for alternatives with different types of attributes
and complex interdependencies. Feil et al.| (2009) used the SAM to inte-
grate a similarity measure in the utility function of MATSim MATS1im-T
(2008). It considers the similarity between activity schedules in terms of
activity chain sequence, mode choice and activity location choice.

2.4.7 Spatial learning

Another similarity aspect related to spatial proximity is spatial learning.
Since a decision-maker can only make a choice between alternatives he
knows, it is an ongoing research issue how a decision-maker gets to
know new destination choice alternatives. He or she might have been
told about it by a friend or colleague, found it on the internet or, most
importantly regarding the treatment of similarities, discovered it while
travelling. One way to depict the spatial learning process and the result-
ing spatial knowledge of a decision-maker is to draw his or her Mental
Map. Several studies (e.g. Chorus and Timmermans, 2009; Hannes et al.,
2008; Mondschein et al., 2008) have been conducted to explore the rela-
tionships between mental maps on the one side and socio-demographic
characteristics and travel behaviour on the other side. Their main find-
ings are:

e Living in an area for a longer time improves the quality of a mental
map.

e The regular use of modes that require active navigation (e.g. walk,
bike, car) improves the quality of a mental map significantly.

e Most activities have a standard mode-destination setting that is
only changed if necessary.

e When deviating from their default option, decision-makers choose
from a repertoire of standard alternative destinations that are often
spatially linked to the default option.

This illustrates how much a destination choice set, and the choice prob-
ability of an alternative, depend on the places we have already vis-
ited. However, this issue has obtained little attention in the literature
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so far (with few exceptions, e.g. Schlich, 2001; Schonfelder and Sam-
aga, 2003). One reason might be the lack of longitudinal survey data in
the past. With the advent of more and more longitudinal diary and GPS
studies, this obstacle should be overcome soon. As a first approach to
account for the effect of repeatedly visited destinations, Sivakumar and
Bhat| (2007) introduced a variable in the utility function which indicates
whether the destination, in their case the zone, was chosen in the previous
time period or not.

2.4.8 Dependencies between decision-makers

The focus of the work presented by Mohammadian et al. (2005) was
on the introduction of spatial dependencies between decision-makers in-
stead of alternatives. They developed a Mixed Logit model for new
housing projects that accounts for taste heterogeneity and correlations be-
tween alternatives. In addition, a Spatial Dependency Parameter SF;,
is introduced into the systematic part of the utility function to account for
spatial correlation between the decision-makers.

s=1

where s = 1,..., S are the decision-makers who’s choice influences the
choice of decision-maker n while evaluating alternative 7 and y;,, is equal
to 1 if decision-maker s has chosen alternative 2 and O otherwise. The
parameter p stands for a matrix of coefficients representing the influence
that the choice of one decision-maker has on another decision-maker
while he chooses alternative . Mohammadian et al. (2005) define

DTIS

Pnsi = Ae

(2.38)

where D, 1s the spatial distance separating decision-makers n and s, and
A and -y are parameters to be estimated.

Dugundji and Walker (2005) also focussed on the explicit account
for dependencies between decision-makers They employed a field effect
variable in the deterministic part of the utility function. This variable
represents the dependency of a decision-maker’s choice on the overall
share of connected decision-makers that choose the alternative in ques-
tion. However, instead of capturing only spatial dependencies, they sug-
gest a network structure to represent any kind of dependencies between
decision-makers, especially social ones. In the dependency network,
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each decision-makers is symbolised by a node and his or her dependen-
cies by links. Other correlations between alternatives in this model have
been captured by a CNL model.

2.4.9 Attribute derived similarity

Other adjustment terms, that have originally been proposed in the con-
text of destination choice but that are equally applicable in any choice
between alternatives, are directly derived from the attributes of the al-
ternatives. Amongst them are the similarity measures of: Batsell (1982)

1
Ay = ea:p(m g g Oz — xji|), (2.39)
ik

Borgers and Timmermans) (1987))

0/K
1
An=1]] [ﬁ > ik — asjk|] : (2.40)

k

J

and Meyer and Eagle (1982)

0
1
A, = mgoanj—u : (2.41)
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where z;;, 1s the value of attribute % for alternative ¢, r;; is the observed
Pearson product moment correlation between alternatives ¢ and j across
their attributes, 6 a parameter to be estimated and / the total number of
alternatives.

All these measures could be interpreted as mean field effects. In the
spatial choice context it would be obvious to weight their contributions
by an appropriate spatial weight matrix. The wider econometric liter-
ature on mean field effects has generally not been integrated into the
discrete choice literature, with exceptions such as Dugundji and Walker
(2005). Employing an exponential distance (generalised cost) weight-
ing of the other alternatives would result in the inclusion of accessibility
terms, as for example proposed by Kitamura| (1984)) to capture the super-
alternative mechanism discussed above. See Train (1986) on the neces-
sary logarithmic transformation of such a super-alternative term, which
he derived in the context of the aggregation of individual facilities into
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zones.

2.4.10 The Concept of Dominance

A more sophisticated measure to account for different attributes of the
alternatives is the Concept of Dominance introduced by Cascetta and Pa-
pola (2009)). It is based on the assumption that an alternative is less likely
to be taken into account if it is dominated by other alternatives. Alterna-
tive j dominates alternative ¢, if the utility of all attributes of j is higher
than (or equal to) the utility of the equivalent attributes of 7. Following
that concept, a Dominance Factor DF;, is calculated for each alterna-
tive ¢, indicating the number of alternatives dominating ¢. Cascetta and
Papola (2009) and |Cascetta et al.| (2007) use two specifications for the
Dominance Factor. In the first specification, they assume that alternative
j dominates alternative ¢ if the utility of j is greater than that of ¢ for all
attributes of ¢ and 7 while at the same time the generalised costs c,; of
getting from origin o to destination j are smaller than those of getting
from o to ¢. The second dominance measure originates from the concept
of intervening opportunities (Stouffer, |1940). In order to dominate z, des-
tination j has to fulfil the conditions formulated above and, in addition,
has to be situated on the route from origin o to destination <. In this case,
J 1s an intervening opportunity on the route to .

Martinez et al. (2008)) used the Dominance Factor as cut-off value
for their Constrained Multinomial Logit Model which models the prob-
ability of an alternative to be included in the individual choice set of the
decision-maker with a binomial logit function. They detected that the
dominance affects the utility in a non-linear way. Accordingly, further
research is advised concerning the way the Dominance Factor should en-
ter the utility function. Non-linear transformations should be tested as
well as minimum or maximum thresholds.

2.4.11 Approaches beyond random utility

In the light of this discussion, some authors have raised the question,
whether Random Utility Maximisation is the right framework to model
choice behaviour. Completely new approaches have been proposed that
do not have the same shortcomings due to their underlying assumptions.
Example for such new frameworks are Prospect Theory and Random Re-
gret Minimisation. Prospect Theory was derived from the observation
that decision makers frame their choice relative to the status quo and that
gains and losses relative to this status quo are treated differently (Kahne-
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man and Tversky, 1979). Regret minimisation builds upon the assump-
tion that decision-makers do not seek to maximise their utility but rather
aim to minimise their regret. Both theories can be, from the perspective
taken here, also be seen as similarity variables resulting in adjustment
terms. The formulations of the respective adjustment terms are presented
in the following.

Kahneman and Tversky|(1979) developed Prospect Theory to model
decision making under risk because they found that choices made among
risky prospects are inconsistent with utility maximisation. People under-
weight outcomes that are merely probable in comparison with outcomes
that are obtained with certainty leading to risk aversion in choices in-
volving sure gains and to risk seeking in choices involving sure losses.
People also discard components that are shared by all prospects under
consideration leading to inconsistent preferences when the same choice
1s presented in different forms. To model these phenomena, Kahneman
and Tversky (1979) recommend to compare the outcomes to a reference
point (usually the status quo) and assign values to gains and losses rather
than to the final asset. The value function should be concave for gains,
convex for losses, and steeper for losses than for gains. Instead of proba-
bilities decision weights are used that are generally lower than the corre-
sponding probabilities, except in the range of low probabilities.

In the context of the discussion in this chapter, the adjustment term
derived from Prospect Theory is the result of a differential, but complete
comparison across all attributes of the alternatives:

A = [ £ (max {0,z — 20 }) + 7 fr (min {0, 2, — 701 })]
keK

(2.42)

where A;, is the adjustment term for alternative ¢ and choice set C,,, x;1
is the value of attribute k for alternative ¢, f() is an appropriate transfor-
mation of the attribute difference, K 1is the set of attributes considered
and ~; is a parameter to be estimated. Different parameters and trans-
formations can apply for gains + and losses —. The shortcoming of this
adjustment term is, that there is only one reference point for comparison
and that similarity to non-reference alternatives is ignored.

Regret Theory was originally suggested independently by Bell
(1982)), Fishburn (1982)) and Loomes and Sugden| (1982) for pairwise
choices between lotteries. Recently, (Chorus et al.| (2008)) extended it to
make it applicable to multinomial and multi-attribute choices, such as
travel choices. Their Random Regret-Minimisation framework pro-
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posed is built on the assumption that regret arises if a non-chosen alter-
native turns out to be more attractive than the chosen one. It is calculated
by comparing the utility of each attribute of an alternative to the best util-
ity of the same attribute of all other alternatives. Thereby, the framework
also takes into account that decision-making is not fully compensatory.
In addition, it is able to model risky choices and the postponement of
choices due to information limitations. The resulting adjustment term
can then be defined as:

Ay = max {Z max {0, Vi f (Ok [Tir — xjk])}} (2.43)

Ch
J keK

where Aj;, is the adjustment term for alternative ¢ and choice set C,,, x;1.
is the value of attribute k for alternative ¢, f() is an appropriate transfor-
mation of the attribute difference, K is the set of attributes considered,
~i 1s a parameter to be estimated and ¢, is an indicator which equals 1, if
the worse value is the larger one, and -1, if it is smaller one.

Chorus et al.| (2008) go even one step further by suggesting that the
systematic utility V;,, consists only of the adjustment term. Similar for-
mulations could also be based on rank and dominance variables. In
line with the discussion above, regret can be seen as a negative super-
visibility. Moreover, the regret formulation is a loop-sided version of the
more general Prospect Theory.

2.5 Conclusion and outlook

Many modern choice models are characterised by a large number of alter-
natives in the choice set and a complex structure of similarities between
these alternatives. This is caused by two trends: the increasing use of
high-resolution data originating for example from GPS studies and the
growing effort to model several steps of the classic four step approach
simultaneously. Hence, models are needed that are able to handle large
choice sets and do not require too much effort for computation, speci-
fication and identification. On the other hand, suitable approaches have
to be flexible and able to accommodate various and complex similarity
structures.

This applies especially to the models described in Section [2.4 The
inclusion of adjustment terms in the deterministic part of the utility func-
tion is very appealing because of its simplicity and elegance. Instead
of structuring the choice set a priori, the type of similarities and their
functional form is specified. This type accounts for the individual char-
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acteristics of the alternatives in the choice set and imposes a value to the
impact of specific interdependencies. Practical applications of the mod-
els described in this chapter demonstrated, that the IIA property has been
well accounted for and that the models could be estimated with relatively
low computational costs even for large sets of alternatives.

However, these models also suffer from some shortcomings. They are
designed with respect to a specific choice context and usually miss some
aspects of the correlation between alternatives. While adjustment terms
for some choice situations have been extensively investigated and appro-
priate factors have been well established, similarities in other choice sit-
uations have hardly been tackled by the means of adjustment terms. Par-
ticularly public transport connection choice and destination choice need
further investigation.

In addition, more empirical work is needed to determine which of the
four mechanisms identified in Section [2.4]is dominant for which choice
dimension. This problem particularly important for multi-dimensional
choices, in which the effects overlay each other. This requires the sys-
tematic analysis or reanalysis of relevant examples. Recent work on pub-
lic transport connection choice (Weis, 2006; van Eggermond et al., 2007)
has shown that for the best model fit the sign and transformation of the
adjustment terms does not necessarily match the theoretical expectations
of their developers. They have overlooked some of the mechanisms at
work.
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Schiissler, N. and K. W. Axhausen (2009) Processing GPS raw
data without additional information, Transportation Research Record,
2105, 28-36.



Chapter 3. Processing GPS Raw Data Without Additional Information

In recent years, studies surveying individual travel behaviour based
on GPS records have become more and more important due to their man-
ifold advantages compared to classic travel survey methods. Researchers
benefit from more accurate and reliable information while participants’
burden can be reduced substantially if the GPS data collection does not
involve time-consuming questioning. However, without additional infor-
mation, i.e. modes and trip purposes, extensive post-processing is re-
quired to derive data that can be used for analysis and model estimation.

This chapter describes a post-processing procedure needing no input
other than the most basic GPS raw data: three-dimensional positions and
timestamps. First, the data is thoroughly cleaned and smoothed. Second,
trips and activities are determined. Third, the trips are segmented into
single-mode stages and the transport mode for each of the stages is iden-
tified. The procedure is applied to GPS records collected in the Swiss
cities of Zurich, Winterthur and Geneva. 4882 participants carried an
on-person GPS-receiver for 6.65 days on average. The resulting trip and
activity rates, distance and duration distributions as well as mode shares
are compared to the Swiss Microcensus 2005 to demonstrate that derived
data is ready for further applications, such as discrete choice model esti-
mation.

3.1 Introduction and related work

Since the first GPS studies in the mid-1990s (e.g. Wagner, 1997}; |Casas
and Arce, 1999 [Yalamanchili ef al., 1999 Draijer et al., 2000; Wolf],
2000; Pearson, 2001)), this new method of surveying individual travel
behaviour has gained increasing attention in transport research. Com-
pared to previous travel survey methods researchers benefit from more
accurate and reliable information about times, geographic locations, and
routes. At the same time, participants’ burden is reduced substantially
if the GPS data collection does not involve time-consuming questions to
derive additional information, such as trip purposes and transport modes.
However, without additional information, extensive data processing is
required to derive data that can be used for analysis and model estima-
tion. Accordingly, current research focuses on the development of GPS
post-processing procedures that allow the researcher to derive all neces-
sary information, such as start and ending time, mode, and trip purpose
directly from the GPS records. Moreover, continuously growing sample
sizes lead to an increasing demand for automated procedures with low
computational cost.
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The choice of approach strongly depends on whether the collected
GPS data is vehicle-based or person-based. In vehicle-based studies (e.g.
Du and Aultman-Hall, 2007; |Schonfelder et al., 2006; Ogle et al., 2002
Biding and Lind, 2002), the participants’ vehicles are usually equipped
with GPS loggers that record only, when the engine of the vehicle is
running. Accordingly, recognition of individual trips is relatively easy
using time differences between recorded points. In addition, short stops
can be quite reliably determined by identifying times when the vehicle’s
speed registers zero. However, there are also some shortcomings related
to vehicle-based data. First and foremost, all other modes are omitted,
even though they are essential for the analysis of transport behaviour in
an urban environment. Second, the real trip origins and destinations must
be estimated since only vehicle movements are recorded.

Thus, person-based GPS studies have recently become more popu-
lar, although they raise the requirements for the post-processing proce-
dures considerably. In addition to data filtering, trip detection and map-
matching, the analyst has to detect the modes used by the participant.
Moreover, the method for trip detection needs refinement and the map-
matching has to be done either on a multi-modal network or, if that is not
available, multiple networks.

As summarised in Stopher (2009) several authors have started to ad-
dress these problems (e.g. Bohte and Maat, |2008; Stopher et al., 2007;
Flamm and Kaufmann, 2007} Tsu1 and Shalaby, [2006; (Chung and Sha-
laby, 2005; de Jong and Mensonides, 2003)). Basically, all approaches
contain individual modules for:

Data filtering

Detection of trips and activities

Determination of single-mode stages

Mode identification

Map-matching

Some authors include additional features such as merging of stages after
the mode detection (de Jong and Mensonides,, 2003) or feedback between
map-matching and mode detection (Tsut and Shalaby, 2006). However,
until now, all of these methods have been tested only on small samples
or test scenarios and most still require manual intervention, particularly
during mode detection.

Reliance on manual interaction is not feasible for the data set at hand
or any other large GPS data set. The data set at hand contains about
32,000 person-days recorded in the Swiss cities of Zurich, Winterthur,
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and Geneva. The original study was conducted by a private sector com-
pany trying to determine whether or not participants noticed certain bill-
boards (Pasquier et al., 2008). We obtained the data, but without the
socio-economic details of the respondents, from one of the sponsors of
the original data collection effort as part of a joint project. 4882 partici-
pants were asked to carry an on-person GPS logger for 6.65 days on aver-
age. No additional information, such as modes or trip purposes, was col-
lected. The network used in the map-matching was the Navteq network,
a high resolution navigation network covering all regions of Switzerland
and containing 408,636 nodes and 882,120 unidirectional links. Due to
the large amount of data and the high resolution of the network, it was
necessary to work not within a GIS environment but to implement new
procedures in JAVA. This chapter describes the design of these proce-
dures. Their advantages and shortcomings will be discussed with respect
to the overall aim: deriving a data set ready for further applications, i.e.
discrete choice model estimations, from GPS raw data, with no further
information.

The remainder of this chapter is structured as follows: the next sec-
tion focuses on data cleaning and smoothing. Subsequently, it is de-
scribed how GPS records are subdivided into trips and activities. Since
each trip can still contain more than one mode, the mode detection pre-
sented afterwards starts with segmenting trips into single-mode stages.
The actual mode detection is executed using a fuzzy logic approach based
on speed and acceleration characteristics of the stages. The functioning
of the map-matching is subsequently illustrated on the sub-sample of car
stages. However, as it was demonstrated in Menghini et al.| (2009) it
can also be applied to other modes. Before presenting the conclusions
and the outlook on future work, the results of the proposed approach are
compared to the Swiss Microcensus 2005, since no validation data was
available from the study itself.

3.2 Data cleaning and data smoothing

The positioning accuracy of GPS receivers under ideal conditions lies
between five and ten metres (Wolf,, 2006). In reality, however, it is usu-
ally much worse due to several error sources. For instance, there might
be less than the four satellites in view that are required to precisely cal-
culate a three-dimensional position. Even if there are enough satellites
in view, they might not be ideally positioned, evidenced by a high posi-
tion dilution of precision (PDOP) value (Wolf et al., |1999). While this
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leads to GPS positions that are completely different from the actual posi-
tion of the receiver, the so-called warm start/cold start problem results in
missing GPS points at the beginning of the trip due to the time the GPS
receiver needs to acquire the position of at least four satellites in view
(Stopher et al., [2005)).

In addition, there are random errors caused for example by satellite
or receiver issues, atmospheric and ionospheric disturbances, multi-path
signal reflection or signal blocking (Jun et al., [2007). Multi-path errors
(also called urban canyoning errors because they typically appear in ur-
ban canyons) are especially troublesome. The GPS signal is reflected by
buildings, walls or surfaces and the corresponding GPS positions jump
and are often scattered around the actual position of the receiver. Signal
blocking, however, leads to missing GPS points and is of special impor-
tance for person-based GPS surveys since its frequency varies for the dif-
ferent means of transport. While GPS reception is generally good when
the participant is walking, cycling and or travelling by car, it fluctuates
considerably for public transport journeys, depending on the proximity

of the person to the nearest window (Draijer et al., 2000; |de Jong and
Mensonides,, 2003)).

There are several ways to overcome the problems caused by the GPS
errors described above. Data filtering, for instance, takes care of sys-
tematic errors while data smoothing removes random errors. All these
approaches, however, depend on the information available in the study.
Previous studies (e.g. Wolf ef al., |1999; |Ogle et al., 2002) showed that
the number of satellites in view and the PDOP value are fairly efficient
in determining systematic errors. Unfortunately, they are not accessible
here. Therefore, other criteria to identify erroneous data points had to
be developed. One example is the altitude value. Considering the clear
variation in Swiss topology, all points with an altitude value of less than
200 and more than 4200 metres above sea level are removed.

Another criterion are sudden jumps in position. Position jumps are
detected by comparing the distance between two consecutive GPS points
with the distance the person could have travelled in the time interval as-
suming a maximum speed of 50 m /s and a random error buffer of 30
metres. The GPS points are split into so-called quality segments each
of which comprises all points between two consecutive position jumps.
Subsequently, every two adjacent quality segments are compared and the
GPS points of the shorter one are deleted until the end of the quality
segment is reached or the distance between every two consecutive GPS
points is smaller than the threshold defined above. The whole procedure
1s repeated until all positional jumps are removed. It is important to note
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that for this filter the three-dimensional distance is used, because errors
in longitude and latitude are often accompanied by fairly strong jumps in
altitude, while in the subsequent trip and mode detection only the two-
dimensional positions are considered.

Concerning random errors, several approaches were implemented
and tested to select the optimal smoothing technique. Since no speeds
from Doppler measurements are available, speed and acceleration have to
be calculated directly from the position and timestamp of the GPS points.
Hence, the position of the GPS points is smoothed rather than the speed.
A Gauss kernel smoothing approach was used. For each coordinate di-
mension ¢ € z,y,z the smoothed value ¢(t) at time ¢ is individually
calculated as

> i(w(t) - c(ty))
Zj w(t;)

with ¢(;) being the raw value of the coordinate ¢ at time ¢; and w(t;) the
Gaussian Kernel function computed for each point of time ¢; by

i(t) = (3.1)

—t.)?
=t) (32)

w(t;) = exp — 50

The Kernel bandwidth, represented by o, is set to 10 seconds, which re-
sults in a 15 second smoothing range because this is a reasonable time
frame for real behavioural changes as opposed to signal jumps. Accord-
ingly, the directional speed for each coordinate c is the first derivative
with respect to ¢ of the smoothed position and the acceleration the sec-
ond derivative with respect to t.

The effects of the data cleaning and smoothing are depicted in Fig-
ures [3.1]and 3.2] Figure [3.1| shows the development of speed and accel-
eration over time for a sample individual. In the left column, speed and
acceleration are derived from the raw data, whereas in the right column,
they are calculated after filtering for unrealistic altitudes and smoothing,
but before the final filtering for unrealistic speeds and accelerations. As
can be seen, much of the noise in the raw data could be removed. In
particular, the completely unrealistic speed jumps which result in accel-
eration values higher than 10 m/s? are excluded without being explicitly
filtered. The resulting progression of speeds and accelerations provides
reasonable patterns, especially for trips in an urban environment.

Spatial effects of the filtering and smoothing are illustrated in Fig-
ure [3.2] First and foremost, it can be seen that most of the outliers, here
especially noticeable at activity locations, are attenuated. Second, the
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overall movement trajectories can be identified more clearly, since small
deviations from the general path are reduced. The downside of this is
that some corners are cut stronger than in reality due to the 15-second
smoothing interval. This is, however, not an important shortcoming be-
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cause, first, it is not the spatial positions of the GPS points but the speeds
and accelerations resulting from the overall movement trajectories that
are taken into account in the trip, activity and mode detection, and, sec-
ond, the original coordinates are stored along with the smoothed coordi-
nates. Thus, both types of coordinates can be used for the map-matching.

3.3 Trip and activity detection

The filtered and smoothed GPS points then have to be subdivided into
trips and activities. Since the GPS points have been collected person-
based, two basic types of activities are considered: activities with ongo-
ing GPS recording and activities with signal loss. Activities with ongoing
GPS recording are either characterised by speeds that are close to zero
(e.g. Schontelder et al., |2006; Tsui and Shalaby, 2006) or by so-called
bundles of GPS points (e.g. Doherty et al., 2001; Stopher et al., 2005). A
bundle is a sequence of GPS points positioned very close to each other,
1.e. within a diameter of about 30 metres that equates to approximately
three times the standard deviation of the measurement accuracy (Stopher
et al., 2005)). Therefore, two criteria to detect activities with ongoing
recording were established. Analogously to Tsui and Shalaby (2006),
the first criteria flags an activity, when the speed is lower than 0.01 m/s
for at least 120 seconds. The second criteria to detect activities is based
on point density. In this study, the point density is defined by the num-
ber of points that are within a 15 metres radius around the GPS point
in question. The 15 metre radius corresponds to the definition of point
bundles by Stopher et al. (2005)). If the point density exceeds 15 for at
least 10 points or 300 seconds an activity is flagged. The time threshold
was chosen considerably higher than the point threshold since activities
in buildings are often linked with signal loss. The density measure of
15 was derived by analysing the different point density patterns for trips
by different modes and activities. Car trips usually result in point den-
sities of 2-3 whereas the point density for walk trips lies between 7 and
10. Thus, point densities of 15 most likely occur only of the participant
stayed at the same place.

Activities with signal loss are detected by means of the time differ-
ence between two consecutive GPS points. The threshold beyond which
itis assumed that an activity took place varies in the literature between 45
(Pearson, |2001)) and 300 seconds (e.g. (Wolf et al., 2004; Doherty et al.,
2001)), whereas most studies apply 120 seconds. In this study, however,
a 900 second threshold is used - a high value compared to former stud-
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ies. But examination of the GPS points showed that a shorter dwell time
would lead to too many wrongly detected activities due to bad recep-
tion during trips. As these reception losses will be handled by the map-
matching algorithm, they do not need to be considered here.

Each of the three criteria is used individually to determine potential
activity start and potential activity end points. It is important to note, that
each activity can be detected by more than one criterion. Consequently,
the potential activity start and end points are joined in a way that the
outermost potential activity start and end points are considered to be the
true activity start and end points regardless of the criterion they belong
to. Moreover, if a new activity starts shortly (maximum 15 GPS points,
i.e. about 15 seconds) after the last one has ended, the two activities are
joined. This rule, on the one hand, accounts for measurement errors and,
on the other hand, considers that trips of less than 15 GPS points cannot
be reasonably used for route choice modelling. After finding all activity
start and end points, activity and trip objects are generated and stored in
separate lists. Only the trip objects are used in the subsequent analysis.
The activity objects will be used later to analyse trip purposes as well as
trip and activity chains.

Since no information about the actual activities was available to val-
idate the procedure, an analyst was asked to divide the records of 25
persons, randomly chosen from the Zurich sample and containing 152
person days, into trips and activities based on spatial and temporal pat-
terns and human intuition. The comparison of this classification with the
outcome of the trip and activity detection revealed that 97% of the activ-
ities could be detected by at least one of the criteria and none was falsely
detected.

3.4 Mode detection

Determining the modes used by the participants is one of the major re-
search issues for person-based GPS studies. It is the crucial step to make
them usable for large-scale applications. However, few approaches for
an automated mode detection have been published to date. As most
approaches presented so far, the mode detection approach implemented
in this dissertation comprises two steps: segmentation into single-mode
stages and then mode assignment for each of these stages. Based on the
circumstances in the study area, five modes are distinguished:

e walk
e cycle
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e car
e urban public transport (i.e. bus and tram)

e rail

Since the GPS records only show the spatial and temporal movement
and nothing about the circumstances or accompanying persons, the car
modes comprises all trips travelled by car regardless if the person was
driving, a passenger or riding a taxi. Analogously, the mode detection
cannot distinguish between tram and bus trips because the have very sim-
ilar movement patterns. The mode detection does, however, detect the
transfer between different public transport vehicles and treats the accord-
ing trip parts as individual stages. Other modes are neglected because
their cumulative share amounts only to 0.8% of all stages in the Swiss
Microcensus on Travel Behaviour 2005 made by people living the study
area.

The segmentation of trips into single-mode stages implements the
definition that walking is required for every mode change and for every
transfer between public transport vehicles. The procedure, which follows
the mode detection method presented by (Chung and Shalaby| (2005)) and
Tsu1 and Shalaby| (2006)), exploits the uniqueness of the walk mode with
consistently low speeds and accelerations. In addition, it considers that
a mode change can occur during signal loss. Therefore, a new stage is
created if a signal loss of more than a threshold occurs. Three types of
potential mode transfer points (MTP) are detected: end of walk (EOW),
start of walk (SOW), and end of gap (EOG) points. Thereby the start of
gap point is implicitly defined as the point before the EOG point. Since
Tsu1 and Shalaby| (2006) showed that their thresholds for signal loss du-
ration and walking speed and acceleration delivered reliable results, the
same thresholds were applied in this study. The threshold for signal loss
duration is 120 s and the speed and acceleration thresholds for walking
are 2.78 m/s and 0.1 m /s, respectively. Afterwards, the potential MTPs
are aligned, to ensure that each walking stage is enclosed by exactly one
SOW (or EOG) and one EOW (or EOG) point, that the speed in a walking
stage never exceeds 2.78 m /s, and that the derived stages are sufficiently
long. For a walking stage the minimal duration is 60 s and for all other
modes 120 s (Tsu1 and Shalaby, 2006)).

Subsequently, the mode for each stage has to be derived. Former stud-
ies have applied different approaches to achieve this. Bohte and Maat
(2008)), Stopher et al.| (2005), Chung and Shalaby| (2005)), and de Jong
and Mensonides (2003)) use rules based, for instance, on average and
maximum speed, proximity to certain network elements (e.g. bus stops
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or train stations), or the deviation from the street network. Zheng et al.
(2008)) evaluate four inference models (Decision Trees, Bayesian Net-
works, Support Vector Machines and Conditional Random Fields) and
obtain best results for the Decision Tree model. In this dissertation, how-
ever, a fuzzy logic approach based on speed and acceleration characteris-
tics is employed, as introduced by Tsu1 and Shalaby| (2006), since it best
accounts for ambiguity in the allocation of modes to observed character-
istics such as speed or acceleration.

An open source fuzzy engine (Sazonov et al., 2002) is used for the
implementation of the fuzzy logic component of the mode detection. The
crucial elements are the fuzzy variables, the fuzzy rules describing the
relationship between the modes and the fuzzy variables, and the mem-
bership functions representing the different levels of the fuzzy variables.
Three fuzzy variables were chosen, each with three membership func-
tions: the median of speed, and the ninety-fifth percentiles of the speed
and acceleration distributions. These statistical location parameters were
deliberately chosen over the average speed or the maximum speed and
acceleration to make the algorithm more robust against outliers.

The trapezoidal membership functions are described by four key
points: Start point, left top corner, right top corner, and end point. They
were chosen after an analysis of the available modes and the speed and
acceleration characteristics in the GPS data. Figure depicts an ex-
ample of a distribution of speed and acceleration combinations for two
persons with obviously different travel behaviour. Overall, five more or
less well-defined clusters can be distinguished:

1. speed <2 m/s and acceleration < 0.15 m /s>
2. speed 4-8 m/s and acceleration < 0.2 m, /s>

3. speed 14-17 m /s and acceleration < 0.3 m/s?, with accelerations
up to 1 m/s* for points leading to the cluster

4. speed 20-28 m /s and acceleration < 0.3 m/s?, with accelerations
up to 1.6 m/s? for points leading to the cluster

5. speed > 30 m/s and acceleration < 0.4 m/s?, with accelerations
up to 4 m,/s* for points leading to the cluster

Although these clusters cannot be directly assigned to specific modes,
they give an idea about the distribution of speed and acceleration of the
modes. The first cluster, for example, characterises walking with low
speeds and very low accelerations, whereas the fifth cluster contains
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Figure 3.3: Example of speed and acceleration distribution

mainly trips travelled with high speeds by car on the motorway or by
high-speed train. The fourth cluster describes speed and acceleration
patterns that are typical for travel on country roads or on the InterRegio
or rapid-transit railway system. Clusters 2 and 3 on the other hand cannot
be so easily matched to individual modes, since they can be caused by
the whole range of urban means of transport, such as cycle, urban public
transport and car. They are, however, used to determine the key points of
the membership functions, as they are presented in Figure [3.4]

Having established the membership functions, fuzzy rules are de-
rived. They characterise the 