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Measurement of ionization, attachment, detachment
and charge transfer rate coefficients in dry air
around the critical electric field

A Hösl, P Häfliger and C Franck

E-mail: cfranck@ethz.ch

High Voltage Laboratory, Swiss Federal Institute of Technology, Swizerland

Abstract. We obtain pressure-dependent rate coefficients in dry synthetic air
(79% N2, 21% O2) by fitting Pulsed Townsend measurements over a pressure
range from 10 to 100 kPa, around the critical density-reduced electric field from
86 to 104 Td. The physical processes are reviewed and set in relation to a suitable
kinetic model. A procedure for fitting kinetic reaction rates is described, which is
based on finite-volume simulations of charge carrier drift. Electron attachment,
ionization and detachment as well as ion conversion rate coefficients are obtained.
We find a quadratic pressure dependency in the conversion rate, consistent with
three-body collisions, and observe a pressure-dependency in the onset of electron
avalanche growth in dry air.

dry air, swarm parameters, electric strength, Pulsed Townsend Experiment, gaseous
insulation, rate coefficients, ion charge transfer
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1. Introduction

Air is widely used as an electrical insulation medium, and has recently attracted
renewed interest as a climate-neutral alternative to SF6 in high-voltage gas-insulated
switchgear (GIS) [1, 2]. Although the electric strength is lower compared to SF6,
using air offers several advantages: it has no global warming potential and is cheaper.
Moreover, toxicity of the gas after severe arcing is negligible compared to fluorinated
gases.
Modeling and prediction of the breakdown behaviour requires a detailed understanding
of the relevant physical processes at application pressure. The most relevant
kinetic processes have been identified, but there is a significant spread in the
obtained rates of different authors. Main contributions have been published by
Frommhold [3, 4], Harrison and Geballe [5], Prasad [6], Moruzzi et al. [7], Verhaart
and van der Laan [8, 9], Wen and Wetzer [10, 11], Friedrich[12], Kossy et al. [13]
and Aleksandrow [14] between 1960 and 1995. A more recent theoretical paper has
been published by Pancheshnyi in 2013 [15], in which the author calculates a pressure
dependency in the density-reduced critical electric field strength (E/Ncrit with electric
field E and particle density N) of synthetic air.



Measurement of swarm parameters in dry air 3

Compared to previous, often decades old measurements, we benefit from major
advancements in pulsed lasers, signal amplification, and voltage source technology
as well as gas purity and computational resources. We are able to improve the
accuracy of the respective rate coefficients, and qualitatively confirm the calculation
of Pancheshnyi. We further present a rate-fitting method for pulsed Townsend
experiments, based on simulation on graphics cards. A comparable approach has
been published by Urquijo et al. [16], and Bekstein et al. [17], on CPUs.
The publication is structured as follows: The experimental setup is presented in
section 2. The kinetic processes are reviewed in section 3, and compared to a model
proposed by Verhaart and van der Laan [8, 9], which is used in this publication. The
results are presented in section 4, where we compare our findings to the literature,
both experimental data and Bolsig+ calculations, which are based on tabulated
cross-section data. Appendix A and B deal with the method and structure of the
numerical simulation, where we describe the implementation of the simulation and
fitting method, complemented by a convergence analysis.

2. Experimental Setup

In our Pulsed Townsend experiment the gas is subjected to a homogeneous electric
field in between Rogowski-shaped electrodes. Electrons are released from a back-
illuminated photo-cathode by a pulsed UV laser of 266 nm wavelength at a repetition
frequency of 20 Hz. Those electrons travel a distance of 1− 2 cm towards the anode,
and interact with gas molecules. The displacement current is measured and evaluated
for different electric field strength, pressure and electrode distance. Details about the
setup can be found in [18], and we limit this section to specifics of the presented air
measurements.
Exceeding our usual measurement pressure range, normally below 10 kPa, proved to be
difficult. We found that deformation of the steel vessel walls due to pressure differences
have to be taken into account, since it distorts the electrode spacing. Corrected via
electron velocity measurements in pure nitrogen, as described in [19], we estimate
the distance accuracy to be better than 100µm over the whole pressure range. The
metal film on the photo-cathode that we used in previous work, palladium, exhibits a
sharp decrease in quantum efficiency in the presence of oxygen. This effect is stronger
at elevated oxygen pressure, which limits the lifetime of photo-cathodes drastically.
Similar findings have been reported in [4]. Experimenting with two layer films, we
found Cu-Pd photo-cathodes with approximate thicknesses of 5 and 12 nm to show
acceptable efficiency (roughly 106 electrons per shot) and life-time.
Our amplifier-setup has a bandwidth (3 dB) of 175 MHz, and records with 10 GS/s.
This bandwidth is taken into account in the simulation: a digital low-pass filter was
adapted in accordance with the specifications of the vendor.
The oxygen and nitrogen gas bottles have a purity of 5.0 and 6.0, respectively. The
base pressure of the chamber is lower than 5 · 10−6 Pa. With opened gas inlet pipes,
it is ensured that the pressure is below 0.05 Pa before filling the gas.
Figure 1 shows a measurement current at 100 kPa on two different time-scales. A laser
pulse releases electrons from the photo-cathode, which then travel to the anode on a
time-scale in the order of 100 ns. Slower ions, produced in ionization or attachment
events, take up to 30µs. The plot includes, as a result of the fitting procedure, the
individual currents of the different species (discussed at the end of section 3), as well
as their superposition, which is the displacement-current we measure.
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Figure 1. Measured displacement current in dry air at a pressure of 100 kPa,
with electrode spacing 11 mm and E/N = 100 Td. The plots show an averaged
signal in blue over 200 shots, on two different time-scales. In red, the result of
the fitting procedure is shown. The signal in the bottom plot has been filtered,
starting from 4µs, for better visibility. The dashed vertical lines indicate the gap
crossing time for electrons (”e”), negative unstable (”nu”) ions, negative stable
(”ns”) ions and positive ions (”p”) in accordance to the chosen model (figure
3). Furthermore, the individual contributions of different species to the current
are shown in dashed and dotted lines. The attribution to specific species (O−,
O−

2 , O−
3 ) is complicated and discussed in the model section. In the top plot, the

current of the negative unstable ions is multiplied by 20 for better visibility.

3. Kinetic Model

3.1. Review of physical processes

A large number of processes have to be considered for the modeling of dry synthetic air
(79 % nitrogen, 21 % oxygen) around the E/Ncrit, since the energies of free electrons
are sufficient to dissociate molecules. An overview of the presumably most relevant
is given in figure 2. The following review is largely based on [13, 15]. Similar kinetic
schemes have been used by e.g. Zhao and Lin in N2−O2 mixtures [20], and by O’Neill
and Craggs in oxygen [21].
Electrons of kinetic energy above the ionization threshold can create, on impact, O+

2

(≈ 12 eV) and N+
2 (≈ 15.5 eV) ions:

O2 + e− ⇒ O+
2 + 2e− (1)

N2 + e− ⇒ N+
2 + 2e−. (2)

Simulations based on cross section data [22, 23] predict that the number of created
N+

2 and O+
2 is roughly 4 : 6 in air for E/N = 100 Td. Charge transfer from N+

2 ions to
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Figure 2. Overview of relevant processes describing the interaction of electrons
with neutral N2 and O2 molecules, at electric field strength around the critical
electric field. We neglect interactions with excited molecules. For the dotted lines,
literature is sparse or not available at elevated pressures and electric fields around
E/Ncrit.
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+O2 (4)

+2O2 (9)+O2 (8)

+M (5,6)

O+
2 is assumed to be energetically favourable and very efficient at thermal ion energies

without external electric field [24, 13]:

N+
2 + O2 ⇒ N2 + O+

2 . (3)

In several experiments under near vacuum condition, formation of cluster ions like
N+

4 and O+
4 was observed [24, 25, 26, 27]. Estimates of cluster decay rates without

external field are given in [13]. Dissociative ionization under formation of N+ and O+

requires energies above 20 eV[28] and is unlikely at 100 Td.
Oxygen, as an electronegative molecule, exhibits attachment in two processes: the
dissociative channel

O2 + e− ⇒ O− + O, (4)

with a resonance around 6− 8eV, and direct attachment

O2 + e− ⇒ O−2
∗ +M⇒ O2, (5)

which is a three-body process at thermal electron energies. The notation of the latter
process has to be understood as a capture of an electron by an oxygen molecule,
resulting in an excited unstable negative ion O−2

∗
of short life-time, which then

transfers its surplus energy to a neutral molecule and stabilizes. This stabilization
competes with fast (auto-)detachment of the electron. These processes are discussed
in detail in [14]. At high electric fields, stabilized O−2 still detaches due to collision
with neutral gas molecules, but at a lower rate:

O−2 + M ⇒ O2 + M + e−. (6)
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Process (4) is expected to dominate over process (5) at electric field strength near the
critical field [15]. A Bolsig+ simulation based on cross-section data [22, 28] predicts a
ratio of roughly 10 : 1 at 100 Td and atmospheric pressure.
O− ions exhibit electron detachment and two possible conversion processes:

O− + N2 ⇒ N2O
−∗ ⇒ N2O + e− (7)

as considered in [7],

O− + O2 ⇒ O−3
∗ ⇒ O + O−2 , (8)

with subsequent detachment of the electron via (6), and

O− + O2 ⇒ O−3
∗ +M⇒ O−3 . (9)

The initial formation of O−3
∗

is considered to be meta-stable [15]. The cross section for
relaxation is strongly dependent on the neutral molecule M , and much more efficient
for O2 than for N2 [14]. For the rates associated with the three-body processes (5)
and (9), a quadratic dependence on (total or partial) pressure is expected.
O−3 is considered the sole stable negative ion in dry air. Formation of O−4 and O−6 is
measured in literature in pure oxygen [29, 30, 31, 32], and cluster formation is found
to occur. As with positive cluster ions, most of these experiments are performed under
near-vacuum conditions and do not easily allow an extrapolation to higher pressures.
In [33], the authors see evidence for O−4 and O−6 at low electric fields and pressures
up to 80 kPa.
In publications concerned with plasma physics in air, excited neutral molecules are
often considered important for modeling the physical behaviour [13, 34, 35, 36]. Some
excited states like the oxygen singlet are supposed to be stable for nearly an hour, and
not even collision with the walls de-excites those states efficiently [36]. The coefficients
for interactions between electrons and excited neutral molecules, compared to the
ground state, differ due to their internal energy [13]. The greatest effect would likely
be expected for detachment processes, which have thresholds of few eV. In our setup
around 106− 107 electrons per laser shot loose their kinetic energy in the gas volume,
and are capable of creating excited neutral molecules. A rough estimation shows that
we do not exceed 50 nJ per shot, depending on the number of released electrons and
applied voltage. Assuming, as an upper estimation, 100% efficiency for the production
of oxygen singlets of 0.977 eV [37], this energy would be sufficient to excite 3 · 1011

molecules per shot. This is several orders of magnitude below the particle densities
at which we measure (1024-1025 in a volume of 30 liters). We therefore neglect any
distinction between ground-state and excited-state neutral molecules.

3.2. Model

We find that the information contained in the waveform measurements is not sufficient
to deduce all rates as depicted in figure 2. Therefore, we restrict the model to a simpler
approximation, which is shown in figure 3. It was originally proposed by Verhaart and
van der Laan [8], and further developed by Wen and Wetzer [10, 38]. A partial
analytical solution is available, however, it is unsuitable for rate fitting since some
terms are only given in integral form.
Using this model we are able to fit all measurements over the entire pressure range.
Based on this literature research, we assume that the relation between physical picture
and this model is as follows. The ionization rate νi is a superposition of the ionization
of O2 and N2, (1) and (2). The positive ion is composed of O+

2 , N+
2 and potentially
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Figure 3. A common general model, first presented by Verhaart and van der
Laan [8], and further developed by Wen and Wetzer [10]. The subscript of all rates
ν denotes attachment (”a”), detachment (”d”), ionization (”i”) and conversion
(”c”). ”n.s.” stands for negative stable ion, ”n.u.” for negative unstable.

p.

e−

n.u. n.s.

νa νd

νi

νc

the cluster ions O+
4 and N2O

+
2 . Attachment is mainly due to dissociative attachment

of O2 under formation of O− (4) at electric fields around E/Ncrit. We find it likely
to identify the negative stable ion with O−3 . The conversion rate thus νc relates to
the processes of three-body O−3 creation, (9). The role of the negative unstable ion
is complicated, since charge transfer from O− to O−2 (8), and three body-attachment
under formation of O−2 (5) is not modeled. Therefore, the individual contribution of
O−, O−2 and, potentially, O−4 /O

−
6 cannot be distinguished. Similarly, the detachment

rate νd does not relate directly to a single physical process. We report the results
in the nomenclature of the model rather than the physical species, in order to reflect
these uncertainties.
The corresponding system of partial differential equations for one spatial dimension,
describing the charge carrier densities, reads:

( ∂∂t + we
dr

∂
∂x ) ρe(x, t) =

(νi − νa ) ρe(x, t) + νd ρn.u.(x, t)

( ∂∂t + wn.u.
dr

∂
∂x ) ρn.u.(x, t) =
νa ρe(x, t) − (νd + νc ) ρn.u.(x, t)

( ∂∂t + wp.
dr

∂
∂x ) ρp.(x, t) = νi ρe(x, t)

( ∂∂t + wn.s.
dr

∂
∂x ) ρn.s.(x, t) = νc ρn.u.(x, t)

(10)

where ρ(x, t) with superscripts denotes electrons and ion species densities, and wdr the
macroscopic drift velocity. The unit of all rates, νi (electron ionization), νa (electron
attachment), νd (electron detachment) and νc (ion conversion), is s−1.
For simpler models without detachment, the effective electron growth rate is given as
νi − νa . When including detachment and conversion processes, the ”effective rate”
becomes [9, 8, 38]:

νeff± = 1
2 (νi − νa − νd − νc ) ±
1
2

√
(νi − νa − νd − νc )2 + 4( νi νd + (νi − νa )νc )

(11)

The analytic solution for the temporal evolution of the electron number ne(t) for times
not exceeding the electron gap drift time can be expressed as

ne(t) = a eνeff+ t − b eνeff− t, (12)
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with the pre-factors a and b depending on the rates. Since νeff+ > νeff−, the condition
νeff := νeff+ = 0 is sufficient to determine the critical electric field strength:

νeff = 0 ⇔ νi νd + (νi − νa )νc = 0 (13)

It is interesting to see that in the limit of high conversion rates or low detachment
rates, νd /νc ≈ 0, νeff reduces to νi − νa :

νeff =
νd /νc →0

1
2νc (νi −νaνc

− 1) +

1
2νc

√
(νi −νaνc

− 1)2 + 4νi −νaνc

= νi − νa

(14)

As initial condition for the simulation, the densities are set to zero except for an
electron peak at x = 0. Based on the simulation of charge carrier densities, the
resulting displacement current is calculated, and compared with the measured signal.
Starting with randomly chosen rates, the optimization routine tries to improve on the
initial guess and minimize the difference between signal and simulation. The preset
range for the initial starting point covers 1−2 order of magnitude for all rates. Within
these boundaries, the fit almost always converges to the same results, within a certain
spread. We therefore assume that the solution is unique. Details about the simulation
and fitting procedure can be found in the appendix.
Figure 1 shows, as an example, the individual contributions to the current as derived
in the fitting procedure. The yellow dotted line shows the current contribution of the
initial electron pulse. It is interesting to note that the attachment rate coefficient is
higher than the ionization rate coefficient at a density-reduced electric field of 100 Td
in air, while the total current seems to grow exponentially until 100 ns. In dotted grey,
”delayed electrons” which have been captured by a neutral molecule and subsequently
detach are shown. A significant number of unstable ions (dot-dashed brown) are
present only for a limited time, due to conversion and detachment processes.

4. Results

The chamber temperature was stable at 295.5 K, and we calculate the particle density
N using the ideal gas law. We report ion mobilities as density-normalized µN in
units of s−1m−1V−1 such that the velocity at measurement temperature is given as
µN · E/N. The following parameters are preset and not fitted:

• We estimate the density-normalized longitudinal electron diffusion coefficient as
roughly NDL = 2 · 1024 s−1m−1 with a rather large uncertainty. Apart from the
initial electron-dominated current, diffusion barely influences the current shape.
Ion diffusion is neglected.

• The mobility of the positive ions can be estimated by matching the latest current
of the measurement with the simulation (see figure 1, after 15µs). The current is
strongest for the highest measured E/N and highest pressures, from which we read
off a density-normalized ion mobility of µN = 5.6 · 1021 s−1m−1V−1. Comparing
to the reported mobility of O+

2 in air, this is 17% lower than values from [39]
and data from LXCat [40, 22], which agree on a density-normalized mobility of
µN ≈ 6.8 · 1021 s−1m−1V−1 at E/N = 100 Td. The lower mobility of the positive
ion could hint at ion cluster formation (see section 3), since ion mobilities usually
decrease with growing cluster radius. The latter has e.g. been discussed for pure
oxygen in drift-tube experiments [41].
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• For the negative unstable and stable ion we use literature values from [39] for O−

and O−3 , respectively. As we discussed in the model section, the role of further
negative ions (O−2 and O−4 ) is not entirely clear, and we might thus make a certain
error in the mobilities of the negative ions.

The time-points of the raising and falling edge of the measurements contain infor-
mation about the drift velocity of the electrons, which relates to the density-reduced
mobility as w = µeN · E/N . Our fitted values match well with electron mobili-
ties reported by Frommhold [4] (see figure 4) and Bolsig+ simulation using Biagi’s
database [28, 22].
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Figure 4. Reduced electron mobility µeN , compared to data from [4, 42], both
downloaded from [22], and [43, 44] as well as Bolsig+ simulation using Biagi’s
database.

The results for the rate coefficients are shown in figures 5 to 9. For comparison we
have included, where available, results from previous Townsend and drift tube ex-
periments, as well as results from Bolsig+ simulations using cross sections from the
LXCat database [22]. The models used by Frommhold [4], Prasad [6], Harrison and
Geballe [5], and Ryzko [46] are different from ours, and do not include ion conversion.
Wagner [45] uses the same model, but interprets the stable negative ion differently.
The Bolsig+ simulations have been compared to more complex Monte-Carlo simula-
tions and were found to agree reasonably well in the energy range considered in this
publication [47, 48]. In cases where electron velocities are needed for converting units
and not provided by the author, we use reference data from [4].

In the chosen model we have not distinguished between the individual ionization rates
of N2 and O2. The information contained in the measured current traces is not
sufficient to separate both rates individually, whereas the sum of both is reliably ex-
tractable. The ionization rate coefficient, figure 5, increases strongly with increasing
E/N in the measurement range of 86− 104 Td. The spread in the rate coefficient de-
creases with increasing pressure. The reason is that measurements at higher pressures
exhibit a higher ion current, which benefits the signal-to-noise ratio. Experimental
data from [6, 5, 45] agree qualitatively with our findings, but show a larger scatter
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Figure 5. The (total) ionization rate coefficient of synthetic air is plotted against
E/Ncrit. We measure a superposition of O2 and N2 ionization, which cannot be
separated. The results from several Bolsig+ simulations, based on tabled cross-
sections (source: LXCat [22]) are plotted for comparison. The accordance is
especially good for the Biagi database. References are taken from [6, 15, 45, 5].

and are lower on average. We assume that the differences in the used models in these
publications have a minor influence on the results for the ionization rate coefficient,
so that comparability is given. Furthermore, Bolsig+ simulations based on different
databases are plotted. Using Biagi’s cross section set matches our findings closest.
Overall, the shape and order of magnitude of our results are in good agreement to lit-
erature values, considering the large scatter in these data reported by different authors.

The attachment rate coefficient νa /N is plotted in figure 6. Our findings and all
references agree that the rate coefficient increases with increasing electric field. This
is explained by a shift in the electron energy distribution towards higher energies,
which then overlaps to a larger extent with the dissociative attachment resonance at
6−8 eV. Older measurements differ by up to a factor of 4 around 110 Td. Our findings
match those of Frommhold [4] closest, while Prasad [6], Harrison and Geballe [5]
and Ryzko [46] have measured lower values and Wagner higher values. The cited
reference data were obtained using different models and experimental setups, which
might explain part of the discrepancy.
Several databases for Bolsig+ simulations feature cross sections for both dissociative
attachment and, additionally, direct three-body attachment to O2 (equation (5)).
The latter is to be scaled according to (partial) oxygen pressure. We plot both the
dissociative attachment rate coefficient alone (zero pressure limit), and the sum of
three- and two-body attachment rate coefficients, scaled to 100 kPa. The difference
is small for all databases (≈ 5− 10%), in agreement with our assumptions in section
3. For the Biagi database we took the three-body attachment cross-sections from the
Magboltz source (version 11.2) [28], which differ strongly from the older version (8.97,
transcripted in 2012) available on LXCat.
Our attachment rate coefficient shows a certain pressure dependency, which amounts
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Figure 6. The attachment rate coefficient of synthetic air is plotted against
E/Ncrit. Various references from measurements are plotted for comparison, as well
as Bolsig+ simulation results. Cross-sections are available for both dissociative
attachment (as in our model), as well as three-body non-dissociative attachment
to O2. For Bolsig+ simulations annotated with “100 kPa” both contributions are
summed up. References are taken from [4, 6, 5, 45, 46, 15].

to about 20% difference on average between the findings for 10 kPa and 100 kPa. To
a smaller extent, a pressure dependency is also visible for the ionization and conver-
sion coefficient. Overall, the findings agree very well with Bolsig+ calculations using
Phelps, Morgan and Biagi databases.

The detachment rate coefficient is plotted in figure 7. There are experimental re-
sults available from Wagner [45], Frommhold [3], and Ryzko [46], who have measured
mainly at higher E/N . The models used in these references are comparable to the
present model. Pancheshnyi’s theoretical calculations for O− conversion to N2O

−∗

and O∗2 are given in the figure.

The conversion rate coefficient is plotted in figure 8 as rate per second over particle
density squared, since three-body processes are expected to be quadratic in density.
Again, the spread of our findings decreases drastically with increasing pressure. The
rate’s quadratic proportionality on pressure can clearly be demonstrated: The rates
νc in units s−1 that are fitted are about a factor of 100 higher for the 100 kPa mea-
surements compared to 10 kPa. References for this process are sparse in literature.
Pancheshnyi provides a theoretical approximation [15], which is based on rates in cold
air plasma without external electrical field (Kossyi [13]). For this reference we assume
that the rate should be scaled with total pressure as in the publication of Kossyi, and
not partial oxygen pressure (see also equation (9)). There are measurements available
from Wagner [45], where the same model is used as in this publication. However,
the physical processes are interpreted differently, O−3 is considered negligible and O−2
takes the role as the sole stable negative ion. As far as the accuracy allows, Wagner
reports the conversion processes as linear in particle density. Accordingly, they differ
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2 , both
which are followed by electron detachment, are plotted. References are taken
from [4, 45, 46, 15].
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Figure 8. The conversion rate coefficient in synthetic air relates to the process of
O−

3 formation, equation (9). It is plotted as rate over density squared. References
are taken from [15, 45].

when plotted as rate over density squared. Compared to our results the magnitude of
the findings agrees.

Finally, in figure 9 on the left the effective rate coefficient is plotted for different
pressures. It is calculated from the fitted rates according to equation (11). For each
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Figure 9. The left plot shows the effective rate coefficient, calculated from
the fitted rates νi , νa , νd , νc according to equation (11). Since the rate νc
is quadratic in pressure, a pressure dependency of the effective rate is expected
(see 11). The right plot shows an estimate of the critical field strength according
to equation (13), estimated via a quadratic fit to obtain the (pressure-dependent)
zero-crossing of the effective rate as defined. The value is plotted against the
respective pressure values of our measurement. The theoretical predictions
of [15, 20] are plotted as reference, as well as measurements of Friedrich [12].

subset of data points at equal pressure, the effective rate coefficient is strongly in-
creasing with increasing E/N . On the right side, E/Ncrit is plotted against pressure.
It is obtained by a (quadratic) polynomial least-square fit, as indicated by the solid
lines in the left plot of figure 9. The results are compared to theoretical calculations
of Pancheshnyi [15] and Zhao, Lin [20]. Based on tabulated cross sections, the authors
predicts a E/Ncrit as shown on the right side of figure 9. We find a roughly 8 Td
higher critical field strength, yet matching in shape compared to Pancheshnyi’s re-
sults. Zhao and Lin calculate lower values for pressures below 100 kPa, which increase
slower with increasing pressure. Friedrich measures an increase in E/Ncrit [12], yet
increasing steeper and higher in value.

5. Discussion

We find that the recorded current of the Pulsed Townsend experiment contains enough
information to deduce the four rate coefficients of the discussed model, including ion
detachment and conversion. The spread in the rate coefficients decreases for higher
pressure measurements, which is explained by higher current from ions, which benefits
the signal-to-noise ratio.
From the shape of the high-pressure measurements we are able to estimate the mobility
of the positive ion. Our value is not compatible with reference data for O+

2 in air, and
is approximately 17% lower. This leads us to believe that either the charge transfer
of N+

2 to O+
2 , equation (3), is less efficient than assumed, or that the formation of

heavier, slower ion clusters is non-negligible.
The sensitivity of the results with respect to the fixed input parameters diffusion,
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digital filter and ion mobilities is difficult to quantify. In our experience, diffusion and
filter have a very limited influence. Changes in the mobilities of the ions, on the other
hand, affect the resulting rate coefficients. A shift in mobility for the positive ion and
the negative stable ion of up to 10% yields a fit that is still satisfactory and shifts
the rate coefficients by up to 10%. Even greater deviations in the mobility begin to
degrade the fit quality, and deviations are visible in the late, ion-dominated current.
The mobility of the negative unstable ion has a negligible influence, due to its short
life-time. Furthermore, we see a slight pressure dependence in the rate coefficients.
At least for the ionization rate coefficient a pressure dependency is hardly physically
plausible. It is strongest for the attachment rate coefficient and amounts to roughly
20%. The reason for this might be the discussed model insufficiency, since three-body
attachment to O2 was not taken into account. Another possible source is a pressure
dependent deviation in the electrode distance, since our method of correction has a
finite accuracy (see section 2).
The ionization rate coefficient could be deduced at a higher accuracy than in previous
reported measurements. It fits particularly well with Bolsig+ calculations based on
Biagi’s database.
Reference data from different experiments and models do not agree well for the
attachment rate coefficient, as far as they are comparable. As for the ionization
rate coefficient, our findings match with Bolsig+ calculations.
For the chosen model, the detachment rate coefficient does not relate to a single
process, but is influenced by detachment of O− and O−2 , direct attachment to O2

and conversion between the two ions (equations (4)-(9)). It is therefore not easily
comparable to theoretical calculations.
The conversion rate coefficient relates to the three-body attachment process O− +
2O2 → O−3 +O2, equation (9). Compared to the theoretical value of Pancheshnyi [15],
we find a higher rate coefficient by a factor of 2− 3.
Our findings for the critical field strength match in shape with the calculations of the
same author, yet with an offset of 8 Td . Zhao and Lin’s publication [20] is similar to
Pancheshnyi’s, who both use a Boltzmann solver to calculate rate coefficients. They
predict a much slower increase in E/Ncrit with pressure. Friedrich’s experimental
results [12], using a Pulsed Townsend experiment, show a much faster increase in
E/Ncrit, converging to ≈ 104 Td. The reason for the pronounced difference in the
pressure dependency is unclear.
With the conversion rate being quadratic in pressure, in contrast to attachment,
ionization and detachment rate being linear in pressure, the observed pressure
dependency of the effective rate becomes clear. With equation (14), one can now
attempt to predict the behaviour at application pressures of several 100 kPa. Three-
body attachment toO2 might not be negligible at these pressures, which would increase
the critical field strength. Therefore only a lower bound for E/Ncrit of dry synthetic
air can be predicted as 105 Td at room temperature.

6. Summary and Outlook

In this work we have derived and presented our method of rate fitting, and measured
a pressure-dependent critical density-reduced field strength in dry air. Our findings
show good agreement with experimental references where available. Theoretical pre-
dictions match for electron ionization and attachment, but differ for the ion conversion
process.
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We have further demonstrated the need to measure at elevated pressures above few
10 kPa in dry air: the conversion rate coefficient, in particular, could not be reliably
determined from our low-pressure measurements.
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Appendix A. Simulation

The simulation of waveforms for a given set of rates and drift times is by far the
most time consuming step in the optimization procedure. Dealing with rates with
frequencies up to 109 s−1, and orders of magnitude difference between highest and
lowest (non-negligible) rates, poses a challenge for the numerical evaluation. The
need to resolve the time-dependent spatial distribution of electrons, enforces a time-
step dt below 10−9 s. On the other hand, the different time-scales of ions compared to
electrons (typically factor ≈ 100) lead to time consuming simulations when trying to
use the whole information of the late ion-dominated current, with a typical simulation
length of 2·10−5 s. Due to detachment processes, a substantial amount of free electrons
are present over the whole simulation time, ruling out an increase of the time-step after
e.g. the electron crossing time.
We implement the simulation in C++ and CUDA C, and use a matlab mex / mexcuda
interface function in order to minimize computation time. Two GTX 1080 cards are
used for the simulation. The setup is capable of simulating the full current up to
5 · 10−5 s sufficiently fast: 160 waveforms simultaneously in few tenths of a second,
for the described model. Compared to our CPU implementation, the speedup is
substantial.
The space between cathode and anode is represented by Nx equally spaced cells, and
is described by the density of each species in those cells. The current at (discrete)
time t is then proportional to

I(t) =

NS∑
j=1

Nx∑
i=1

e ρj(xi, t) |wjdr| (A.1)

with electron charge e, number of species NS, total number of cells Nx, drift velocity
wjdr of species j, and the number of species j in cell i, ρj(xi, t) (”densities”).
In every time-step, ~ρ is updated according to equation (10), which we write for
simplicity in matrix form

( ∂∂t + ~w ∂
∂x ) ~ρ(t) = M ~ρ(t) with

~ρ(t) = [ρe(t), ρO
+
2 (t), ρN

+
2 (t), . . .]T.

(A.2)

Matrix M contains the rates of equation (10). The effective rate of equation (11)
then identifies as the largest non-zero eigenvalue of M . In every time-step, the update
of densities is followed by advection of species. Since the macroscopic drift velocity
of species j (electron/ion) is constant in the homogeneous field, the transport terms
(second term of l.h.s. of equations (A.2) and (10)) can be simplified such that a full
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translation from one cell to the next is executed within d /
(
Nx w

j
dr

)
, with electrode

gap distance d. We set the time-step of the simulation as

dt =
d

Nx we
dr

, (A.3)

such that electrons are translated every time-step, and ions every ≈ 100 time-steps.

A direct simulation via a suitable Runge-Kutta time-stepping method is possible,
but very resource-demanding. We experience that the time-step has to be reduced
drastically for higher rates in order to achieve convergence.
A direct numerical evaluation of the r.h.s. of equation (A.2) is challenging, due to
the numerical properties of matrix M : it is often badly conditioned, exhibiting orders
of magnitude difference between (non-zero) eigenvalues. Matlab offers with the built-
in function ”expm” an implementation of the Pad approximation [49] for the direct
evaluation of the exponential, which is used in the following.
For the implementation we want to specifically point out two things that increased
the numerical stability when using single precision floats:

• The matrix eM dt, equation (A.2), approaches, for dt ⇒ 0, the unity matrix.
In our case it was useful to store and apply eM dt − 1 in order to preserve the
accuracy better.

• In every time-step, the densities are updated as ~ρ ← ~ρ + eM dt~ρ. Direct
implementation leads to an accumulation of error due to the numerically
unfavorable summation of numbers of very different magnitude. It is more stable
to introduce a temporary density vector, and add up the change in density for
several time-steps, before updating.

Appendix A.1. Diffusion

Incorporation of longitudinal spatial diffusion of electrons is of importance when
comparing signal and simulation at times around the electron drift time. Diffusion of
ions is considered less significant and is disregarded. In the systems of equations (10),
we add a diffusion term on the right-hand-side of the form

( ∂∂t + we
dr

∂
∂x ) ρe(x, t) = · · · −D ∂2

∂ x2 ρe(x, t). (A.4)

Numerically, we define a diffusion operation ρ̂e = ΦA[ρe] of strength A as

ρ̂e(xi, t) = ρe(xi, t)− A dt
dx2 × (A.5) (−ρe(xi−1, t) + 2 ρe(xi, t) ) i = Nx

(−ρe(xi−1, t) + 2 ρe(xi, t) − ρe(xi+1, t) ) i > 0
( ρe(x0, t) − ρe(x1, t) ) i = 0

where the first cell nearest to the cathode is treated separately as an impermeable
boundary. This prevents an artificial “loss” of electrons, when diffused backwards;
especially at the beginning of the simulation.
Equation (A.5) is a valid approximation only if A dt

dx2 � 1, and we therefore
approximate equation (A.4) as a loop over n diffusion operations with A = D/n:

ρe = ΦD/n[ ΦD/n[ · · ·ΦD/n[ρe] · · ·]] (A.6)

Since diffusion is a costly operation, especially on GPUs, we set n as the minimum
number that fulfills A dt

dx2 ≤ 0.1. Furthermore, application of diffusion is limited to
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times before 2T e (drift time of electrons). This approximation seems justified since the
densities of electrons is both much lower and spatially smoother than the delta-pulse
shaped initial condition.

Appendix A.2. Filtering

For comparison with measurement data, we apply a digital low-pass filter according to
the specifications of the preamplifier onto the simulated waveform. The manufacturer
supplied a phase response on request, according to which we adapt a digital
Butterworth filter.

Appendix A.3. Testing and Convergence
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Figure A1. This plot shows the results of the convergence tests for different
spatial resolutions Nx and 5000 randomly drawn parameter sets. We plot both
average (empty markers) and ”worst occurrence” (filled markers) of the L1 norm
distance, according to equation (A.7), for different comparisons:

•Circle: low-resolution simulation (Nx = 128/256/512/768) compared to
high-resolution (Nx = 1024)

•Diamond: simulated electron displacement current compared to analytic
formula

• Square: simulated negative unstable ion displacement current compared to
analytic formula

We have mentioned some of the numerical challenges of the simulation, which arise
from the very different time-scales, and the order of magnitude difference in the
rates. Consistency and convergence tests have been helpful for finding flaws in the
implementation and numerical instabilities.
In [38], a partial analytical solution for the model at hand is given, against which the
simulation can be compared. The spatial densities of electrons and negative unstable
ions (yet not positive and stable negative ions) can be calculated for any time-point.
In order to compare, we calculate the densities at a time-point t on a spatial grid of
1000 cells. Summation over all cells, similar to equation (A.1), yields the displacement
current of electrons and negative unstable ions. Unfortunately, we experience that our
straight-forward implementation of the analytic expression is not stable for certain
parameter sets. We therefore check its grid-convergence for 1000 and 2000 spatial grid
points, and discard the result if the relative deviation is larger than 10−4. For these
cases, the simulations of different spatial distribution are only compared with each
other.
For all parameters of the simulation, we define suitable bounds. The upper boundary
for all rates is set to 109 s−1, and is more than one magnitude larger than what we fit
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in the air measurements.
For the test we randomly draw 5000 combinations of parameters. The ionization is
adjusted so that the set of parameters is close to the critical field strength. We exclude
parameter sets for which the late ion-dominated current exceeds the ten-fold of the
initial electron current. All waveform simulations are interpolated linearly with 1 ns
time-step, similar to like it is done in the fitting procedure. The obtained waveforms
are compared using the following normalized L1 deviation:

δ =

∑
n

∣∣∣Ie
analytic/reference(tn)− Ie(tn)

∣∣∣dt∑
n′ Ianalytic/reference(tn) dt

. (A.7)

As expected, we find improved convergence for higher spatial resolution (figure A1).
An earlier attempt with Runge-Kutta fourth-order time-stepping performed much
worse in this regard. There are a few occurrences of higher error, as depicted by
the filled markers. The worst cases are usually ”exotic” parameter sets with rates of
several orders of magnitude difference, featuring steep decline of electron current or
massive ion currents. We expect a less critical behaviour for ”normal” experimental
waveforms. We set Nx = 512 for all simulations.

Appendix B. Fitting process

In the fitting procedure we try to find a set of parameters for which the quadratic norm
between measurement and simulated waveform is minimal. For the optimization, we
set the objective value ξ as the sum over the quadratic difference between measurement
ft and simulation gt:

ξ =

∫ T

t=T0

| f(t)− FLP [g (t)] |2 ω(t) dt, (B.1)

Here, f(t) and g(t) are interpolations of the time-discrete measured data and
simulation, respectively. gt = gt (νi , νa , · · · , T e, T p., · · · , D, n0) is a function of rates ν,
transit times T , diffusion D and start electron number n0. We introduce a weighting
function ω(t) and weigh the initial 2T e ≈ 1µs by a factor of 10 stronger than the
subsequent ion-dominated current. Due to spurious oscillations at the onset of the
measurement we set the lower integration limit T0 to 30 ns. The maximum simulation
time T is set to 2 · 10−5 s. FLP is a digital low-pass filter, simulating the limited
bandwidth and phase shift of the measurement system, as described in chapter 2.
The integral is summed up with a time-step ∆ = 1 ns.
For optimization algorithms it is often beneficial to scale fitting parameters. We do
so by taking the logarithm of all rates, which then lie in a range of 10 to 20.
We use the Matlab optimization toolbox for the fitting process. The “GlobalSearch”
algorithm randomly generates starting points, subject to given bounds. We choose
these boundary intervals for the rates at least one order of magnitudes around the
expected rate. Only those starting points are run which pass certain tests (closeness
to previously found solutions, initial objective function value, ...). For any starting
point that is chosen to be run, a ”local solver” is called, which runs until convergence
in the sense of falling below a certain threshold in the derivativeof ξ/step length. For
this local solver, the Matlab interior-point algorithm showed the fastest convergence.
We found it necessary to control and increase the step-size of the gradient function,
in order to ensure gradient smoothness.
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